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Abstract

A new theory of syllogistic reasoning, called the transitive-chain
theory, is presented. The transitive-chain theory proposes that informa-
tion about set relations is represented in memory by pairs of informational
components. The theory further proposes that information about set rela-
tions is integrated by applying a small set of rules to transitive chains
that are formed by rearranging informational components stored in memory.
The method of rearranging informational components into transitive chains
and the rules that are applied to these chains are specified in detail.

The transitive-chain theory is then compared to the random and com-
plete combination theories of Erickson (1974), the conversion theory of
Chapman and Chapman (1959), and the atmosphere theory of Woodworth and
Sells (1935). Each of the theories is cast in terms of an information-
processing model, and then mathematical models that quantify each of
" these information-processing models are presented. In a series of five
experiments, the fransitive—chain theory provides a good account of the
reséonee-choice data for syllogisms with various types of content, quanti-
fiers, and logical relations (categorical and conditional). The results
of these experiments offer tentative answers to five major issues in the
theory of syllogistic reasoning:
(1) Generality of the processes used in syllogistic reasoning
(2) Relationship of syllogistic reasoning ability to intelligence
(3) Representation of premise information
(4) Combination of premise information

(5) Sources of difficulty in syllogistic reasoning
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A Transitive-chain Theory of Syllogistic Reasoning

A categorical:syllogism consists of three declarative statements,
each of which describes a relation between two sets of items. The first ' ?
two statements are called premises; the third statement is a conclusion
drawn from the premises. The premises relate the items in the subject
and predicate of the conclusion to a third set of items. In a syllogistic
reasoning problem, the subject's task is to indicate whether the relation
described between the subject (S) and predicate (P) of the conclusion is
logically determined by their relation to the third term (M). An example
of a categorical syllogism is

Some children are brats.

All Mouseketeers are children.

Some Mousketeers are brats.

Solution of this problem requires the individual to use information con-

tained in the premises to infer the relation between Mousketeers and brats,
and to compare this inferred relation to that described by the conclusion.
This article presents a general theory of syllogistic reasoning,
called the transitive-chain theory. The article is divided into seven
parts. First, the structure of categorical syllogisms is described.
Second, five major issues in the theory of syllogistic reasoning are dis-
cussed. Third, the problem domain to which the theory is applied in this
article is described. Fourth, the transitive-chain theory is presented,
together with four competing models of syllogistic reasoning. Each of the

theories is expressed in terms of an information-processing model of sub- i




Syllogistic reasoning
3

jects' performance, and of mathematical models that quantify each of the
information-processing models. Fifth, the methods used in five experi-
ments performed to test these theories are outlined. Sixth, the results
of these experiments are presented and discussed. Seventh, conclusions
are drawn that provide tentative answers to the five major theoretical
issues raised earlier.

STRUCTURE OF THE CATEGORICAL SYLLOGISM

In the sample syllogism given above, the first premise relates P to
M, and the second premise relates S to M. This is true for all categorical
syllogisms. There are, however, two important properties of categorical
syllogisms that do vary across syllogisms.

The first variable is called the mood of ar syllogism. Mood refers
to the quantification and polarity of the statements constituting the
syllogism. Each of these statements may be either universal or particular
in quantification, and either positive or negative in polarity. There

are thus four types of statements: universal affirmatives (All A are B),

 universal negatives (No A are B), particular affirmatives (Some A are B),

and particular negatives (Some A are not B), referred to as A, E, I, and

0 statements, respectively. Any natural set relation between a subject and
a predicate can be expressed by one of these four statements. Classifica-
tion of each of the three statements in a syllogism as A, E, I, or O
uniquely defines the mood of the syllogism (for example, the mood of the
"Mousketeers" syllogism above is IAI). Since any of the four types of
statements is allowed for each of the three statements in a syllogism,

there are 43. or 64 possible syllogistic moods.

S —————

gpr—" |
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The second variable is called the figure of the syllogism. Figure
refers to the order of the terms in the premises. Although the order of
the premises in which the S, M, and P terms appear is fixed, the order
of the terms within each premise is not. Since each of two terms in
each of two premises may appear either first or second, there are 22,
or 4 possible figures. The variables of mood and figure combine to yield
a total of 64 x 4, or 256 different syllogisms. Of these, only 24 are

logically valid, that is, have a conclusion that necessarily follows from

the premises. In these 24 syllogisms, the conclusion of the syllogism
is always true if the premises are true.
MAJOR ISSUES IN THE THEORY OF SYLLOGISTIC REASONING
The following section presents five major issues in the theory of
syllogistic reasoning. In the course of the presentation, many of the
important contributions to the voluminous literature on syllogistic
reasoning are reviewed.

Generality of the Processes Used in Syllogistic Reasoning

.Rzlationshig,Between Logic and Thought

Students of syllogistic reasoning have covered the full gamut in
their range of opinions on the generality of the processes used in syllo-
gistic and other forms of deductive reasoning. Henle's (1962) opening
remarks on the relation between logic and thinking cite much of the rele-
vant literature. One extreme position is represented by Boole (1854),

who entitled a treatise on logic, An investigation of the laws of thought.

Boole went so far as to claim that the laws of symbolic logic are equivalent
to rules governing the operation of the mind in reasoning. The other ex-

treme position is represented by Schiller (1930), who claimed that syllogistic
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reasoning "has nothing whatever to do with actual reasoning, and can make
nothing of it" (p. 282).

Most students of syllogistic reasoning have taken a position falling
somewhere between these two extremes. Although the mind does not operate
according to the rules of symbolic logic, it seems undeniable that the
processes used in solving syllogisms are general to many acts of reasoning.
Two examples will illustrate this.

The first example involves the application of knowledge about the
members of a category to a novel instance of that category, as in

All Swedes have fair complexions.

The person I am looking for is a Swede.

Therefore, the person I am looking for has

a fair complexion.

This is a case of a categorical syllogism in which one of the sets has
only one member. Such applications of knowledge about categories of
people and objects are widespread, and it is clear that a major purpose
of inductive reasoning is the ability to apply the knowledge thus gained
to novel situations.

Another example of the pervasiveness of syllogistic reasoning in
everyday life is what Aristotle (1945) has termed the "practical syllo-
gism," in which

the conclusion drawn from the two premises becomes
the action. For example, when you conceive that...
on a particular occasion no man ought to walk, and
you yourself are a man, you...remain at rest (p. 701).

After presenting some contemporary examples of the practical syllogism,
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Henle (1962) argues for the importance of the phenomenon:

It might be argued that in the case of the practical
syllogism we are dealing not with an implicit logical
process, but with a learning process in which each
response is cued off by the preceding one. There
seem to be at least two grounds for rejecting such an
interpretation. (a) There are cases in which the
practical syllogism leads to a solution which is gen-
uinely novel for the individual....(b) Our data ob-
tained from conventional syllogisms suggest that a
logical process often occurs even in cases in which
the reasoning seems fallacious....In the interests of
parsimony, therefore, a common explanation for the

practical syllogism and the verbal one seems prefer-

able. An interpretation in terms of an implicit log-

T —

ical process would fit both kinds of case (p. 374).

Relationships Among Various Kinds of Syllogisms

Several psychologists have studied the generality of the processes
used in syllogistic reasoning across different kinds of syllogisms. Con-
sider, for example, the relationship between reasoning with linear syllo-
gisms (e.g., John is taller than Pete. Pete is taller than Bill. Who is

! tallest?) and with categorical syllogisms. Revlis (1975) has suggested
that many of the same principles used to understand linear syllogistic
reasoning can be applied to the understanding of categorical syllogistic
reasoning; but he has not spelled out the nature of this correspondence.

Whereas Revlis has emphasized the similarities between the two kinds of
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tasks, Wason and Johnson-Lajrd (1972) have emphasized the differences.
They noted that although categorical syllogisms vary widely in difficulty,
"even the easiest of [categorical] syllogisms tends to take a considerable
time to solve in comparison to a three~term series [linear syllogism]
problem. These two facts inply that the process of combination is essen-
tially a serjes of processes rather than a single act" (p. 151).

As a second example of the relationships between different kinds
of syllogisms, consider the relationship between reasoning with condi-~
tional syllogisms (e.g., If A then B. A. Therefore, B.) and with
categorical syllogisms. Revlis (1975) has described in some detail
analogies between sources of difficulty in categorical and conditional
syllogistic reasoning, but as he admits, the analogy is speculative at
the present time. His speculations are supported by the developmental
data of Osherson (1974), who performed an extensive series of studies in

which logical inference problems were presented in both categorical and

conditional forms. Osherson's data suggested that differences between

the two forms of presentation are minor, and hence that a single model

of logical inference, which Osherson described in detail, can handle both
kinds of reasoning. On the other hand, Roberge and Paulus (1971) treated
categorical and conditional syllogisms as two levels of a single factor

in a developmental study of deductive reasoning. They found both a signif-
icant main effect and significant interactions due to problem format,
suggesting that different mechanisms may underlie reasoning applied to

the two kinds of problems.

Relationships Among Varigus Kinds of Syllogism Content

Are the processes people used in solving syllogisms general across
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various kinds of premise content? The data of Osherson (1974) for logical
inference problems suggest that they might well be. He used two different
kinds of content, a make-believe world inhabited by creatures called toks,
and a playground containing various kinds of play activities. He found
that a single model applied equally well to both kinds of content. Many
other investigators have found that content can have a dramatic effect upon
the processes used in deductive reasoning, however, presumably because
they used more varied contents.

The first investigation to study content effects in syllogistic
reasoning was that of Wilkins (1928). She found that correlations between
subtests with different contents were substantially lower than the relia-
bilities of the subtests, and suggested that "some individuals do rela-
tively better with more abstract material than with more familiar and
concrete material, and others do relatively better with familiar
material” (p. 25). She concluded that the processes involved in solving

. 8yllogisms with abstract, unfamiliar, and counterfactual content are
probably more similar to each other than are the processes involved in

solving syllogisms with familiar, factually correct content,

Several investigations of generality of processes across contents
have been concerned specifically with the effects of emotional appeals.
Morgan and Morton (1944), for example, compared patterns of solution for
categorical syllogisms with emotionally neutral premises (letters as
tems) to patterns for syilogisms with emotionally charged premises, such

as "Heydrich, the Nazi hangman, deserved a violent death." The authors
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found different patterns of errors far the two kinds of syllogisms, and
concluded that (a) the processes involved in solving the two kinds of
syllogisms are nonidentical, and (b) the processes that do overlap are
assigned different weights in solving the two kinds of syllogisms.
Lefford (1946) also used abstract and emotionally charged contents, and
like Morgan and Morton, found "little relationship between the ability

to reasen accurately in nonemotional and emotional situations" (p. 150).
Henle and Michael (1956), though, replicated the Morgan and Morton ex-
periments with more careful controls, and found evidence that the earlier
results may have been largely artifactual. Nevertheless, their evidence
was still consistent with the hypothesis that attitudes influence reason-
ing processes.

Relationship of Syllogistic Reasoning Ability to Intelligence

Several of the studies cited above used individual-difference data

to argue that different processes are involved in the solution of emotion-

‘ ally neutral and emotionally charged syllogisms. Individual-difference

data have also been used to investigate the nature of the relationship
between syllogistic reasoning ability and intelligence. Wilkins (1928)
was a pioneer in these investigations as well as in the ones described
above. She correlated scores on her syliogistic reasoning test with
scores on the Thorndike College Entrance Test, finding a correlation co-
efficient of .58. As she noted, this correlation is an impressive one,
given the restriction of range found in her sample of Columbia College
undergraduates. She also correlated scores for individual kinds of
syllogism content with the scholastic aptitude scores, and found that the

correlation was highest for symbolic material (letters), and about the
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same for other kinds of content (factual, counterfactual, unfamiliar words).
Thurstone (1938) included a syllogisms test in a large battery of
tests to be factor analyzed, and found that the syllogisms test showed
its major loading on a spatial visualization factor. More recently,
Frandsen and Holder (1969) found a correlation of .56 between deductive
reasoning problems (including categorical syllogisms) and a spatial test,
and of .63 between the deduction problems and a verbal reasoning test.
A pactial correlation of .34 between the spatial and deduction tests showed
that spatial visualization made a statistically significant contribution
to the ;imple correlation, independent of the effect of verbal reasoning.
These data suggest that performance on syllogistic reasoning tasks can :
serve as one measure of general intelligence, and indeed, a syllogisms
subtest can be found in the upper levels of the California Test of Mental
Maturity.

Representation of Premise Information

Contributors to the substantial literature on categorical and condi-
tional syllogistic reasoning have remained curiously silent on the issue
of representation. Their silence stands in marked contrast to the vocality
of contributors to the literature on linear syllogistic reasoning: In this
literature, proponents of linguistic and spatial representations have hotly
debated their respective positions. (See, for example, Clark, 1969a, 1969b,
1972; Huttenlocher, 1968; Huttenlocher & Higgins, 1971, 1972; Huttenlocher,
Higgins, Milligan, & Kauffman, 1970.)

There seem to be two sketchily defined positions on the issue of
representation in categorical and conditional syllogistic reasoning. One

position, taken by Lippman (1972) and by Revlis (1975), is that subjects
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store the functional relations expressed by the premises of a syllogism in
the form of linguistic deep-structural propositions. This position is
essentially identical to that taken by Clark (1969a, 1969b) in describing
how information might be represented in the solution of linear syllogisms.
The other position, mentioned in passing by Erickson (1974) and
seemingly accepted tacitly by most workers in the field, is that subjects
interpret premises "in a manner analogous to forming [Euler] diagrams"
(p. 308). This position leaves open the possibility of a linguistic,
spatial, or other representation. The only claim made is for a functional
analogy between the representation of premise information and the familiar
diagrams taught to most students of introductory logic.

Combination of Premise Information

The unwillingness of researchers in the field to commit themselves
to a well specified position on the issue of representation has left these
same researchers unable to specify in detail how information from two
different premises is combined into a unified representation. This state
.of affairs is to be expected, since the precise nature of the combination
algorithm of necessity will depend upon the way in which information is
represented. Again, Erickson (1974) seems to express the position of
many researchers when he states that subjects combine premise information
"in a manner which can be modeled as the combination of [Euler] diagrams"
(p. 309). Although he is clear in stating what the.diagrama look like
before and after combination, and in describing how subjects choose the
particular diagrams they will combine, he specifies no algorithm by which
the combination process actually takes place. Ceraso and Provitera (1971),

also users of Euler diagrams, also fail to specify combination rules.
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Revlis (1975), an advocate of a propositional representation for in-
formation, has claimed only that '"the composite representation of the pair
of premises results from an as yet unspecified deduction operation (either
immediate or mediate deduction). Thevmodel specifies that the output of
this stage is a single proposition relating the subject and predicate
terms of the conclusion" (p. 115). In the next sentence, Revlis seems to
blur the distinction between propositional and imagerial representation,
stating that the combined representation "may be in the form of either a
deep structure sentence (proposition) or [an Euler] diagram" (p. 115).

Sources of Difficulty in Syllogistic Reasoning

By far the largest proportion of the research effort that has been
expended on studying syllogistic reasoning has been devoted to isolating
the sources of difficulty subjects encounter in solving syllogisms. Four
classes of hypotheses can be distinguished on the basis of whether they
attribute errors primarily to failure in combining premise informationm,
failure in encoding premise information, failure to accept the logical

nature of the task, or responmse bias,

Combination of Premise Information

The first major breakthrough in understanding sources of difficulty
in categorical syllogistic reasoning came from Woodworth and Sells (1935),
who believed that subjects' main problems came not in encoding information
but in combining it. Woodworth and Sells (1935), and subsequently Sells
(1936) and Begg and Denny (1969), all suggested slightly different versions

of what has come to be known as the atmosphere hypothesis. According to
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this hypothesis, the mood of a premige creates an atmosphere in a syllo-
gism. If both premises are affirmative or negative, and universal or
particular, then the atmosphere of the syllogism will be the same as the
mood of the premises, and the subject will select a conclusion that has
the same atmosphere as the two premises. If the two premises differ in
mood, however, then the atmosphere of the conclusion selected will be
particular if at least one of the two premises is particular, and nega-
tive if at least one of the two premises is negative. Thus, according to
Woodworth and Sells, AA premises call for an A conclusion, AE or EE pre-
mises call for an E conclusion, AI or II premises call for an I conclusion,
and AO, EI, EO, I0, or 00 premises call for an O conclusion. The atmo-
sphere hypothesis has generally accounted for some but not all of the
errors subjects make in solving categorical syllogisms.

Chapman and Chapman (1959) have suggested that failure in combination

of premise information may arise from what they refer to as "probabilistic

inference." "By one kind of probabilistic inference, S reasons that things

that have common qualities or effects are likely to be the same kinds of
things, but things that lack common qualities or effects are not likely to
be the same. In the syllogism, the available common characteristic is the
middle term" (pp. 224-225). According to this hypothesis, then, subjects
try to figure out the extent to which the subject and predicate of the
conclusion share the characteristic expressed by the middle term. If, for
example, no A's are B's and no B's are C's, subjects conclude that no A's
are C's, since the middle term, B, is not shared. If some A's are B's

and some C's are not B's, subjects conclude that some C's are not A's,

since at least some C's do not share the B characteristic that is common
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to some A's. Although Chapman and Chapman believed that the probabilistic
inference hypothesis was useful in accounting for certain error patterns
in their data, the hypothesis has not received much attention in recent
years.

A third hypothesis, proposed by Erickson (1974), is that subjects'
combination of premise information is correct as far as it goes, but
that it often does not go far enough. Erickson's random combination
theory proposes that subjects never look at more than one possible combin-
ation of the premise representations they have encoded. Wason and Johnson-
Laird (1972) have proposed a similar mechanism as a source of error in
syllogistic reasoning. According to these authors, subjects propose a
tentative conclusion for a categorical syllogism, and then attempt to
check this answer by trying out some subset of the various possible
combinations of set relations. But subjects are biased in favor of

combinations that support rather than refute their tentative conclusion,

so that they often fail to falsify a tentative conclusion that is in

fact incorrect. Wason and Johnson-Laird's hypothesis is reported by the
two authors to give a good account of observational data from their owm
extensive series of experiments; Erickson's random combination theory
gives a very good quantitative account of response-choice data collected
in his laboratory.

Encoding of Premise Information

A second class of hypotheses attributes errors in syliogistic rea-
soning to faulty encoding of premise information rather than to faulty
reasoning with the premise information. The most well-known hypothesis,

the conversion hypothesis, was mentioned in passing by both Wilkins (1928)
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and Woodworth and Sells (1935), but it was first investigated systematically
by Chapman and Chapman (1959). According to this hypothesis, subjects
"convert" premises, assuming that a premise immediately implies its con~-
verse. In conditional logic, this is known as affirming the consequent
(Wason & Johnson-Laird, 1972), and conversion has been proposed as a
source of errors in conditional as well as categorical syllogistic rea-
soning (see Taplin, 1971; Taplin & Staudenmeyer, 1973). Consider the
statements "Some A are B" and "No A are B." Converting these statements
to read "Some B are A" and "No B are A" has no effect upon the meaning of
either statement. Consider the statements "All A are B" and "Some A are
not B," however. Converting these statements does change their meanings.
Thus, even impeccable logic will arrive at incorrect conclusions on the
basis of these faulty encodings. The data of Chapman and Chapman (1959)
are consistent with their notion of conversion, as are the data of Revlis
(1975).

Several investigators have suggested that subjects read less rather
than more into their encodings of premises. Ceraso and Provitera (1971)
have suggested that subjects encode only one set relation for any premise.
"All A are B" is encoded as equivalen.t sets, "Some A are B" and "Some A
are not B" as overlapping sets, and "No A are B" as disjoint sets. Thus,
only the encoding of the universal negative is complete. Ceraso and
Provitera sought to show that when each premise is stated clearly so as wo refer
to just the one encoding the authors claim subjects use, the pattern of
response choices would be the same as when each premise is stated in its i
standard form. Moreover, they sought to show that subjects reasoned

correctly on this faulty data base. The data of Ceraso and Provitera were
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generally consistent with these hypotheses. Erickson (1974) has also
assumed that subjects encode only one possible set relation for each pre-
mise. But whereas Ceraso and Provitera believed that all subjects always
used the same set relation for a given premise, Erickson allowed for the
possibility that the single encoding might vary over subjects or repli-
cations within subject. He made this allowance by assigning probabilities
representing the likelihood that each possible set relation would be used
in encoding a single premise. For example, Erickson proposed that sub-
jects will encode "All A are B" as either equivalent sets or a subset (A)
of a set (B); but the probability of the former encoding (.75) is proposed
to be higher than the probability of the latter encoding (.25).

Other investigators have pointed to still further sources of error
in encoding. Woodworth and Sells (1935) were among the first to appre-
ciate the ambiguity inherent in the word some. In its logical meaning,
it denotes "some and possibly all," whereas in its everyday meaning, it
is usually interpreted as connoting '"some but not all." Most investigators,

.recognizing this problem, now explicitly instruct subjects in the logical
meaning of some.

Lippman (1972) has emphasized the importance of syntax upon the
encoding of premise material. She found that latencies and rated diffi-
culties were greater for problems phrased in the passive voice or in the
negative form than for problems phrased in the active voice or in affirma-
tive form. In general, "the more direct the relationship between the sur-
face and deep structure, the easier is problem solution" (p. 424). Revlis
(1975) has also stressed the importance of syntactic factors in the solu-

tion of syllogisms, although his conclusions differed from Lippman's. An
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investigation of response-choice data for several data sets revealed that
problems with negative premises were actually easier than were problems
with affirmative premises. Revlis did find, however, that '"reasoners are
lesas likely to either accept an erroneous conclusion or reject a correct one
when the conclusion is affirmative than when it is negative" (p. 100).

Henle (1962) has suggested three additional sources of error in
solving syllogisms with everyday material that fall into the category of
misencoding of premises. The first source of error is the restatement
of a premise (or conclusion) so that its intended meaning is changed.

For example, a premise such as '"some vitamin deficiencies are dangerous
to health" might be misconstrued as meaning that "vitamins are necessary
or bad health results" (p. 371). The second source of error is omission
of a premise. Subjects in this case fail to use all the information that
is available to them. The third source of error is the insertion of a
premise. "For example, premises may be added that are so commonplace, so
~much taken for granted, that they escape attention" (p. 372).

Failure to Accept the Logical Nature of the Task

Henle's (1962) most well known proposal regarding sources of error
in syllogistic reasoning is that subj;cts fail to accept the logical nature
of the reasoning task. This "means failure to distinguish between a con-
clusion that is logically valid and one that is faqtually correct or one
with which the subject agrees" (p. 370). The effects of beliefs and
attitudes on syllogistic reasoning are well documented. Janis and Frick
(1943) tested two hypotheses: that when subjects agree with a conclusion,

they will make more errors by judging an invalid conclusion to be valid
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than by judging a valid conclusion to be invalid; and that when subjects
disagree with a conclusion, they will make more errors by judging a valid
conclusion to be invalid than by judging an invalid conclusion to be
valid. Both hypotheses were confirmed by their data. Morgan and Morton
(1944), Lefford (1946), and Gordon (1953) all found that subjects make
more errors on syllogisms with emotionally charged content than on syllo-

gisms with emotionally neutral content, although the Morgan and Morton

data are suspect because of methodological inadequacies (Henle & Michael,
1956).

Content effects are not limited to syllogisms that evoke a strong
emotional response in the problem solver. Wilkins (1928) long ago found
that it is much easier to reason with familiar material than with unfamiliar
and symbolic material, even if the familiar material expresses statements
that are counterfactual. Wason and Johnson-Laird (1972) also found large
effects of content upon difficulty, and concluded that "when the material

~ 1s abstract in our experiments the subjects tend to succumb to the effect
of all the structural variables which we have considered. They will con-
centrate on what is mentioned in the premises; they will make illicit con-
versions; they will be blocked by negatives; they will be biased towards
verification" (p. 243). In their view, then, the effect of content is

indirect. It is not abstract content per se, but the effect of abstract

! content upon the way the subject handles the task, that results in a

greater propensity to make errors.

Response Bias

Two response-bias hypotheses will be considered. The first, proposed
by Woodworth and Sells (1935), is that of

B T i
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caution or wariness on the part of the subject in an
experiment. It is evidently more incautious to
accept a universal than a particular conclusion, and
probably it is more incautious to accept an affirma-
tive than a negative proposition. At any rate a
larger percent of invalid particular conclusions are
[sic] accepted than of universals, and of negative
than of affirmative. (p. 452)

Revlis's (1975) response-bias hypothesis is quite different. According
to Revlis, most studies of syllogistic reasoning have presented subjects
with a preponderance of invalid syllogisms. The percentage of such items
is usually about 70Z. But problem solvers do not normally expect that
most of the problems they encounter will hrve no determinate answer. They
may therefore bring their answers into line with their expectations,

choosing a disproportionately large number of determinate conclusions.

Revlis believes that this tendency toward a response bias is enhanced by

the instructions given in most syllogistic reasoning experiments, which

he finds lead subjects toward accepting a determinate conclusion. In order
to test this hypothesis, Moore and Revlis (Note 1) instructed subjects in
one group of the proportion of determinate conclusions, instructed subjects
in a second group of the proportion of indeterminate conclusions, and pro-
vided no information about response proportions tolsubjects in a third
group. The authors found no effect of instructions upon performance on
valid syllogisms, but found greatly improved performance for instructed
subjects on invalid syllogisms. These data therefore provided support for

a response bias interpretation of at least some errors in syllogistic
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~ reasoning tasks.

PROBLEM DOMAIN OF THE PRESENT STUDY
Table 1 presents sample problems for each of the five experiments
conducted in the present study, and shows the domain to which at least
some of the theories to be described apply. The problems in this table
give some idea of the range of problem types to which we have so far applied

the transitive-chain theory.

Insert Table 1 about here

In a first experiment, we presented subjects with conventional
pairs of categorical premises, such as "No C are B. All B are A." Sub-
jects were required to choose the best of the four standard conclusions
(A, E, I, and 0), or "None of the above," meaning that none of the four
conclusions were judged to be logically valid. The problems in Experi-

ment 2 used concrete terms in place of the capital letters of Experiment

1. Three different types of content were used. One third of the problems

contained factual premises (that is, each premise expressed a factual
relationship between two closely related terms). Another third of the
problems contained counterfactual premises (that is, each premise expressed
a counterfactual relationship between closel& related terms). The re-
maining problems contained anomalous premises that expressed relationships
between seemingly unrelated terms; these relationships could be either
factual or counterfactual.

In the third experiment, we modified the problems in Experiment 1 by

substituting the non-classical quantifiers most and few for each occurrence
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of the quantifier some. For example, the premises in syllogism 6 of Exper-
iment 1 were: "Some B are C. All B are A." In Experiment 3, two problems
were substituted for syllogism 6; one with the premises "Most B are C.

All B are A;" and one with the premises "Few B are C. All B are A." 1In
Experiment 4, the first premise of each problem was either a categorical

or a conditional statement, and the second premise was a statement of

fact. The subject's task was to judge the presented conclusion as valid

or invalid. Note that if A is taken to be the set of states of the world
in which event 'A' is true, B the set of states of the world in which

event 'B' is true, and X is a particular state of the world, the categorical

and conditional problems are logically equivalent. In our fifth experiment,

premises consisted of two conditional statements cast in a mode stressing
the temporal dependence between events, as in the statement, "If B occurs,
then A occurs."

The various types of problems enabled us to test the validity and
generalizability of the transitive-~chain theory. These tasks should be
.kept in mind as the theory is presented and applied in each experiment.

FIVE THEORIES OF SYLLOGISTIC REASONING
Overview

Five theories of syllogistic reasoning will be presented.l Each
theory consists of two parts: (a) assumptions about the internal repre-
sentations used in encoding premise information, and (b) a specification
of the combination rules used to integrate these internal representations.

Specific models will be derived from each theory. Each model will also

consist of two parts: (a).an information-processing model that describes

in flow-chart form the processes used and the order in which they are
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executed in solving syllogistic reasoning problems, and (b) a mathematical
model that quantifies the information-processing model expressed by the
flow chart. All of the information-processing models include four stages:
(a) an encoding stage, in which the premises are read and translated into
internal representations that include information expressed by the pre-
mises, (b) a combination stage, in which the internal representations of
the two premises are integrated to achieve a new representation, (c) a
comparison stage, in which the representation formed during the combina-
tion stage is labelled, and this label is matched against the conclusion(s),
and (d) a response stage, in which the subject responds on the basis of
the match obtained between the label chosen during the comparison stage
and the offered conclusion(s).

The five theories will be presented in five separate sections. Each
section will include (a) a general overview of the workings of the theory,
(b) the assumptions of the theory that are common to all of the problems
to which the theory is applied (including representational assumptions of
the theory and the combination rules used to integrate internal representa-
tions), and (c) a description of the information-processing models derived
from the theory to predict performance in each experiment. The mathematical
model corresponding to each information-processing model, the details of
quantification, and the prediction equations used in the mathematical
modelling are given in the Appendix. The theories will be presented with
reference to the sample problems shown in Table 1. A concluding section

will compare the information-processing models derived from the theories.
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The Transitive-chain Theory

Overview

In the transitive-chain theory, information about set relations is
represented in memory by pairs of informational components stored in

symbolic form. Thus, a specific relation between set A and set B (e.g.,

specifies the number of members of set A that are also members of set B,
and the other component specifies the number of members of set B that are
also members of set A. These symbolic representations are integrated by

forming transitive chains from the representations, and then applying one

of two simple inferential rules to these chains. The application of these
rules yields new components that are combined to form the integrated re-
presentation.

Representational Assumptions

Information about set relations is represented in memory by pairs

~ of informational components that are stored in symbolic form. Each pair

of‘componehts constitutes a symbolic representation of the relation be-

tween two sets. In the context of the transitive-chain theory, "symbolic
representation" and simply "representation" will be used interchangeably
to refer to a pair of components representing a single possible relation
between two sets (e.g., equivalence). Five possible set relations and

their corresponding symbolic representations are shown in Figure 1.

Insert Figure 1 about here

Each component of a pair can take any one of the following three forms:

One of these components
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Q) X, +Y (2) X, + Y @3) x, + -Y
x, >+ Y x, » ¥ x, * =Y

In this notation, lowercase letters refer to disjoint, exhaustive parti-
tions of a set. Uppercase letters refer to whole sets. The "arrow
relation” indicates that the partition to the left of the arrow is a sub-
set of the set to the right. Thus, component (1) indicates that both
partitions of set X are subsets of set Y; since these two partitions are
exhaustive, this means that all members of X are also members of Y. In
component (2), one partition of X is a subset of Y and the other is a sub-
set of not Y, indicating that some, but not all, members of X are also
members of Y. Finally, component (3) conveys the information that neither
partition of X is a subset of Y, or that no members of X are also members
of Y. Suppose, for example, that X is the set of Communists and Y is the
set of subversives. A member of the John Birch Society might claim that

the proper relation between X and Y is expressed by component (1): All

Communists are also subversives. A political middle-of-the-roader might

prefer the relation given in component (2): Some Communists are subver-
sives and other Communists are not. A member of the Communist party
might claim (at least publicly) that component (3) is true: No Communists
are subversives.

Each component contains information about the number of members of
one set that are also members of another set. In the above example, each
set of items is represented by two disjoint partitions, and this is assumed
to be true for the representation of most of the premises presented in the
present study. However, the choice of the number of partitions is arbi-

trary, and of course, the most accurate representation of a set would have
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as many partitions as there are membe;rs of the set. The notation described
here uses two partitions for most representations for simplicity of pre-
sentation, and because two partitions are sufficient to depict universal
and particular quantification of sets of any size. There were two occa-
sions when it seemed reasonable to use a different number of partitioms.
The first is in Experiment 4, where a premise (or conclusion) such as "X
is a B" is represented by

x *+B,
Note that the corresponding conditional premise "B" is represented the
same way, and that in this case set B is a set of states of the world, and
X is a particular state of the world. Since X is a set of size one, only
one partition is necessary for its representation. The second occasion
for not using two partitions is in Experiment 3, where the representation
of the quantifiers most and few requires that each component include three
partitions of a set. Thus, a relation in which most A are B and all B

_are A 1s represented by

a1->B bl-bA
a2+8 b2+A
a3+-B b3->A

Pairs of components, as shown in Table 2, contain information about
the inclusion of each of two sets in the other. For example,
a, + B bl + A
a, +-B b2 + A
refers to a set relation in which B is a proper subset of A. The first

component indicates that set A contains some members that belong to set B

and others that do not, and the second component indicates that all members
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of B are also members of A. For convenience of presentation, the order of
terms in the first component always matches the order of terms in the
premise from which it was derived. The components will be referred to by
the order of the terms within them. For example, any of the following
three components will be referred to as a BA component:

bl-*A b1+A bl-b-A

b, > A b,*-A b,* -A

Insert Table 2 about here

As shown in Figure 1, a one-to-one correspondence can be drawn between
each pair of symbolic components and each Euler diagram representing a
different relation between two sets. One might therefore ask why the sym-
bolic representations we have just outlined are needed. The most important
disadvantage to Euler diagrams is that it is almost impossible to specify

pe P}om-wct
combination rules for them. No suchprules have ever been specified for
Euler diagrams. Consider an example in which A and C are both proper sub-

sets of B, represented by two circles (corresponding to sets A and C) in-

side a larger circle corresponding to set B. Five relationships between

A and C are possible, given these representations. But how are these

relationships generated? Does one shrink one circle, enlarge another,
move on€ or another--and in each case by how much-~to generate all five
poassibilities? The following section will show, however, that the sym-
bolic representation permits complete specification of the combination

rules for integrating representations in a logical and plausible manner.

[ e PR Ry T R
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Combination Process

Overview. The subject stafts with two symbolic representations.
One of these representations gives the relationship between a set A and
a set B, and the other gives the relationship between set B and a set C.
The subject's task is to combine the information in these representations
so that he or she may infer the relationship between set A and set C.

Consider the following example:

A B B A
(AB-BA) animal, * BIRD birdl + ANIMAL
animalz'*-BIRD bird2 -+ ANIMAL
B C C B
(BC-CB) bird1 - ROBIN robin1 =+ BIRD
birdz"-ROBIN robin2 <+ BIRD

The relationship between set A (animals) and set C (robins) is known when

the subject has inferred the relation of animall and animal2

to ANIMAL. The subject infers these

to ROBIN, and

the relation of robin1 and robin2

relations by integrating transitive chains that are formed from the com-

ponents of the two representations. A transitive chain can be formed
from two components in which the first term in one component matches the
second term in the other component. Thus, an AB component and a BC com-
ponent form an AB-BC transitive chain. The integration of a transitive
chain is accomplished by the following rules.

Rules for integrating transitive chains. Two simple inferential

rules are used to integrate transitive chains:

1. Match in Pivot Component

xi-PY &.yj-hz-—-pxi-)z

2. Mismatch in pivot component
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x>-Y & y, > 2 = x, +Z or x,+-Z

The first rule states that if a partition x, is a subset of Y and a par-

i

tition yj (where j may but need not equal i) is a subset of Z, then xy is

a subset of Z. This rule applies when the two middie terms match in
polarity, that is, are both affirmative. The second rule states that if
a partition X is a subset of not Y and a partition yj (where j may but

b need not equal i) is a subset of Z, then x, may be a subset of Z or not Z;
one can't tell for sure. This rule applies when the two middle terms do
not match in polarity, that is, the first is negative and the second is

affirmative. Consider the following example:
(AB-BC) animall -+ BIRD birdl <+ ROBIN

an:l.malz -+ -BIRD b:l.rdz" -ROBIN

Rule 1 can be applied twice:

animall + BIRD & birdl <+ ROBIN —-)animall -+ ROBIN

and

animall + BIRD & bird,* -ROBIN —)animal, + -ROBIN

2 1
These two results are then stored in memory. Rule 2 can also be applied

_ twice:
:mimal2 +*-BIRD & bird; * ROBIN =)animal, + ROBIN or animalz-b -ROBIN
and
animalz +-BIRD & bird2+-ROBIN =9an1m312 <+ ROBIN or animalz-*-ROBIN

Here both applications of the rule yield the same result, that anima12 is
a subset of BIRD or not BIRD. This result is stored only once since re-
dundancies are not stored. From the application of rules 1 and 2, then, the

subject knows that animal. is a subset of BIRD or not BIRD, and that an:l.mal2

1
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is also a subset of BIRD or not BIRD. Therefore, the subject stores the

following components in memory:

M

(ACl) animal, = ROBIN (ACz) animall + ROBIN (AC3) animal_ -+ -ROBIN

1 1

L anima12 - ROBIN animalz* -ROBIN animalz* -ROBIN

Note that the component
anima11+ -ROBIN
m:d.mal2 -+ ROBIN
is not stored because it is redundant with ACZ.

Combination of representations. The combination of two symbolic

representations occurs in four steps. The combination process is illus-

trated below with reference to the following two representations:

: A B B A
(AB-BA) animall -+ BIRD birdl -+ ANIMAL
an:l.malz* -BIRD b:lr:v:l2 -+ ANIMAL
B C (o} B
(BC-CB) birdl -+ ROBIN 1'ob:l.n1 -+ BIRD
bird2 <+ ~ROBIN robin2 -+ BIRD

1. In this first step, the subject constructe transitive chains that
yield AC and CA components as results. An important property of the sym-

bolic representations is that exactly two such chains can always be formed.

In the present example, the following two chains are formed and integrated:

A B B (o}
(AB-BC) animll =+ BIRD birdl -+ ROBIN
animlz +~BIRD I:d.rd2 =+ -=ROBIN
Cc B B A
(CB-BA) rob:l.nl'* BIRD bir:cl:l <+ ANIMAL
robi.nz <+ BIRD b:l.::'d2 <+ ANIMAL




Syllogistic reasoning
30

As we have seen, the integration of the AB-BC chain yields three AC compo-
nents, listed above. In integrating the CB-BA chain, only Rule 1 can be
applied; all of these applications yield the result that rob:ln1 is a sub-
set of ANIMAL and that robin2 is also a subset of ANIMAL. Thus, the
integration of the CB-BA chain yields a single CA component:

C A
(CAl) robin1 -+ ANIMAL

tobinz -+ ANIMAL
2. In the second step of the combination process, the subject forms
transitive chains in which each of the new components yielded by step 1

(Acl, ACZ, AC CAl) is the first component in the chain. Exactly one

3
such chain can always be formed for each new component derived in step 1.
The chains formed with the AC components will be of the form AC-CB; a
CA-AB chain will be formed with the CA component. The results of inte-
grating these chains are checked to see if they are consistent with the

components of the representations being combined. For example, the chain

* A (o} C B
(ACI-CB) an:l.mal1 -+ ROBIN robin1 -+ BIRD
animall <+ ROBIN robin2 <+ BIRD

yields the AB component

A B

animall <+ BIRD

animalz -+ BIRD
This is inconsistent with the AB component in the original representation,
and so the Acl component is rejected as impossible. A component is re-
jected whenever the chain formed with it does not yield at least one com-

ponent that matches one of the components in the original representations.

In the present example, only Ac1 is rejected in this step.

oy
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3. In the next step, transitive chains are formed in which each of
the new components yielded by step 1 is the second component in the chain.
Again, exactly one such chain can be formed with each new component; the
chains formed with the AC components will be of the form BA-AC, and a
BC-CA chain will be formed with the CA component. The results of these
chains are again checked for consistency with the components in the orig-

inal representations. In the present example, AC3 is rejected because

the chain
B A A C
(BA-AC) b:lrd1 -+ ANIMAL anima11-+-ROBIN
bird2 -+ ANIMAL anima12-+-ROBIN

yields the BC component

B C
bil‘dl-b -ROBIN

bird 2 -ROBIN

which is inconsistent with the BC component
B c
bird1 -+ ROBIN

bird 2™ -ROBIN

in the original representation.

4. The final step in the combination process considers only those
AC and CA components that have been retained in the second and third steps.
All possible pairings of these components are formed to yield the final
combined representation. In the present example, AC1 was rejected in

is paired with CA

step 2 and Ac3 was rejected in step 3, so AC and the

2 1

resulting representation
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A c (o A
(AC-CA) animall -+ ROBIN robin1 -+ ANIMAL
animalz + -ROBIN robin2 <+ ANIMAL

is stored.

Informatfon-processing Model for Experiments 1, 2, 3, and 5

The first information-processing model derived from the transitive-
chain theory will be used to predict performance in Experiments 1, 2, 3,
and 5, in which subjects are given two premises and have to respond which
of several conclusions is valid. A flow chart for this model is presented
in Figure 2. This model will be described with reference to one of the pro-
blems in Table 1, in which the premises given to the subject are '"No C are B.

All B are A."

Insert Figure 2 about here

Encoding stage. The subject begins by reading and encoding each premise.
The present model assumes that no errors occur during the encoding stage; that

is, premises are always interpreted completely and correctly. The repesenta-

tions resulting from the encoding of "No C are B" and "All B are A" are shown

in Figure 3; the representations resulting from the encoding of each type of

premise in Experiments 1, 2, 3, and 5 are shown in Table 2.

Insert Figure 3 about here

Combination stage. Errors that arise in the combination stage occur
because subjects do not necessarily combine every pair of representations
that they encode. (In the present example, there are two pairs to combine,
because the single representation for the first premise needs to be com-

bined with two representations for the second premise.) The combination
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of each pair of representations is performed completely, However, the
subject often fails to combine all possible pairs, presumably because of

] working memory limitations or a limit on the processing capacity that he

or she can allocate to the problem. The number of pairs that the subject

—,
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combines is equal to Ep' the number of premises combined (see Figure 21 The
value of 8 is a function of the values of four parameters: Bys> Bys Py» and
2y Each of these parameters represents the probability that Eb is equal to
a certain value; thus, P2 is the probability that gp is equal to onme, B, is
the probability that Bp is equal to two, and so on. It is assumed that the
subject always combines at least one pair of representations and never com-
bines more than four pairs. Thus, the four parameters~—21, Bys Pg» and
P,~-sum to one.

The subject's choice of which pair to combine first is determined
by a natural preference for working with simple representations. Symbolic
representations may be classified into three types on the basis of their
simplicity (see Table 2). Representations with symmetrical components and
no negatives have the simplest form (type I); representations with symme-
trical components and at least one negative have a less simple form (type
II); and representations with asymmetrical components have the most com-

plex form (type III). All pairings of type I with type I and of type I

"with type II representations are combined first. If more than one such

pairing exists, the subject chooses one randomly to combine first, then
chooses one randomly from the remaining such pairs to combine next, and
80 on until he or she has combined all such pairs. All pairings of type
II with type II representations are combined next. Again, the order of
combination within this set of pairings is randomly determined. Finally,
pairings of type III and other representations (any of types I, II, or
III) are combined.

In the present examp}e, the subject combines

cl + -B l:h1 + ~C b. *+A a

and 1 1
¢,y + =B bz + ~C bz +A a, +B

+B
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first because the former is a type II representation and the latter is
type I (see Figure 3). The subject next combines
c1+-B bl-P-C b, +A| a.» B

atd 1 1
c, +-B b2+—C b2+A a2->-B

2
because the former is a type II representation and the latter is type III.
-~ Comparison stage. During the comparison stage, the subject chooses
a label that is consistent with the combined representations. If no label
is consistent with the combined representations, the subject labels the
combined representation indeterminate. However, the model must specify

.

how a label is chosen when two labels are consistent with the combined

representation. (No more than two labels are ever consistent.) The sub-
jJect 1is assumed to have a preference or bias for two kinds of labels:
strong labels and labels that match the atmosphere of the premises (as
-defined by Begg and Denny, 1969). The stronger of two labels is that
Jabel which refers to fewer possible relations. The four premise types,
ranked in order from strongest to weakest, are E, A, O, and I. Two rules
determine the atmosphere of the premises:

1. If the premises contain at least one negative, then the atmosphere
of the premises will be negative; otherwise, it will be positive.

2. If the premises contain at least one particular, then the atmo-
sphere of the premises will be particular; otherwise, it will be universal.
If each label satisfies one of these criteria, t:he'subject chooses the
label that matches the atmosphere of the premises with probability Bl'
and chooses the stronger label with probability 1 - Bl. Thus, the Bl para-
meter reflects the subject's bias toward a label that matches the atmosphere

of the premises. If one of the two labels is both the stronger and matches
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the atmosphere of the premises, it is chosen with probability 82, and the
remaining label is chosen with probability 1 - 82.

There is one additional source of error in the comparison stage.
When the composite representation of a single pair of representations
contains different initial components, the subject labels that composite
representation indeterminate with probability equal to c¢. In the present

example, the results of combining

cl*-B b1+-C bl > A al + B
and
c2+-B b2+-C bz-*A a2+-B
are
a1+-C! c1+—A al*C c1->A a1+c c1->A
’ » and
az +-C c2+-A a2 +-C ¢, +=A az#-C cy > A

Since the initial components of the latter three representations are not
the same, the subject may become confused as to whether a single label can
be found that is consistent with all of these representations. Parameter

¢ represents the probability of the subject mistakenly labeling a compo-

site representation indeterminate in such a case.

Response stage. In the response stage, the subject chooses the
response alternative that matches the label he or she has chosen. If an
indeterminate label has been assigned to the composite representation,
the subject responds that no valid conclusion exists for the pair of pre-
mises presented.

Latency parameters. A model of latencies for the problems in Exper-

iment 1 was derived from the response-choice model by assigning parameters
to the times taken to encode and combine symbolic representations. The

mathematical model of latencies (presented in detail in the Appendix)

e i)
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includes five parameters: ENCI—II"ENCIII’ COMBI-II’ COMBIII, and CHECK.
The ENC parameters measure the time taken to encode different types of
representations. The COMB parameters measure the time taken to combine
various pairs of representations. The roman numeral subscripts refer

to the three types of representations described in the response-choice

model. Thus, ENC measures the time taken to encode a type I or a

I-1I
type II representation, since only these representations have symmetrical
components. Similarly, the subscripts for the COMB parameters refer to
the combination of these different types of relations. COMBI_II is the
time taken to combine two type I representations, a type I and a type II
representation, or two type II representations, and COMBIII is the time
taken to combine a type III representation with any other representation.
The CHECK parameter applies only to invalid syllogisms. Before a subject
will label the relationship between A and C indeterminate, he or she is

assumed to perform again the combination process that led to such a

conclusion.

Experiment 4. A flow chart for this model is presented in Figure 4.

Insert Figure 4 about here

Encoding stage. The subject begins by reading and encoding each pre-

mise and the conclusion. As before, the model assumes that the encoding
stage is error-free. In the sample problem described previously, ("All A
are B. X is not a B. Therefore, X is not an A."), the first premise is

represented by
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a, +-B | b, -A a, > B| b, - A
1 1 Pt 1 1

a, + B b2 + A a, * R b2 +-A,
the second premise by
x +-B,
and the conclusion is represented by
x -+ -A.
The representation of the corresponding conditional problem is assumed to

be identical, as are the operations performed upon that representation.

Combination stage. In the next stage of processing, the subject

sets up a transitive chain involving the representation of the second pre-
mise and the representations of the first premise. In the present example,
these chains are of the form XB-BA. The number of representations com-
bined is determined by parameters p, and p,, where these parameters have
the same meaning as in the previous model. There are only two such para-
meters in the present model, because the encoding of the first premise
(which is always a universal) includes exactly two representations. The
subject's choice of which pair to combine first is again determined by
his or her preference for working with simple representations. In this
example, .

Q) a + B b1 + A

a, * B|b,+A

is preferred over

(2) a; + B b1 + A

12 + B b2 +=A

because representation (1) is symmetrical. Thus, the BA component in re-

presentation (1) is used to form the first XB-BA chain:
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(a) x+~-B bl + A
b, + A
The relationship between X and A cannot be determined from this chain,
as the application of inferential rule (2) will show. When the transitive
chain set up between representations of the two premises yields two pos-
sible results (in this case, X may or may not be an &), the subject has
two choices. He or she can respond that the problem is invalid, or try
to form a transitive chain involving the negation of the conclusion (in
this example, x - A) and the other component in the representation of the
first premise. If the result of this chain is the negation of the second
premise, the subject can respond that the conclusion is valid; otherwise,

he or she responds that it is invalid (applyirg the rule of tollendo

The probability of forming this second chain (when necessary) depends
on how many negatives are in the first premise. Parameter _to applies when
there are no negatives in the first premise, -t-l when there is one negative,
and 5—2 when there are two negatives. Since in the present example the
first premise contains no negatives, the subject negates the conclusion
with probability L and forms the foliowing chain:

(b) x + A a, + B

12+B

In this case the result

x + B

is stored, which is the representation of the negation of the second pre-
mise. Now with probability p.zithe subject combines representation (2)

with the representation of the second premise:
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(c) x+-B b1+A

bz-»—A
Once again, this first chain cannot be integrated, so the subject forms
another chain (with probability -EO) with the negation of the conclusion:

) X+ A + B

s
a, > B

As with representation (1), the result of this chain is

x *+ B,
which is the negation of the second premise. Therefore, the subject can
respond that the conclusion offered in this problem is a valid one.
Response stage. If the chains formed with the first and second pre-~

mise representations all yield components that match the representation
of the conclusion, the subject responds that the conclusion is valid. If
the chains formed with the representations of the first premise and con-
clusion all yield components that match the negation of the second pre-
mise, the subject also responds that the conclusion is valid. Otherwise,
the subject responds that the conclusion offered is invalid. Processing
is assumed to terminate when a subject derives a conclusion inconsistent

with the given conclusion.

Latency parameters. Since the same number of representations is

encoded for each problem, the time taken by the encoding and response
stages are assumed to be constant, and all significant variation in
solution times is provided by the combination stage. The mathematical
model of latencies (described in detail in the Appendix) includes eight
parameters: Bip® Ryn’ Bop» Bon» 8350 830 Spp0 and s, . These parameters

all refer to the time taken to form and integrate a transitive chain.

iy s
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Parameters with an initial p refer tc.: chains involving the first (or primary)
component in the representation of the first premise, and parameters with

an initial s refer to chains involving the second component in the repre-
sentation of the first premise. The subscript 1 refers to chains invol-
ving the second premise, and the subscript 2 refers to chains involving

the negation of the conclusion. The p and n subscripts indicate whether

the chain includes no negatives (p) or one or more negatives (n). Thus,

for example, Rip is the time taken to combine a chain involving the first
component in the representation of the first premise and the representation
of the second premise, when such a chain includes no negatives.

Erickson's Random and Complete Combination Theories

Overview

Erickson (1974) has proposed two theories of syllogistic reasoning:
a random combination theory and a complete combination theory. These
theories are presented together because they differ in only one stage of
the information-processing models derived from the theories. Both theories
assume that the representation and combination of premise information is
isomorphic to the formation and combination of Euler diagrams. The two
theories also assume that no more than one possible set relation is ever
encoded for a single premise, and that errors are due to this incomplete
encoding of premises and to the subject's choice of labels for the compo-
site representation generated during the combination stage. The theories
differ in whether they assume that errors occur during the combination
stage. Since these theories have not been extended to conditiona] re-
lations and non-classical ‘quantifiers, they are tested only on the data

of Experiments 1 and 2.
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Representational Assumptions

The random and complete combination theories make weak assumptions
about the nature of the internal representations used to encode premise
information. They assume that whatever representations are used are iso-
morphic to Euler diagrams, and that the encoding process may be likened
to the construction of Euler diagrams. Tﬁe Euler diagram tépresentations
corresponding to each of the five possible set relations are shown in

Figure 1.

Combination Process

These two theories do not specify the combination rules used to
integrate representations. The theories assume that integration "is done
in a manner which can be modeled as the combination of [Euler] diagrams"
(p. 309).

Information-processing Models

A flow chart for the two information-processing models derived from
the two theories is given in Figure 5. Although Erickson does not present
flow charts for his models, the flow charts presented here seem to express

correctly the sequence of operations in his models.

Insert Figure 5 about here

Encoding stage. The subject begins solution of a syllogism by en-
coding each premise. Although as many four Euler diagrams could be used
to represent the information contained in a single premise (for example,
"Some A are B" can refer to any of the first four representations in

Table 2), the models assuie that no more than one Euler diagram is ever




Syllogistic reasoning
43

used to represent the information in a single premise. Thus, only universal
negative (E) premises are completely encoded.

The probability of choosing each particular relation to represent
each type of premise is given in Table 3. The probabilities in this table
are parameters of the mathematical models. It should be noted that this
L_ table is not identical to the analogous table presented in Erickson's
paper. Although Erickson assumes that parameters &30 &, &p» and [ have

values of zero, these parameters are estimated here to increase the pre-

dictive power of Erickson's models. Consider the example problem of Ex-
i periment 1 (see Table 1). The first premise, "No C are B," is encoded,
with a probability of one, as referring to a disjoint relation between C

and B. This is a complete representation of the first premise. However,

the second premise is not encoded completely. The premise "All B are A"

could refer to either of two possible relations between B and A. The

subject chooses only one of these to represent the second premise. With 1
.probability & the subject chooses the equivalence relation, and with pro-

bability e, the subset-set relation.

Insert Table 3 about here

Combination stage. The subject's next task is to combine the two
representations that result from the encoding stage. Suppose that the
disjoint relation is used to represent the first premise, and the subset-
set relation is used to represent the second premise. Figure 6 illustrates ]

the three possible combinations of these two representations.

Insert Figure 6 about here
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The random combination model assumes that subjects never perform
more than one possible combination of premise representations (therefore,
the value of n, in Figure 5 is one). When more than one combination is
possible, as in the present example, the subject randomly chooses one to
perform. In this example, the subject picks one of the three possible
combinations that result from his choice of encodings. Since the subject's
choice of which combination to perform is random, the probability of per-
forming any particular combination in Figure 6 is 1/3.

The combination stage of the complete combination model, however, is
different from its counterpart in the random combination model. In the
complete combination model, the subject performs all possible combinations
of the two representations he or she has encoded. In the present example,
the subject performs all three possible combinations illustrated in Figure
6. In this model, then, the value Of'Ec in Figure 5 is equal to the number
of possible combinations of the representations encoded (here, o, is equal
.to three).

Comparison stage. During the comparison stage, the subject labels

the composite representation resulting from the combination(s) he or she
has performed. However, two labels may be consistent with this composite
representation. In fact, this is always the case for the random combina-
tion model, since (a) the composite representation in the random combina-
tion model always consists of a single possible combination of the encoded
representations, and (b) a single relation between A and C can always be
labeled in one of two ways (e.g., a disjoint relation between A and C can
be labeled "No A are C" or "Some A are not C"). When more than one label

1s consistent with the composite representation, the subject must choose

i

MO NS




Syllogistic reasoning
45

one of these labels to describe the répresentation. The probability of
choosing each particular label to describe each type of set relation is
given in Table 4 (taken from Erickson, 1974). The probabilities in this

table, like those in Table 3, are parameters of the mathematical models.

Ingert Table 4 about here

In the random combination model, then, the composite representation
consists of one of the three relations in Figure 6. With a probability
of one, the label "No A are C" is chosen to describe the disjoint relation
between A and C. With probability 9—1’ the subset-set relation is labeled
“Some A are C," and with probability d,, it is labeled "Some A are not C."
With a probability of d,, the overlap relation is labeled "Some A are C,"
and with probability g‘., it is labeled "Some A are not C."

In the complete combination model, the subject performs all three
combinations that are possible for the representations encoded. Then, the
-subject chooses the label "“Some A are not C" because it is the only label
consistent with all of the relations illustrated in Figure 6.

Response stage. During the response stage, the subject chooses the
response that matches the label he has just chosen. Thus, in the random
combination model, the subject chooses the response "No A are C" after
performing one of the possible combinations illustrated above; after per-
forming either of the other combinations, he or she chooses one of two
responses: 'Some A are C" or "Some A are not C." In the complete combina-

tion model, the subject chooses the response "Some A are not C."
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Model IIT

Erickson proposes a third model that differs from the previous models
in its description of the combination stage. In this model, the subject
sometimes performs just one combination of the encoded representations and
sometimes performs all possible combinations of these representationms.
The probability of performing all possible combinations varies for differ-
ent pairs of representations. Since each pair of premises may refer to
any of five set relations, there are 25 different pairs of representations.
This model also assumes that when the subject performs only one of the
possible combinations, the probability of performing any particular com-
bination depends on the two representations that are combined.

This model will not be considered further. There are two reasons
for our disregarding it. First, as Erickson says, "Model III is frankly
a rather descriptive model" (p. 322) that does not explain why subjects
perform different combinations for various pairs of representations.
Second, this model adds 18 parameters to those in either the random or
complete combination models. Any success that the model might enjoy in
predicting subjects' performance is of questionable worth because of the
large number of free parameters.

Conversion and Atmosphere Theories

Overview

The conversion and atmosphere theories will be considered only
briefly. Both are incompletely specified theories that seem hardly to do
justice to the complexity of subjects' performance on syllogistic reasoning

tasks.
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gggresentational Assumptions and Combination Process
The atmosphere and conversion theories have nothing to say about the

form in which premise information is represented in memory, or about the
specific processes used to combine these representations. Therefore, only
the information~processing model derived from each theory is described.
As with Erickson's theories, the conversion and atmosphere theories are
applied only to the data of Experiments 1 and 2.

Information-processing Model for the Conversion Theory

Encoding stage. In the conversion theory, both premises and their
converses are assumed to be true. This has no effect on the interpreta-
tion of universal negative (E) and particular affirmative (I) premises,
since logically "No A are B" is equivalent to "No B are A" and "Some A
are B" is equivalent to "Some B are A." That is, each pair of statements
refers to the same set of relations between the two terms. However, for

universal affirmative (A) and particular negative (0) premises, the

assumption that a premise's converse is true has an effect on the inter-

pretation of the premise. In our example syllogism, "All B are A" is
interpreted as implying that "All A are B" is also true. Thus, the sub-
Ject stores only one possible relation (equivalence) between B and A,
although the correct encoding of this premise would include the repre-
sentations of two possible relations between B and A (B equivalent to A
and B a proper subset of A).

Combination stage. The combination process is assumed to be com-

plete and correct on the premises as encoded. Thus, in the present example,
after encoding the first premise as a disjoint relation, and the second

premise as an equivalence relation, the subject generates a combined
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representation in which A is disjoint with respect to C.

Comparison stage. During the comparison stage, the composite repre-
sentation generated during the combination stage is labeled. If more than
one label is consistent with the composite representation (as in this
case), the subject chooses the label that matches the atmosphere of the
premises. It should be noted that this rule is not intrinsic to the con-
version hypothesis as formulated by Chapman and Chapman (1959), and it is
possible to use other rules without changing the basic ideas of Chapman and
Chapman's conversion hypothesis. The atmosphere rule is used here as a
reasonable (and perhaps the most likely) way of choosing between labels
equally consistent with the composite representation. In the present
example, the subject labels the disjoint relation between A and C "No A
are C."

Response stage. In the response stage, the subject chooses the

response alternative that matches the label chosen during the comparison

stage (in this case, "No A are C") with probability x, and each of the

four remaining responses with probability 1/4(1 - x).

Information-processing Model for the Atmosphere Theory

Encoding stage. According to the atmosphere theory, subjects sol-
ving syllogistic reasoning problems do not encode relations but rather
global properties of the premises. More specifically, the subject en-
codes the quantification (either universal or particular) and the polarity
(either positive or negative) of each premise.

Combination stage. In keeping with the encoding stage, the subject,

according to this theory, combines not relations but global properties to

determine the atmosphere of the premises. Two combination rules are used.
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If both premises are encoded as universal, then the atmosphere is univer-
sal; otherwise, it is particular; Second, if both premises are encoded
as positive, then the atmosphere is positive; otherwise, it is negative.
In the present example, both premises are universals, so the atmosphere
is universal, and since one of the premises is negative, the atmosphere
is negative.

Comparison stage. In the comparison stage, the subject chooses a

label that matches the atmosphere of the premises as determined during
the combination stage. In our example, the subject chooses the label
"No A are C."

Response stage. In this last stage, the subject chooses the re-
sponse alternative that matches the label just chosen with probability
X, and each of the four remaining responses with probability 1/4(1 - x).

Comparison Among the Models

Table 5 summarizes the determinants of response choice in syllo~-
gistic reasoning according to each of the five information-processinpg

models just described.

Insert Table 5 about here

Encoding Stage

The transitive-chain model makes the strong assumption that premises
are always encoded completely and correctly. The random and complete com-
bination models make the equally strong assumption that no more than one
representation is ever used in the encoding of a single premise. The con-

version model assumes that only universal negative and particular affirmative

S
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premises are encoded correctly. The atmosphere model assumes that subjects
ignore the relations expressed by the premises, and encode only global
properties of the premises. Thus, the encoding stage is a major source
of error in all of the models except the transitive-chain model, where it
is error-free. The assumption of error-free encoding by the transitive-
chain model is not intuitively compelling; however, a recent study by
Sternberg and Turner (Note 2) has provided impressive evidence in favor of
this assumption. These researchers used a truth-table analysis similar
to that used by Taplin and Staudenmayer (1973) and Staudenmayer (1975) with
conditional statements to examine subjects' representations of a variety
of premises. Sternberg and Turner found that the transitive-chain theory
provided the best account of premise encodings as well as of the combina-
tion of those encodings.
Combination Stage

The transitive-chain model assumes that each pair of representations
is completely combined, but that not all pairs are combined. The random
combination model assumes that each pair of representations is incompletely
combined, unless there is only one way of combining the representations.
The complete combination, conversion, and atmosphere models assume that
combination is complete and correct for the limited information that has
been encoded.
Comparison Stage

All of the models except the atmosphere model agree that some varia-
tion in performance is due to the frequent necessity of choosing between
two labels that are equally consistent with the composite representation

derived during the combination stage. The transitive-chain model determines
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the appropriate label through two rules that reflect intuitive biases that
subjects have. The conversion model uses only one of these biases (for

a label matching the atmosphere of the premises) to choose between two
labels. The random and complete combination models provide a set of
parameters that simply describe the probability of choosing one label or
another for each situation in which such a choice is necessary.

Finally, all of the models except the transitive-chain model predict
that subjects should always indicate that a valid conclusion exists for
premises that in fact have a valid conclusion, The transitive-chain
model claims that subjects sometimes mistakenly respond that syllogisms
with a valid conclusion are indeterminate.

The numbers of parameters estimated differed widely across models, )
an inevitable consequence of the different information-processing assuap-
tions the models make. Thus, the transitive-chain model involved esti-
mation of seven free parameters, the complete and random combination
models involved estimation of thirteen free parameters apiece, and the
atmosphere and conversion models each involved estimation of one free
parameter. We were not particularly qoncerned with the differing numbers
of parameters, however, for three reasons. First, our major concern was
with comparing the historically important models in a way that did full
Justice to the initial conceptualizations, and these conceptualizations
differ widely in their complexity and completeness. Second, we always !

predicted large numbers of data points (at least 100) in comparing models,

thus minimizing the opportunity for capitalization upon chance variation
in the data. Third, the fits of the models showed little correspondence

to numbers of parameters in the models, suggesting that number of parameters
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was not an important determinant of fit.
METHOD

Five experiments were conducted to test the theories outlined above.
The experiments had four major purposes:

1. To distinguish among the five theories described in the pre-
ceding section by measuring the performance of the models derived from | 4
the theories in accounting for response choices of subjects in syllogistic
reasoning tasks. %

2. To test the generality of the preferred theory across sessions,
content types, quantifiers, and types of logical relationms.

3. To determine how various processes in the preferred model(s) are I3
related to individual differences in verbal, spatial, and abstract rea-
soning abilities. .

4. To test models of solution times derived from the transitive-
chain theory.

Subjects

Subjects in Experiment 1 were 49 Yale undergraduates; subjects in
Experiments 2 and 5 were 50 Yale undergraduates. Subjects in Experiments
3 and 4 were 50 adults recruited from the New Haven area. The subjects

in Experiments 2 and 5, and 25 of the subjects in Experiment 1, were

selected from the introductory psychology subject pool; all remaining
subjects were recruited by posted advertisements. Subjects were paid at
the rate of $2.25 an hour ($2.00 in Experiment 1) or received credit in
an introductory psychology course. No subject participated in more than

one experiment, and none of the subjects had training in formal logic.
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Materials
Stimuli

Experiment 1. The basic experimental stimuli were 38 categorical
syllogism problems. Each problem consisted of two premises, followed by
the same five conclusions: All A are C, No A are C, Some A are C, Scme
A are not C, and None of the above (see Table 1). These 38 problems in-
cluded all 19 sets of premises for which a valid conclusion exists, and
19 randomly selected sets of premises for which no valid conclusion ex-
ists. Capital letters stood for sets of items. Two different sets of
letters were used: A, B, C and S, M, P.

Experiment 2. The stimuli in Experiment 2 were a representative
subset of 20 of the 38 problems used in Experiment 1 (10 valid and 10
invalid). However, concrete terms were used in all problems in Experiment
2. Three different types of content were used: factual, counterfactual,
and anomalous. Each of the 20 types of problems was presented once with
each content type; thus, there were 20 x 3, or 60 different problems.

Experiment g The stimuli were 65 categorical syllogism problems.
These problems were constructed from the problems in Experiment 1 by sub-
stituting the quantifiers most and few for each occurrence of the quantifier
some. Each problem consisted of two premises, followed by the same seven
conclusions: All A are C, No A are C, Most A are C, Few A are C, Most A
are not C, Few A are not C, and None of the above.

Experiment 4. The stimuli were the 64 problems shown in Appendix A.
Each problem consisted of two premises and a conclusion drawn from the pre-
mises. Half of the problems dealt with conditional relations, and half

dealt with categorical relations. Each conditional problem was paired with
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an isomorphic categorical problem.

Experiment 5. The stimuli were the same as in Experiment 1, except
that conditional relations were substituted for the categorical relations
in Experiment 1. For example, "If A occurs then B occurs" was substituted
for "All A are B," "If A occurs then B does not occur" for "No A are B,"
"If A occurs then B sometimes occurs" for "Some A are B," and "If A occurs
then B sometimes does not occur" for "Some A are not B."

Ability Tests

In Experiments 2, 3, 4, and 5, subjects received the Verbal Reasoning
subtest, the Space Relations subtest, and the Abstract Reasoning subtest
of Form S of the Differential Aptitude Test.

Apparatus

In Experiment 1, problems were presented at an Ontel computer ter-
minal controlled by an IBM/370-158 computer at the Yale Computer Center.
In Experiment 4, the problems were presented via a Gerbrands two-field

tachistoscope that also measured the time taken to respond to each pro-

blem. In Experiments 2, 3, and 5, subjects were given printed booklets

that contained two problems per page.
Procedure
eriment 1
Subjects were tested on two separate days in experimental sessions
of approximately 45 minutes each. In each session, subjects were asked
to solve the same 38 problem types. The problems were shown on each day
in a different random order that was unique for each subject. Different

letters appeared as premise terms in each of the two sessions. The

sessions in which the different sets of letters appeared were counter-
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balanced across subjects. Since the use of different sets of letters pro-
duced no difference in subjects' performance, the data have been pooled
across letter sets.

Each subject was told that he or she would be given two statements
on each trial of the experiment, and that his or her task was to select
the response alternative that logically and necessarily followed from
these two statements. The meaning of the quantifier some as used in
classical logic was also explained.

At the beginning of each session, two different problems were se-
lected at random from the complete set of 38 to serve as practice trials
(with the constraint that one problem had a valid conclusion and one did
not). These practice trials used a letter set different from that used
in the session following the practice trials. At the end of the practice
trials, the experimenter discussed the subject's performance with him or
her to make sure that he or she understood the task. The experimental
trials were then presented in random order in two blocks of 19 trials
each. The subject was able to take as long as he or she wished after
responding on a trial before signalling the computer to begin the next
trial. The subject was given a five;minute break at the end of the first
block of 19 trials. Reaction times were recorded for each trial, but the
subject was not told that he or she was being timed. Subjects were told
that they should respond to each problem as soon as they were sure of the
correct answer. Subjects were given feedback concerning their performance
only at the end of the experiment.

Experiment 2

Subjects were tested on two separate days. The first experimental
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session lasted about one hour, the sécond about 45 minutes. In the first
session, subjects were asked to solve 60 syllogism problems. The problems
were shown to each subject in a different random order, and the problems
were not blocked according to content type. In the second session, all
subjects received the same three reasoning tests in the same order: a
verbal test, a spatial test, and an abstract reasoning test.

In both sessions, subjects were tested in groups of approximately
six. At the beginning of the first session, subjects were given the same
instructions given subjects in Experiment 1. As in Experiment 1, two
problems were randomly selected from the set of 60 problems to serve as
practice trials; however, abstract terms were used in the practice pro-
blems. At the end of the practice trials, the experimenter discussed the
subjects' responses with them to make sure that they understood the task.
The test booklets were then given to the subjects, who were instructed

to take as long as they wished to complete each problem. Subjects were

given a five-minute break at the end of 30 problems.

In the second session, the standard instructions for the Differential
Aptitude Test were read aloud to subjects. Subjects were given 10 minutes
to complete the verbal test, 12 minutes to complete the spatial test, and
11 minutes to complete the abstract reasoning test. (These time limits
are shorter than those normally allowed.) Subjects were given a two-
minute break after each test. Subjects were given feedback concerning
their performance on the syllogisms only at the end of the experiment.
Experiment 3

The procedure was the same as in Experiment 2, with the following

exceptions:
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1. The booklets contained 65, rather than 60 problems.

2. The instructions contained no reference to a special inter-
pretatfon of any of the quantifiers in the problems.

3. Subjects were given a five-minute break at the end of 33 trials.
Experiment 4

Subjects were tested on two separate days in experimental sessions
of about 45 minutes each. In the first session, the 64 problems were pre-
sented tachistoscopically in four blocks of 16 trials each. The problems
in each block were all of the same type (that is, either conditional or
categorical). The problems were randomly assigned to each block; this
assignment was performed separately for each subject. The order of the
blocks was counterbalanced across subjects with the constraint that no
successive blocks contained problems of the same type. A centisecond
clock was started at the beginning of each presentation of a problem, and
was stopped when the subject pressed either of two response keys. The
solution time in centiseconds was then recorded by the experimenter. Sub-
jects were tested individually in the first session. Each subject was
told at the beginning of the first session that he or she would be given
two statements and a conclusion on each trial, and that his or her task
was to indicate whether the conclusion drawn from the premises was logically
valid. Two problems were randomly selected from the set of 64 problems to
serve as practice trials: one with a valid conclusion and one with an in-
valid conclusion. At the end of the practice trials, the experimenter
discussed the subject's responses with him or her to make sure that he or

she understood the task.

The procedure in the second session was the same as in Experiment 2.
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Experiment 5
The procedure was the same as in Experiment 2, with the following

exceptions:

1. The booklets contained 38, rather than 60 problems.

2. The instructions included examples of conditional, and not cate-
gorical statements. Subjects were told that sometimes should be interpreted
as "sometimes, and possibly always."

3. Subjects were given a five-minute break at the end of 19 problems.

Design

Dependent Variables

Response choices to each problem were a dependent variable in all
five experiments. Solution times to each problem were a dependent variable ‘
in Experiments 1 and 4. Scores on the three standardized mental ability i
tests were a dependent variable in Experiments 2-5. |

Independent Variables

Subjects and syllogisms were independent variables in all five ex-
periments, and were completely crossed in all experiments. Additional
independent variables were session in Experiment 1, content type in
Experiment 2, and logical relation (c;tegorical or conditional) in Experi-

ment 4; all of these variables were completely crossed with subjects and

syllogisms.

RESULTS AND DISCUSSION
Overview
The results of the experiments will be presented in four major parts.
First, we will present basic statistics for the response-choice and latency

data. Second, we will describe the outcomes of mathematically modeling the i
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response-choice and latency data. Third, we will discuss the parameter

estimates for the preferred models. Fourth, we will examine individual

differences in syllogistic reasoning.

Basic Statistics

Means and Standard Deviations

Table 6 presents basic statistics for the data sets that were used
for mathematical modeling. Analyses of variance were conducted to test
the significance of the difference in mean correct responses given to
categorical and conditional problems in Experiment 4, and the difference
in mean correct responses given to problems with different types of con-
tent in Experiments 1 and 2. Neither logical relation nor content type
significantly affected mean correct responses (for Experiment 4, F(1,126) =

1.08, p>.05; for Experiments 1-2, F(3,396) = 1.86, p>.05).

Insert Table 6 about here

Reliabilities

The intercorrelations between the response-choice data sets are pre-
sented in Table 7. The diagonal elements in this table are odd-even relia-
bilities (calculated using the Spearman-Brown formula). Response choices
in the two sessions of Experiment 1 correlated .974, and so the data from

the first and second sessions have been combined.

Insert Table 7 about here

Response choices for problems with counterfactual and anomalous con-

tent correlated very highly with each other and with response choices for
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problems with abstract content. Reséonse choices for problems with factual
content correlated lowest with response choices for problems with all

other content types. This pattern suggests that subjects' performance in
Experiment 2 was affected in some manner by factual content. Evidence
concerning the nature of this effect is presented in later sections. All
of the correlations between different content types are high, however,
suggesting that the data are reliable and may possibly be accounted for

by a single model. Similarly, the high correlation between categorical
and conditional problems in Experiment 4 suggests that a single model may
account for performance with these two kinds of logical relatioms.

The odd-even reliabilities for the latency data in Experiments 1,
4a, and 4b were .94, .95, and .94, respectively. The correlation between
latencies in the two sessions of Experiment 1 was .91, and the correlation
between latencies for conditional and categorical problems in Experiment 4
was .93,

Mathematical Modeling of Response-choice Data

Parameter Estimation

Parameter estimation was done by nonlinear regression, using the BMD
P3R computer program. This program obtains a least-squares fit to a general
nonlinear function of several variables by means of Gauss-Newton iteratioms.
Model Fits

Table 8 presents model fits for the response-choice data sets in
Experiments 1-5. These model fits are presented in terms of R2 and RMSD.
The former measure indicates the proportion of variance in the data
accounted for by each model; the latter measure indicates the root-mean-

square deviation of the observed from the predicted data points. Other
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means of assessing fit will be considered as well. The values for the
"{deal model' were derived by predicting that all subjects would choose
the logically correct answer to each problem. When more than one answer
to a problem was logically correct, the ideal model predicted that an

equal number of subjects would choose each correct answer.2

Insert Table 8 about here

The results of the experiments, considered either singly or as a
whole, are unequivocal: The transitive-chain theory gives a better account
of the response-choice data than does any competing theory. The fits of
the alternative models are not even close to that of the transitive-chain
theory on either measure of fit. Viewed in absolute terms, the transitive-
chain theory also did very well. The model fits are uniformly high; R2
was greater than .9 for almost every data set. (Predicted and observed
values for the response-choice and latency data in Experiments 1 and 4
are given in Table A of the Appendix.)

Significance of Unexplained Variance

It is of some interest to determine whether the unaccounted for
variance in the data is statistically significant. This was done by
testing the statistical significance of correlations between pairs of
residuals of observed from predicted values. These comparisons were made
for each of the data sets. The correlations for the transitive-chain

theory are presented in Table 9.

Ingert Table 9 about here
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Within-data-set comparisons were computed by modeling response
choices separately for odd and even numbered subjects, calculating resid-
uals of observed from predicted values for each set of subjects, correla-
ting the residuals, and correcting the correlations by the Spearman~Brown
formula. One-tailed significance tests were used for the correlations in
order to maximize the probability of rejecting the models. The models
were all rejected at the .05 level or better for all data sets.

Between-data-set comparisons were computed by modeling response
choices separately for each data set, calculating residuals of observed
from predicted values for each data set, and then correlating the residuals.
The models were again rejected at the .05 level or better for all such
comparisons made. Thus, although the high values of R2 show that the
models derived from the transitive-chain theory are close approximations
to the true models of subjects' performance, we can conclude that these
are not the true models of subjects' performance.

Discussion

Experiments 1 and 2. There are two major causes of the predictive

failure of the complete and random combination models. First, these models
poorly predict the proportion of subj;cts who correctly identify problems
with no valid conclusion. The random combination model underestimates this
proportion, and the complete combination model ove;estimates it. Second,
neither model predicts the sizable proportion of subjects who incorrectly
respond that certain problems have no valid conclusion. The data of 2ax,
which are presented in Erickson's (1974) article, and on which Erickson's

models achieve their greatest success, mask these difficulties in Erickson's




Syllogistic reasoning

63

models. Zax included only valid syllogisms in his study, and did not
offer subjects the option of responding that no valid conclusion existed
for these problems. When fit to these data, the transitive-chain theory
accounted for as great a percentage of the variance in the data (98) as
Erickson's models.

Although clearly superior to the other models tested, the transitive-
chain model could be rejected relative to the true model. We were unable
to find in the pattern of residuals any clear clue to the source of the
unexplained variance. One assumption of the theory that seemed suspect
? was that of error-free encoding of the premises in the encoding stage.
Although the data from the previously noted Sternberg and Turner study

(Note 2) and the good fits of the model suggested that subjects encoded

the premises nearly completely, it still seemed possible that they some-
times made mistakes or encoded premises incompletely. To test this idea,
we formulated a version of the model in which subjects were not assumed
to encode premises completely. The number of representations encoded

for any premise was determined by four parameters-fgl. &ys &3» §4--vhere
& is the probability of encoding exactly one representation per premise,
32 the probability of encoding exactly two representations, and so on.
The subject was assumed to have the same preferences for encoding simpler

representations, as described previously. This new model increased the

value of Rz by about .02 for each of the data sets and eliminated some of
the significant correlations between pairs of residuals. However, the
model was discarded because it seemed to buy little in exchange for an

increase of more than 40% in the number of parameters.
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Experiment 3. The results of Experiment 3 were similar to those of
Experiment 1. The transitive-chain model accounted for a large proportion
of the variance in the data, and yet there remained systematic unexplained
variance in the data. One possible reason for the rejection of the model
is that a more accurate representation of the quantifiers most and few
requires more than three partitions of a set. Moreover, the representation
of each of these quantifiers may require components in which the exact
number of partitions mapped onto a set varies. In other words, '"Most A
are B" means that more than 50%Z and less than 100Z of the members of A
are also members of B, but does not specify a single value within this
range. Given the "roughness" of the symbolic representations, the tran-
sitive-chain model does a remarkably good job of predicting subjects’
performance.

Experiment 4. The high correlations between categorical and con-
ditional problems on both dependent measures support the claim that the

two kinds of relations are represented and combined in isomorphic ways.

.In addition, these correlations lead one to expect that the same model

can account for both data sets. A look at the model fits for the response-
choice data confirms this expectation;

Experiment 5. The transitive-chain model performed less well in
predicting performance in this experiment than in the preceding experiments.
We believe that the model didn't do as well on thesé problems because
conditional relations referring to the temporal order of events are more
complex than categorical relations. An example may help to clarify the
difference. It is posaible for the following two conditional statements

both to be true: If A occurs then B occurs and If B occurs then A does
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not occur. However, the analogous categorical statements, All A are B and
No B are A, cannot both be true. Thus, a categorical relation between two
abjects has only two possible values (a member of one set does or does
not correspond to a member of another set). A temporal relation between
two events, however, can have three possible values, because one event
may precede another, succeed another, or occur at the same time as another
event.

At this point, we may ask why the transitive-chain theory was able
to predict performance so well on the simpler conditional problems in
Experiment 4. There are two possible reasons for this improved perfor-
mance. The first reason is that subjects did not interpret the conditional
relations in Experiment 3 as referring to a temporal ordering of events,
but instead to the truth or falsity of certain states of the world.
(Indeed, this might be expected to be the case, since the temporal cue
words occurs and sometimes were not used in Experiment 3.) Given this
interpretation, the categorical and conditional problems in Experiment 3
are indeed equivalent, as was pointed out above. Another possibility is
that subjects interpreted the conditional relations in Experiment 3 as
referring to temporal orderings of events, but that these problems were
simple enough so that the process of determining the validity of the con-
ditional problems was isomorphic to that used for determining the validity
of the simpler categorical problems.

Conclusion

On the basis of the model fitting described in the above sectionms,

the transitive-chain models were adopted as the preferred models for all

types of premise content, quantifiers, and logical relations. Predicted
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versus observed proportions for the problems in Experiments 1 and 4 are
shown in Appendix A. It can be seen that the observed values show good
agreement with the predicted ones.

Mathematical Modeling of Latency Data

Parameter Estimation

Parameter estimation was done by linear regression, using the SPSS
REGRESSION program.
Model Fits

Table 10 presents model fits for the latency data in Experiments
1 and 4. These model fits are presented in terms of R2 and RMSD. Other
means of assessing fit will be considered as well. In each case, the fit
of the latency model is good, considering the reliability of the data.
As one would expect from the correlations presented above, the transitive-
chain model in Experiment 4 achieves comparable levels of fit for cate-

gorical and conditional problems.

Insert Table 10 about here

Significance of Unexplained Variance

The statistical significance of correlations between pairs of resid-
uals was tested for the latency data, as it was for the response-choice
data. The within-data-set comparisons are shown in Table 11. In every
case, the correlation between residuals for odd- and even-numbered subjects
was significant. Between-data-set comparisons were made between latencies
for sessions 1 and 2 in Experiment 1, and between latencies for categorical

and conditional problems in Experiment 4. In each case, correlations between
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residuals were significant at the .01l level. We can therefore conclude

that these latency models are not the true models of subjects' performance,

although, as with the response-choice models, they seem to provide good

approximations to the true models.

Insert Table 11 about here

Discussion

Although the latency model in Experiment 1 provided a good account

of the latency data in that experiment, there remained systematic variance

in the data that was unaccounted for by the model. A look at the residuals

suggests that a figure effect may be the cause of the model's rejection.
In general, the model overestimates the time taken to solve problems in
Figures I (Quantifier B are C, Quantifier A are B) and IV (Quantifier C
are B, Quantifier B are A). Thus, subjects are faster than predicted on
problems in which the terms form a forward or backward chain (as in the
first and second examples above, respectively). One way in which this
effect might be incorporated into the model is to assume that subjects
prefer to combine the first two components of two representations, and

then the last two components, rather than having to combine the first

component of one representation with the last component of another. Thus,

forming an AB-BC chain is easier with AB-BA and BC-CB representations than

with AB-BA and CB-BC representations, since in the former case the two
components needed are the first components in each representation.

In Experiment 4, the latency model replicated the success of the

response-choice model in &chieving comparable levels of fit for categorical

and conditional problems. However, the response-choice model performs
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better than the latency model on the R2 criterion. The major reason for
this difference seems to be the difference in the reliabilities of the
two measures.

PARAMETER ESTIMATES OF THE PREFERRED MODELS

Response-choice Models

Table 12 shows values of the response~choice parameters for the
transitive-chain models as estimated for each data set. These estimates

are all independent.

Insert Table 12 about here

The estimates of Pys P3» and p, were unreliable and thus not easily
interpretable. The independent variables from which these parameters were
estimated were highly correlated (.70 - .95), and this meant that the pre-
dictions of the model were not greatly affected by the specific values of

these parameters. Therefore, these parameters are summed together in

" Table 12. The comparison of interest for the p parameters, therefore, is

the value of p, versus the sum of p,, p;, and p,. This comparison repre-
sents the probability of performing only one combination versus the pro-
bability of performing more than one combination.

The value of R fluctuates within a fairly narrow range over wide
variations in task content and format. It seems that much of the time,
subjects are unwilling (or unable) to combine more than one pair of
representations in solving these problems. There is some variation,
however. The probability of performing more than one combination is

greatest for problems with factual content. This result is a sensible one,
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suggesting that subjects store and m;nipulate factual information with
greater ease than they store and manipulate other kinds of information.

It is somewhat surprising that the value of Ry for Experiment 4 is similar
to that of other experiments. One might expect that a chain in which one
of the components includes a single element (for example, X + B) would

be easier to form and combine than a chain in which both components include
two elements. There are two factors that might offset the relative sim-
plicity of the chains formed in Experiment 4. First, the chains formed

in this experiment usually contain more negatives than the chains in other
experiments. Second, in Experiment 4, the subject sometimes must form a
second chain involving the negation of the conclusion.

The values of the 8 parameters are relatively stable across experi-
ments, as might be expected. Bl is much greater than .5, indicating that
subjects prefer a label that matches the atmosphere of the premises to one
that is a stronger label. As would be predicted, 32 is usually close
to one, and is higher than 81; when one label both matches the atmosphere
of the premises and is the stronger label, it is almost always chosen.

On the basis of the p parameters, we would expect performance on the
counterfactual and anomalous problems in Experiment 2 to be better than
performance on the abstract problems in Experiment 1; other things being
equal, the combination of more pairs of representations should lead to
better performance, and this is not so: The ¢ parameter provides a clue
as to why. The ¢ parameter, which represents the probability of incor-
rectly responding that a problem has no valid conclusion, is highest for
counterfactual and anomalous problems. Since c in a sense represents

excessive caution by the subject in evaluating the validity of problems,
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we might expect this parameter to be greater when the subject is dealing
with counterfactual and anomalous statements. Thus, the advantage of
concrete terms over abstract terms in counterfactual and anomalous pro-
blems is offset by the greater tendency in these problems to respond that
no valid conclusion exists. Presumably, this tendency is influenced by
the knowledge that subjects have stored about the concrete terms used in
these problems: Their prior knowl edge conflicts with the result of their
logical operations, leading to uncertainty. The most extreme value of ¢
is in Experiment 5. This may also reflect a greater caution used by sub-
jects in working with the conditional relations in this experiment. It
is reasonable to assume that the amount of caution used in dealing with
a particular type of relation varies directly with the complexity of that
relation. Thus, the increase in c may be explained by the increased
complexity of the conditional relations in Experiment 5, which has been
described elsewhere.

Finally, consider the pattern of the t parameters in Experiment 4.
It seems that when there are two negatives in the first premise, the sub-

ject's processing capacity is used up in interpreting and encoding these

negatives, leaving the subject without the additional capacity to form a
second transitive chain using the conclusion.

Latency Models

Table 13 shows values of the latency parameters as estimated for the
data in Experiments 1 and 4. Standard errors for the parameters are given
in parentheses, and the starred values are significant at the given value.
(CON is a constant estimated for each data set, and so has no significance

value attached to it.)




Syllogistic reasoning
71

Insert Table 13 about here

The parameter estimates for Experiment 1 are very reasonable in the
context of the model. The simplicity of a symbolic representation affects
both the time taken for its encoding and the time needed to combine it
with another representation. The value of the CHECK parameter (approxi-
mately equal to the combination parameters) suggests that when the com-
bination of two representations indicates an indeterminate relationship
between A and C, the two representations are combined again as a check on
the process. Finally, as might be expected, subjects are faster on both
encoding and combination in the second session.

The pattern of parameter estimates for Experiment 4 is also very
reasonable in the context of the latency model. The combination process
is faster when the representation of the second premise rather than the
conclusion is used in the chain, is faster when the initial component of
the first premise is used, and is faster when no negatives are involved.

INDIVIDUAL DIFFERENCES IN SYLLOGISTIC REASONING

Correlations Between Ability Scores and Performance

In Experiments 2-5, subjects were given the Verbal Reasoning, Abstract
Reasoning, and Space Relations subtests of the DAT. The ability test scores
from each experiment were then subjected to a principal components analysis.
Components with eigenvalues greater than or equal to one were retained, and
were rotated to a VARIMAX solution. In each experiment, the above analysis
yielded two ability factors, a verbal ability factor and a spatial-abstract
ability factor. Table 14 shows correlations between the ability factor

scores and the mean number of correct responses given to problems in each

e
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experiment. For all types of problems, the spatial-abstract factor, but

not the verbal ability factar, correlated significantly with performance.

Insert Table 14 about here

Parameter Estimates for Individual Ability Groups

Subjects in each of the last four experiments were classified into
four ability groups on the basis of their uncorrelated scores on the verbal
and spatial-abstract ability factors: high verbal-~high spatial-abstract,
low verbal--high spatial-abstract, high verbal-—low spatial-abstract, and
low verbal--low spatial-abstract. Median cutoffs were used o assign each
subject to one of these four groups. We then performed jackknife statis-
tical procedures on these parameter estimates (see Mosteller and Tukey,
1969) in order to provide a best single estimate of the population value
and standard error of each parameter. The procedures do not make any

assumptions about the sampling distribution of the parameters, which are

unknown. The best estimates for the parameters for each ability group in

each experiment are given in Table 15 (standard errors for the parameters

are given in parentheses).

Insert Table 15 about here

The pattern of correlations between the ability factor scores and the
mean number of correct responses showed that spatial-abstract ability is
significantly correlated with performance, whereas verbal ability is not.
The patterns of values in Table 15 indicate why this is so. Differences

in verbal ability did not result in significant differences in the values
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of any parameters in any experiments. However, spatial-abstract ability
has a significant effect on the value of Ry in all four experiments
(a= .05), as well as a significant effect on the t parameters in Experi-
ment 4 (a= .05). Both the é_and t parameters are concerned with the
number of transitive chains formed by subjects, and in both cases, spatial-
abstract ability affects these parameters in a very reasonable way. Lower
values of By (indicating the combination of more pairs of representations)
are associated with high spatial-abstract ability, as are higher values
of the t parameters (indicating an increased probability of forming a
second chain in these problems, when necessary). This relationship between
spatial-abstract ability and the ability to form and integrate transitive
chains provides evidence that the representations used in solving syllo-
gisms may be spatial or abstract in nature, rather than verbal.

Symmary
Experiments 1 and 2

The transitive-chain model provided a more accurate and comprehensive
account of the data than did any of the competing models that have been
proposed. The transitive-chain model was able to account for almost all
of the systematic variance in four sets of data including problems with
various types of abstract and concrete content. In addition, the model
provided some understanding of the influence of different types of premise
content and of the importance of different types of mental abilities on
subjects' performance in syllogistic reasoning tasks. Finally, the model
of latencies derived from the transitive-chain information-processing model

provided a good account of the latency data collected in Experiment 1.
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eriment 3

The results of Experiment 3 showed that the processes of the transitive-
chain model (and in particular, the biases assumed to operate in the combina-
tion and labelling of representations) are not specific to problems that in-
clude the quantifiers of classical logic. The pattern of individual dif-
ferences in this experiment provided a replication of the results in Experi-
ment 2. In doing so it strengthened the conclusions made in that experi-

ment regarding the source of individual differences in syllogistic reasoning.

Experiments 4 and 5

The results of these experiments showed that a single theory could

provide a good account of both response choices and latencies for problems

—
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involving categorical and conditional relations. The good fits obtained
demonstrate the generality of the transitive-chain theory to conditional
as well as categorical relationms.

Finally, the analysis of individual differences in the present ex-
periments replicated those of earlier experiments. Together, these re-
sults suggest that the most reliable source of individual differences in
syllogistic reasoning is in the number of pairs of representations com-
bined during the combination stage. Furthermore, the number of pairs
combined was significantly correlated with spatial-abstract reasoning
ability, suggesting that the representations combined may be of a spatial-
abstract nature.

CONCLUSIONS

The transitive-chain theory successfully predicted subjects' per-
formance on a wide variety of syllogistic reasoning problems. As the
preferred theory of syllogistic reasoning, it provides some preliminary
answers to the theoretical questions raised in the introduction. The
conclusions of the present study will be presented in terms of these
theoretical questions and the tentative answers provided by the theory.

Representation of Premise Information

The transitive-chain theory assumes that the categorical information
contained in a premise is represented by one or more symbolic representa-
tions. Each representation corresponds to a possibie relationship between
two sets, and includes two distinct pieces of information, called compo-
nents. These components may be combined with each other in various ways

to yield different relationships between two sets.
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The patterns of individual differences in four separate experiments
provided some evidence for the use of a spatial-abstract representation
(although not necessarily this one) in syllogistic reasoning, since
spatial-abstract reasoning ability correlated significantly with the mean
number of correct responses in these experiments. Specifically, the
ability to combine pairs of representations varied significantly with
spatial-abstract reasoning ability, but not with verbal reasoning ability.

Combination of Premise Information

The structure of the symbolic representations in the theory makes
it possible for the first time to specify completely a performance algo~
rithm for combining premise information. This algorithm includes two
important processes. The first process is the formation of transitive
chains; this process involves the rearrangement of components in the
original representations. The second process is the application of two
simple inferential rules to the transitive chains thus formed. This
combination process is consistent with the assumptions of Erickson's
theory, since its results are isomorphic to those obtained by combining
Euler diagrams. But the precise specification of the rules of combination
makes it possible to identify potential sources of error in the combina-
tion process.

Sources of Difficulty in Syllogistic Reasoning

The present research identified three major éources of difficulty in
the solution of syllogistic reasoning problems. The most important of
these is the processing capacity required to combine two symbolic repre-
sentations. The high level of p, for almost all of the data sets attests

to subjects' difficulty in combining representations. In almost every
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case, subjects were as likely to combine just one pair of representations
as they were to combine mare than one pair. The probability of combining
more than one pair of representations seemed to be affected by two problem
variables: the content of the premises, and the total number of pairs of
representations to be combined.

Another source of error is subjects' preferences for working with
simpler representations (that is, symmetrical representations and repre—
sentations with no negatives). Since the values of the p parameters indi-
cate that few pairs of representations are combined, we conclude that
pairs of complex representations are rarely combined. As a result, there
are many errors in problems where the results of combining complex repre-
sentations are different from the results of combining simple representa-
tions.

A third source of error is found in biases subjects have in how they
label the composite representation generated during the combination pro-
cess. Three specific biases are identified by the theory. The first of
these is a bias for strong labels, the second a bias for labels that
match the atmosphere of the premises, and the third a tendency to label
a composite representation indeterminate if it contains nonidentical

initial components.

Generality of the Processes Used in Syllogistic Reasoning

Relationships Among Various Kinds of Syllogism Content

The present study found, as did Osherson (1974), that a single model
could account for problems with various types of abstract and concrete
content. However, we also found, as did Wilkins (1928), a substantial

difference in performance between problems with concrete, factual content
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and problems with abstract, anomalous, or counterfactual content. This
difference was due to a higher probability of combining more than one pair
of representations when dealing with factual premises.

Relationships Among Various Kinds of Syllogisms

The results of Experiments 4 and 5 showed that a single theory can
account for both categorical and conditional syllogisms, as hypothesized
by Revlis (1975). The symbolic representations in the transitive-chain
theory are capable of representing both kinds of information, and the same
combination process can be applied to each set of representations. More-
over, the sources of difficulty in categorical and conditional syllogistic
reasoning are highly similar. Finally, the same patterns of individual
differences were found for both types of syllogisms: This pattern suggests
that the processes used to solve both types of syllogisms are spatial-abstract.

Relationship of Syllogistic Reasoning Ability to Intelligence

The present work replicates the findings of Thurstone (1938) and

Frandsen and Holder (1969) of a relationship between performance on syllo-

gistic reasoning tasks and performance on tests of spatial ability. The
present interpretation of this relationship is in terms of both the repre-
sentation and processes used in syllogistic reasoning. In particular, the
proposed representation is an abstract, symbolic one: Combination of infor-
mation about set relations relations requires visualization of relation-
ships between pairs of informational components expressed in this represent-
ation.

The present research may be viewed as a further step toward a general
process theory of human intelligence. This process theory began with an

account of analogical reasoning (Sternberg, 1977a, 1977b), was expanded
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upon with a theory of linear syllogistic reasoning (Sternberg, Note 3,
Note 4), and now encompasses a theory of categorical and conditional
syllogistic reasoning as well. The present direction this research is
taking is toward a unified account of human reasoning, which will serve
as a larger subtheory of intelligence than do any of the accounts pro-
posed in the more specific task analyses that have been accomplished to
date. Eventually, we hope to isolate a relatively small set of informa-
tion-processing components that together constitute the building blocks

for the execution of what we generally refer to as intelligent behavior.
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Footnotes

Preparation of this report was supported by Contract NN001478C0025 from
the Office of Naval Research to Robert Sternberg. The research presented in
the report was supported by Grant BNS 76-05311 from the Mational Science
Foundation to Robert Sternberg. Portions of the article were presented
at the Mathematical Psychology Meetings, Los Angeles, August, 1977, and at
the Psychonomic Society Meetings, Washington, D.C., November, 1977. Requests
for reprints should be addressed to Robert J. Sternberg, Department of Psy-
chology, Yale University, Box 11A Yale Station, New Haven, Connecticut 06520,

lImmediately preceding the submission of this article for publication,
P. N. Johnson-Laird and M. Steedman published a new theory of syllogistic
reasoning, called the analogical theory. There are two major similarities

between the transitive-chain theory and the analogical theory. First, a

set of items is represented by an arbitrary number of distinct elements, and

~ a relation between two items is represented by relations between the distinct

elements representing each set. Second, the combination stage includes a
heuristic substage in which some set of possible conclusions is generated, and
a confirmation substage in which the conclusions generated during the heuristic
substage are subject to possible falsification. However, there are also
striking differences in both representation and combination in the two theories.
In the analogical theory, only a single unitary representation of each premise
is used, and the relation thus represented is unidirectional: For example,

the representation of Some A are B tags an arbitrary number of a elements as
equivalent to b elements, but does not indicate which b elements are equivalent
to a elements. In the transitive-chain theory, however, the representation of

Some A are B includes information about how many members of A are also members
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of B, and information about how many members of B are also members of A.
The combination process in the analogical theory is rather involved (with
different combination rules for syllogisms with 0, 1, or 2 negative premises),
and no specific combination algorithm is given, in contrast to the two
simple rules used to combine representations in the transitive-chain theory.
A fair comparison between the two theories would require derivation of
mathematical models from the analogical theory in order to compare the rela-
tive adequacy of the theories in predicting subjects' performance.

2A variant of the ideal model was also explored in which a separate
parameter was estimated for each instance in which more than one response to
a problem was logically correct. The proportion of subjects choosing each of
two logically correct answers was thus determined in part by the distribution
of responses in the data. The improvements in fit obtained through the extra
parameters were so small that these models were abandoned.

3A complete lizt of prediction equations for the transitive-chain

model 1s available on request by writing to the authors.
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Table 1
Examples of Test Problems Used in Experiments on

Syllogistic Reasoning

Experiment
1 No C are B.
All B are A.
All A are C.
No A are C.
Some A are C.
Some A are not C.
None of the above.
2a No cottages are skyscrapers.
E (factual All skyscrapers are buildings.
content)
All buildings are cottages.
? No buildings are cottages.
Some buildings are cottages.
Some buildings are not cottages.
None of the above.
' ‘2b No milk cartons are containers.
(counter-factual All containers are trash cans.
content)

! " All trash cans are milk cartons.
No trash cans are milk cartons.

Some trash cans are milk cartons.

Some trash cans are not milk cartons.

None of the_gbove{
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Table 1 cont.

Experiment Problem

2c No headphones are planets.
(anomalous All planets are frying pans.
content)

All frying pans are headphones.

No frying pans are headphones.

Some frying pans are headphones.
Some frying pans are not headphones.

None of the above.

3 Most B are C

All B are A.

All A are C.

No A are C.

Most A are C.
Few A are C.
Most A are not C.
Few A are not C.

None of the above.

b4a All A are B.

(categorical) X is not a B.

Therefore, X is not an A.

4b _If A then B.

(conditional) Not B.

Therefore, not A.
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Table 1 cont.
Experiment Problem
S If C occurs, then B does not occur.

If B occurs, then A occurs.

If A occurs, then C occurs.

If A occurs, then C does not occur.

If A occurs, then C sometimes occurs.
If A occurs, then C sometimes does not occur.

None of the above.
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Table 3
As_umed Probability That Set Relation is Used as
Description of Statement in Erickson's Models
Statement Set Relation :
All A are B (] e 0 0 0
No A are B 0 0 0 0 1
Some A are B e, e, &5 (73 0
Some A are not B 0 0 e, eg &

——————

e e S S s S
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Table 4
Assumed Probability That Statements Will be Used

to Label Set Relations in Erickson's Models

Set Relation All A are B No A are B Some A are B Some A are not B

1 0 0 0

1 0 ’ 0 0

0 0 1or d* 0 or d,*
‘:x’x; 0 0 1l or ga* 0 or 94*

@ 0 1 0 0

Note.-- Asterisks denote statements having two probabilities.

The appropriate probability depends on whether the

context of the premises is negative or positive.

If at least one of the premises contains a negative,
the second probability applies. Otherwise, the
v first probability applies.
A
i
|
5
'J
|
: 1
|
|
k Rl it o b 2 =7 Sk J
i .
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Basic Statistics for Data Used in Modeling

Experiment

2a (factual)
2b (counterfactual)

2c¢ (anomalous)

4a (categorical)

4b (conditional)

1 (session 1)

1 (session 2)

1 (combined)

4 (categorical)
4 (conditional)

4 (combined)

Note.-- Latency measures are expressed in seconds; response-choice

measures are expressed in percent correct responses.

e R S . R 5 PRI 85 I oY

Table 6
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X S

Response-choice Data

.57 .20
.66 .20 j
.57 .24
. e
.60 .22
.82 .20
.83 .24
.49 <24

Latency Data

45,72 8.58
33.22 7.92
39.47 8.22
13.38 .72
13.51 .70
13.45 .70 i

i
|
|
!
i
{
|




Intercorrelations Among Response-choice Data Sets

1
1 .99
2a =
2b -
2c -
3 -
ha “
4b -
5 -
=

Table 7

Experiment

2b 2c 3
.96 .97 -
.92 .94 -
.95 +97 -
- .95 -
- - .96

e O —————————— et
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4a

4b

.94
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Table 9

Tests of Residuals:Predicted versus Observed Values

for Response-choice Data

Within Data Sets

(Internal Consistency Across Item Types)

Experiment
| .60%%
2a . 58%%
2b AL
2¢c «69%%
3 o S4%%
ba «27%
4b . 25%
5 .66%%

Between Data Sets

(Consistency Across Item Types)

1.00 <S4k 65%%

1
1 1.00

2a -

2b -

2c -

4a -

4b -
* p<.05
** p<.01

A S T RSO S 3559 G P sy ot =

Experiment

2a 2b 2c 4a 4b

H42k% TRk 8%k

1.00  .74%% - -
- Lo - -
- = 1400 . 1%
- - - 1.00
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Performance of Transitive-chain Models

in Predicting Latency Data

Experiment

1 (session 1)
1 (session 2)
1 (combined)
4ba

4b

4 (combined)

* p<.01
** p<.001

. 85%%
. 87%%
. 88%%
. 88%*
.84%%

. 88%*

RMSD
331
290
288
25
28

24

Note.-- RMSD's are expressed in centiseconds.




* p<.01

Syllogistic reasoning
100

Table 11

Tests of Residuals: Predicted versus Observed Values

for Latency Data

Within Data Sets

(Internal Consistency Across Item Types)
Experiment
1 (session 1) .Sh#

1 (session 2) Lg*

1 (combined) .52%
4a . 56.
4b Ll

4 (combined) L8

Between Data Sets

(Consistency Across Item Types)
Experiment

1 .52%
(sessions 1 and 2)

4 Jug®
(categoricals and

conditionals)

T AN S 5/ o s LA A o A 3
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Table 12 ' |

Parameter Estimates for Transitive-chain Models in ?
‘ Predicting Response-choice Data
Parameter
Epedinent> .2y BofRsiegt 8 B, L % L t,
1 .54 .46 8L .92 . & 2 ;
2a .29 i .67 .95 s " & %
2b .49 .51 73 9% 48 - : .
2¢ 47 .53 05 92 8« A 5
3 .40 .60 64 B = < b g
4a .36 .64 - - - .52 .48 .15
4b .43 .57 = - - .60 .61 .16
5 .57 .43 .76 .84 L .. -

e
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Table 14

Correlations of Ability Factor Scores with Mean Number Correct

* p<.05

*% p<.01

b TR TR AR 5 IR R S s

Responses for Different Data Sets

Experiment

2a
2b
2¢

4a
4b

Factor Scores

Verbal Spatial-

Abstract
.10 42%%
.12 - 36%%
.14 . 45%%
.14 «50%*%
.15 .60%%
. 14 < Sh¥*
.15 .35%




Parameter _Experiment

[¢)

gv

Parameter Estimates for Subjects High and Low in

Table 15

Syllogistic reasoning

Verbal and Spatial-Abstract Abilities

ww &~ W

High Spatial-Abstract

High

Verbal

.26
.27
.36
47
T4
.64

.70

.98
.84

.65

.64

".60

.21

Low
Verbal

.30

.67

.65

.22

105

Low Spatial-Abstract

High
Verbal

.50

.45
.71

.43

.39

.10

Low
Verbal

.56
.49
.50
.66

.77

.80

.50

42

45

.12
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APPENDIX
This appendix presents details of the mathematical models used to
predict subjects' performance in the experiments described above. All of
the models for Experiments 1, 2, 3, and 5 will be presented with reference
to syllogism 10: No C are B. All B are 5.3

Transitive-chain Theory

Mathematical Model of Response Choices in Experiments 1, 2, 3, and 5

Seven parameters are estimated for this model. Parameters R;» Pp»
) 2P and R, represent the probabilities that E—p (see Figure 2) is equal to
one, two, three, and four, respectively. Parameter Bl represents strength
of preference for a label that matches the atmosphere of the premises,
given that one label matches the atmosphere of the premises but is weaker
than the other label. Parameter 82 represents strength of preference for
a label that is both the stronger label and matches the atmosphere of the
premises, given that one label both matches the atmosphere of the premises
and is the stronger of two possible labels, or that one label fulfills one
of these criteria and the other fulfills neither. Parameter c represents
the probability of mistakenly labelling a composite representation indeter-
minate given that the composite représentation includes different initial
components.

With probability Bp» the subject combines only one pair of representa-

tions (see Figure 3):

(CB-BC) c1+—B b1+ -C (BA-AB) l'>1 +> A a =+ B

cz*-B b2->-C and l:2 + A a, + B

This particular pair is always combined first because it pairs type I and
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type II representations. The combination of these two representations

yields
(AC-CA) a,*> -C ¢ -A
a, +-C cy* -A

This representation may be labelled "No A are C" or "Some A are not C."
"No A are C" is the stronger of these two labels, and it also matches the
atmosphere of the premises. Therefore, it is chosen with probability 82.
and the label "Some A are not C" is chosen with probability 1 - By- So
far, the probabilities of the responses "No A are C" and "Some A are not
C" are p,8, and p, (1 - §,), respectively.

With probability 1 - p, (or p, + p; + 26)' the subject combines both

possible pairs of representations:

(1) (CB-BC) c1-> -B bl* -C (BA-AB) bl + A a, + B
cz-’-B b2+-C and b2 + A a2 + B
(2) (cB-BC) cl-*-B b1+-c (BA-AB) bl + A a1 + B
cz-P-B b2 +=C and bz + A 32* -B

Combination of the second pair yields three possible relations between

A and C:
al*-C c1+-A a1+c cl*A al*c cl*A
az +-C c2 +-A 5 a, +-C c2+-A , and az-P-C ¢y + A

Since these representations contain different initial components, the sub-
Ject labels this set of representations indeterminate with probability c.
With probability 1 - c the subject labels the set of representations "Some
A are not C," since this is the only label consistent with all of the

representations (see Figure 3). So the probability of the response "No A
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are C" is P;8,s the probability of the response "Some A are not C" is
21(1 - 8) + @ - p;)QA - ¢c), and the probability of the response "No valid
conclusion exists" is (1 - p,)ec.

Mathematical Model of Latencies in Experiment 1

The subject first encodes three representations, one of each of the

three types described above. With probability By» the subject combines

only the type I and type II representations. With probability 1 - By» the
subject combines both the type I and type II representations and the type

II and type III representations. Therefore, the time predicted to solve
syllogism 10 is equal tc? 2 ENC; ,; + ENC; ; + COMB, ., + (1 - p,)COMB,,, +
CON, where CON is a constant that includes the duration of the comparison

and response stages.

Mathematical Model of Response Choices in Experiment 4

Five parameters are estimated for the mathematical model. Parameters
) 2 and P, represent the probabilities that D, (see Figure 4) is equal to one
or two, respectively. Parameters 1:0, 31, and t, represent the probabilities
‘of for‘:m:lng a second transitive chain involving the first premise and the
negation of the présented conclusion, when the first premise contains zero,
one, or two negatives, respectively.
The method of deriving the prediction equations for Experiment 4 will
be described with reference to problem 8: (a) If A then B; not B; Therefore, not

A; (b) All A are B; X is not a B; Therefore, X is not an A.

With probability Ry» the subject forms only one transitive chain

involving the first and second premises:
(a) x+-B b1 + A

bz-bA
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The relationship of X to A cannot be determined from this chain. With
probability 1 - 50 (since the first premise contains no negatives), the
subject responds that the conclusion is invalid. With probability 50,
however, the subject forms an additional chain involving the negation of
the conclusion and one of the components in the representation of the
first premise:
i' ®) x + A a, * B

a, * B
The integration of this chain yields the component x + B. Since this
component matches the negation of the second premise, the subject responds

that the presented conclusion is valid.

With probability By» the subject goes through the routine described
above, and if he has not already responded that the conclusion is invalid
(wvith probability 50), he forms a second chain involving the first and
second premises:

(c) x +=-B b, + A

1

b2 A
Once again, the relationship between X and A cannot be determined from this
chain. The probability of forming another chain involving the negated con-
clusion and the first premise is tOBZ(EO)’ since toRo is the probability
of having gotten as far as combining chain (b). With probability tgg,
then, the following chain is formed:

(d) x+A a + B
az-rB

As with chain (b), the integration of chain (d) yields the component x + B,

and the subject responds that the presented conclusion is valid. Thus, the
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2
probability of the response "Valid" is toRy + toRys and the probability of
2
" " )
the response "Invalid" is 1 (tugl + togz).

Mathematical Model of Latencies in Experiment 4

The time taken to set up chains (a) and (c) is measured by s, .
With probability 2 + Q1 - _t_:o)g_2 only chain (a) is formed, and with pro-
bability EQEQ both (a) and (c) are formed. Chain (b) alone is formed with
probability to(l-topz) and chains (b) and (d) are formed with probability t§22;
the time taken to form these two chains is given by sz. Therefore, the time pre-
dicted to solve problem 8 is equal to Sin t toRo8y, t LoRop +* 5322 Ry, + CON,

where CON is a constant that includes encoding and response times.

Random and Complete Combination Theories

Thirteen parameters are estimated for each of Erickson's theories.
These parameters are shown in Tables '3 and 4. The parameters represent
the probabilities of representing a given premise by particular set rela-

tions and of choosing various labels to represent particular composite

representations.

In both theories, the subject represents the first premise ("No C
are B") by a disjoint relation, and the second premise ("All B are A") by
either an equivalence relation (with probability 51) or a subset-set re-
lation (with probability 52). The combination of the equivalence and

disjoint relations yields a disjoint relation between A and C. In both

" theories this relation is labelled "No A are C" and the subject chooses

the response that matches this label. The combination of the subset-set
and disjoint relations, however, yields three different relations (see
Figure 6). In the complete combination theory, the subject performs all

three combinations, and labels the result "Some A are not C," since this
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is the only label consistent with all three relations. In the random com-
bination theory, with probability 1/3, the combined representation is a
disjoint relation between A and C; as before, this relation is labelled
"No A are C." The overlap and subset-set composite relations may be
labelled as either "Some A are C" or "Some A are not C." The probability
of the response "Some A are C" is equal to the probability of an overlap
composite times the probability of labelling this composite "Some A are C"
[(1/3)3251_3] plus the probability of a subset-set composite times the pro-
bability of labelling this composite "Some A are C" [(1/ 3)e,d;l.
probability of the response "Some A are not C" is equal to the probability

The

of overlap and subset-set composites times the probability of labelling
these composites "Some A are not C" [(1/3)5-226 + (1/3)3232].

Atmosphere and Conversion Theories

The mathematical models for the atmosphere and conversion theories
are quite simple. Only one parameter, x, is estimated for each model. In
each case, this parameter represents the probability that the response
predicted by the theory for a particular problem is chosen. The proportion
of subjects predicted to choose each of the remaining responses is then
1/4Q1 - x). For syllogism 10 (No C are B. All B are A.), both the atmo-
sphere and conversion theories predict that the response "No A are C"

should be preferred. The mathematical models for these two theories, then,

! predict that the probability of choosing this response is equal to x, and
the probability of choosing any one of the remaining four responses is
equal to 1/4(1 - x).
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Predicted Versus Observed Values for the Response-choice and

Latency Data in Experiments 1 and 4

Experiment 1
Response Choices Latencies
Prablem Predicted Observed Predicted Observed
.l All B are C a 0.92 0.97 3726 3153
All A are B b 0.0 0.0
¢ 0.08 0.02
d 0.0 0.0
e 0.0 0.0
2 All B are C a 0.54 0.52 3726 3871
All B are A b 0.0 0.0
c 0.32 0.33
d 0.0 0.02
. e 0.14 0.11
3 All BareC a 0.05 0.0 4618 4150
Some B are A b 0.0 0.02
c 0.89 0.88
d 0.05 0.02
e - 0.01 0.07
4 All1 C are B a 0.0 0.0 2662 2195
No A are B b 0.92 0.88
c 0.0 0.0
d 0.08 0.04
e 0.0 0.07

TGRSRy i SRy W3 i
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Table A (cont'd)
l;.e's'pon;e Choices Latencies
Problem Predicted Observed Predicted Observed
All C are B a 0.0 0.0 4086 4280 4
Some A are not B b 0.05 0.0
c 0.02 0.07
d 0.87 0.80
e 0.06 0.11
Some B are C a 0.05 0.0 4618 4917 |
All B are A b 0.0 0.0 1
c 0.89 0.97 ]
d 0.05 0.0 |
e 0.01 0.02
No B are C a 0.0 0.02 4086 4303
Some A are B b 0.10 0.07
c 0.0 0.04
d 0.65 0.69 |
e 0.24 0.16
No C are B a 0.0 0.02 4086 4173
Some B are A b 0.10 0.14
c 0.0 0.02
d - 0.65 0.47
e 0.24 0.35
No B are C a 0.0 0.02 2662 2897
All A are B b 0.92 0.90
c 0.0 0.0
d 0.08 0.04
e 0.0 0.02
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Table A (cont'd)
Response Choices Latencies
Problem Predicted Observed Predicted Observed
* 10 No C are B Q.0 0.02 2662 2780
All B are A 0.50 0.52
? 0.0 0.0
0.33 0.28
0.17 0.16
11 All B are C 0.0 0.0 3023 3225
No A are B 0.50 0.59
0.0 0.02
0.04 0.09
0.46 0.28
12 Some B are C 0.05 0.02 4807 4338
All A are B 0.0 0.0
0.70 0.80
0.05 0.0
0.20 0.16
13 Some B are not C 0.0 0.0 4353 4586
All A are B 0.05 0.0
0.02 0.02
0.65 0.76
‘ 0.27 0.21
14 All1 C are B 0.54 0.47 4056 4300
é . All A are B 0.0 0.0
| 6.09 0.04
0.0 0.0
0.37 0.47

ARl ST SRS e T AN
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Table A (cont'd)
Response Choices Latencies
Problem Predicted Observed Predicted Observed
' 15 Some C are not B a 0.0 0.0 4424 4317
All A are B b 0.05 0.02
c 0.02 0.02
d 0.60 0.61
e 0.33 0.33
16 All B are C a 0.0 0.02 3023 3302
No B are A b 0.50 0.47
c 0.0 0.07
d 0.04 0.09
e 0.46 0.33
17 Some B are C a 0.0 0.0 4448 3904
No B are A b 0.10 0.21 4
c 0.0 0.02
d 0.44 0.23
| e 0.46 0.52
| 18 No B are C a 0.0 0.0 3830 4144
Some B are not A p 0.0 0.0
c 0.0 0.07
‘ d 0.17 0.23
e 0.83 0.69 ‘
19 All1 C are B a 0.05 0.04 4807 4949
Some B are A b 0.0 0.04
c 0.70 0.54
d 0.05 0.02
e 0.20 0.33
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Table A (cont'd)
Response Choices Latencies
Problem Predicted Observed Predicted Observed
20 Some C are B a 0.0 0.0 4448 4476 ,
No B are A b 0.10 0.11
c 0.0 0.02
d 0.44 0.38
e 0.46 0.47
| 21 All B are C a 0.05 0.07 4618 4774
3 Some A are B b 0.0 0.0
c 0.89 0.85
d 0.05 0.04
. e 0.01 0.02
: 22 No B are C a 0.0 0.0 2662 2338
’ All B are A b 0.50 0.45
| c 0.0 0.02
d 0.33 0.28
e 0.17 0.23
23 No B are C a 0.0 ~ e 4086 4186
Some B are A b 0.10 0.09
c 0.0 0.02
d 0.65 0.64
! e 0.24 0.23
24 Some B are not C a 0.0 0.0 4086 3643
All B are A b 9. 05 0.0
c 0.02 0.07
1 » d 0.87 0.83
e 0.06 0.09

S i
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Latencies

Problem Predicted Observed Predicted Observed
25 All C are B 0.50 0.42 3726 3780
All B are A 0.0 0.02
0.50 0.48
0.0 0.0
0.0 0.06
26 All C are B 0.0 0.02 2662 2546
No B are A 0.92 0.90
e 0.0 0.0
0.07 0.02
0.0 0.04
27~ Some C are B Q.05 .02 4618 5138
All B are A 0.0 0.0
0.89 0.88
0.05 0.0
0.01 0.09
28 No C are B 0.0 0.0 2662 2975
All A are B 0.92 0.85
0.0 0.04
0.07 0.07
0.0 0.02
29 No C are B 0.0 0.0 4086 3991
Some A are B 0.10 0.07
0.0 0.04
0.65 0.73
0.24 0.14
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Table A (cont'd)
Response Choices Latencies
Problem Predicted Observed Predicted Observed
30 All B are C 0.0 0.0 4448 4895
Some B are not A 0.05 0.02
0.02 0.07
0.60 0.57
0.33 0.33
31 All B are C 0.0 0.0 4424 4313
Some A are not B 0.05 0.0
0.02 0.07
0.60 0.62
0.33 0.30
32 No B are C 0.0 0.0 2606 2260
No B are A 0.0 0. 04
0.0 0.0
0.0 0.0
1.00 0.95
33 Some B are not C 0.0 0.0 3830 3932
No B are A 0.0 0.02
0.0 0.02
0.0 0. 06
1.00 0.90
34 All C are B 0.0 0.0 4353 4222
Some B are not A 0.05 0.0
0.02 0.04
0.63 0.64
0.29 0.30
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Table A (gont'd)
Response Choices Latencies
Problem Predicted Observed Predicted Observed
k ; 35 AllC are B a 0.05 0.0 4807 5027
Some A are B b 0.0 0.0
c 0.70 0.69
d 0.05 0.04 |
e 0.20 0.26
36 No C are B a 0.0 0.0 3830 3819
Some B are not A b 0.0 0.07 :
c 0.0 0.02 ‘
d 0.17 0.19
e 0.83 0.71 i
37 Some C are B a 0.0 0.0 5521 5286 |
Some B are not A b 0.05 0.0 ]
c 0.02 0. 04 11
d 0.60 0. 64 H%
e 0.33 0.30 {
L 38 Some C are B a 0.05 0.02 4807 4598
All A are B b 0.0 0.0 d
c 0.70 0.72
d 0.05 0.04
e 0.20 0.20
'
mg‘;.- a = All A are C d = Some A are not C
.b'= No A are C . e = None of the above
¢c = Some A are C
Latencies are expressed il:l centiseconds.
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Figure Captions

Five possible set relations and their corresponding symbolic
representations.

The transitive-~chain model for Experiments 1, 2, 3, and 5.
Solution of a sample problem in the transitive-chain model.
The transitive-chain model for Experiment 4.

The random and complete combination models.

Solution of a sample problem in the random and complete

combination models.
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