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ABSTRACT

This report consists of an “In-depth Assessment of the
Status of Distributed Data Bases and Potential U.S. Navy
Requirements” with two accompanying bibliographies . Following
a ,discussion of the distributed computer systems technology
and its very considerable significance , the report proceeds
to point out the implications of adoption of this decentralized
approach. Proceeding further, the report concludes that the
question of distributed processing applications to Navy strategic
and tactical requirements must be approached from a more funda-
mental basis than system conversion. We recommend an analysis
of Navy requirements from a functional frame of re ference, during
the course of which the functions and activities necessary to
fulf ill the Navy ’s missions and objectives under various modes
of operation must be studied and specified . When completed, this
analysis will serve as a basis from which to move directly to
decisions as to areas for which distributed systems are appropri-
ate as well as those areas for which retention of more centralized
system control is desirable.
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and its very considerable significance, the report proceeds
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to point out the implications of adoption of this decentralized
f approach. Proceeding further, the report concludes that the

qaestion of distributed processing applications to Navy strategic
and tactical requirements must be approached from a more funda—
mental basis than system conversion. We recommend an analysis
of Navy requirements from a functional frame of reference, during
the course of which the functions and activities necessary to
fulfill the Navy ’s missions and objectives under various modes
of operation must be studied and specified . When completed , this
analysis will serve as a basis from which to move directly to
decisions as to areas for which distributed systems are appropri-
ate as well as those areas for which ’ retention of more centralized
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I I
PREFACE

I Shared and valid information is essential whenever one
wishes to reduce the uncertainty , risk and potential cost
involved in decision making. Data Solutions Corporation

I believes that this axiom is especially true regarding the
Navy ’s interest in distributed data base technology . We are
quite concerned with the present tendency for the supply

I 
caused by the quick development of data base technology to
drive demand. DSC believes that such a situation unneces-
sarily increases uncertainty, risk and cost in the Navy
Manager’s decision function. Consequently we have targeted

I our report and bibliography so that the generalist managers
can “get ahead of the power curve” and better demand the supply
of distributed data base technology that best fits their real

I missions, objectives and needs.

I
I
I
I
I
I
I .
I
I
I —iii—

I
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I
I EXECUTIVE SUMMARY

In recent years a radically new concept and approach to

I automatic data processing has emerged. Basically , this new
approach envisages a de-emphasis of and a departure from the
currently prevalent centralized computer operations and a
replacement of such systems by decentralization and delegation

I of function to the component elements of a system of lesser
computers. Such decentralized systems are frequently referred
to as distributed systems. The purposes of this paper are to

I analyze the current status of distributed systems and to assess
the implications of such systems as a prelude to addressing the

I 
central problem created by this new technology, which can be
stated as follows: “What are the implications of this new
technology for the U.S. Navy and what should the Navy do about
it?”

I We have selected three specific objectives in the
preparation of this report and accompanying bibliographies,
First, our target group is Navy management personnel who have

I limited computer background. Both the report and bibliographies
are written with this consideration in mind. Our bibliographies
are especially intended to provide management personnel with
the basic issues regarding distributed data base technolo gy and
with a source of ready reference on relevant instructions.
Furthermore, the material cited is in basic and understandable

I terminology. Thus we are attempting to provide management
personnel with a useful key to the technical literature that
is being generated at this time.

I Our second objective is to persuade Navy management to
abandon their localized single problem solution approach.

• This report presents the reader with an alternative approach
that is more systematic. Specifically our recommendation is
that the Navy use a functional frame of reference in deciding
whether or not to adapt to a distributed data base (DDB)

I technology. An analysis of this functional approach forms the
I major portion of this study.

I This functional perspective is intended to serve our third
J objective. DSC consultants believe that a dialogue regarding

software management must be initiated in the Navy, bringing

I 
together Key Navy management personnel and general systems
specialists working under a common taxonomy of problem definition
and solution. Section V of this report, “Solution Strategies,”
identifies precisely what steps we believe should be taken during

• the course of this dialogue. Having built the functional frame
• of reference, the next step of selection of appropriate computer

I -iv-

I
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systems , ranging from centralized to decentralized , to serve
each organizational component is rendered relatively simple.
The resultant total system structure will be a harmonious
blending of component system alternatives each best suited to
its own requirements while at the same time forming a coherent
and workable part of the whole.

Recommendations:

1. Identify for each Navy organization its essential functions

2. Dissect these functions into activities

3. Identify the information processing requirements

4. Examine distributed data base network alternatives

5. Draw up training and skill development plan

~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘ ~~~~~~~
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I
I 1 . INTROPUCT iON

“The r at e  of q rowt.h of the computer i ndust F~ si nce i t

I embryonic stages in the  lat e  1940’ s has been nothing short of
phenomena 1 . Thus Capt a in Jan 1’ rokop, SC, USN , cha rae ~ e r I ~ed
the qrowth  of computer usaqe over the past  t h i r t y  years in

I h i s  opening ar t ic l e  for  the  ~~ cel1ent book Computers in the
N ay 1, of which he is editor. - I deed , it is probable that
the  computer industry is the- fa s te s t  q rowinq industry in the

I c o u n t r y .  D u r i n g  t h i s  period , the computer has gone through
sever a l  major changes or t r a nsform at ions  in i t s  development.
Each t r ans fo rmat ion  has resul ted in the emergence of wh at is

I generally referred to as a new generat ion  of computers.  The
most recent of these major transformations , the emergence of
the smaller and less expensive computers which have permitted
a considerable- decentral i :~at ion  of compu ter usage , may he the

I mos t important  and most f a r— r e a ch i no of a l l .  I t  is t h i s  most
r ecent t ransform a tion , and i t s  i m p l ic a t i o n s , that constitute
the purpose of this report.

I The very first computers were 1ar~-~c and complicated
machin e-s dedicated to one app lication or purpose o nly .  They
were a iso very expensive——so expensive that sevet-a 1 prospect i ye

I users o t ten qot to~ e ther  to acq u i rt’ one fe-~ their mutual use.
Th is , of course, led to considerable conflict as to what  purpose
the t omputer would be used for. This s i t  u at i o n  led d i r e c tly

I i n t o  the second qenerat  ion of computers , which were larger and
more comp lex machines tha t  could be used for  several appi icat  ions
at once. This  concurrent. u t i l i z a t i on , ca l l ed  mu l t iproqr amm in q ,

I required very complicated o pe r at i nq  systems to schedule the
various tasks. D u r i n g  th is  period we saw the development of
the specialized data processing departments , whi ch grew up in

I order to cope with the problems inheren t  in mul t ip rogramming
op era t ions . The t h i r d  qenerat ion of computers , which came in
the l a te  1960’ s , was r e -a l l y  on ly  an exp ans ion  or elaborat ion  ot
the second , f e a t u r i ng  lar qer  and more powerful  machines and

I larger and more comp lex support s t r uc tu r es .  The data prccessinq
departments grew and he-came s t a f f e d  by specialists who each knew
h i s  or her own role in the overa l l  process hut who were removed

I f rom the over al l  p i c t u r e . This  period marked t h e  high point in
the centralization of computer growth and development:  larger ,
cent ra i l  y T~~ a ted comput e rs handled by 1 a rqe cen t ra l  de-pa rtmen t s

I This  system was complex and t o n—hea vy , overloaded w i t h  ~pecia 1 I ~.ediobs , and production costs kept get t inq  hi g her.  Furthermore ,
manaqement was complete ly  removed f rom the processing of i n f e r —
mat ion and had mini mum contact with i t s  proces si ng  dep ar tm ent -

I wh i eb was r e - a  rded as a necessary ev i 1 . As cost—cf feet. i ye-ne-s s
det er  i o rated , the acqui  s it ion of add i t  iona 1 computers  was often

I ~~1



re qar ded  as a pan~tcea , but this led to the problem t h a t  these
computers would he proqramn~ed d i f f e r e n t ly and woul d not re la te
to e x i s t i ng  programs . This  s i t ua ti on  led to a great  push for
s tan d ar d i z a t i o n , so that all one ’s computerized assets could
re l a t e  to one another , although th is s t a n d a r d i z a t i o n  o f t e n  proved
to he ext remely  d i f f i c u l t  and indeed almost impossible in actual
p rac t i ce  wi thout  the radical a l t e r a t ion  or even abandonment of
e x i s t i n g  computer programs . The en t i re  system was becoming almost
i n t o l e r a b l y  unwieldy .

It was into this kind of environment that the smaller and
less expensive minicomputers came on stage in the early 1970’s.
Of f s p r i n g  of the space program , these new computers were
revo lu tionary becau se they were now ava ilable to a much larger
number of potential users and in larger quantities. However ,
although the cost of the hardware was now going down (between 1965
and 1975 the re lative cost of hardware declined from abou t 7 5~
to about 25% of the total cost for computer systems support),—
the total cost of operating computer systems continued to go up
because of the tremendous need for more programming--more
s o f t w a r e - - f o r  all the computers , and for people to develop the
software. Software costs are largely determined by personnel
costs. The demand for software people with expertise became
almost desperate , and marty poorly trained and marginally
competent personnel sold their services. This, of course , led
to badly designed and ineffective programming , which further
exacerbated existing problems and tensions.

The minicomputer was one of two innovations necessary to
p~ rmi t escape fr om the massive cen tralized complexity tha t
the computerized world was becoming . What was still needed was
a wa of breaking down the single centralized system into a
system of systems, so that complexity could be gradually reduced .
With the advent of the switching capability , this became possible.

1’Pro kop, Jan , Fd., “Computers in the Navy ,” Naval Institute Press,
Annapolis , Mary land , 1976, p. 8.

2/ ,, •
— Haak , RADM Frank S. ,  Brainwave vs. Hardware , in Prokop,
op. cit., p. 10.
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I I .  DISTR iB U TED COMPUTER SYSTEMS TECUNOLOG Y

A t some point .  in the l i f e  of any system i t  becomes too

I la rge  to be sus ta ined  by a sing le con t ro l .  Respons ib i l i t i e s
must be delega ted , a nd tasks divided. When th is  happens , each
task becomes less complicated, easier  to focus upon , and nine

I t imes out of ten , eas ier to deal w i t h .  In the world of computers ,
this meant the creation of a network or series of computers,
each performing component tasks or steps that are part of the

I 
whole , connected together by a communications system so that
the components can “talk” to each other. As we have seen , the
concept of the “system of computers” could become a reality with
the adve~~ of two developments: the minicomputer and switching

I systems.—

The significance of the now fairly widespread availability

I of the relatively low cost system of computers is almost
incalculable. It permits the correction of virtually all of
the weaknesses and vulnerabilities that had come to typify the

I typical computer operation . For one, the sheer physical limi-
tations of the great central computer could be overcome , by
having several computers working together do the job of one.
At least as significant is the fact that the complexity of
the software can now be overcome: a number of relatively simple
programs can take the place of a single massive hierarchically
structured program . This simplification of programs also means

I fewer errors , and less “debugging ” time . The fourth important
advantage is that the whole operation does not depend upon one
key computer; if one of the minicomputers in the system breaks

I 
down , it can readily be replaced or bypassed . The new systems of
computers have every advantage : less cumbersome and complex ,
much easier to work with , requires less complicated software, can

I 
be serviced by fewer people and is much less expensive.

Many new terms are being used in the computer industry as
a result of the present push towards decentralization of

I information processing . A currently popular term for the system
of computers that we have been talking about is the Distributed
Computer System. Such a system was defined at the Distributed

I Processing Workshop at Brown University (August 1977) sponsored
by the Office of Naval Research as follows:

“A Distributed Computer System is a collection of
processing elements (of any size: micro to maxi) which
are logically and physically interconnected with a
decentralized system-wide control for the cooperative

I execution of single applications .”

I
I 

_ _ _ _  _ _ _
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This definition is rendered somewhat clearer by providin g a
further definition of a centralized system , and therefore , what
a distributed system is not:

‘In a totally centralized configur ation , all th ree
functions——information processing , network processing ,
and data base processing—-exist at a single site . This
site provides all resources required by the terminal
users in the surrounding network. In a totally
distri buted configura tion , each o~,1the three fun ction s
exist in more than one location.”—

In short, what the distributed system does is to break up both
hardware and software into subassemblies and link them by
communications.

- 
On the face of them , distri buted sys tems are so at tract ive

that consumers are rushing pell—meli to acquire them. Initial
re ticence , occasioned by appreh ensions that going thi s new rou te
would mean junking a lot of existing computers and programs, has
been largely overcome by the realization that you do not junk
your old computer , you merely add some simple inexpensive
computers to work with it and lessen its load. Furthermore ,
although certainly mos t exi sting progr ams had to be e i ther
drastically modified or abandoned , their repl acement pro gram s
were simpler, easier to buil d , l ess confusing , and not all that
expensive.

In spite of the undeniable attractiveness of the distributed
systems , Data Solutions has some distinct reservations about the
across-the-board desirability of such systems in all situations.
We are nervous because we are aware of the t.ruth that techno-
logical innovation serves as a 1n9 function in a gadget-oriented
society : there is great pressure €ö be modern and up-to-date, to
take on the latest fashion . We recognize that the new distributed
technolo gy is of very great significance , and yet we fe-ar that
uncoordinated acquisition and implementation of this technology
could have adverse consequences for the Navy . Our reservations
arc discussed in the following section entitled “Implications of

- 
Change.”

~‘}Ioppcr, Grace M., “David and Go]iath ,” in Pr okop , op. ci t . ,
pp. 64—65.

~
1Bccker , Hal B., “ N etwork  S e c u r i t y  i.n Dist ributed flat a
Processin g , ” Data Communications , August 1977 , pp. 3~ —3 9 .

11—2
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III. IMPLICATIONS OF CHANCE

Early success in distributed systems by already decentral—

I ized organizations will tempt others to mimic without fully
understanding the impact of change. For those information
systems which become decentralized with the oncoming technology

‘ 
shi ft to distributed in forma tion systems , the host organizations
will  feel increasin g pres sur e to shift  from cen tr alized con trol
to a more decentralized , autonomous control process. Each

I or ganizational entity coul d increasin gly acquire the capab ili ty
to respond more quickly to external or internal stimuli. If
this increase in response time was not compatible with the

I 
rem ainder of the or ganiza tion , it coul d prove detrimental to
the stability , missions and objectives of other entities as
well as the overall organization. Since information is the
ma j or component of the control mechanism of the org aniz ation ,

I decentralization or distribution can bring with it the following
dangers:

• Misinformat ion

• Duplication of ef f o r t

I • Power struggles concerning goal attainment

I
. Dysfunctional competition

• Misinterpretation of perspective

I • Security compromise , sabotage, embezzlement.

Centralized control of the or ganization becomes more diff icul t

I because of the various level and functi on pers pectives on
information created by distributed organizational problem-solving
capabilities. Organizational structure and process will have to
change. New architectures would be required as well as enabling

I structures, proces ses and reso~~ces to move from the “as is ” to
the “should be” configuration.---

I We believe that the mana gement goal of con trol is essential
in any organiz ation , and particularly in the Navy . However ,
the degree of control that is necessary , or even advisable , in
different operational areas may vary considerably. We conceptu-I alize five general types of control:

I
. Technological: hardware and software

• Structural: policies and procedures

I 111—1
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I
• Resource: information and funding

• Personnel: management and training

• Performance: standards and productivity measures

The degree of centralization of control in each of these five
areas that is necessary an d desir able will  vary in each organi-
zation and will also vary from organization to organization .
Wha t degree of con trol is deemed most eff ic ient  an d ef fective
in each control area is determined by a number of decision
factors, ~~~~~ 

situation , func tion , time frame, or ganization al
object ives.--’ All  of these factors  must he considered when
management examines each of the five areas listed above in which
varying degrees of control, ranging from complete cen tral iz ation ,
the monoli thic pyrami dal struc ture , at one extreme , to complete
de cen tral ization , in which each basic component element makes
its own decisions for itsel f withou t any upper echelon revi ew ,
at the other extreme .

The basic purpose of any information system is to get the
information that is needed by any and all users in an organization
(whe ther they be human or mechanical users) to get his or her
(or its) job done in a reasonable period of time. The real
significance of the new technology is that more options arc now
avail able so that informa tion syst ems can be tailore d to sati sfy
the requirements of the organization .

Every technology has its own inherent logic. Ther efore ,
new technology over time will have a revolutionary impact in
that it exposes the user slowly but surely to an entirely new
logic of dealing with the environment. Logics of copinq in a
centralized or a decentralized information system are different.
Ex ternal pressure , however , forces innovation of new technolo gies
even though the organization is not capable of implementing them.
These pressures should and can be dealt with in an orderly
manner if the or ganiz a tion will beg in to look at the missions
and objectives together with the constraints and develop a set
of requirements under which information systems will be configured .
This7~.s basically a restatement of the top down design philoso-phy.—’ The implementation of such a philosophy is made easier ,
but not solved , wi th  the increasthg options of hardware configu-
rat ion . The problem of designing and developing enabl ing
in f ormation systems with in a g iven organization still remains.

~“Burns , E. J. and Proctor, 3. II., “Sistemi e Amministrazionc,”
in Paradi gmi a Societa , ?4i lano , Franco Angeli  Editore , 1976.

~
1’proctor , 3. 11. and Lassiter , W. F . ,  “Prediction of Young U.S.
Naval Officer Retention ,” Personnel Psychology , Vol. 29. no. 4.

7’
1
Beer, Stafford , “ Br ain of the Firm ,” Herder and Herder , 1972,
New York.
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IV. NAVY RLQtJIRFJ’IhNTS

I
A. The Problem

I In the previous sections of t h is  report we have looked
in a general  way at some ma t t e r s  th at: ought  to be given
consideration concerning the a dv an t a ~~es and disadvantages  of

I in t roducing  d i s t r i b u t e d  processing and dat~i base:; . The t ime
has now come to ask the speci f ic  ques t ion  “What  are the Navy
requirements?”

I The Navy ’s i n f o r m a t i o n a l  r ecIuir c ’ment s are bas ica l ly  divis ible
into two major areas , each radically different from the other.

I On the one hand there are the pr oblem ca t ego ri es tha t the Navy
has in common with the civilian world; these include payroll ,
inventory control , record keeping, maintenance , planning and
programming , and so on. Problems of this kind arc’ primarily of

I the non—real time variety, and can be dealt with by utilizin g
off-line , big batch type computers with cost- effectiveness being
a major consideration . On the other h and there is a separate

I set of problem categories which are  almost unknown in the civilian
world and which are created by the fact that the Navy must be
ready to fi ght——to respond or to move instantly . The solution of

‘ 
these problems requires a completely different set of capabilities :
tactical on—line , real time inform.-ition processing in which
reliability and ruggedness , with redundancy in the event, of
component loss , are far more important considerations than cost

I e f f ec t i venes s .  There is , between these two major areas , an almost
to ta’  dichotomy of perspect ives .  Not only are the information
requi rements  of , fo r  example , a Nav y p i l o t  and a comptroller so

I d i f f e r e n t  that. they seldom , i f  ever , would have any common interest
in in fo rmat ion , but they are even f u r t h e r  separat:ed One f rom the
other by the d i f f e r e n t :  sets of c i rcumstances  under which in f o r —

I 
mation must come to, and emanate from , them.

Let us look briefly at the basic requirements of the tactical
Navy , u~~ nq as a point of departure the Navy Tact teal Data System

I (NTDS) .—‘ First of .ili , single ship capability is required :
each ship must be self—sufficient. Secondly, however , each
combat entity must be able to communicate with every other;

I constant liaison is required . Hence all systems must be com-
patible. Thirdly, because speed is so essential , the exehanqe
of information must occur almost instantaneously, so that the

I human operator can mak’~ a decision in time . Thus , information
must be exchanged over ‘

~ iqh speed d~ t a links , wi th Comput ers
themselves doing the com~~ini catinq .

I 
______ ~~~~~~~~~~~~ - -
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All of the I oieqo I ug requi rement  s for an ef I ect ive modern
command and CC ) f l t  rot  system ~‘econuiicnd t h e  emp loyme nt  of d i s t  r i b —
ut ed dat  a sys tems . As our  b i b  i i  og r aphy ( see Ann e> T~) makes
c l ea r , t h e r e  i s no dear th  of I u t  tu  mat  ion concern i nq such systems
Yet  , al though ther e  ex.i st  s in var  ion:; p a r t  :; of th e -  Navy a c e r t a i n
amount  of d is t r ibuted process I nq capab~ 1 1 t y , there  .1 s not much
sy stem to  th i s  d e c e n t r a l i z a t i o n. The cu r rent  s t a t e  of d t s t r . i h u —
t i ye processing and d ist r i bu t ed  data  bases in I he Navy can in
large measure be attributed to problem solving on a loca l ized ,
sing le problem basis. Consequently , custom designed information —

systems incompatible in both hardwa re and software with other
systems abound. This problem is not confined to informa t ion
processing only; in actuality , the total ship system integration
problem is becoming more d it t i c u l t .  D i f f i c u l t y  in i nt egr a t i o n
of systems is a measure of the d i f f i c u l t y  of imp lement ing  an
overall  design philosophy.  When a new weapon system or ship
program is funded by Congress , w i t h  the result that a new system
procurement office is formed , yet another custom—designed , incorn-
patible information processing system is likely to be added to the
Navy . It becomes apparent when looking at the existing diverse
weapons systems that the question of distributed processing
appl ications to Navy strategic and tactical requirements must
ho tackled from a more f u n d a m e n t a l  basis t han system convers ion .
This shi ft of fundamental bas.i s would be to increase emphasis on
anal ysis of Navy strateg ic and tactical requirements in a
functional frame of re ference. Various functions and act ivi t i es
necessary to fuluil . the N ivy~s missions and objec t i ves under
various modes of operation must be studied and specified, in
order to accomp i ish such an undertaking for each proposed new
plat form or weapons system , a common f ramework must first he
established under wh i ch such an analysis can proceed . Navy
instructions for embedded computer software design and development-
provide scant “how to” help in this are-a, in our opi.n~on. This
statement is supported by a review of the list of pe r t inen t .
l)epartment of Defense instructions included as Annex B t o  thi s
pape r : “U . S . Navy Computer Software Management i n We-apons System
Acquisition : A Selected Bibliography .”

B. Functional Frame of Reference

In dealing with the strategic , tacti cal and business
requirements for viable information systems in the Navy , whether
one is utilizing a centrali zod , decent: rail. ;~e(1 or nybr id approach
to system design , i t  I :; necessary to cieat e some problem—solvin g
st m c I  nr c . T hi s  st r u ct ur e  c.:n be called a “ t unct  i ona 1 f ram e  of
re fe re-nec •

tV-2
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I The Navy is a hierarchically-structured organization with a

chain of command for control in dealing or coping with the various
modes of Navy operation (wartime , peacetime , natural disaster ,
etc.). It is an organization changing with time and world

I situations but which must maintain firm continuous control of
all  operations. Chain of command survival , is dependent upon
the hierarchical character of unit organization . Information

I processing system designers contend that they are not concerned
J with changing the structure , but with adopting new information

technology to serve the approved organizational structure . If

I 
d istri buted proc essing and da ta bases are implemented , they mus t
be supportive of organizational functions. But the order in which
design decisions are made becomes important. Is the organizational
structure fixed , and func t ional improvements made, or are func tional

I improvemen ts nomin ated with re sul ting or ganiza tion stru cture
changes? Central ized computers have af fec ted  Navy organizat ion
functions and so wi l l  DDB .

I The Navy or ganization al mission struc ture is shown in
Figure IV-l. Navy policy directives are boundary setting in

-I nature in that they define most often the restrictions or
constraints imposed on decision—making. This is contrasted
with other policy methods which may dictate the day-by-day
operating decisions. Navy policy guidance permits a great deal
of freedom for the decision maker. Missions are set within
the overall Navy policy constraints and result in specific
objectives. Missions and objectives do not, however , indicate

I ac tion , but, instead specify the desired results. Functions
and activities, on the other han d , are action related and are
performed , hopeful ly ,  in the attainment of the desired results

I (objectives, missions). It is interestinq to note that this
environmen t encoura ges fre edom to conver t inf ormation in to
action based upon one’s own interpretation of the situation.
This proba bly accoun ts for the diversity of inform ation

I processing systems in the Navy . Each manager is free to select
and call for the informa tion determined to be essential or
importan t, set for th in form ats designed to suit his or her

I particular functions and activities within existing policy
guidance

I Figure IV—2 illustrates the decision-action environment.
Information activities, either au toma ted or manu al , support the
decision function. The decision function in itself could be
looked at as an information conversion process in which inputs
are converted to actions. One of the important inputs is
experience. Experience is gained through feedback either
formal or informal based on the resul ts of actions taken in
meeting objectives.

I
I
II_ ~~
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I
i This representation of the decision-action environment

is ideal. The fact of the matter is that delays and/or dis-
tortions of information occur throughout this process. The

I 
result is that incomplete information leads to decisions which
create actual results  which o f ten  d i f f e r  from the anticipated
result. This leads to instability and uncertainty . Managers
often look to automation for the solution but the conversion

I from manual to automated information processing may not solve
this  problem. It  may amplif y i t .  Likewise , going to distributed
processing without a proper requirements analysis could ampli fy

I existing inform ation pro blems.

A start ing point would be to look at the organizational levels

I 
in the Navy , including both combat and combat support commands,
from a fun ctional in terf ace viewpoin t and define functions whi ch
are generica lly sui table. These fun ctions, which can be broadly
categorized as internal to a given platform , intra-platform, and

I external (extra—Navy), can be examined for each platform , system ,
an d subor dina te elemen ts in var ious situations as shown in
Figure IV—3.

I Figure IV—4 shows an example of information activities as
related to functions. In this figure, various information

‘ 
activities are listed which represent a general categorization of
subjects which must be addressed in any information processing
requirements analysis. The figure does not attempt to show the
interactions between decision functions and across intra , inter

I and external functions categories. It should be noted , however ,
that they do exist and are often complex. One can extend this
general concept through all functions , from budgeting through

I deployment of weapons. We see that, while it is a relatively
simple concept, consistent with exi sting instructions , its
advocacy impl emen tation and continue d sponsor ship in light of
the pres ent hetero geneou s Navy informa tion envir onment is clear ly

I problematical.

I
C. Data Base Management Control

Sizeable thou gh the task may be , it is apparent to us that
Navy management mus t begin to discuss , delineate, and design

I specific mechanisms of data base management control. The
preceding sections of this paper serve to ident i fy  the basic
issues that Navy mana gemen t mi ght  consider in its decision to

I 
employ distributed data base technology. We have also Indicated
how a manager might move from a localized single problem solution
approach (incremental model) to a functional framework . All
of these issues become just  interesting sidelights to dai ly

‘ 
man agemen t decisions unl ess they can be shown to serv e man agement
objectives.

II
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I

DSC consultants believe t hat  the management  objective of

I control is essential. We have conceptualized above five general
types of control factors. We repeat them as follows:

I
. Technological

• Structural

I • Resource

• Personnel

I . Performance

I 
It is interesting to note that distributed data base

technology emphasizes the decentralization of computer elements.
Consequently technological variety is generated . Furthermore,
resource variety may be increased if the demands for input of

I information is increased and/or output of information is increased
because of the decentralization . However, in other con trol area s,
such as personnel (and management in particular) , a more

I centralized degree of control (with less variety) is probably
indicated . Hence, there are variations in degree of control
across the control spectrum .

I How can we arrive at a determination of the optimum degree
of centralization or decentralization in each Navy functional
area across Navy objectives within various mission areas? Is each

I so different that each is considered unique? Are there no
similarities of activities within functions? If an incremental
decision—making approach (localized single problem solution

I approach) is used, then a manager might keep experimenting with
coping strategies until a satisfactory solution is found by
design or chance. This minimizes efficiency. Also effectiveness

I 
(compatibility and congruence with organizational objectives) may
be threatened if a “solution ” appears to he initially satisfactory
but over time becomes incompatible with stated operational ob-
jectives. Data Solution consultants believe that the amount of

I time and energy invested in the incremental decision—making style
is usually greater than the benefits accrued.

I That is why we advocate a more systematic problem solving
approach based on functional analysis and mission/objective
requirements. Navy managers can look at the functional re-

I 
quirements and see what mix of control strateg ies (technology ,
structural , resource , personnel and/or performance) opt imizes
ef f ic iency  and e f fec t iveness .  Furthermore , they must begin to
discuss and share ideas as to how the decision factors (situation ,

I fun ct ion , time frame, organization objectives and personel intent~
affect these control strategies.

I IV-9
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Another reason to employ this concept of control strateg ies;
is the need to manage9~ rganizational variety. W . Ross Ashby
in Desi~ n for a Brain— first postulated and described the Law
of Requisite Vari~Ey. Stafford Beer discusses the concept furthet
in Brain of the Firm and states that “control can be obtained only
if the vaiTet~~of the controller is at leas~ 0~)s great as thevariety of the situation to be controlled .”— ---” Specifically,
variety is “the total nu~~~ r of possible states of system or ofan element of a system . ” —’ How is th is  re levant  to our pre-
ceding discussion of distributed data base technology?

As we have previously noted , distributed data base tech-
nology promotes variety generation as an explicit objective.
Incremental decision making may allow variety gener at ion to
outstrip organizational control. Thus a manager is bound to
an inefficient or ineffective strategy without recourse to
improvement. Consequently the managers might back themselves
into a no win situation. However a systematic functional
analysis tied to the concept of control strategies would allow
a manager to see the fu l l  range of options and their ensuin g
advantages and disadvantages. Rational decision making then
becomes closer to being a reality . It is this sort of per-
spective that managers in the middle level of the Navy ’s data
processing environment must take. It is imperative that their
tasks and the skills that they bring to the tasks be well
defined and well selected because these managers must manage
variety , not only within the administrative and tactical levels
but also between them. In our view , the concept of requisite
variety presupposes an extensive training and skill development
plan. We will cite the need for such a plan , among others, in
the Solution Strategy section that concludes this report.

For a further elaboration on this d iscussion, see Captain
J. F. Jenista, “Navy Command and Control,” in Prokop , Ed.,
op. cit., pp. 130—135.

Ashby , W. Ross, “Design for a Brain ,” Chapman and Hall , 1952.

Stafford , “Brain of the Firm ,” Herder and Herder , 1972 ,
p. 53.

11~’Beer , S taf ford , op. c i t . ,  p. 307.
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V. SOLUTION STRATEGY

The f i rst step in our proposed solution s t ra tegy  is to
adopt a methodology to examine func t ions , dissect them into
activi t ies, i den t i fy  the informat ion  processing requirements ,
and reassemble the act ivi t ies into func t ion  requirements , thereby
synthesiz ing the organizat ional  in format ion  requirements.  This
could initially begin with a prescribed procedure as follows :

1. Identify for each organization its essential functions.

2. Examine each decision function in terms of information
required in order for activities to be satisfactorily
performed .

3. Examine each activity in terms of information input ,
output , storage and processing related to time.

4. Identify activity to activity transfer of data.

5. Reassemble the activities into functions which should
identify the information requirements of the functions.

6. Regroup the function by generic type (Intra , Inter,
or External) to establish the information interfaces
of the command and the requirements of organization
for information technology .

This procedure could be conducted for each organization and
any conflicts resolved by cooperative problem solving among
the organizations (e.g., shift a function to another command ;
design a compatible interface; provide access by one command
of another command data base; etc.).

A. Distributed Data Base Network Alternatives

Once the organizational information requirements have been
determined and the appropriate degree of decentralization
determined , the next step will be to look at the distributed
data base network alternatives. Networks are the key to the
interconnection of distributed processing elements or nodes.
A network system can be designed in several different ways,
none of which is absolute. A private network , that is the
communication channels used by one specific user , probably will
reflect the structure of the organization . A distributed
network can be defined as “when there are many users sharing
several application programs - and t~~1

users and the programs
are not located in the same place-— . — As can be seen this
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de f in i t i on  also applies to the term of distributed processing ,
so both terms do relate to the same concept.

A ring network (Figure V—l) consists of several nodes,
with no central control, linked to a communication channel.
Each node contains a list of processing capabilities, some of
which can reside in one or more nodes. The user at one node
only addresses a process named in a message which travels along
the bus until that particular process is found; the user does
not have to know which of the nodes perform the application.
This structure is considered by many to be a truly decentralized
proe-~ss.

The star configuration (Figure V—2) involves a central
processor connected to each of the nodes. There can be some
data base distribution as well as processing capabilities at
each of the nodes , but all communication between nodes is done
through the central site. Here, more rigid control of priority
and function transfer is possible.

These are two typical network configurations. Other
alternatives can be selected or devised.

One advantage for the user of distributed systems is that
there is not one software structure to which users of the system
must adhere. However, this doesn ’t mean that nodes or users are
completely autonomous. Each node must be compatible with other
nodes in terms of transfer of data or processing functions in
support of other nodes in the network. A certain degree of
centralized control must be present if the organization is to
maintain any control over its goals and objectives. This can
be accomplished by means of an orderly analysis of information
requirements looking towards an acceptable overall and local
orchestration method.

In order to effectively tackle the solution strategy we
recommend for distributed data bases and processing, it will
be necessary to bring key Navy management personnel together
with general systems specialists. This assemblage must work
under a common taxonomy of problem definition and solution.
Hardware, software, and data base structure should not be
permitted to govern the problem definition exercises but should
only be looked npon as tools available for solving information
problems.

V—2
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I INDEX OF DISTRIBUTED PROCESSING TECHNOLOG Y

This selected bibliography is grouped into three main
I general areas developed by Data Solutions for convenience as
I shown in Figure A—l. The first category , “Determining Factors,”

answers this question : What is DDP?; What is the logic behind
i DDP?. The second category , “Configuration ,” examines the
I dynamics of distributed data processing systems, through articles

and papers describing an actual model or describing special
equipment to do a certain job. This is the largest section and
the most complex, and in no way it represents a true relationship
of subjects. That has been the biggest problem in assembling this
classification, since all sections and subdivisions are part of
the whole picture.

The last category, “Applications,” is a compilation of

I articles that describe how some organizations have implemented
some forms of DDP.

Many of the articles and papers touch on more than one of

I these categories, so a list of the most relevant references
from the selected bibliography has been listed under each section
of the classification scheme. The last category does not have

I such a list since it would refer to all the references in the
bibliography under that same heading.

A. Determining Factors

This category presents the literature of a descriptive
nature on the subject of DDP and gives an insi ght to the current

I trends of thought on the present state of the art and what would
be likely to develop in the future. This section is subdivided
into three parts: Definition, Adaptation and Security and

I further subdivided as shown in Figure A—2.

A . l .  Definitions

The following references represent comprehensive material
that defines and describes various grades of distributed data
processing, including definitions of a network, date base,I minicomputer.

• “Distributed Processing/Data Communication” , Fortune,

1 March 1977.

• “Distributed Data Systems” , EDP Analyzer , June, 1976.

I • Down , P.  J. and Taylor, F. E., “Why Distributed
Computing?”

A-2
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o Enslow , Dr.  P . H . ,  “What Does ‘Distributed Processing ’
Mean?” .

I • Lecht, Charles P., “The Waves of Change ” , Chapter 6.

I • Farber , David J., “Distributed Data Bases — An
I Exploration” .

r • “Network Structures for Distributed Systems” , EDP

L Analyzer , July 1976.

r 
• Hansen , John IL, “The Shape of Things to Come”.

L A.2 .  Adaptation

Thi s section deals wit h the variety of argumen ts and
I. diff erent opinions of the people in the industry in favor of

centralized systems and of distributed systems. It gives an
r idea of what are the major advantages and disadvantages of DDP.
L Also , it evaluates the impact that distribution would have upon
- the structure and environment 0± ~in organization and its manage-r ment personnel. This section is further divided into two parts.

A.2.l. Environment Factors

I The articles here focus on the managerial and organiza—
I tional struc ture consider ations that a company stu dying the

- 
feasability of a DDP system should evaluate.

I. • Champine , G. A. ,  “Six Approaches to Distributed Data
Bases ” .

I • Bielec , John A . ,  “Managing the Computer Non—center of
the Future”.

[ • “Centralization Backs Distributed Users” , Computer
Worl d, May 9, 1977 , Page 37.

F • “Consider Future Applications , Measurable Productivity ” ,
I. Minicomputer News, July 14, 1977, Page 3.

[ 
• “Distributed Data Systems” , EDP Analyz er , June 1976.

• Hannan, J. and Fried , L., “Should You Decentralize?” .

[ • Keider , Stephen P., “Once Again - Centralize or
Decentralize ’.

[
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• Kelley , Neil D. , “Distributed Data Processing : Can
You Afford a Disaster?” .

• LaVoie , Pa u l , “Dis t r ibuted Computing , Systematically”.

o “New Trends in Data Processing ” , Dunn ’ s Review ,
July 1977.

• Patrick , Robert L., “Decentralizing Hardware and
Disper sing Responsibility ”.

• Poppel, Harvey L., “Distributed Processing Seen
Lacking Unders tanding ”.

• Weber, Richard , “Decentralize d Processin g Has
Advantages , Drawbacks”.

• Feiderman , Lawrence , “It’s a Small World”.

A.2.2. Motivation

These articles refer to the contributing factors for
distributed processing. They give an idea of what are the
major advantages and disadvantages of DDP, and the current
and future trends.

• “Distributed Data Systems” , EDP Analyzer.

• Hannan, J., “Should You Decentralize?” .

• “The Rationale For Distributed Systems” , Infotech.

• Joseph , Ear l C . ,  “Distributed Processing Architecture —

Past , Present and Future Trends ” , Infotech.

• Lecht, Charles P., “The waves of Change” Chapter 6.

• Luke, John W., “Unraveling the Confusion of
Distributed DP”.

• Spiro , Kornel , “Computer Systems of the Future”.

• Smith, Dr. Walton E., “Centralization vs. Decentraliza-
tion ”.

A-6
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I
I A .3 .  Security

The subject of security has been separated since it is one

I of the principal considerations when implementing DDP , and i t
is used both to attack and defend the concepts of centraliza-
tion and distribution. This section is subdivided into two

I parts dealing with the concepts of integrity of data bases,
retrievability and redundancy of the system. Also it examines
the methods to prevent illegal access to the system.

I A.3.l. Methods

Techniques that enhance security of the system.

I • Becker, Hal B., “Network Security in Distributed Data
Processing”.

I e Grubb, Dana S.., “System Security”.

• Held, Gilbert , “Locking Intruders Out of a Network”.

• Karp, Harry R., “Security and Radio Links Head Up
Research List”.

• Down, P. J., “Why Distributed Computing?”.

• Spiro, Kornel , “Computer Systems of the Future”,
Page 29.

- 
o Yasaki, E. K., “It’s a Question of Experience”.

A.3.2. Charcteristics

• Articles depicting the security characteristics of
distributed networks, data bases and the aspects of comrnuni—
cation failure and recovery.

• Farber, David J., “Distributed Data Bases — An
- Exploration” . -

• Farber, David J., “A Ring Network”.

a Held , Gilbert , “How Communication Switches Multiply
Network Options , Part 2 :  Improving Availability”.

I o Ruger , Charles II. , “Eigh t Factors Aid Network Design
1 and User Interface ”.

1

1
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• de Smet , Joe , “ ‘Pacu i t ’ Switching Combines Two
Techniques in One Network” .

B. Conf igura t ion

Thi s category examines dif ferent methods to accom plish a
distributed data base and distributed network architectures as
shown in Figure A— 3. The major sub-headings are: System Structures;
Small Business Systems ; Network Operation and Communications .
Articles describing the configuration of small business systems ,
minicomputers and microprocessors. Also there are many articles
of a technical nature that g ive a description of the hardware
componen ts in a network , and the protocol techniques used in
transmission of data. The last subdivision deals with articles
on fu ture  expectations of data communications and the current
serv ices of fered on the marke t today. This sec tion is subd iv ided
into four parts.

B. !. System Structures -

This section deals with the problems of distributing data
bases and networks , it is divided into these 2 categories.

B. l.l. Data Bases

This section examines articles tha t deal with some actua l
experiences and also theories of data base distribution.

• Champine , G. A., “Six Approaches to Distributed
Data Bases”.

o Maryanski , Fred ~J . ,  “A Minicomputer Based Distributed
Data Base System ” .

• Farber, David J., “Distributed Data Bases — An
Exploration ”.

a “Distributed Data Systems” , EDP Analyzer , June 1976.

• Severino , Elizabeth , “Databases and Distributed
Processing ”.

• Foster, John D., “The Development of a Concept for
Dis tri butive Proce ssing”.

H.1.2. Network Structures

The network is an intrinsic part of any communication
system and plays a very important role when “ going distri-
buted” . This section examines the different designs of

A-S
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I
network archi tecture  from the central ized system to cent i qu—
rat ions in a distributed system .

• I.ynch , Ar thur , “Distributed Processing Solves
Maiufrcimo Problems ” .

• Ashenhursi, H . L., “A icrarchical Network”.

• Doll, Dixon H., “Relating Networks to Three Kinds of
Distributed Functions ”.

• Blanc, Robert P., “Computer Networking”.

• Farber, David 3., “A Ring Network”.

• Fraser, A. C.., “A Virtual Channel Network” .

• Karp, Harry R., “Networks: Future is Here but
Designers Waiting”.

• “Network Structure for Distributed Systems” , EDP
Analyzer. -

• Ruger, Charles H., “Eight Factors Aid Network Design
and User Interface” .

• Wolf, Eric W., “An Advanced Computer Communication
Network ” . (ARPA )

a Wuif , William , “A Local Network”.

1L2 Small Business Systems

Under this headin g , there are articles and papers that
deal with the field oL minicomputers, micr oprocessors , da ta
entry syst ems , etc. This section is subdivided into three
parts.

Ii.2.1. Charact eris tic s

Art icle s of a general natur e describing the direct
relationship of the new technology (minicomputers)  and DI)P.

• Anderson, I.. H., “Distributed intelligence
Microcomputer Systems (DIMS)” .

• Feidelman , Lawronee , “flistr~ huted Computinq — it’s a
Small World”.

-
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• Reagan , ronn ie’ ii. , “The }lIq Promise of Small Business
Systems”.

• Klotz, William 11. “CombIning Dat a  E n try  W ith
Di~~pt’~ sed I)P”

H . �. ~~. Proce~ sors

Those articles deal wit-h the characteristics of mtn1~comp uters and micr oproce ss or s, some of their features and c~ sts.

a Bowers , Dan M .,  “Minicomputers and Microcomputers”.

• Hansen , John R . ,  “The Shape of Thing 5 to Come ” .

a Bailey. S. J., “Put Memories in Control : Enhance
Proces s Response” .

• a Yasaki , F:. K., “The Mini : A Crowing Alternative”.

• Yasaki, E.K., “The Emerging Microcomputer”.

11.2.3. New Products

- - This section contains Elrticies that describe products
offered by different vendors and manufacturers.

a Options Grow for Small Business, Distributed Users”.

• Grow th of Cobol : Signal of Trend to Distributed lw.”.

• “MDS Offers Distributed Processing Sys tems ” .

a “Computer Starts Family of Large-Memory CRPs ” .

• “Four—Phase Word Processing System Ties 32 Stations”.

• “DS/ 3000 ’ Lots Users Process Date on Any lIP 3000—Il
in Net” . -

13.3. Network Operation

A look into some of the t~~uipment which terms pa~~t. of anetwork , such as modems and concentrators, the data tu anstet
channels and the d i f f e r e n t  techn i ques used in pvoto ’e i  . Th is
category is subdivided into two p~n t s.

A—l i
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11. 3.1. Proto col

I An examination of switching techniques, packets , messages ,
circuits.

I . Jenny, Christian 3., “Distributed Processing Within
an Integrated circuit/Packet-Switching Node”.

I
. “Network Structures for Distributed Systems” , EDP

Analyzer.

• Nichols, Patrick 3., “General—Purpose Protocol

I Integrates Different Networks”.

• Sharp, Duane E., “Combined Traffic Flows Quickly on
Packet—Switched Network Systems”.

• cle Smet , Joe , “Pacuit ’ switching Combines Two

i Techniques in One Network”.

11.3.2. Components

I This section deals with the physical or hardware
requirements that link nodes in a network. It is divided into
two parts.

I 11.3.2.1. Interface Equipment

J A briof incursion into the area of modems, multip lexens
and concentrators. •

I . Greer, Curtis L., “Designing a Least—Cost Network With
Split—Channel Modems”.

a Hold , Gilbert , “Sharing at the port: An economical

I Way to Roach the Ho st” .

• Geld , Gilber t , “How Communicatio n Switches Multip ly

I Options , Part 2: Improving Availabi lity ” .

• Nichols , Patrick J . ,  “General—Purpo se Protocol

I Inte grat es Different Networks ” .

• Huger , Charles 11., “Eig ht Factors Aid Network Design

I and User Interface ” .

• Lyon , David L. ,  “T esting Modem Performance in Pofl ed
Operation ” .

I
I

I
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• “Network— Control  System P~ evidos Modem Supervision
for Monitor ing , Diagnosi~; , Rerouting ” , flat .t

Communications.

• Riviera , Cha rl es J • , “ Uo~ (‘~ nccnt rator s Can 1k’
Message Switch ers As ~ei1” .

C. Communications

C.l. Data Transmission Services

An overview of commercial network services available in
the market and what the user can expect in the near future.

• “Data Networks ” , 1974 iEEE Intercon Technical Papers.

• Lecht , Charles P . ,  “Th e Waves of Change” , Chapter V.

• Piatow ski , Thomas F . ,  et. a l . ,  “Inside IBM ’s Systems
Netwo rk Architecture ” .

a “SNA Survival Short , Expert Pr edicts ” , Computerworid ,
August 15, 1977 , Page 23.

• Cuswell , Stephen , “Satellite Business Systems: The
Start of Something Big ”.

• “Conimunic ation s Satellite Corp . ” , Fin ancial World ,
• March 1 , 1977 , Page 16.

• “Th e Donwat War Gets Tough er and Costlier ” , Dunn ’ s
Review , May 1977 , Page 72.

• Utt al , Bro , “IBM Roaches for a Golden Future in the
Heavens ” .

C. l .2 .  Data Buses

Technologic al descriptio ns of data buses , also called
da ta highways , and the development of new lines of communi-
cations such as coaxial cable , f i l ler  optics , micr owav e .

• “A] torn at o Mode Out lined for High—Speed Transmission ”,
Comput orw

~
r id , June 13 , 1977 , Page 81.

• Andr oicv , Nikit a , “In Quest of a Common Data Bus ” .

a Andro iev , Nik~ tct , “A Closer Look at Data Bus Systems ” .

A—1 3
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• “Hankers Tru st Pioneering Wi th Fiber Optic Cable ” ,

I 
Datu Communications , August 1977 , Page 16.

• Reese, Irving , “Fiber Optic Data Bus for Control — A
Reali ty~ ”.

I C.2. Trends and Projections

I These articles describe the future of communications
and the need for standard ization.

• Cerf , Vinton C., “The Future of Computer Cominunica—

I
• Faber , David and Baran , Paul , “The Convergence of

I Computing and Telecommunications Sys tems ”.

• Ferroira , Josep h and Nillos , Ja ck M . ,  “Five—Year

I Planning for Data Communications .

• “Harold C. Fol ts , Government Engineer is working
quietly, but firmly to push for interf ace stand ards ” ,

I Data Communications , August 1977 , Page 29.

D. Applications
4 

This last category of the bibliography contains articles
on commercia l and governmen t or ganiz ation s which have inu le-

I men ted some form of d is tribu ted data pro cessin g on the
1 financial sector as well as the technical side. The sub-headinqs

under this cla ssific ation s coul d take the f orm shown in Figure z’~- 4.

I
I
I
I
I
I
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1. “Aindahi Warns Hopes for DDP Far Beyond What’s Achieva ble,”
Computerworld, June 20, 1977, pp. 1 & 6.

2. Becker, Hal B., “Network Securi ty in Dis tribu ted Data
• Processing ,” Data Communications , Augus t 1977 ,

~~~~~
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Future , ” Infosystems, May 1977 , p. 70.

4. Bibliography for Distributed Processing Workshop , Brown
I 

University, Program in Computer Sciences , Providence ,
1 Rhode Island 02912, August 1976—August 1977.

5. Brown , G. A., “Letter to Editor,” “Distributed System,”
Datamation, May 1977 , p. 21.
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13. “Distributed Processing/Data Communications , ” Fortune ,
Text prepared by International Data Corporation.
Special Advertising Section appearing in the N~irch1 1977 issue .
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14. “Distributed Systems Market Will Total $4.6 Billion by
‘81,” Minicomputer News, June 2, 1977 , p. 20.

15. “Dis tribu ted Data Sys tems ” EDP Analyzer. Canning Pub-
lication Inc., Vol . 14, No. 6 (June 1976).

16. “Distributed Processing Not Commercial Reality ,” Corn—
puterworid, August 22, 1977, p. 15.
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Computerworld, April 18, 1977 , p. 36.
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and Sons , 1974.
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pp. 15—17.
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SELECTED REFERENCES OF APPLICABLE

INSTRUCTIONS FOR COMPUTER UTILIZATION

IN U.S. NAVY WEAPON SYSTEM ACQUISITION

I. DEPARTMENT OF DEFENSE

* 1. DOD DIRECTIVE 5000.1 Major System Acquisitions
18 January 1977

* 2. DOD DIRECTIVE 5000.2 Major System Acquisition Process
18 January 1977

3. DOD DIRECTIVE 5000.3 Test and Evaluation
19 January 1973

4. DOD DIRECTIVE 5000.4 OSD Cost Analysis Improvement
13 June 1973 Group (CAIG )

5. DOD 5000.8 Design to Cost

* 6. DOD DIRECTIVE 5000.26 Defense Systems Acquisition Review
Council (DSARC )

* 7. DOD DIRECTIVE 5000.29 Management of Computer Resources
26 April 1976 in Major Def ense Systems

* 8. DOD DIRECTIVE 5000.31 Interim List of DOD Approved High
24 November 1976 Order Programming Languages (HOL)

* 9. ~~~ 7000.1 Resource Management Systems of the
DOD

*10 DODINST 7000.2 Performance Measurement for
10 June 1977 Selected Acquisition

11. DODINST 7000.6 Acquisition Management Systems
15 March 1971 Control

12. DOD GUIDE Life  Cycle Costing Procurement

13. DOD GUIDE Case Book Life  Cycle Costing

NOTE: PRINCIPAL SOURCES SUGGESTED BY ASTERISK (*)
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14. DOD GUIDE Life Cycle Costing Guide for System
Acquisitions

*15. DOD GUIDE Defense System Software Management
March 1976 Plan

*16 SECDEF MEMO Mission Element Needs Statemen t
18 January 1978

*17. TADSTAND X Standard Tactical Digital System
16 March 1976 Software Quality Assurance Testing

Criteria

*18. MIL—STD—483 Configuration Management Practices
for Systems, Equipment , Munitions,
and Computer Programs

19. MIL—STD- 152lA Technical Reviews and Audits for
1 June 1976 Systems , Equipments, and Computer

Programs

*20. MIL— S--52779(AD ) Software Quality Assurance Program
5 April 1974 Requirements

II .  SECRETARY OF THE NAVY ( sEcNAv)

* 1. SECNAVINST 3560.1 Tacti cal Digital System s
8 August 1974 Documentation Standards

2. SECNAVINST 4200.18B Advanced Procurement Planning

* 3. SECNAVINST 5000.1A System Acquisition in the
(DRAFT ) Department of the Navy
13 March 1972

4. SECNAVINST 5236.2 Automatic Data Processing Services
13 February 1974 Procured by Contract

* 5. SECNAVINST 5420.172 8 Establishment of DNSARC
18 May 1976

¶ * 6. SECNAVINST 7700.SC Selected Acquisition Reports ( SAR )
16 April 1976
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I I I .  CHIEF OF !QAVAL OPERATIONS (oPNAv )

* 1. OPNAVINST 39l0.4B Technical Development Plans

2. OPNAVINST 3960.10 Test and Evaluation
22 October 1975

3. OPNAVINST 4100.3A Department of the Navy ILS System
11 June 1972

4. OPNAVINST 4720.9D Approval of Systems and Equipments
23 August 1974 for Service Use

* 5. OPNAVINST 5000.418 Pre—defense Systems Acquisition
j  30 March 1974 Review Council (DSARC ) Procedures

6. OPNAVINST 5000.42A Weapon Systems Selection and
3 March 1976 Planning

* 7. OPNAVINST 5000.46 DCP’s, PM’ s, and NDCP’s —

10 March 1976 Preparation and Proce ssin g

IV. NAVY MATERIAL COMMAND (NAVMAT) 
-

1. NAVMATINST 3900.13 Preproduction Reliability Design
13 November 1975 Review

2. NAVMATINST 3960.6A Test and Evaluation
- 3 May 1976

* 3. NAVMATINST 4130.1A Configuration Management
- 1 July 1974

* 4. NAVMATINST 4130.2A Configuration Management of
- 

19 July 1976 Computer Software

1. * 5. NAVMATINST 4200.. 31A Advanced Procurement Planning

6. NAVMATINST 5000.19A Quarterly Project Status Reviews
- 

24 June 1974

* 7. NAVMATINST 5000.198 Weapons Systems Acquisition
21 February 1978 Program Review and Appraisal

- * 8. NAVMATINST 5200.11B Project Master Plans

t 22 July 1974
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9. NAVNAT 09Y Tactical Data Systems Glossary
16 March 1976

*10 NAVMAT 09Y:JER SER 130 TADSTAND 1 ( Revision 1) Standard
29 May 1973 Shipboard Tactical Digital

Processors and Program Language

*11. NAVMAT 09Y;JDC SER 299 TADSTAND 2 (Revision 1) Standard
1 November 1974 Specification for Tactical Digital

Computer Program Documentation

*12. NAVMAP 09Y:JDC SER 304 TADSTAND 3 (Revision 1) Standard
5 November 1974 Requirements for Inter-Digital

Processor Interf ace Documentation

*13. NAVMAT 09Y:CFH SER 113 TADSTAND 4 Standard Definition of
6 April 1972 Tactical Digital Systems

*14. NAVMAT 09Y:CFH SER 134 TADSTAND 5 Standard Reserve
9 May 1972 Capacity Requirements for Digital

Combat System Processors

*15. NAVMAT 09Y:CFH SER 148 TADSTAND 6 Combat Systems Designs
5 June 1972 Employing Multiple AN/YUK—7

Processors

*16. MIL—STD-.-1679(Proposed) Tactical Software Development
NOTE: This draft, dated 1 August
3.977, prepared by Headquarters,
Naval Material Command has not
been approved and is subject to
modification.

- Do Not Use Prior to Approval
(Project No. MISC—NC44)

V. NAVAL SEA SYSTEMS COMMAND (NAVSEA)

1. NAVSEAINST 9070.5 Design Review Practices for
Acquisition Programs

2. NAVSEA 0969-LP---122- Test and Evaluation Reference
6010 VOL 1 Handbook
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VI. OTHER (0MB, PM-20)

I * 1. 0MB CIRCULAR A—109 Major System Acquisitions
5 April 1976

J * 2. PM 20—]. SER C12 ASMD Program Plan
4 March 1977

I

I

1..
t B-6

L


