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NOTICE

When Government drawings, specifications, or other data are used for
any purpose other than in connection with a definitely related Govern-
ment procurement operation, the United St~ates Government thereby incurs
no responsibility, nor any obligation whatsoever; and the fact that the
Government may have formulated, furnished, or in any way supplied the
said drawings, specifications, or other data, is not to be regarded
by implication or otherwise as in any manner licensing the holder or any
other person or corporation, or conveying any rights or permission to
manufacture, use, or sell any patented invention that may in any way
be related thereto.

This report has been reviewed by the Information Office (01) and is
releasable to the National Technical Information Service (NTIS). At
NTIS , it will be available to the general public , including foreign
nations.

This technical report has been reviewe~i and is approved for publication.
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FOREWORD

This report is one of a series of reports that describe work performed
by Douglas Aircraft Company , McDonne ll Douglas Corporation , 3855 La kewood
Boulevard , Long Beach , California 90846, under the Windshield Technology
Demonstrator Program. This work was sponsored by the U. S. Air Force Flight
Dynamics Laboratory , Wright-Patterson Air Force Base , under Contrac t
F336l5-75-C-3lOS , Project 2202/0201.

This report covers the modifi cations made to FORMAT, an existing computer
program originally developed under USAF Contract No. F33615-71 -C-1627,
Project No. 1467 “Structura l Analysis Methods ” , and Task No. 146705 “Automatic
Computer Methods of Analysis for Flight Vehicle Structures ” . This original
development was administered by the Air Force Fl i ght Dynamics Laboratory under
the cognizance of Mr. J. R. Johnson , FBR , Project Engineer.

This report Is divided into two supplements to existin g FORMA T documen-
tation . They are Vol ume II - Supplement V and Volume ‘I - Supplement UI.
The orincipal investigators and authors were L. Chahinian and J. Pickard ,
respectively . A complete description 0f the current FORMAT System is contained
in Vol umes II, V , VI , and VII , as suoplernented (References 1 through 13).

Mr. D. C. Chaoin , Capt., USAF Ret., was the A ir Force Project Manager
during the conceotua l phase of the work reported herein. Lieutenant L. G.
Moosman (AFFOL /FEW) succeeded Mr. Chapin during the conduct of the program .

Mr. J. H. Lawrence Jr., was the Program Director for the Douglas
A ircraft Company .

This report was submi tted to the Air Force on 7 December 1977, and
covers the work performed during the Deri od July 1975 through December 1977.
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SECTION 1
INTRODUCTION

Phase II of the FØRMAT system has been augmented with addItional
basic capability and refinements to the existing capability . Addi tions
and modificati ons to Phase II, the abstraction instructi on processing
phase, are as follows:

- The addition of abstraction instruction EIGENX for the soluti on
of the eigenvalue problem statement MU KUD wherein M and K are
real synmietric matrices of the order of the static analysis.
Matrix K is given In terms of its Cholesky decomposition obtained
from the SEQWF abstracti on . Matri x M may be Input as a conven-
tional FØRMAT matrix , or the triangular half of the syusnetric
triple product matri x generated through an addi tional variation
of the SEQWF abstraction instruction. Moreover, it can be given
in terms of two components consIsting øf the latter matri x and
diagonal matrix input in the form of a column matrix. The cur-
rent implementation of this program is in the form of user coded
module USO6.

- The SEQWF module has been addi tionally modified to yield the
decomposition of the matri x of equation coefficients In Its
reverse column order followed by its normal order, both under
cover of one FØRMAT matrix. The addi tional cost of thIs pro-
vision is more than offset by the savings materialized through
the eliminati on of the F~RTRAN BACKSPACE statements in the
ensuing computations. The processing of the unknown vectors now
takes place in partitions as large as core space allows.

- Subroutine MATR I which reads card-input matrices, has been
amended to read matrices consisting of constant elements
through a single input card. The constant value could be for
the full matrix, or its main diagonal only.

.1 
- - ..



- Given vectors x , x. and r, the computation of the matri x
e A r + X j t is now possible through the user-coded module USO8.

- Efficiency improvements have been made to the matrix multiply,
matrix transpose and matrix transpose multiply modules .

- Routines have been added to print execution times for most
modules when operating on CDC systems .

- An experimental elgen solution module is also included as user
coded module USO7. However, this module is not yet operational.

- Subroutine PRØB has been modifi ed to provide for the optional
input of a SIZE card under the $RUN data which can be used to
modify the val ues of NW~RK and KØIIST.

Section. II of this report sunn~arizes the Phase II program modifi-
cations necessary for the Implementation of all new and revised routines.
Detailed descriptions of each new routine and each existing routine
which was significan tly modified are contained in Appendix A.

This docLanent is Intended for the eng Ineer/programer responsible
for FØRMAT system program modifications and maintenance. User oriented
dociinentation describing new and revised ‘Input/output, application
techniques, and mathematical formulations are contained in Reference 16.

2



SECTION II
IMPLEMENTATION OF PROGRAM MODIFICA T IONS

CODING CHANGES

The program modifications made to imp lement the new and revised
capabiliti es Into Phase II of the FØRMAT system consist of the
following deck replacements and additions :

Replacements Addi tions
Deck Subroutine Deck Subroutine

Number Name Number Name
P000 FØRMAT P615 WRITEU
F025 PRØB F620 USO6
F044 MATR P621 EIGEN
P109 EUTL9 P622 VALUES

P602 SCATER F623 C~RSØL
P604 TMPY P624 R~RTH~
F605 MULl F625 CR~SS
F606 READB F626 REDVEC

P607 IRAN P627 REVERS
F608 SEQW F P628 VMULTY
P609 FXTD P629 N~RMLV
F6OB DINV F630 READV
F6OC SRTPAK P631 WRITEV
F6OD SPLITW F632 STIFMX
F6OE READI P633 MERGEM

F6OF ~RDER P640 TSETQ
F6OG READL P641 TIMEQ
F6OH WR ITEL F6ON FKWRIT
P60! MATRIX F6OP WRIT EC

F6OJ WRITET F600 MATSUM

P60K DEC~MP P701 USD7
F6OL ANSWER F702 RELEIG

P703 GENEIG
P908 USO8

3



OVERLAY STRUCTURE

The overlay structure given below concerns modules TMPY , MULl ,
TRAIL SEQW F , 1)506, USD7 , and 0508. The overlay structure for decks
P000 , P025 , Fl09 and P044 is unchanged. Decks P640 and P641 should be
included in the root segment.

Deck Subroutine
Origin Number Name

Utility Routi nes FMT200 P602 SCAlER
(*) SCRACH
P603 SQUEEZ
P600 READA

P601 WRITE
F6OF ORDER
F6OG READL

Transpose Multiply Module FMT22O P604 TMPY
Multiply Module F14T220 P605 MULT

P606 READS
Transpos ition Module FMT22O P607 IRAN
SEQWF Module FMT22O P608 SEQWF

F6OE READT
F6OJ WRITET
F6OH WRITE L

FMT26O P609 FXTD
(*) CØMMØN
P6OA INVTST
F6OB DINV
P600 SPLITW
F6OC SRTPAK

P111260 P601 MATRIX
r FM1260 P600 MATSUM

F6OP WRITEC
P111260 F6OK DEC OMP
P111260 F6ON FR WRIT

P632 STI FMX

4
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Deck Subroutine
Ori gin Number Name
FMT26O F6OL ANSWER

P615 WRITEU
EIGENX Module P111220 F620 USD6

F621 EIGEN
P111290 P622 VALUES

P62 3 C~RSØL
P624 RØRTHO
P625 CROSS
F633 MERGEIM

P111290 F626 REDVEC
F627 REVERS
P628 VMULTY
P629 NØRMLV
P630 READ’1
P631 WRITEV

Experimental Eigen P111220 P701 USD7
Module P702 RELEIG

F703 GENEIG
Exponentiation Module P111220 P908 USD8

(*) Labeled common block.

5 ~~~~~~~~~~~~~~~~~~~~~~~~~~~
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APPEIIDI X
PHASE I I  ROUTINES EXTENDED

This appendix contains a detailed description of all subrouti nes
that were added or signifi cantly modi fied in Phase II of the FØRMAT
system. The documentation for each subroutine is divided into the
followi ng subheadin gs:

Algori thm - description of programing logic and flow

Input/Output - descripti on of external data set input/output

Error Detection - description of detectable errors

Subroutines Required - list of subrouti nes called

Argument List - description of each argument and sequence
of appearance in lis t

Length - approximate number (in decimal ) of words
required to store compiled code

Symbol List - descripti on of all si gni ficant symbols used

The symbol list , wh ich is in al phanumeric order , is divi ded Into
four fields as follows :

1) The first field contains the symbol .

2) The second field contains the letters , I , L , or R denoting integer ,
logical , or real vari able , respecti vely.

3) The third field contains the letters A , C, 0, ov U denoting
argument list, comon , dimensioned , or undirnensioned vari able ,
respectively. The heirachy of the above letters is A , C, D , U.

4) The fourth field contains the description of the symbol .

Table A gives page number references for each routine documented.

_ _ _ _ _ _  - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



TABLE A. ROUTINE REFERENCE TABLE

Deck Subroutine
Number Name Page

P109 EUTL9 10
P608 SEQWF 12
P60K 

- 

DECØMP 19

P6OL ANSWER 23
P6011 FRWRIT 28
P600 MATSUM 30
F6OP WRITEC 32
P615 WRITEU 34

P620 USD6 36
P621 EIGEN 43
P622 VALUES 47
P623 CØRSOL 49
P624 RØRTHØ 52
P625 CROSS 54
P626 RED VEC 56
P627 REVERS 58
F628 VMULTY 61
P629 NØRMLV 63
P630 READV 66
P631 WRITEY 68
P632 STIFMX 70
P633 1IERGEM 72
P640 TSETQ 74
P641 TIMEQ 75
P908 USD8 77

-

~ 

~~~~~~~~~~ - 



_ _ _ _ _ _ _ _ _  ~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~

SUBRO UTINE EUTL 9 (DECK P109)

This routine expands a compressed column .

Algori thm

A compression code of zero would indi cate that the column Is
already expanded. In that case, control is returned to the calling

program. Otherwise, the compression code is set to zero and the
process of expanding the column begins. Where the number of entries
wi thin the given column , MUM, is less than the order of the column ,
N, the locati ons ( NUM+1) through N are initialized as zero . The
compressed column consists of a seri es of va lue/ location pairs as
( V1, L1, V2, L2, . . •

~~~ ~~~ Lnum \• The column is expanded In sets
r r )

of pairs . Each set starts wi th the I-th entry and spans through the

IL-th entry such that the integer row desi gnati on at IL is not greater
than IL itself. The set is expanded in the reverse order of pairs .

Input/Output

None

Error Detection

lone

Subroutines Required

None

Argument List

EUTL9 ( A,N ,NUM,KODE )
A Array acconmiodating the column

10
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N Column order

NUM Number 0f entri es wi thin col umn on Input

KODE Compression code

Length

56 words

Symbol List

A R A Array acconinodating the column

I I U Indexing variable pointing to the first of next
quanti ties to be relocated

IL I U Indexi ng vari able pointi ng to Intended address
of quanti ty at IL-I

N I A Order of column

MUM I A Number of entries wi thin column on input

KØDE I A Compression code

_ _ _ _ _  _~~~~



SUBROUTINE SEQWF (DECK P608)

This is the driver routine of a module which provi des the FORMAT
program user with the abstracti on Instruction SEQWF to treat the matri x
equality CA BAT ]E = CABCT+D], where B is a symmetric positi ve definite
quasi-diagona l matrix. The soluti on of this equati on is based on the
decomposition of the symmetric congruent transformation [ABAT] by a
wa vefront technique . The abstraction configuration options , followed
wi th an explanati on of the matrix names used , are l isted below .

BINV ,AB ,LT,E
BINV ,AB, E jA ~B 1+C.SEQWF.+DT ~
BINV , E = ~ A ,B •SEQWF.+DT

AB~LT ,E ( A ,B,+C.SEQWF .
AB , E

E = LT.SEQWF.+DT
ABAT A ,B.SEQWF.

A , B, C, and E are the matri ces in the equation above , while Dl
is the transpose of matri x 0.

By virtue of characters “INV~’ appearing in the fi rst output matri x
name, BIllY is the inverse of matrix B and takes the place of B for
all computations.

AB is the matri x product [A]~tB]. Shoul d the preceding matrix
name contain the characters 1’IIIV” , that product is then [A].[Br 1 .

LI is LT where L ~L
T ABA1) or AB 1AT If the name of the first

output matri x contains the characters hhINVu .

ABAT ABA T , wherein B need not admit an inverse. This matri x
would be intended for use In the EIGENX module.

12 
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Al gori thm

The first functi on of this program consists of veri fying the
dimensional compatibil ity of the input matrices. Its driver functions
consist 0f fulfilling the following condi tions prior to each sub-
routine call:

1. Assuring that the input and output matrices are located on separate
data sets . Where necessary , this is achieved by copying the Input
matrices onto available scratch data sets and later transferring
them onto the proper output data set.

2. Positioning all data sets at the origin of the matrix they contain.

3. Optimally parti tioning the available working core for the use of
each subrouti ne in the form of convtniently dimensioned arrays .

4. Wri ting conventi onal FORMAT output matri x headers and trailers .

5. Establishing the communication with subroutines through arguments
and a COMMON region label led SCRATCH.

Input/Output

Throughput takes place in subroutines called by this program.
The table below summarizes the peripheral storage of matri ces , and

the use of scratch data sets . The output matri ces are underlined.

I

13
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DATA SET DESIGNATIONS

Ni N2 N3 N4 NFX NO NFØ NDINVP NXP NLT N5

FXTD AB A B  B 1

MATRIX AB ABAT Scratc} A

RESEQ ABAT

RENUMB ABA T Scratch Scratch

~ MATRIX AB ABCT Scratch ABA T C 
—

~ DEC ØMP ABAT 

— — _____ — 
LT

FRWRIT Scratch LI

MATSUM Scratch ABC Scratch 01
_____ ______ 

8C +01 
______ ______ _____ ______

ANSWER Scratch Scratch LI
________ ________ 

U 
________ _________ _______ ________

WRITEU Scratch UT U Scratch

The output format of matrix LI is as follows:

1. The matrix header wherein the maximum wavefront appears in lieu of
the column dinension .

2. The matrix columns in the order of decomposi tion .

.1 ~~~~~~~~~~~~~~~~~~~~~~~~ 
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3. The matrix columns in reverse order of decompositi on .

4. The matri x trailer.

This modul e requi res not more than five scratch data sets.

Error Detection

Any one of the four reasons l is ted are cause for the printing of
an appropriate statement followed by an error exit:

1. Inability to locate an input matrix from the speci fied data set.

2. Incompatible input matri ces.

3. An Insufficient number of scratch data sets.

4. Error flagged by a subprogram.

Subroutines Cal led

EUTL1, EUTL3 , EUTL4 , EIJTL5 , EUTL6 , SCATER , PRWRIT , INVTST ,
FXTD , MATRIX , DEC OMP , FRWRIT , MATSUM , ANSWER , WRITE , W RITE U ,
STIFMX

Argument List

SEQWF ( NUMOT ,NAMOT,I OSPEC ,NUMIN,NAMIN ,IN SPEC ,NUM SR ,ISSPEC ,NUMSC ,ERR OR ,
NWØRK,A )

NUMOT N umber of output matrices

NAMØT Array of output matrix names

IØSPEC Array of output data set designati ons

NLJMIN Number of input matrices

15
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NAMIN Array of input matri x names

INSPEC Array of input data set desi gnati ons

NLJMSR Number of scratch data sets

ISSPEC Array of scratch data set designati ons

NUMSC Number of input matrix names between the equal sign
and the fi rst dot of the abstracti on name

ERROR Logical error flag

NWORK Dimension of work array A

A Work array
a

Length

1472 words

Symbol List

A R A Work array

OXO L C Flag which designates the presence of matrix C

ERRØR L A Error flag

INSPEC I A Array which contains the designati ons of the input
matrix data sets

INVERT L C Matrix B is inverted on i ndication through this flag

IØSPEC I A Array which contains the data set designati ons of
the output matrices

ISCRCH I C Integer pointing to the next available scratch
data set designation wi thin array ISSPEC

ISFXTD I U Integer poin ting to the alphanumeri c designati on
of matrix AB which Is contained In array NA7IOT

ISSPEC I A Array of available scratch data set designations

LPS I C Number of columns of matri x U which hav e already
been computed and output

16
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LINES I C Maximum number of lines per page of pri nted output

M I C Number of rows in matrix A

MAXPF I C Maximum number of elements in the compressed columns
of matrix AB (1) .

N I C Number of columns in matrix A

Ni I C Scratch data set designation

112 I C Scratch data set designati on

N3 I C Scratch data set designation

I C Scratch data set desi gnation

NAC I C Maximum number of interactive row/columns during
the course of a Cholesky decomposition

NAMIII I A Array of input matrix names

NAMOT I A Array of output matri x names

ND I C Designati on of data set containing matri x B

NDIM I C Array containing the input matrix dimensions

ND IN V I C Output data set designation for matri x B

NDINVP I C Interim designati on of data set containing matri x B

NET I C Designati on of data set containing matri x C

NFO I C Designation of data set containing matrix DI

NFX I C Designation of data set containing matri x A

NFXTD I C Output data set designati on for matri x AB

NFXTDP I C Interim data set designati on for matri x AB~~
1
~

NP I C When in a double—precision envi ronment , NP is 2;
otherwi se , it is 1

4UMIN I A Number of input matri ces

NUMOT I A Number of output matrices

- 
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NUMSC I A Number of Input matrix names between the equal
sign and the first dot of the abstraction name

NUMSR I A Number of scratch data sets

NWØRK I A Extent of work array A

NXP I A Output data set designati on for matri x El

P I C Number of columns in matri x DI

PPl I U P 4 1

Q I U Maximum number of columns in a partition of
matrix (ABCT+DT), when processed by subrouti ne ANSWER

SIGNET L C Sign of input matrix C

SIGNPO L C Sign 0f Input matrix UT

18
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SUBROUTINE DECOMP (DECK F6OK~
Gi ven A , a symmetri c positi ve definite matri x, this routine corn-

putes LT , an upper triangular matri x in the matri x equality LLT = A.

Al gorIthm

Where matrix A is of order n , the computations of L may be stated
as:

1— 1
s1. — E 1k~

1 k’ (j>i>l)
k=l 1 3

+ s 1~ )

= (a~~ + s~~)/l~~ (j>i)

1ji 
= 0 (~~1)

Data set NS contains the upper half of symmetric matri x A in re-
verse column order. The following takes place wi th the reading of
each column j of matri x A.

The IEL values are stored into array B , and their column locati ons
are stored into array LB. Should INFØ(LASTR ,l) contain j, array A
then contains values of s concerning th is  column . In that case only,
these values and their corresponding row locations , taken from the
first column of INFO, are adjoined to arrays B and LB , respecti vely.
A call to subroutine ORDER performs a sort and merge on these two

arrays to produce the JEL elements (ajj + S j j ) in B , wi th their row
locati ons in LB. The last element of B is replaced by its square root
and divided into the remaining elements to produce the values of
column L~ within array B, and their corresponding row locati ons wi thin
array LB. The off-diagonal elements of this column now make their

_
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contributi ons to triangular matri x S l ocated within array A. To this
end , subroutine ØRDER is used in conjunction with both columns of

INFØ in the calcula tions of the locati ons of the s~~ elements. In

the process, the contents of LB are replaced by their relati ve location
des ignati ons , from the second column of INF~ , to avoi d duplicati on of
effort in their future use. B and LB are written onto data set NT to
conc lude processing of column L~.

Control is returned to the calling program when j designates
column 1. Otherwise, the integer variables LASTR and NEXTR are
decreased by 1, and this process is repeated for the next column of
the input matrix.

Input/Output

Matrix A is read from data set NS. Matri x LT is wri tten onto data
set NLT . The fol lowing informati on is wri tten for each column through—
out the course of decompositi on:

1. The actual column designation .

2. The diagona l values of matrices A and L.

3. The number of non-zero elements in this column .

4. The rati o of the diagonal element of A divi ded by that of L
will cause the printing of: a) two asterisks if greater than
108; b) one asterisk if greater than lOs. 

-

Error Detection

Insuffi ci ent core space , recognized wi th NAC>NK , causes the printing
of an appropriate statement and halts executi on . Following completion

20 
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of executi on, should the conditi on ~11~ 108 have arisen , the
‘iiprinting of an aborting message precedes an error return.

Subroutines Called

ORDER , REACT , WRITEL

Argument List

DECØMP ( A ,INFO ,MK,ERROR )

A A linear array used as a triangular matri x to store
(partial) values s~~. These va lues are kept in thi s
array throughout thei r act ive peri od , that is from
their first partial value unti l the column wi th which
they are associated has been decomposed. At that
time, the space they occupied is cleared and allocated
to the next activated column of S.

INFO A twin-Information vector of order MK. The acti ve row/
column numbers of S are stored in the first vector in
ascendi ng order. Thei r rela tive locati ons wi thin A
are correspondingly stored in the second vector.

MK The maximum permissible n umber of acti ve row/columns
of matrix S.

ERRØR Error flag

Length

2591 words

Symbol List

A R A A l inear array used as a triangular matrix to store

-  
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the (partial ) values  s~~. These values are kept in
thi s array throughout thei r act i ve peri od; that is ,
from the inception of their fi rst partial unti l the
row wi th whi ch they are associated has been decomposed.
At that time , the space they occupied is cleared and
allocated to the next row/col umn of S.

N I A Order of matrix L

MK I A Maximum permissible number of acti ve row/columns of S

INFØ I A Twin informati on vector of order MK. The active row!
column numbers of S are stored in the first vector.
Their relative locati ons within triangular array A
are correspondingly stored in the second vector.

B R D Array which is used to accornodate the significant
values of throughput matri ces

LB I 0 Integer counterpart of array B used to accomnodate
the column locations

LINE I U Line of output counter

LINES I C Maximum number of lines per page of output

LASTR I U Current number of acti ve row/columns of S

NEXTR I U LASTR+l

IEL I U Number of elements in arrays B and LB

NLT I C Desi gnati on of the data set onto which matri x LT

is wri tten -

MS I C Designati on of the data set containing matri x A

NP I C Number of words per real variables

I ORGNL I U Row/ co lumn desi gnati ons prior to opti mal resequencing;
LB(IEL ) contains thi s in formation for each row/column

22
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SUBROUTINE AN SWER (DECK F6OL )

In the matri x expression LLTx = b , given matri ces 1T and b , the

former being an upper triangular matri x , this routine computes
by way of y, where Ly = b.

Algori thm

In a system of order n , the computations of each y~ col umn may
be stated as:

1—1
Z j .  ~ 1ki~ k (i> l)

k~1

~ (b1~+z1~ )/l1~

The computations of x may then be stated as:
n

V~ = - Z h ik xk. (n>i)
13 k~i+l

Xj j  
z (~j~+v j j )/ l~1

Costly use of the FORTRAN BAC KSPACE statement is ci rcumvented with
providing both matri ces L and L’r under cover of one FØRMAI matrix.
With L In reverse column order and b I n reverse row order , the above

recursive expressions yield the rows of x In their proper order.
Furthermore, the row and column designati ons of L and LT have been
replaced by the allocati on addresses of the corresponding columns of
matrix b in array B.

The following is a descript ion of the computations of matrix y.
The next row of matrix b Is read via subrouti ne READT in the form of
the values into array A and correspondi ng column locati ons into array
LA. With the provision that the columns of denomi nations greater than
NQ wil l  b~a processed through a future invocati on of this routine , the

j - ‘
‘S
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appropriate values and their locati ons are written onto scratch data
set N4 via subroutine WR ITET .

For each column designati on of present concern , subrouti ne ØRDER
is invoked for allocati on (new or previ ous) of these values wi thin the
rows of column MK of array B. Arrays A and LA are then filled wi th the
current tolumn of matrix L. The vari able LR , which points to the cor-
responding column of array B, Is read In the process. Where the row
of b , which is now buffered in column MK of array B , corresponds to
this column of L, it is added onto column LR of B , thus producing the
current row of the matrix sum (b+z). Di viding this row by the last
value of array A then yields the current row of matrix y.

Control is passed to the back-substi tution portion of this program
on one of the fo llowing conditi ons : a) the current column i s column
1; b) the current number of active columns in matrix L is 1 , an d row
LASDXØ of matrix b has already been read.

Otherwise , the cross-product of the newly created column of y and
current col umn of L is deducted from array B in contributi on to the
formation of matrix z.

The following Is a description of the computati ons of the fina i
matri x , x. The current column of matrix y (y+v), which is still in

— column LR of array 13, is di vided by the current diagonal element of
matrix L to produce the corresponding row of matri x x. This column
is wri tten onto N2 , the output data set. Should this be column n ,
control is returned to the calling program. Continuing on the reading
of data set NT via subrouti ne READL , arrays A and LA , and the associated
value of LR are replenished wi th the next column of matrix LT. The
reading of the corresponding row of matri x y Into column LR of array
B is preceded and followed by backspacing data set NS. The off-diagonal

I
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elements of this column of LT are associated wi th the (already com-

puted) row of matrix x which resides in the columns of array B
designated by the elements of LA. The cross—product of these associated
values is deducted from the elements of y in column LR of array B to
yield the corresponding row of matrix (y+v) which is now recycled in
this procedure .

Input/Output

The rows of matrix b are read from data set 12. Elements of these
rows which are associated with col umns of denominations greater than
NQ are written onto data set N4. Matrix L is read from data set MT.
Matri x x is written onto data set N2.

Error Detecti on

None

Subroutines Cal led

ØRDER, WRITE , REA DA, READL , READT , WRITET

Argument List

ANSWER ( B ,LP ,MK ,PP 1 ,P )

B Storage array of dimens ion P by MK used to accommodate
z, during the forward course of soluti on , and v during
back-substi tution

LP A twin informati on vector whose first column contains
the ordered LASTP column designati ons of B; their
allocat ions wi thin the column s of B are corresponding ly
stored in the second column of LP

MK (MK—2) is the maximum number of acti ve columns allowed
In matrices z and v



PP1 P+1 

F

P Row di mension of array B

Length

2362

-

‘ 

Symbol List

P 1 A Number of columns in matri ces x and b

PP1 I A P+l

MK I A (MK- ’t) is the maximum number of active rows all owed
In matri ces z and v

B R A Array used for the storage of matrices z and v

LASTP I U The number of columns of b which have been processed
during the course of computing matrix z

NEXTP I U LASTP+l

LP I U Twin information vector whose first column contains
the ordered LASTP column designati on of matri x b;
their physical allocati ons wi thin the col umns of B
are correspondingly stored in the second column of LP

A R C Array which buffers the signifi cant values of all
input matri ces . Moreover , it is the working array
of each row of matrix L.

LA 1 0 Array which accommodates the integer values associated
wi th array A. In the case of the rows of L, these
integers represent the relati ve locati ons of the
appropriate columns of array B.

IEL I U Number of elements In arrays A and LA

26
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NT I C Designation of data set which contains matrix L in
reverse order and matr ix LT in  norma l ord er

MS I C Designati on of scratch data set used to accommodate
matri x y

NA I C Columns of b which are of denominati on greater than
NQ are written onto data set N4

NQ I U Each Invocati on of this program is to process a
predetermined number of columns of array b whose
denominations do not exceed NQ

LPS I C LPS columns of array x have already been computed

N2 I C Data set containing the rows of matrix b on input
and those of matri x x on output

LASTR I C Number of currently active rows In matri x b

lix I U During back-s ubsti tuti on , the next row of y is to
be read when IROW = JX

LR I U The location of the currently, computed row of y or x
within the columns of array B

IORGNL I U Original equation sequence. Differs from IRØW
where matrices L and LT represent the opti onal
decompositions of resequenced equations. Obtained
from the last (diagonal ) location of array LA.

IRØW I U Row counter

LASOXO I C Known designat ion of last row of matri x b

27
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SUBROUTINE FR WRIT (DECK F6ON )

This routine augments a lower triangular matri x gi ven i n reverse
column order wi th its duplicate in forward column order. This, to
avoid the costly Fortran BACKSPACE commands in the ensuing multiple
uses of this matrix.

Al gori thm

The matrix columns are read ‘In thei r reverse order via subroutine
READA . In the process , should the input and output data sets di ffer,
each column is written onto the output data set via subroutine WRITE .
These column s fill array A to its capacity , eaeh column followed by its
number of elements , and compression code. Each time array A is filled
to capacity its contents are wri tten onto scratch data set £11 as one
Fortran record . The forward wri ting of these columns begins or.iy after
column 1, the last column In the input sequence , has been read . It is
then that the wri ting of column 2 on the output tape is followed by
the others. To that end , the records that have been written on scratch
data set Ni are brought back to core in the “BACKZPACE ,BACK SPACE ,REAO ”
sequence. Data sets Ml and N3 are rewound as control Is returned to
the calling program.

Input/Output

The Input matrix is read from data set N3. The output matrix is
written onto data set lILT.

Error Detection

None

Subroutines Called

R EADA , WRITE

4-

-~ 
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Argument List

F R W R I T ( A )

A Work array

Length

217 words

Symbol List

A R A Work array

K~DE I U FØRMAT compression code

KØL I U Column designation

M I C Order 0f matri x

Ni I C Scratch data set designation

N3 I C Input data set designati on

MAC I C Number of elements in the most populated matrix column

NLT I C Output data set designation

NP I C N umber of storage words per real variable

NQ I U Useful extent of array A

MUM I U Number of elements In a column

NW I U Pertinent number of records on scratch data set Ml

NWØRD I C Extent of array A

SAVE L U Flag indicati ng a common input and output data set

29 
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SUBROUT INE RATSU M (DECK F600 )

This routine performs matrix summation C +A + B] in reversed column

order and compressed format. Matrix B is input in reversed column
order.

Al gori thm

Core is filled with partitions of sequential columns of matrix A. *

The al gebraic sign of the elements are reversed , as requi red , an d each
column is addended with the ‘Integer representations of its number of
elements and column designati ons. Except for the very last, each parti-
tion is written onto scratch data set Ni as a single record. The
remaining task takes place in reversed column order. When the current
in—core parti tion of matrix A has been processed , the previ ous parti ti on
is read from data set Ni in the BACKSPACE-READ-BACKSPACE mode. The
columns of matrix B are read via sub routine REACT. The values are
stored in to array B , their row locations are read into array LB.
Merging takes place where column designations match, by adjoininq the
value-location pairs of B onto the indiscri mi nately compressed column
of matrix A wi thin array A , and sorting via subroutine $RDER.

Input/Output

Matrix A is read from data set from data set NPØ. Matrix B is
read from data set N2. The matrix sum is wri tten onto output data
set fl4.

Error Detection

None

Subrouti nes Required

ØRDER , REA DA , REACT , SQLJEEZ , WRITE , WRITEC , WRITET

30



Argument Li St

MATSUM(A )

A Working storage array

Length

3424 words

Symbol List

A R A Work array accommodating columns of matrix A and
summation columns

B R U Array accommodating the value elements of columns of
matri x B

DX~ L C Flag designating presence of matri x B

LASDX~ I C Designation of the output column of lowest
denominati on

LB I U Array accommodating the row locations of the columns
of matri x B

M I C Column dimension of the matrices

NP I U Number of storage words per real variable

NW I U Counter of partitions of the A matrix

NP~ I C Denominati on of data set containing matrix A

11 I C Scratch data set denomination

N2 I C Matrix B input data set denomination 
•

N4 I C Output data set denomination

P I C Row dimension of the matrices

31
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SUBROUTINE WRIT EC (DECK F60P)

This routi ne wri tes a compressed column in the form of all values
followed by all row designati ons.

Algorithm

A record consisting of the column desi gnation , the num ber of
va lue/ location pairs , the real elements , and their row designations is
written onto data set N.

Input/Output

A column is output onto data set ~l.

Error Detection

None

Subroutines Required

None

Argument List

WR ITEC ( KØL ,NUM ,V ,L,M,N )

K~L Column designation

MUM Number of (value , location) pairs

V Array of values

L Array of row locations

M Row dimension of array L

N Output data set denomi nati on

‘ I
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Length

121 words

Symbol List

KØL I A Column desi gnat i on

MUM I A Number of (value , loca tions ) pairs

V R A Array of values

L I A Array of row locati ons

M I A Row dimension of array L

N I A Output data set denominati on

_ _ _ _ _ _ _ _ _  
- 
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SUBROUTINE W RITEU (DECK F6l5)

This routine transposes a dense matrix given in random order of

rows.

Alqqri thm

UP Is calculated as the number of columns which the available core
space al lows , wi th room to buffer the remain i ng exten t of a row . Each
row is read with its desi gnati on proper , and its leading elements are
transferred to thei r intended locati ons wi thin this parti tion of
columns . The remaini ng elements , if any, are wri tten onto data set Ni
for future processing. Having thus formed this parti tion , each column
is output onto data set MX. The Ni and N2 data set desi gnations are
interchanged at the conclusion of each partiti on processing.

Input/OutDut

The rows of the input matri x are read from data set 12. The columns
are wr itten on to data set MX .

Error Detection

None

Subrouti nes Cal led

READA , WRITE

Argument List •

WRITEU ( A ,Q )

A Work array

Q Number of columns in output matrix

_  •

_ _ _ _  _ _ _ _ _  
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Len gth

230 words

Symbol List

* 
A R A Work array

IE I U A(IE) is the last element of a buffered input row.
The segments of rows startin g from A(IR) are to be
processed wi th future parti tions.

IT I U A(IT) is the last element wi thin the current parti tion
of columns

IV I U A(IV) is the ori gin of row buffers

U I U Input row desi gnati on

JL I U Number of columns remaining at start of a new parti tion

UN I U Number of columns which will have to be processed
wi th fu ture parti tions

UP I U Number of columns in current parti tion

U? I C This matrix has (M-JY+l ) non-zero rows

KØL I C Output column designati on

MØRE L U Flag indicating future partitions

Ni I C Scratch data set des i gnati on

N2 I C Scratch data set designati on

NX I C Output data set designation

Q I A Number of columns in output matrix
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SUBROUTINE U506 (DECK F620 )

This is the driver routine of the EIGENX module which provi des the
FØRMA T program user with the abstraction instruction USERO6 to extract
the domi nant eigenva l ues and eigenvectors represented by the expres-
sion MU = KUD. This, by way of a tridiagonal system of reduced order

- - whose eigenvalues an d el genvectors closely approximate the desired
higher end of the original eigenspectrum .

Algori thm

In the fo llowing expression M and K are symmetri c matrices . 11 is
a given positi ve semi-definite matrix , while the positive-definite

matri x K is given in terms of its lower and upper decompositions L and
LT , where LL T 

= K. Wi th the matrix of eigenvectors U , and the diagonal
matrix of eigenvalues D, the comp lete ei gen—equati on is:

MU = KUD

MU = LL TUD

L
_ 1

ML
_T LT U 2 LTUD

Let X 2 LTU

then C1ML TX = XC

XTL~
lML_TX

With interest to the leadi ng p eigenvalues and eigenvectors only, •

Ojalvo and Newman (ref. 15) have demonstrated that a system of order
n can be reduced to the be low system of order m (n > > p) wherein
the desired quantities are accurately approximated :
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Vectors V can be computed to arri ve at the tridlagonal syst~m

* 

VTL_ 1
ML

_T
V YD,,Y~

whose ei genvalues are found through the inspection of this Sturm
sequence , hence leadi ng to the computations of Y , X R~ 

and U.

The following is a derivati on of the tridi agonal system:

~l ~i ~ 
.

~1 ~2 
82 *

0 8  *

V L MC V =

* Un_i 8n— l

• 3n—1 ~n

• 
I



Where v1 has just been determined

TV 1 0

0 
*

V~~ 2 L~~ML Tv~ = 
0

. 
8j_~

T
V 1 UI

I

Symmetry
(to be)

• or
0
0

L~~MCTv1 =[vilv 2 i ...lv i 21v i i ~
vilv i+ i I * ** Iv nI 81 1

Sym—
metry
(to

Lbe) ..
V 1_ 1 81_ i + + V j .~.1 Sj

II 
- 
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then
• L** ’

~ML
_T

v1 - V 1_ 1 8j
~

_
~ 

- V .~ Uj V 1 4 1  8i V~~ .1

is orthogonal to vectors [V~ IV 2 
...Iv .1) V K. Proof : pre-

mu l tiplying both sides of the above equation by 4
V~ L~~ML Tv j - v1 1  S~~ 

- V~ v1 a~ ~~

or • . . ‘ —

O 0 0 0

• — . _ =

O 0 0 0

8i-l 8i-l 0 0

U V U

However , the authors of ref. (15) recommend re-orthogonalizing through
the expression

= 

~ j +i 
- E V~ {V~~ i+i}

i=lon the assumpti on that
I—Vj

V i+l C.

Hence,
g - 

~~ 

— ~~~~~~

is orthogonal wi th v~, as can be shown by premu ltiplying both sides

v~~~1 • v~~~1 - V~ Vj
V~ V j +1 0 (since V~ Vj  

• 1).
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The task of this program consists of partitioning work array A for
the use of its subroutines . Thereafter, sub routine EIGEN is invoked to
compute the eigenvalues and intermediate vectors X , through which sub-
routine REVERS computes the vectors U which are normalized by thei r
components of highest absolute value in subrouti ne N~RHLV. 

*

I~put/Output

Matrices M and K are read from data sets ~13 and lILT , respecti vel y .
Output matrix U is written onto data det NV.

Error Detection

Insufficient core space causes an error return wi th the printing
of an appropriate statement.

Subroutines Requi red

EIGEN , EUTL3 , EUTL 4 , EUTL5 , EUTL6 , M ØRMLV , REVERS .

Argument List

EIGENX ( NUM~T ,NAM~T ,IgSPEC ,NUM Il1,NAMIH ,IN5 PE C ,NtjMSR,ISSPEC ,NuMSc ,
DU?’IMY , ERR Ø R , NW ØRK ,A )

NUMØT Number of output matrices

NAMØT Array of output matrix names

* 
IØSPEC Array of output data set desi gnations

NUMIN Number of input matrices .

NAMIN Array of input matri x names
INSPEC Ar ray of input data set designati ons
NUMSR Number of scratch data sets

• ISSPEC Array of scratch data set designati ons

•

~

• 

~~

• •

~~~~~
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NUM SC Dummy argument

DUMMY Dummy argument

ERROR Logical error flag

NWØRK Dimension of work array A

A Work array

Length

460 words

Symbol List

A R A Work array

ER ØR L C Error flag

ERR OR L A Error f lag

IN I U To conform to the sequence of decompositi on of matri ces
L and LT, the elements of matri x M are to be reordered
according to a list of integers starting at A(IN)

INSPEC I A Array of input data set designati ons

IØSPEC I A A rray of output data set designations

ISSPEC I A Array of scratch data set designati ons

IU I U A(IU) is the origin of a linear array of dimension N

IV I U A( IV ) is the ori gin of a li near array of di mension N

1W I U A(IW) Is the origin of a linear array of dimension N

LA I U A(L A ) is th e ori gin of a li near array of dimension M

LB I U A(LB) is the origin of a l inear  array of dimension M

LC I U A(LC ) is the origin of a linear array of dimension M

LDØF I U A(LDOF) is the ori gin of a linear array of dimens ion MAC

1~ 
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M I C The N.!b. order ei genspectrum Is reduced to a tn-
diagonal system of order M whose P < M < N largest
eigenvalues accuratel y represent those of the ori ginal
system

N I C Order of the ori ginal sys tem

Ni I C Scratch data set desi gnati on

112 I C Scratch data set desi gnati on 
*

MAC I C Maximum wavefront of decomposition

IAMIN I A Array of input matrix names

NAMOT I A Array of output matrix names

ML I C Output data set designati on concerning the eigenvalues

lILT I C Input data set desi gnation concerning decomposition
matrices L and LT

NMASS I- C Input data set designati on concerning matrix M

NP I C Number of machine words per real variable

NPØT I C System output data set

1ff 
* 

I C Array of scratch data set designati ons

NTAPE I C Array of input  data set desi gnations

NUM IN I A Number of input matrices

NUMOT I A Number of output matrices

NUM SR I A Number of scratch data sets

NV I C Output data set des ignati on concerning matri x of
eigenvectors U *

1IW ØRD I C Extent of work array A

MW ØRK I A Extent of work array A

IX I C Extent of insufficiency of wo rk array A

P I C Desired number of elgenvalues and elgenvectors

t
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SUBROUTINE E IGE N (DECK F62l )

This routine performs the computations of matrices V , C , Y , and

X described in the documentati on of subrouti ne U506 (deck F620).

* Algorithm

The reverse sequence of decompositi ons L and LT is read from tape
NIT Into array JØLD. Vector 

~~~~~~~~ 
which Is stored in array U, is

init ialized as zero whi l e  vector v1, stored in V , is ini tialized
with random numbers generated by subroutine FLRAN . Data set NLT is
positi oned at the ori gi n of matrix LT by skipping over the records
which make up matrix L. The following computations take place with
each v1:

= 

(
~~ ~1) via call to function CROSS

~~~~~~~~~ 

V

V1 ~ 
V.~/8.~_l stored on data set Ni

C1 L~~ML. Tvj
via subroutine CORSOL

• VJL~
1ML~

TVj

-oV~ + 1  • - V 1 a1 - V1_ 1 Bj _ l

+ ~ + ~ j~~~l 
vj  + via subroutine RØRTH~
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In this process , the values of U , ~2 and S are stored in arrays
A , S and B respecti vely, and the vari able I is computed as the maxi-
mum of sums (s

~~ 
+ a1 +

The eigenva lues of the symetnic tridiagonal matri x (whose
elements are now described wi th the contents of array A for the
diagonal values , and array S for the super and sub—diagonal values )
are extracted in subroutine VALUES and stored in array W which was
previously initialized with the value of I as upper bound. Sub-
routine REDVEC then computes the vectors Y , an d sub rout ine VMULTY

computes the X vectors .

Input/Output

Data set NIT is positi oned at the origin of matri x LT. Data s
NMASS is positi oned at the origin of matri x M. The P eigenvalues
from array W are written onto output data set ML .

Error Detecti on

The inability to locate matrix M from data set NMASS or a
dimensional disagreement between matrices M and L will cause an
error return with the printing of an appropriate statement.

Subroutines Required

CORSOL , CR OSS , EUTL3, ELJTL5 , EUTL6 , FLRA N , READA , REDVEC , RØRTHO ,
VALUES, VMU LTY , WRITE

Argument List

E IGE N ( C ,U,V ,W ,A ,8,S,LDOF ,JOLD ,1IAMIN ,N )

C Array used to accommodate vector C1

U Array used to accommodate vector
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V Array used to accommodate vectors and

W Array used to accommodate vector and the
eigenvalues

A Array of a ’ S

B Array of s ’s

Array of s2’ s

LDØF Array used by subrouti ne C~RS0L

JØLD Array accommodating th~ re-ordered sequence ofdecompositions L and I’

NAMIN Array of input matrix names

N Order of input matrices

Length 
*

494 words

Symbol List

A R A Array of U ’ S

ALP HA R U UI
B R A Array of ~‘s

BETA R U 
~i

BETASQ R U

C R A Array used to accommodate vector c1
ERR OR L C Error flag

JOLD I A Array accommodating th~ re-ordered sequence of
decompositions L and L’

M I C Order of tridiagonal system

N I A Order of elgenspectrum
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Ni I C Scratch data set desi gnati on used to accommodate
the v vectors

NAMIN I A Array of input matri x names

ML I C Output data set designati on concerning the array
of eigenvalues

NLT I C Designation of data set containing matrices I.. and LT

NMASS I C Desi gnation of data set containing matrix M 
*

LDOF I A Array used by subroutine CORSOL

NP ØT I C System output data set

MX I C Vector counter

P I C Number of requested ei genvalues and corresponding
elgenvectors

S R A Array of 52’ s

I R U Largest modul us of a column of the tnidiagonal system

TN R U Modulus of a column of the tridiagonal system

U R A Array accommodating a vector v1

V R A Array accommodating a vector and

W R A Array accommodating a vector and the elgenvalues



SUBROUTINE VALUES (DECK F622)

This routine determines the elgenvalues of a tridiagonal system

through inspecti on of the Sturm sequence.

~jgori thm

The array of eigenvalues , V , has been initialized wi th the larges t
norm of the tridiagonal system prior to entry into this routi r~e. The
variable C , which is to reflect the lower bound of the lowest el genvalue
bei ng sought, is ini t i ali zed wi th the negati ve value of the largest
norm. The eigenvalues are determined in the reverse order of algebraic
magni tude. The reverse counter NZ is set to the order of the system,
MX . The attempted elgenvalue , U , is set to (V(NZ) + C)/2. The
determinant of the system (A-UI) is computed as the variable NC counts
the sign changes between successive principal minors. Should this
variable reach the value of NZ, U is smaller than the NZ.t~. eigenvalue ;
C Is then set to U , and a new attempt is made. Otherwise , the values
of V from NC + I through NZ which are smaller than U are set to U.
This process is repeated for the next algebraically larger eigenvalue.
Having thus determined all MX eigenvaiues , these are shi fted as neces-
sary to place the P largest in absolute value in l eading position .

InputJOutput

None

Error Detecti on

None -

Sub routi nes Required

None
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Argument List

VALUES ( A ,B,V )
A Main diagonal of tridiagonal matri x

B Super/sub-diagonal of tridiagonal matrix

V Array of eigenvalues on exit from this routine

Length

250 words

Symbol List

A R A Main diagonal of tridiagonal system

b R A Super/sub—diagonal of tridigonal system

C R U Lower bound of lowest eigenvalue

P I C Required number of elgenvalues largest in
magni tude

P0 R U Previous leading minor of tridiagonal system

P1 R U Current leading minor of tridiagonal system

PM R U P0 after computation of P1

SIGNP$ I.. U P0 Is positi ve when SIGNPO is true

SIGNPI L U P1 is positive when SIGNP1 Is true

NC I U Sign change counter between successive principal minors

NX I C Order of tridiagonal system

1IZ R U Ligenvalue counter

U R U Attempted eigenvalue

V R A Exi t array of eigenva lues
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SUBROUTINE CORSOL (DECK F623)

Gi ven vector v the symmetric positi ve semi-definite matrix M ,

and triangular matrices L and LT , where LLT 
= K, as K is a symmetric

positive-definite matri x , this routine computes the scalar product
vTL ~

1ML 
_T

v and the vector L 1ML 1v.

Algori thm

The back-substi tution operati ons concerning the expression LTb = v
yield b = L**T v. As generated by subroutine DECØMP of FØRMAT ’ s SE QWF

module , matri ces L and LT are input under cover of one matrix. Thus ,
the elements of vector b are computed and stored in the reordered
sequence. The expression d = Mb MI_Tv is computed by reading and
cross-multiplying each (transposed) column of M wi th vector b. A
distinction is made here between a conventi onal FØRMAT M matrix , and
the M matri x that was generated in its symmetric half by the SEQWF
module. The latter would be the case where the logical var i ab le SEQWFM
Is true. The rows and columns of matrix M comply to the sequence of
b through information vector JOLD . That is ~~ is resubscripted Mkl

* 
where K = JOLD(I) and L JOLD(J). Since VTL 1ML..TV = L Tv TML Tv =

bTd, each computed element of d is multiplied by the corresponding
element of b to contribute to the scalar product. At this time control
is returned to the calling program where this routine has been invoked
for the last time. Otherwise, the forward el iminati on operations
concerning the exp ression Lc = d yield c in place of d. Note that
c L~~d L 1ML T~, the desired vector.

Input/Output

Matrices LT and L are read from data set lILT. Matri x M is
read from data set lIMASS .
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Error Detection

None

Subroutines Regui red

READA , READL

Argument Lis t

CORSOL ( V,D,JOLD ,LDOF ,ALPHA ,N A M IN )

V Array of dimension N containing vector v on entry
and vector b on exi t

o Array of dimension N accommodatinc intermediate
vector d and output vector c

JØLD The elements of matrix M are ordered accor di ng to this
array . That is , M~ is trans formed to as K =

J9LD(I), and L = J~ LD( J )

LDØF Array whose elements represent the relati ve locati ons
of the elements of vectors v and d

ALPHA Variable representing the scalar quanti ty vTL 1tt 1v

NAMIN Array containing the FØRMAT name of matrix L (and LT)

Lev~qth

1898 words

Symbol List

A R U Sto rage array for the columns of matrix M a n d the
real values of the column s of matri ces I and L1

ALPHA R A Vari able representing the scalar quanti ty vTL~~MC
Tv

0 R A Array of dimension N which accommodates vectors d and c

I U Number of value-locati on pairs in a column of L or

L ~ - — —~~



KOL I U Matri x M column designati ons

LA I U Array accomodating the integers corresponding to
the values of array A

LR I U Vari ab le read with each col umn of L and LT pertaining
to the correspondi ng elements of vectors v , b and d

M I C Number of times this routi ne is to be executed

N I C Order of matrices

MAC I C Maxi mum wavefront

MAMIN I A Array containing the FORMAT name of matrix I (and IT )

MEL I U IEL-l

NIT I C Desi gnation of the data set containing matrices L and
LT under cover of one FØRMAT matri x

NMASS I C Designati on of data set containing matrix M

NX I C Number of times this routi ne has been entered

V R A Array of dimension N containing vector v on entry
and vector b on exit

SEQWFM L C The M matrix is the triangular half of the symmetric
triple product matri x generated by the SEQWF module
when SEQWFI4 is true
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SUBROUTINE RØRTHØ (DECK F624)

This routine reorthogonalizes a newly computed ei genvector with
previously computed mutually orthogonal eigenvectors.

Al gorithm

As described in the documentation of subroutine EIGEN X , the pro-
cess of reorthogonal izing vector v? with previously computed mutuall y
orthogonal vect9rs v., (1 < j< I), may be executed through the expres-

0 1-1 
~ T osion v1 = v1 — v,~ ~~~ 

~~~

.

Arrays U and V contain v?. The latter array will ulti mately con-
tain the desired reorthogonalized vector. Each vector v~ read into
array C from data set Ni Is transposed cross-mu l tiplied with v~ in
array U; that product is then premulti p lied wi th ~~ the result is
deducted from the contents of array V and stored into array V.

Input/Output

Vectors vj  are read from data set Ml.

Error Detecti on

None

Subrouti nes Requi red

CROSS

Argument List

RORTHØ ( U,V ,C ,N )

U Array containing ve’ctor 4
V Array containing vector 4 on input , and v1 on exi t
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C Array used for the storage of vectors v~
N Order of vectors 

V

Length

• 130 words

• Symbol List

C R A Array used for the storage of vectors v~
E R U v~v~
N I A Order of vectors

U R A Array containing vector 4
V R A Array containing vector v? on input and v~ on exi t

Ni I C Desi gnati on of data set containing vectors v~
MX I C Value of subscript ‘I’
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FUNCTION CROSS (DECK F625)

This function subprogram computes the cross-product of two given
vectors .

Algori thm

This function is computed as the cross-product of given vectors
A and 3.

Input/Output

None

Error Detecti on

None

Subroutines Reaul red

None

Ara~auent List

CR OSS ( A ,B )
A Given row vector
B Gi ven column vector

Length

82 words

Symbol List

A R A Gi ven row vector

B R A Given column vector

54



I I U Indexing variable

N I C Order of vectors A and B
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SUBROUTINE REDVEC (DECK F626)

This routine performs the comp lete ei genso lution of a real
symmetri c tridi agonal system usi ng the method of Jacobi . Computati on

is restricted to the upper half of the matrix.

Algorithm

Array A is initialized to reflect the contents of array 0 as its
diagonal and those of array U as its super-diagonal. Array X , the
ultimate orthogonal matri x of elgenvectors, is initialized as an
identi ty matrix. The reader is referred to reference (16) for a

comprehensive derivation of this method . The annihilation of off-
diagonal elements progres ses from one column to the next , following
a complete new sweep across the columns previously processed. An
element is annihilated only on condition that it be larger in magnitude
than the larges t previ ously computed zero. The computations of the
matri x of elgenvectors take p lace concurrently.

Input/Output -

None

Error Detecti on

None

Subroutines Requi red V

None

Argument List *

REDVEC ( X ,A ,D,U,M )
X Array for eigenvectors

- 

-
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A Array accommodating the tridiagonal matrix to be
diagonalized

0 Array accommodating the diagonal elements of the
matrix to be diagona l ized

U Array ac commodating the superdiagonal of the matri x
to be diagonalized

M Order of the eigen-eguation

Length

540 words

Symbol List

A R A Array accommodating the matri x to be diagonali zed

AGAI N L U Flag call ing for the continuati on of the diagonaliza—
tion process

BIG R U Value of largest computed zero

D R A Array accommodating the diagonal elements of the
matri x to be diagonalized

M I A Order of the eigen-equation

U R A Array accommodating the superdiagonal of the matri x
to be diagonal ized

X R A Array of ei genvectors on exit from this routine
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SUBROUTINE REVERS (DECK F627)

This routine performs the matrix back-substi tuti on 1Tx = V where

neither matri x fi ts core .

Algori thm

Matri x LT was generated by the FORtIA T SEQWF module ’s subroutine
DECOMP. Recall the computations of each column X~:

n
— 

~~ 
1ik Xkj ( n > i )

k=i +1

x
U 

(v1~ +

Each column of LT is read from data set 1L1 with the vari ab le LR
designating the column of array V which is allocated to the correspond-
ing row of matrix v. That row is then read into the array col umn from
data set N3 via sub routi ne READV . During the back-substi tution opera-
ti ons , the correspondence between the rows of IT and the column s of array
V is achieved through the elements of array LA which were read as part
of the column of LT . Thus processing a column of 1T yie lds the cor-
responding row of x .  The original designati on of that row , taken from
the element of array LA, is wri tten onto data set N2 wi th that row.

Input/Output

Matrix LT is read from data set NLT . Matri x V is read from data
set N3. The rows of matri x X are written onto scratch data set M2.

Error Detection

None

_ _ _ _  
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Subroutines Reauired —

RE~DL , READy , WRITE

Argument List

REVERS ( V ,P )
V Array

P Column dimension of matrices V , Y and X

Length

1710 words

Symbol List

A R U Array accommodati ng the values of columns of matri x 1T

D R U Diagonal values of LT

IEL I U Number of elements in a column of IT

LA I U Array accommodating the correspondence between the row
elements of LT stored in array A and the columns of
array V

LR I U Designati on of the column of array V corresponding to
the current column of LT

N I C Order of matrix

N2 I C Scratch data set onto which the rows of matrix X
are wri tten

IEL I U Number of elements in a column of LT

NEL I U IEL— 1

NLT I U Data set containing the columns of IT

IØRGNL I U Original designation of current equati on
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P I A Column dimension of matrices V , U and X 
-

V I A Array whose columns accommodate row s of matrices -
V , V and X

Z 

I

- 
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SUBROUTINE VMULTY (DECK F628)

This routine performs the matri x product xT 
= ~1T~ where in V

is core resident.

A lgori thm
* The integer variable IN is calculated as the number of rows of X

- 

- 

which array A can accommodate wi th the unused extent of a col umn of V
starting from location IV . The computati ons of each parti tion of X
are effected with the summations of the partial products of each column
of V and the corresponding row of V. In the process , elements of V
which do not enter in to the computati ons of the current parti tion are
wri tten onto data set N2 via a call to subroutine WRITEV . The computed
rows are then written onto data set N3. The Ni and N2 data sets are
rewound, and their desi gnati ons are in terchanged at the conclusion of
processing each parti tion.

Input/Output

Matrix V is read from data set Ml. The product matrix is output

on data set N3.

Error Detection

None

Subroutines Required

READY , WRITEV

Argument List

VMULTY ( V A ,M )
V Array accommodating matrix V
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A Wo rk array

M Row dimension of V

Length

266 words

Symbol List

A R A Work array

IN I U Number of rows in a partition of X

IT I . U Px IN

IV I U Origin of the co lumns of V w i thin array A

LM I U The segments of the columns of V starting from
A(LM) concern future partitions of X

M I A Row dimension of matri ces V and V

r~ RE L U Flag designating future partitions of X

N I C Column dimension of matrix V

ML, I U Current extent of the columns of V

MM I U Extent of the columns of V for the computations
of the next parti tion of X

NOWRD I C Dimension of array A

Ni I C Designation of the data set which contains the
columns of V

N2 I C Designati on of the data set onto which are wri tten the
extents of columns of V concerning the computations
of future parti tions of X

I C Output data set desi gnation

P I C Column dimension of matrix V

X R U Variable representing element s of V
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SUBROUTINE NOR~4LV (DECK F629 )

This routine normalizes row-input eigenvectors on their largest

absolute components and outputs them by column .

Al gorithm
* Havi ng computed the number of column vectors that core space allow s ,

each row is read from data set M2 and the elements beyond the last
acconinodable are written onto data set Ni for future processing. Each

column thus retained in core is inspected for its largest absolute

component and divided by that value . It is then output onto data set
NV via subrouti ne WRITE. At the conclus ion of processing each parti-
ti on , the Ni and t12 data set desi gnati ons are interchanged and the
process is repeated until all columns have been processed.

Input/Output

The row s of the input matri x are read from data set 12. Data set
Ml is used as a scratch data set. The final columns are output onto

da ta set NV .

Error ~etection

None

Subroutine Requi red

READA , WRITE

Argument List

NØRMLV ( A )

A Work array

_ 
- 
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Deck Length

252

Symbol List

A R A Work array

B R U Normalizin g value of each vector

IE I U A(IE) is the last element of each buffered row which *

is to be part of the current parti tion of vector
col umns

IR I U A(IR) Is the first element of each buffered row which
is to be part of future parti tions

IT I U Number of words in the current parti tion of vector
col umns

IV I U A (IV ) is the ori gin  of row buffe r

JO I U Vector column number

JL I U Number of vector columns yet to be p rocesse d

I U Number of column vectors in future parti tions

JP I U Number of column vectors in current parti tion

KE I U A(KE ) is the last element of a column vector

KS I U A (KS ) is the ori gin of a col umn vector

M~RE L U Flag denoting future parti tions

N I C Order of column vectors

NV I C Output data set designati ons

NW ØRD I C Extent of work array A 
*

Ni I C Rows making up future parti tions of vectors are
written onto this data set

64
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12 I C The vector rows are read from this data set

P I C Number of vector columns

I
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SUBROUTINE READV (DECK F630 )

This routine reads a dimensioned linear array from a specified

data set.

Al gori thm

Array A , of dimens ion N , is read from data set M as control is
returned to the ca lling program.

I np ut/Output

Array A is read from data set M.

Error Detection

None

Subroutines Requi red

None

Ar gumen t Lis t

READY ( A ,M,M )
A Array of dimension N

N Di mens i on of array A

M Input data set designati on

Length 
V

72 words

Symbol List

A R A Array 0f dimension N
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N I A Dimension of array A

M I A Input data set designati on

67
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SUBROUTINE WRITEV (DECK F63 l)

This routi ne wri tes a dimensioned array onto a specified data
set.

Al aorithm

Array A , of dimension N , is wri tten onto data set M as contro l is 
*

returned to the calling program.

~~put/Output

Array A is wri tten onto data set M.

Error Detection

None

Subroutines Required

None

Argument List

WRIT EV ( A ,N,M )
A Array of dimension N

N Dimen sion of array A

M Output data set desi gnation

Length

72 words

SYmbOl List

A R A Array of dimensi on N

I
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N I A Dimension of array A

M I A Output data set des ignati on
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SUBROUTINE STIFMX (DECK F632 )

This routine transcribes a matrix of triangular form, wr i tten
in reverse or der , from a temporary device to the output data set.
This matri x does not adhere to the FØRMAT convention , but can be
copied , as through the RENAtIE abstracti on. It is intended strictly

for subsequent use in the EIGENX module.

Algori thm

The last value/location pair of each record is dropped prior to

its being written onto the output data set. The col umn designation

wi thin the matri x header is set negati ve to distinguish this special
matrix.

Input/Output

None

Error Detecti on

N one

Subrouti nes Requi red

EUTL5 , EUTL6 , REAOT , WRITEL

Arq~ument List V

STIFMX ( NAt1OT,IOSPEC ,A ,LA ,IEL )

NAMØT FØRMAT matri x name

IØSPEC Output data set designati on

A Array accommodating the real words

- 

V 

LA Integer counterpart of A
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IEL Di mens ion of A and LA

Length

164 words

* Symbol List

A R Array used to buffer real words

lEt. 1 Dimension of A and LA

IØSPEC I Output data set designation

LA I Array used to buffer integers

NAMØT I FØRMAT matrix name

- ~~~~~~~~~~~~~~~~~
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SUBROUTINE MERGEM ( DECK F633)

This routine performs the summation of a sparse symmetric matri x ,
rep resente d in its upper half only , with a diagonal matri x input as
a column matrix algori thm.

Algprithm

The symmetric matri x was generated by FORMAT ’s SEQWF module. It

is recognized through the arti fi ce of a negati ve value in place of the
column dimension in the matri x header. The value itself Is the
denomination of the l owest (last) existing col umn . The summati on

takes place with the diagonal matri x in permanent core residence and

the symmetric matri x read a column at a time .

Input/Output

The diagonal matri x is read as a column matri x from data set NMD .
The upper hal-f of the symmet ric matri x is read from data set NMASS .
The sum of these matrices is wri tten onto data set tll .

Error Detection

The inability to locate an Input matrix from its des ignated data
set , dimensional incompatibilities or failure of the symmetri c matrix
to be SEQWF module generated are cause for error return with the
printi ng of an appropri ate statement.

Subroutines Required

EUTL 1, EUTL3 , EUTLE , EUTL6 , READA , READL , W RITEL

Argument List

MERGEM ( A ,~Ai’1IN )
A Work array
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NA MIN Array of input matri x names

Length

410 word s

Symbol List

A R A W ork array

LAST I U Lowest row location of the symmetri c matri x
V 

MØRED L U When “true” usage of the diagonal matrix has not
been completed

M~REM L U Whe n “true ’ usage of the symmetric matri x has not
been completed

NAMIN I A Array of the input matri x names

NP~T I C Systems ’ output data set

NP I C NP is 1 for single precision , and 2 for double
precision

READM L U When “ tr ue ’1 the current column denomi nati on of the
symmetric matrix has not yet been read

SEQWF M L C When “tru e” , the symmetric matrix is a SEQWF module
generated matrix as expected

_ _ _ _ _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~~~ 
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SUBROUTINE TSET Q (DECK 640)

This routine in itializes the CPU time clock.

A lgori thm

The call to subroutine TIMREM provi des the CPU seconds remaining
for the execution of this job. That value is stored for future

reference in the vari able ~RGTIM located wi thin labelled common CL~CK.

Input/Output

None

Error Detecti on

None

Sub routi nes Requi red

TIMREM

Arq~ument List

None

Length

7 words

Symbol List

ØRGTIM R C Execution time remaining

I _ _ _  _ _ _
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SUBROUTINE TIMEQ (DECK F64l )

This routine measures the CPU time el apsed since subroutine TSETQ
was last invoked.

Algori thm

The CPU time remaining for the execution of this job is provi ded
through a call to subroutine TIMREM. That quanti ty Is substracted
from the variable ØRGTIM in labelled common block CL~CK , wh i ch contai ns
the time remaining when subroutine TSETQ was last invoked , to yield
the appropri ate elapsed time.

I nput/Outaut

None

Error Detection

None

Sub routi nes ReQui red

TI MREM

Argument List

TIHEQ ( TCPU,TIØ )
TCPU On exit from this routine , TCPU contains the CPU

seconds elapsed since subroutine TSETQ was last invoked

TI~ Not used at this time

~~~ th 
-

14 words
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Symbol List

~RGTIM R C Executi on time remaining

TCPU R A CPU seconds elapsed since subroutine TSET Q
was last Invoked

TI~ R A Not used
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SUBROUTINE USO8 (DECK F908)

Gi ven vectors A r~ 
A .1 and r , th i s rout i ne genera tes the mat rix

F(t) e~~r 
+

Algori thm

F(t) = e~~r 
+ 1~¼~)~ e X T~

T [cos (A it) + isin (A .~t )] . The absence
of is understood to be the case wi th only 2 input vectors. In that
case F( r )  = eArl. The general (complex) problem has 2 output matri ces ,
the first being the real component, and the second the imaginary
component. A column of output is computed for each r element.

Input/Output

The input matrices are read from data sets desi gnated by the last
column of array INSPEC . The output matrices are wri tten onto data sets
desi gnated by the last column of array IØSPEC .

Error Detection

Fai lure to locate an input matri x is cause for error return wi th the
printing of an appropriate message.

Subrouti nes Requi red

EUTL3, EUTL5 , READA , SQUEEZ

Argument List

U508 C NU?’UT ,N MWT ,IØSPEC ,NU;.1IN,NAMIN ,INSPEC ,HUMSR ,ISSPEC ,NUMSC ,DU~~1Y ,
ERR~R,NWØRK ,A ,IPRI1¼1T )

HUMØT Number of output matri ces in this FØRMAT abstracti on
NAM~T Array containing the alphanumeric characters making

up the output matrix name
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IØSPEC Array which contains the desi gnations of the output
matri x data sets

NUMDI Number of input matri ces

NAMIN Array whose columns contain the alphanumeri c
characters making up the input matri x names

INSPEC Array which contains the desi gnati ons of the input
matri x data sets

NUMSR Number of available scratch data sets

ISSPEC Array containing the designations of available
scratch data sets

NIJMSC Dummy argument

SCALA R Dummy argument

ERR~R Logi cal error flag

NW ØRK Extent of work array A

A Work array

IPRINT Oun~ ’ argument

Leng~th

625 words

Symbol List

JS I U Origin of r wi thin array A

JE I U Ending  of t within array A

LAMIS I U Origi n of x wi thin array A

LAMIE I U Endin g of x wi th in  array A

I I
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