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NOTICE
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any purpose other than in connection with a definitely related Govern-
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FOREWORD

This report is one of a series of reports that describe work performed
by Douglas Aircraft Company, McDonnell Douglas Corporation, 3855 Lakewood
Boulevard, Long Beach, California 90846, under the Windshield Technology
Demonstrator Program. This work was sponsored by the U. S. Air Force Flignt
Dynamics Laboratory, Wright-Patterson Air Force Base, under Contract
F33615-75-C-3105, Project 2202/9201.

This report covers the modifications made to FORMAT, an existing computer
program originally developed under USAF Contract No. F33615-71-C-1627,
Project No. 1467 "Structural Analysis Methods", and Task No. 146705 "Automatic
Computer Methods of Analysis for Flight Vehicle Structures". This original
development was administered by the Air Force Flight Dynamics Laboratory under
the cognizance of Mr. J. R. Johnson, FBR, Project Engineer.

This report is divided into two supplements to existing FORMAT documen-
tation. They are Volume II - Supplement Y and Yolume YV - Supplement III.
The orincipal investigators and authors were L. Chahinian and J. Pickard,
respectively. A complete description of the current FORMAT System is contained
in Volumes II, V, VI, and VII, as suoplemented (References 1 through 13).

Mr. D. C. Chapin, Capt., USAF Ret., was the Air Force Project Manager
during the conceotual phase of the work reported herein. Lieutenant L. G.
Moosman (AFFDL/FEW) succeeded Mr. Chapin during the conduct of the program.

Mr. J. H. Lawrence Jr., was the Program Director for the Douglas
Aircraft Company.

This report was submitted to the Air Force on 7 December 1577, and
covers the work performed during the period July 1975 through December 1977.
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SECTION I
INTRODUCTION

Phase II of the FPRMAT system has been augmented with additional
basic capability and refinements to the existing capability. Additions
and modifications to Phase II, the abstraction instruction processing
phase, are as follows: '

- The addition of abstraction instruction EIGENX for the solution
of the eigenvalue problem statement MU = KUD wherein M and K are
real symmetric matrices of the order of the static analysis.
Matrix K is given in terms of its Cholesky decomposition obtained
from the SEQWF abstraction. Matrix M may be input as a conven-
tional F@RMAT matrix, or the triangular half of the symmetric
triple product matrix generated through an additional variation
of the SEQWF abstraction instruction. Moreover, it can be given
in terms of two componeﬁts consisting of the latter matrix and
diagonal matrix input in the form of a column matrix. The cur-
rent implementation of this program is in the form of user coded
module USO6.

- = The SEQWF module has been additionally modified to yield the
decomposition of the matrix of equation coefficients in its
reverse column order followed by its normal order, both under
cover of one FPRMAT matrix. The additional cost of this pro-

3 vision is more than offset by the savings materialized through
the elimination of the FPRTRAN BACKSPACE statements in the
ensuing computations. The processing of the unknown vectors now
takes place in partitions as large as core space allows.

- Subroutine MATR, which reads card-input matrices, has been
amended to read matrices consisting of constant elements
through a single input card. The constant value could be for
the full matrix, or its main diagonal only.




- Given vectors Aps A and t, the computation of the matrix
e(xr pi A1)‘ is now possible through the user-coded module USQ8.

- Efficiency improvements have been made to the matrix multiply,
matrix transpose and matrix transpose multiply modules.

- Routines have been added to print execution times for most
modules when operating on CDC systems.

- An experimental eigen solution module is also included as user
coded module USO7. However, this module is not yet operational.

- Subroutine PR@B has been modified to provide for the optional
input of a SIZE card under the $RUN data which can be used to
modify the values of NW@RK and K@NST.

Section. II of this report summarizes the Phase II program medifi-
cations necessary for the implementation of all new and revised routines.
Detailed descriptions of each new routine and each existing routine
which was significantly modified are contained in Appendix A.

This document is intended for the engineer/programmer responsible
for FPRMAT system program modifications and maintenance. User oriented
documentation describing new and revised input/output, application
techniques, and mathematical formulations are contained in Reference 15.




CODING CHANGES

SECTION II

Replacements
Deck Subroutine
Number Name
FO0O0 FARMAT
Fo25 PROB
F044 MATR
F109 EUTLY
F602 SCATER
F604 TMPY
F605 MULT
F606 READB
F607 TRAN
F608 SEQWF
F609 FXTD
F608 DINV
Féac SRTPAK
F60D SPLITW
F60E READT
F60F @RDER
F60G READL
F60H WRITEL
F60I MATRIX
F60J WRITET
F60K DEC@MP
Fe0L ANSWER

Additions
Deck Subroutine
Number Name
F615 WRITEU
F620 Uso6
F621 EIGEN
F622 VALUES
F623 CARSOAL
F624 R@RTHP
F625 CR@SS
F626 REDVEC
F627 REVERS
F628 VMULTY
F629 N@RMLY
F630 READV
F631 WRITEV
F632 STIFMX
F633 MERGEM
F640 TSETQ
F641 TIMEQ
F6ON FKWRIT
F60P WRITEC
F600 MATSUM
F701 uso7
F702 RELEIG
F703 GENEIG
F908 usos

IMPLEMENTATION OF PROGRAM MODIFICATIONS

The program modifications made to implement the new and revised
capabilities into Phase Il of the FPRMAT system consist of the
following deck replacements and additions:




OVERLAY STRUCTURE

The overlay structure given below concerns modules TMPY, MULT,
TRAN, SEQWF, US06, USO7, and USO8. The overlay structure for decks

FO00, F025, F109 and FQ044 is unchanged.

included in the root segment.

Utility Routines

Transpose Multiply Module
Multiply Module

Transposition Module
SEQWF Module

Origin
FMT200

FMT220
FMT220

FMT220
FMT220

FMT260

FMT260
FMT260

FMT260
FMT260

Deck
Number

F602
(*)

F603
F600
F601
F6OF
F606
F604
F605
F606
F607
F608
F60E
F60J
F60H
F609
(*)

F60A
F608
F60D
F60C
F601
F600
F60P
F60K
F6ON
F632

Decks F640 and F641 should be

Subroutine
Name

SCATER
SCRACH
SQUEEZ
READA
WRITE
@RDER
READL
TMPY
MULT
READB
TRAN
SEQWF
READT
WRITET
WRITEL
FXTD
COMMAN
INVTST
DINV
SPLITW
SRTPAK
MATRIX
MATSUM
WRITEC
DECPMP
FRWRIT
STIFMX
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EIGENX Module

Experimental Eigen
Module

Exponentiation Module

(*) Labeled common block.

Origin
FMT260

FMT220

FMT290

FMT290

FMT220

FMT220

Deck
Number

FeoL
F615
F620
F621
F622
F623
F624
F625
F633
F626
F627
F628
F629
F630
F631
F701
F702
F703
F908

Subroutine
Mame

ANSHWER
WRITEU
usoe
EIGEN
VALUES
CARSEL
RARTHP
CR@SS
MERGEM
REDVEC
REVERS
VMULTY
NPRMLV
READV
WRITEV
uso?
RELEIG
GENEIG
USO§




APPENDIX
PHASE II ROUTINES EXTENDED

This appendix contains a detailed description of all subroutines
that were added or significantly modified in Phase II of the F@RMAT
system. The documentation for each subroutine is divided into the
following subheadings:

Algorithm - description of programming logic and flow
Input/Output - description of external data set input/output
Error Detection - description of detectable errors

Subroutines Required - list of subroutines called

Argument List - description of each argument and seguence
of appearance in list

Length - approximate number (in decimal) of words
required to store compiled code

Symbol List - description of all significant symbols used

The symbol list, which is in alphanumeric order, is divided into
four fields as follows:

1) The first field contains the symbol.

2) The second field contains the letters, I, L, or R denoting integer,
logical, or real variable, respectively.

3) The third field contains the letters A, C, D, or U denoting
argument list, common, dimensioned, or undimensioned variable,
respectively. The heirachy of the above letters is A, C, D, U.

4) The fourth field contains the description of the symbol.

Table A gives page number references for each routine documented.




TABLE A. ROUTINE REFERENCE TABLE

Subroutine
Name
EUTLY
SEQWF
- DECPMP
ANSWER
FRWRIT
MATSUM
WRITEC
WRITEU
usoeé
EIGEN
VALUES
COARSAL
RARTHY
CR@SS
REDVEC
REVERS
VMULTY
N@RMLY
READV
WRITEV
STIFMX
MERGEM
TSETQ
TIMEQ
usos

Page

10
12
19
23
28
30
32
34
36
43
47
49
52
54
56
S8
61
63
66
68
70
7e
74
5
T




SUBROUTINE EUTL9 (DECK F109)

This routine expands a compressed column.

Algori thm

A compression code of zero would indicate that the column is
already expanded. In that case, control is returned to the calling
program. Otherwise, the compression code is set to zero and the
process of expanding the column begins. '/here the number of entries
within the given column, NUM, is less than the order of the column,

N, the locations { NUM+1) through N are initialized as zero. The
compressed column consists of a series of value/location pairs as
( Vis Lys Voo Lo v s Vs Lnum). The column is expanded in sets

of pairs. Each set starts with the I-th entry and spans through the

IL-th entry such that the integer row designation at IL is not greater
than IL itself. The set is expanded in the reverse order of pairs.

Input/Qutput

None

Error Detection

None

Subroutines Required

None

Arqument List

EUTL9 ( A,N,NUM,K@DE )
A Array accommodating the column




N

NUM

K@DE

Length

56 words
Symbol List
A R
I I
IL I
N I
NUM I
K@DE I

D

Column order
Number of entries within column on input

Compression code

Array accommodating the column

Indexing variable pointing to the first of next
quantities to be relocated

Indexing variable pointing to intended address
of quantity at IL-1

Order of column
Number of entries within column on input

Compression code

n

—




SUBROUTINE SEQWF (DECK F608)

This is the driver routine of a module which provides the FORMAT
program user with the abstraction instruction SEQWF to treat the matrix
equality [ABAT]E = [ABCT+0], where B is a symmetric positive definite
quasi-diagonal matrix. The solution of this equation is based on the
decomposition of the symmetric congruent transformation [ABAT] by a
wavefront technique. The abstraction configuration options, followed
with an explanation of the matrix names used, are listed below.

BINV,AB,LT,E
BINV,AB, E ‘A,B,:p-SEQNF-:pT I
BINV, Ep = <JAB -SEQWF.+DT
AB,LT,E z A,B,+C- SEQUF. j
AB, E
E =  LT-SEQWF-+0T
ABAT =  A,B.SEQWF.

A, B, C, and E are the matrices in the equation above, while OT
is the transpose of matrix D.

By virtue of characters "INV" appearing in the first output matrix
name, BINV is the inverse of matrix B and takes the place of B for
all computations.

AB is the matrix product [A]-{8]. Should the preceding matrix
name contain the characters "INV", that product is then [A]-[B]".

LT is L where L-L = ABAT, or AB™AT if the name of the first

output matrix contains the characters "INV".

ABAT = ABAT, wherein B need not admit an inverse. This matrix
would be intended for use in the EIGENX module.

12




Algorithm

The first function of this program consists of verifying the
dimensional compatibility of the input matrices. Its driver functions
consist - of fulfilling the following conditions prior to each sub-
routine call:

1. Assuring that the input and output matrices are located on separate
data sets. Where necessary, this is achieved by copying the input
matrices onto available scratch data sets and later transferring
them onto the proper output data set.

2. Positioning all data sets at the origin of the matrix they contain.

3. Optimally partitioning the available working core for the use of
each subroutine in the form of conveniently dimensioned arrays.

4, Writing conventional FORMAT output matrix headers and trailers.

5. Establishing the communication with subroutines through arguments
and a COMMON region labelled SCRATCH.

Input/Qutput

Throughput takes place in subroutines called by this program.
The table below summarizes the peripheral storage of matrices, and
the use of scratch data sets. The output matrices are underlined.

3




DATA SET DESIGNATIONS

N1 N2 | N3 Na | nex [vo |nFo|notnve [nxe|aT|  ns
FxTo | A A |3 B~
watRIx| A8 | aBA! |scratch A
RESEQ ABAT
RENUMB ABAT |Scratch| Scratch

ScratchL ABAT

o|maTRIX| AB | ABC c
=
= T
2] oEcowp ABA LT
S| 0ECo!
(¥o]
FRWRIT Scratchu LT
MATSUM|Scratch —T-—ABCT | Scratch oT
AALBC +DT
T
ANSWER Scratchh—g—iﬁl Scratch LT
U
¥

WRITEU|Scratch{ U Scratch

<

The output format of matrix LT is as follows:

1. The matrix header wherein the maximum wavefront appears in lieu of
the column dimension.

2. The matrix columns in the order of decomposition.

14
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4.

The matrix columns in reverse order of decomposition.

The matrix trailer.

This module requires not more than five scratch data sets.

Error Detection

Any one of the four reasons listed are cause for the printing of

an appropriate statement followed by an error exit:

B

Inability to locate an input matrix from the specified data set.
Incompatible input matrices.
An insufficient number of scratch data sets.

Error flagged by a subprogram.

Subroutines Called

EUTLT, EUTL3, EUTL4, EUTLS, EUTLE, SCATER, FRWRIT, INVTST,
FXTD, MATRIX, DEC@PMP, FRWRIT, MATSUM, ANSWER, WRITE, WRITEU,
STIFMX

Argument List

SEQWF ( NUMPT ,NAM@T,I@SPEC,NUMIN,NAMIN, INSPEC,NUMSR,ISSPEC,NUMSC,ERRGR,

NW@RK,A ) :
NUMGT Number of output matrices

NAMOT Array of output matrix names

I@SPEC Array of output data set designations
NUMIN Number of input matrices

15




NAMIN
INSPEC
NUMSR
ISSPEC
NUMSC

ERR@R
NW@RK
A

Length
1472 words

Symbol List

A

DX9
ERR@R
INSPEC

INVERT
IPSPEC

[SCRCH

ISFXTD

ISSPEC
LPS

R
L
L

> B O >

(@]

Array of input matrix names
Array of input data set designations
Number of scratch data sets

Array of scratch data set designations

Number of input matrix names between the equal sign
and the first dot of the abstraction name

Logical error flag
Dimension of work array A

Work array

Work array
Flag which designates the presence of matrix C
Error flag

Array which contains the designations of the input
matrix data sets

Matrix B is inverted on indication through this flag

Array which contains the data set designations of
the output matrices

Integer pointing to the next available scratch
data set designation within array ISSPEC

Integer pointing to the alphanumeric designation
of matrix AB which is contained in array NAMOT

Array of available scratch data set designations

Number of columns of matrix U which have already
been computed and output

16




LINES

MAXPF

N1
N2
N3
N4
NAC

NAMIN
NAMGT
ND
NDIM
NDINV
NDINVP
NET
NF@
NFX
NFXTD
NFXTDP
NP

NUMIN
NUMIT

:

O O O O O O

>

O O O O OO O o 6o o 0o » >

Maximum number of lines per page of printed output
Number of rows in matrix A

Maximum number of elements in the compressed columns
of matrix AB(1).

Number of columns in matrix A
Scratch data set designation
Scratch data set designation
Scratch data set designation
Scratch data set designation

Maximum number of interactive row/columns during
the course of a Cholesky decomposition

Array of input matrix names

Array of output matrix names

Designaticon of data set containing matrix 8
Array containing the input matrix dimensions
Output data set designation for matrix B
Interim designation of data set containing matrix B
Designation of data set containing matrix C
Designation of data set containing matrix OT
Designation of data set containing matrix A
Output data set designation for matrix AB
Interim data set designation for matrix as(-1)

When in a double-precision environment, NP is 2;
otherwise, it is 1

Number of input matrices

Number of output matrices

17




--u-n-F-—-FuNHH_-F'ﬂFﬂ!-Ill-IIll'IIl.llIl-l-'-l--llﬂﬂﬂnnuumww.,w. ——

_ e —
e ———

NUMSC

NUMSR
NW@RK
NXP

PPl

SIGNET
SIGNPG

e e O > > P

Number of input matrix names between the equal
sign and the first dot of the abstraction name

Number of scratch data sets

Extent of work array A

Output data set designation for matrix ET
Number of columns in matrix DT

P+

Maximum number of columns in a partition of
matrix (ABCT+DT), when processed by subroutine ANSWER

Sign of input matrix C
Sign of input matrix OT

18




SUBROUTINE DEC@MP (DECK F60K)

Given A, a symmetric positive definite matrix, this routine com-

putes LT, an upper triangular matrix in the matrix equality LLT = A,

Algorithm

Where matrix A is of order n, the computations of L may be stated

as:
i-1

w
"

i = Mgy +544)

1

]ji

([}
o

(3-1)

Data set NS contains the upper half of symmetric matrix A in re-
verse column order. The following takes place with the reading of
each column j of matrix A.

The IEL values are stored into array B, and their column locations
are stored into array LB. Should INF@(LASTR,1) contain j, array A
then contains values of s concerning this column. In that case only,
these values and their corresponding row locations, taken from the
first column of INF@, are adjoined to arrays B and LB, respectively.
A call to subroutine PRDER performs a sort and merge on these two
arrays to produce the JEL elements (a1j + sij) in B, with their row
locations in LB. The last element of B is replaced by its square root
and divided into the remaining elements to produce the values of
column LT within array B8, and their corresponding row locations within
array LB. The off-diagonal elements of this column now make their

19




contributions to triangular matrix S located within array A. To this
end, subroutine PRDER is used in conjunction with both columns of

INFP in the calculations of the locations of the sij elements. In

the process, the contents of LB are replaced by their relative location
designations, from the second column of INFJ, to avoid duplication of
effort in their future use. B and LB are written onto data set NT to

conclude processing of column L}.

Control is returned to the calling program when j designates
column 1. Otherwise, the integer variables LASTR and NEXTR are
decreased by 1, and this process is repeated for the next column of
the input matrix.

Input/Qutput

Matrix A is read from data set NS. Matrix L' is written onto data
set NLT. The following information is written for each column through-
out the course of decomposition:

T

1. The actual column designation.

n
.

The diagonal values of matrices A and L.

3. The number of non-zero elements in this column.

4. The ratio of the diagonal element of A divided by that of L
will cause the printing of: a) two asterisks if greater than

108; b) one asterisk if greater than 103,

Error Detection

Insufficient core space, recognized with NAC>NK, causes the printing
of an appropriate statement and halts execution. Following completion

20
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of execution, should the condition 17%-> 108 have arisen, the

19
printing of an aborting message precedes an error return.

Subroutines Called
PRDER, READT, WRITEL

Argqument List

DECPMP ( A,INF@,MK,ERRGR )

A A linear array used as a triangular matrix to store
(partial) values Si° These values are kept in this
array throughout their active period, that is from
their first partial value until the column with which
they are associated has been decomposed. At that
time, the space they occupied is cleared and allocated
to the next activated column of S.

INF@ A twin-information vector of order MK. The active row/
column numbers of S are stored in the first vector in
ascending order. Their relative locations within A
are correspondingly stored in the second vector.

MK The maximum permissible number of active row/columns
of matrix S.

ERR@R Error flag

Length

2591 words

Symbol List

A R A A linear array used as a triangular matrix to store

21
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M
MK
INFP

LB

LINE
LINES
LASTR
NEXTR
IEL
NLT

NS
NP
IPRGNL

O C Cc a o o

o

the (partial) values Sij° These values are kept in
this array throughout their active period; that is,
from the inception of their first partial until the
row with which they are associated has been decomposed.
At that time, the space they occupied is cleared and
allocated to the next row/column of S.

Order of matrix L
Maximum permissible number of active row/columns of S

Twin information vector of order MK. The active row/
column numbers of S are stored in the first vector.
Their relative locations within triangular array A
are correspondingly stored in the second vector.

Array which is used to accommodate the sianificant
values of throughput matrices

Integer counterpart of array B used to accommodate
the column locations

Line of output counter

Maximum number of lines per page of output
Current number of active row/columns of S
LASTR+1

Number of elements in arrays B and LB

Designation of the data set onto which matrix LT
is written '

Designation of the data set containing matrix A
Number of words per real variables

Row/column designations prior to optimal resequencing;
LB(IEL) contains this information for each row/column

22




SUBROUTINE ANSWER (DECK F60L)

In the matrix expression LLTx = b, given matrices LT and b, the
former being an upper triangular matrix, this routine computes xT
by way of y, where Ly = b.

Algori thm

In a system of order n, the computations of each yj column may

be stateg as: o

Yi3 = (By5¥245)/144

The computations of x may then be stated as:

n

Wiz &= . 2 1% . (i)
ij kmi41 ik7kJ

Xij = (y1j+vij)/1ii

Costly use of the F@RTRAN BACKSPACE statement is circumvented with
providing both matrices L and LT under cover of one FPRMAT matrix.
With L in reverse column order and b in reverse row order, the above
recursive expressions yield the rows of x in their proper order.
Furthermore, the row and column designations of L and LT have been
replaced by the allocation addresses of the corresponding columns of
matrix b in array B.

The following is a description of the computations of matrix y.
The next row of matrix b is read via subroutine READT in the form of
the values into array A and corresponding column locations into array
LA. With the provision that the columns of denominations greater than
NQ will be processed through a future invocation of this routine, the
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appropriate values and their locations are written onto scratch data
set N4 via subroutine WRITET.

For each column designation of present concern, subroutine @RDER
is invoked for allocation (new or previous) of these values within the
rows of column MK of array 8. Arrays A and LA are then filled with the
current column of matrix L. The variable LR, which points to the cor-
responding column of array 8, is read in the process. Uhere the row
of b, which is now buffered in column MK of array B, corresponds to
this column of L, it is added onto column LR of B, thus producing the
current row of the matrix sum (b+z). Dividing this row by the last
value of array A then yields the current row of matrix y.

Control is passed to the back-substitution portion of this program
on one of the following conditions: a) the current column is column
1; b) the current number of active columns in matrix L is 1, and row
LASDX@ of matrix b has already been read.

Otherwise, the cross-product of the newly created column of y and
current column of L is deducted from array B in contribution to the
formation of matrix z.

The following is a description of the computations of the finai
matrix, x. The current column of matrix y (y+v), which is still in
column LR of array B, is divided by the current diagonal element of
matrix L to produce the corresponding row of matrix x. This column
is written onto N2, the output data set. Should this be column n,
control is returned to the calling program. Continuing oa the reading
of data set NT via subroutine READL, arrays A and LA, and the associated
value of LR are replenished with the next column of matrix LT. The
reading of the corresponding row of matrix y into column LR of array

B is preceded and followed by backspacing data set NS. The off-diagonal
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elements of this column of L' are associated with the (already com-
puted) row of matrix x which resides in the columns of array B
designated by the elements of LA. The cross-product of these associated
values is deducted from the elements of y in column LR of array B to
yield the corresponding row of matrix (y+v) which is now recycled in
this procedure.

Input/Output

The rows of matrix b are read from data set N2. Elements of these
rows which are associated with columns of denominations greater than
NQ are written onto data set N4. Matrix L is read from data set NT.
Matrix x is written onto data set N2.

Error Detection

None

Subroutines Called

@RDER, WRITE, READA, READL, READT, WRITET

Arqument List
ANSWER ( B,LP,MK,PP1,P )

B Storage array of dimension P by MK used to accommodate
z, during the forward course of solution, and v during
back-substitution

LP A twin information vector whose first column contains
the ordered LASTP column designations of B; their
allocations within the columns of B are correspondingly
stored in the second column of LP

MK (MK-2) is the maximum number of active columns allowed
in matrices z and v
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PP

p

Length

2362

Symbol List
P I
PP1 I
MK I
B R
LASTP I
NEXTP I
LP I
A R
LA I
IEL I

P+l

Row dimension of array B

Number of columns in matrices x and b
P+1

(MK-1) is the maximum number of active rows allowed
in matrices z and v

Array used for the storage of matrices z and v

The number of columns of b which have been processed
during the course of computing matrix z

LASTP+1

Twin information vector whose first column contains
the ordered LASTP column designation of matrix b;
their physical allocations within the columns of B
are correspondingly stored in the second column of LP

Array which buffers the significant values of all
input matrices. Moreover, it is the working array
of each row of matrix L.

Array which accommodates the integer values associated
with array A. In the case of the rows of L, these
integers represent the relative locations of the
appropriate columns of array 8.

Number of elements in arrays A and LA
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NT

NS

NA

NQ

LPS

N2

LASTR
JX

LR

IPRGNL

IRQW
LASDX@

Designation of data set which contains matrix L in
reverse order and matrix LT in normal order

Designation of scratch data set used to accommodate
matrix y

Columns of b which are of denomination greater than
NQ are written onto data set N4

Each invocation of this program is to process a
predetermined number of columns of array b whose
denominations do not exceed NQ

LPS columns of array x have already been computed

Data set containing the rows of matrix b on input
and those of matrix x on output

Number of currently active rows in matrix b

Ouring back-substitution, the next row of y is to
be read when IRGW = JX

The location of the currently computed row of y or x
within the columns of array B

Original equation sequence. Differs from IRGW
where matrices L and LT represent the optional
decompositions of resequenced equations. Obtained
from the last (diagonal) location of array LA.

Row counter

Known designation of last row of matrix b
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SUBROUTINE FRWRIT (DECK F6ON)

This routine augments a lower triangular matrix given in reverse
column order with its duplicate in forward column order. This, to
avoid the costly Fortran BACKSPACE commands in the ensuing multiple

uses of this matrix.

Algorithm

The matrix columns are read in their reverse order via subroutine
READA. In the process, should the input and output data sets differ,
each column is written onto the output data set via subroutine WRITE.
These columns fill array A to its capacity, eac¢h column followed by its
number of elements, and compression code. Each time array A is filled
to capacity its contents are written onto scratch data set N1 as one
Fortran record. The forward writing of these columns begins ornly after
column 1, the last column in the input sequence, has been read. It is
then that the writing of column 2 on the output tape is followed by
the others. To that end, the records that have been written on scratch
data set N1 are brought back to core in the "BACKSPACE,BACKSPACE,READ"
sequence. Data sets N1 and N3 are rewound as control is returned to
the calling program.

Input/Qutput

The input matrix is read from data set N3. The output matrix is
written onto data set NLT.

Error Detection

None

Subroutines Called
READA, WRITE

—




Arqument List

FRWRIT ( A )
A

Length
217 words
Symbol List
A R
K@OE [
KoL I
M I
N1 I
N3 I
NAC I
NLT [
NP I
NQ I
NUM I
NW I
NWORD I
SAVE L

[ —

c

= O & & © o 0 o o 00

Work array

Work array 4
FARMAT compression code

Column designation

Order of matrix

Scratch data set designation

Input data set designation

Number of elements in the most populated matrix column
Output data set designation

Number of storage words per real variable

Useful extent of array A

Number of elements in a column

Pertinent number of records on scratch data set N1
Extent of array A |

Flag indicating a common input and output data set
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SUBROUTINE MATSUM (DECK F60@)

This routine performs matrix summation [+ A + B] in reversed column
order and compressed format. Matrix B is input in reversed column
order.

Algorithm

Core is filled with partitions of sequential columns of matrix A.
The algebraic sign of the elements are reversed, as required, and each
column is addended with the integer representations of its number of
elements and column designations. Except for the very last, each parti-
tion is written onto scratch data set N1 as a single record. The
remaining task takes place in reversed column order. When the current
in-core partition of matrix A has been processed, the previous partition
is read from data set N1 in the BACKSPACE-READ-BACKSPACE mode. The
columns of matrix B are read via subroutine READT. The values are
stored into array B, their row locations are read into array LB.
Merging takes place where column designations match, by adjoining the
value-lccation pairs of B onto the indiscriminately compressed column
of matrix A within array A, and sorting via subroutine PRDER.

Input/Qutput

Matrix A is read from data set from data set NP@. Matrix B is
read from data set N2. The matrix sum is written onto output data
set N4.

Error Detection

None

Subroutines Required

@RDER, READA, READT, SQUEEZ, WRITE, WRITEC, WRITET
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Arqument List

MATSUM(A)

A Working storage array

Length

3424 words

Symbol List

A R A Work array accommodating columns of matrix A and
summation columns

B R U Array accommodating the value elements of columns of
matrix B

DXp L C Flag designating presence of matrix B

LASDX@ I C Designation of the output column of lowest
denomination

LB I U Array accommodating the row locations of the columns
of matrix B

" I C Columm dimension of the matrices -

NP I U Number of storage words per real variable

NW I U Counter of partitions of the A matrix

NP I C Denomination of data set containing matrix A

N1 I C Scratch data set denomination

r N2 I C Matrix B input data set denomination
N4 I C Output data set denomination
P I C Row dimension of the matrices
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SUBROUTINE WRITEC (DECK F60P)

This routine writes a compressed column in the form of all values
followed by all row designatioris.

Algorithm

A record consisting of the column designation, the number of
value/location pairs, the real elements, and their row designations is
written onto data set N.

Input/Qutput

A column is output onto data set N.

Error Detection

None

Subroutines Required

None

Argument List
WRITEC ( K@L,NUM,V,L,M,N )

KaL Column designation

NUM Number of (value, location) pairs
v Array of values

L ‘ Array of row locations

M Row dimension of array L

N Output data set denomination
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Length
121 words
Symbol List
KoL I
NUM [
v R
L [
M [
N [

P > P> > P> P

Column designaticn

Number of (value, locations) pairs
Array of values

Array of row locations

Row dimension of array L

Qutput data set denomination
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SUBROUTINE WRITEU (DECK F615)

This routine transposes a dense matrix given in random order of
rows.

Algorithm

JP is calculated as the number of columns which the available core
space allows, with room to buffer the remaining extent of a row. Each
row is read with its designation proper, and its leading elements are
transferred to their intended locations within this partition of
columns. The remaining elements, if any, are written onto data set N1l
for future processing. Having thus formed this partition, each column
is output onto data set NX. The N1 and N2 data set designations are
interchanged at the conclusion of each partition processing.

Input/Qutput

The rows of the input matrix are read from data set N2. The columns
are written onto data set NX.

Error Detection

None

Subroutines Called
READA, YWRITE

Argument List
WRITEU ( A,Q )

A Work array

Q Number of columns in output matrix
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Length

230 words

Symbol List

A R A Work array

IE I U A(IE) is the last element of a buffered input row.
&F The segments of rows starting from A(IR) are to be
i processed with future partitions.

IT I U A(IT) is the last element within the current partition

of columns

Iv I U A(LV) is the origin of row buffers

J I U Input row designation

JL I U Number of columns remaining at start of a new partition

JN I U Number of columns which will have to be processed

i with future partitions

JP I U Number of columns in current partition

JY I C This matrix has (M-JY+1) non-zero rows

K@L I C Output cclumn designation

MIRE L U Flag indicating future partitions

N1 I C Scratch data set designation

N2 I C Scratch data set designation

NX [ C Output data set designation

Q I A Number of columns in output matrix
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SUBROUTINE US06 (DECK F620)

This is the driver routine of the EIGENX module which provides the
FARMAT program user with the abstraction instruction USERO6 to extract
the dominant eigenvalues and eigenvectors represented by the expres-
sion MU = KUD. This, by way of a tridiagonal system of reduced order
whose eigenvalues and eigenvectors closely approximate the desired
higher end of the original eigenspectrum.

Algorithm

In the following expression M and K are symmetric matrices. M is
a given positive semi-definite matrix, while the positive-definite
matrix K is given in terms of its lower and upper decompositions L and
LT, where LLT = K. With the matrix of eigenvectors U, and the diagonal

matrix of eigenvalues D, the complete eigen-equation is:

MU = KUD

MU = LLTUD

T = LTuo

Let X = Ly

Ty =T

L

then LML

YU

X = XD

M7

X = D

With interest to the leading p eigenvalues and eigenvectors only,
Ojalvo and Newman (ref. 15) have demonstrated that a system of order
n can be reduced to the below system of order m (n > m > p) wherein
the desired quantities are accurately approximated:
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X b R R

(mxn) (nxn) (nxm) (mxm)

T ML'T} X, = D

with ; xR = VY

Vectors V can be computed to arrive at the tridiagonal systam

Vit Ty = v v

whose eigenvalues are found through the inspection of this Sturm
sequence, hence leading to the computations of Y, XR’ and U.

The following is a derivation of the tridiagonal system:

= : —l
1 %2 B
0 8 a
2 %3
Vil Ty -
%1-1 Bpa1
Bn-1 %p
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then
1

s ] = =y
L ML V.‘ - Vi--l 81-] - V1 01 v1+] 31 Vi+1s

V}+] is orthogonal to vectors [vilv, ----lv;] = V .. Proof: pre- |
multiplying both sides of the above equation by V{ j

) MO W, 4 T LR |
VK L ML ¥ = VK Vial 51_] 5 VK Vi %4 VK i+l
or - A TR P -
|
|
! it B 1T R
8541 Bi-1 J ;i
a 0 = 0
g IR . S

However, the authors of ref. (15) recommend re-orthogonalizing through
the expression

d
—=final - T—
Vel T Vw2 {“j"m}‘
on the assumption that !

T—.
VjV1+~| = C
Hence,

“ .- - -
i) T Ve e Ddgar Ygigdie

is orthogonal with v}, as can be shown by premultiplying both sides

-1 SR T, . T= i i
ViVier T ViVier T Y5Y5YiVia 0 (since viYy 1.
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The task of this program consists of partitioning work array A for
the use of its subroutines. Thereafter, subroutine EIGEN is invoked to
compute the eigenvalues and intermediate vectors X, through which sub-
routine REVERS computes the vectors U which are normalized by their
components of highest absolute value in subroutine N@RMLY.

Input/Qutput

Matrices M and K are read from data sets N3 and NLT, respectively.
Output matrix U is written onto data det NV.

Error Detection

Insufficient core space causes an error return with the printing
of an appropriate statement.

Subroutines Required

EIGEN, EUTL3, EUTL4, EUTL5, EUTL6, N@RMLV, REVERS.

Argument List

EIGENX ( NUMAT,NAM@T,I@SPEC,NUMIN,NAMIN,INSPEC,NUMSR,ISSPEC,NUMSC,
DUMMY ,ERR@R ,NWARK,A )

NUMRT Number of output matrices

NAMAT Array of output matrix names

[@SPEC Array of output data set designations

NUMIN Number of input matrices

NAMIN Array of input matrix names

INSPEC Array of input data set designations

NUMSR Number of scratch data sets

ISSPEC Array of scratch data set designations
40




NUMSC
DUMMY
ERR@R
NWARK
A

Length
460 words

A
ERPR
ERR@R
IN

INSPEC
IPSPEC
ISSPEC
v

Iv

IW

LA

LB

Lc
LD@F

Symbol List

—r - 20

c P» O

e e & B & e > » »

A

ODummy argument

Dummy argument

Logical error flag
Dimension of work array A

Work array

Work array
Error flag

Error flag

To conform to the sequence of decomposition of matrices
L and LT, the elements of matrix M are to be reordered
according to a list of integers starting at A(IN)

Array of input data set designations

Array of output data set designations

Array of scratch data set designations

A(IU) is the origin of a linear
A(I1V) is the origin of a linear
A(IW) is the origin of a linear
A(LA) is the origin of a linear
A(L8) is the origin of a linear
A(LC) is the origin of a linear

array
array
array
array
array

array

of dimension
of dimension
of dimension
of dimension
of dimension

of dimension

N
M
M
M

A(LD@F) 1s the origin of a linear array of dimension NAC
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M I C The Nth order eigenspectrum }s reduced to a tri-
diagonal system of order M whose P < M < N largest
eigenvalues accurately represent those of the original
system

N I C Order of the original system

N1 I C Scratch data set designation

N2 I C Scratch data set designation

NAC I C Maximum wavefront of decomposition

NAMIN I A Array of input matrix names

NAMBT I A Array of output matrix names

NL [ C OQutput data set designation concerning the eigenvalues

NLT I C Input data set designation concerning decomposition
matrices L and LT

NMASS I C Input data set designation concerning matrix M

NP I C Number of machine words per real variable

NPQT I C System output data set

NT [ C Array of scratch data set designations

NTAPE I C Array of input data set designations

’ ' NUMIN I A Number of input matrices

NUMIT I A Number of output matrices

NUMSR I A Number of scratch data sets

NV I C Output data set designation concerning matrix of
eigenvectors U

NWPRD I C Extent of work array A

NW@RK I A Extent of work array A

NX I C Extent of insufficiency of work array A

P I C Desired number of eigenvalues and eigenvectors
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SUBROUTINE EIGEN (DECK F621)

This routine performs the computations of matrices V, D, Y, and
X described in the documentation of subroutine USO6 (deck F620).

Algorithm

The reverse sequence of decompositions L and LT is read from tape
NLT into array JPLD. Vector V}_], which is stored in array U, is
initialized as zero while vector Vi stored in V, is initialized
with random numbers generated by subroutine FLRAN. Data set NLT is
positioned at the origin of matrix LT by skipping over the records
" which make up matrix L. The following computations take place with
each vyt

Bg-l = (V? vi) via call to function CRPSS

vi T Vy/8 4 stored on data set NI
¢y = L']MLJV1

via subroutine CPRSQOL
ag = viL Ty,

i
'v', S Tl B ng vy {VJ Vi + 1; via subroutine RPRTH@
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In this process, the values of a, 52 and g are stored in arrays
A, S and B respectively, and the variable T is computed as the maxi-
mum of sums (8;_; + a; + 8;).

The eigenvalues of the symmetric tridiagonal matrix (whose
elements are now described with the contents of array A for the
diagonal values, and array S for the super and sub-diagonal values)
are extracted in subroutine VALUES and stored in array Y which was
previously initialized with the value of T as upper bound. Sub-
routine REDVEC then computes the vectors Y, and subroutine VMULTY
computes the X vectors.

Input/Qutput
.

Data set NLT is positioned at the origin of matrix L'. Data s .
NMASS is positioned at the origin of matrix M. The P eigenvalues
from array W are written onto output data set NL.

Error Detection

The inability to locate matrix M from data set NMASS or a
dimensional disagreement between matrices M and L will cause an
error return with the printing of an appropriate statement.

Subroutines Required

CORSQL, CRASS, EUTL3, EUTLS, EUTL6, FLRAN, READA, REDVEC, R@RTH@,
VALUES, VMULTY, WRITE

Arqument List

EIGE“{ ( C,U,v’w,AQB’S’LDGF,JQLD’“Ab‘IN’N )

¢ Array used to accommodate vector <4
v Array used to accommodate vector V4
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) Array used to accommodate vectors Vgl% and Vﬁ?ﬂ

W Array used to accommodate vector V](l% and the
eigenvalues

A Array of a's

B Array of 8's

S Array of Bz's

LD@F Array used by subroutine C@RSQL

JoLD Array accommodating the re-ordered sequence of
decompositions L and L'

NAMIN Array of input matrix names

N Order of input matrices ‘

Length

494 words

Symbol List

A R A Array of a's

ALPHA R U ay

8 R A Array of 8's

BETA R U 8y

BETASQ R U 82

c R A Array used to accommodate vector ¢4

ERRAR L C Error flag

JoLb I A Array accommodating the re-ordered sequence of
decompositions L and LT

M I C Order of tridiagonal system

N I A Order of eigenspectrum
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N1

NAMIN
NL

NLT
NMASS
LD@F
NPOT
NX

(]

O O O X O O

- B~ B B -~ B =
> > P Cc cC >

Scratch data set designation used to accommodate
the v vectors

Array of input matrix names

Output data set designation concerning the array
of eigenvalues

Designation of data set containing matrices L and LT
Designation of data set containing matrix M

Array used by subroutine C@RSPL

System output data set

Vector counter

Number of requested eigenvalues and corresponding
eigenvectors

Array of Bz's

Largest modulus of a column of the tridiagonal system
Modulus of a column of the tridiagonal system

Array accommodating a vector v

Array accommodatihg a vector Vﬁl% and Vﬁi?a1

Array accommodating a vector Vfl% and the eigenvalues




SUBROUTINE VALUES (DECK F622)

This routine determines the eigenvalues of a tridiagonal system
through inspection of the Sturm sequence.

Algorithm

The array of eigenvalues, V, has been initialized with the largest
norm of the tridiagonal system prior to entry into this routirne. The
variable C, which is to reflect the lower bound of the lowest eigenvalue
being sought, is initialized with the negative value of the largest
norm. The eigenvalues are determined in the reverse order of algebraic
magnitude. The reverse counter NZ is set to the order of the system,
NX. The attempted eigenvalue, U, is set to (V(NZ) + C)/2. The
determinant of the system (A-UI) is computed as the variable NC counts
the sign changes between successive principal minors. Should this
variable reach the value of NZ, U is smaller than the Nzil eigenvalue;
C is then set to U, and a new attempt is made. Otherwise, the values
of V from NC + 1 through NZ which are smaller than U are set to U.

This process is repeated for the next algebraically larger eigenvalue.
Having thus determined all NX eigenvalues, these are shifted as neces-
sary to place the P largest in absolute value in leading position.

Input/Qutput

None

Error Detection

None

Subroutines Required

None

47




Argument List
VALUES ( A,B,V )

A Main diagonal of tridiagonal matrix

B Super/sub-diagonal of tridiagonal matrix

v Array of eigenvalues on exit from this routine

Length

250 words

Symbol List

A R A Main diagonal of tridiagonal syste&

b R A Super/sub-diagonal of tridigonal system

c R U Lower bound of lowest eigenvalue

P I C Required number of eigenvalues largest in
magnitude

Pg R U Previous leading minor of tridiagonal system

P1 R U Current leading minor of tridiagonal system

PM R U PP after computation of P1

SIGNP9 L U PP is positive when SIGNPP is true

SIGNP1 L U P1 is positive when SIGNP1 is true

NC I U Sign change counter between successive principal minors

NX I C Order of tridiagonal system

NZ R U Eigenvalue counter

U R U Attempted eigenvalue

v R A Exit array of eigenvalues




SUBROUTINE CPRS@L (DECK F623)

Given vector v, the symmetric positive semi-definite matrix M,
and triangular matrices L and LT. where LLT
positive-definite matrix, this routine computes the scalar product

vTL '1ML 'Tv and the vector L ']ML ‘Tv.

= K, as K is a symmetric

Algorithm
T

The back-substitution operations concerning the expression L'b = v
yield b = L"Tv. As generated by subroutine DECOMP of FPRMAT's SEQWF
module, matrices L and LT are input under cover of one matrix. Thus,
the elements of vector b are computed and stored in the reordered
sequence. The expression d = Mb = ML'Tv is computed by reading and
cross-multiplying each (transposed) column of M with vector b. A
distinction is made here between a conventional FPRMAT M matrix, and
the M matrix that was generated in its symmetric half by the SEQUF
module. The latter would be the case where the logical variable SEQWFM
is true. The rows and columns of matrix M comply to the sequence of
b through information vector J@LD. That is Mjj is resubscripted My,
where K = JOLD(I) and L = JPLD(J). Since vIL-1ML-Tv = L-Tv TML-Ty =
bTd, each computed element of d is multiplied by the corresponding
element of b to contribute to the scalar product. At this time control
is returned to the calling program where this routine has been invoked
for the last time. Otherwise, the forward elimination operations
concerning the expression L¢c = d yield ¢ in place of d. Note that
c=Lld= " ’Tv, the desired vector.

Input/Output

Matrices LT and L are read from data set NLT. Matrix M is
read from data set NMASS.




T S e e

Error Detection

None

Subroutines Required

READA, READL

Argument List

CARSPL ( V,D,JPLD,LD@F ,ALPHA,NAMIN )

v Array of dimension N containing vector v on entry
and vector b on exit
D Array of dimension N accommodating intermediate
vector d and output vector ¢
JoLD The elements of matrix M are ordered according to this
array. That is, Ms; is transformed to Mk] as K =
JPLD(I), and L = J&LD(J)
LD@F Array whose elements represent the relative locations
of the elements of vectors v and d
ALPHA Variable representing the scalar quantity vic Ty
NAMIN Array containing the FPRMAT name of matrix L (and LT)
Length
1898 words
Symbol List
A R U Storage array for the columns of matrix M and the
real values of the columns of matrices L and LT
ALPHA R A Variable representing the scalar quantity i Ty
D R A Array of dimension N which accommodates vectors d and ¢
L I U Number of value-location pairs in a column of L or LT
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KaL I U Matrix M column designations
LA I U Array accommodating the integers corresponding to
the values of array A
LR I U Variable read with each column of L and LT pertaining

to the corresponding elements of vectors v, b and d

M I C Number of times this routine is to be executed

N I C Order of matrices

NAC I C Maximum wavefront

NAMIN I A Array containing the FPRMAT name of matrix L (and LT)

NEL I U IEL4]

NLT I C Designation of the data set containing matrices L and
LT under cover of one FPRMAT matrix

NMASS I C Designation of data set containing matrix M

NX I C Number of times this routine has been entered

v R A Array of dimension N containing vector v on entry

and vector b on exit

SEQWFM L C The M matrix is the triangular half of the symmetric
triple product matrix generated by the SEQWF module
when SEQWFM is true
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SUBROUTINE R@RTHP (DECK F624)

This rcutine reorthogonalizes a newly computed eigenvector with
previously computed mutually orthogonal eigenvectors.

Algorithm

As described in the documentation of subroutine EIGEN X, the pro-
cess of reorthogonalizing vector v? with previously computed mutually
orthogonal vectgfs Vi (% %_j< i), may be executed through the expres-
sion v, = v? - 5 v ;vjvi .

j=1

Arrays U and V contain v?. The latter array will ultimately con-
tain the desired reorthogonalized vector. Each vector v. read into
array C from data set N1 is transposed cross-multiplied with v? in
array U; that product is then premultiplied with vj, the result is
deducted from the contents of array V and stored into array V.

Input/Qutput

Vectors v‘j are read from data set N1.

Error Detection

None

Subroutines Required
CR@SS

Argument List
RORTHG ( U,V,C,N )

1] Array containing vector v?
] Array containing vector v? on input, and v; on exit
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C

N

Length
130 words
Symbol List
c R
E R
N I
u R
v R
N1 I
NX I

O O P P > o CcC >

Array used for the storage of vectors vj

Order of vectors

Array used for the storage of vectors vj

To
Vjvi

Order of vectors

o

Array containing vector v;

O =

Array containing vector v; on input and v; on exit

-

Designation of data set containing vectors Vj

Value of Subscript.'i'
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FUNCTION CR@SS (DECK F625)

This function subprogram computes the cross-product of two given
vectors.

Algorithm

This function is computed as the cross-product of given vectors
A and 8.

Input/Qutput
None

Error Detection

None

Subroutines Reauired

None

Argument List
CR@SS ( A,B )

A Given row vector

g Given column vector

Length

82 words

Symbol List

A R A Given row vector

B R A Given column vector
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[ I U Indexing variable

I C Order of vectors A and 8
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SUBROUTINE REDVEC (DECK F526)

This routine performs the complete eigensolution of a real
symmetric tridiagonal system using the method of Jacobi. Computation
is restricted to the upper half of the matrix.

Algorithm

Array A is initialized to reflect the contents of array D as its
diagonal and those of array U as its super-diagonal. Array X, the
ultimate orthogonal matrix of eigenvectors, is initialized as an
identity matrix. The reader is referred to reference (16) for a
comprehensive derivation of this method. The annihilation of off-
diagonal elements progresses from one column to the next, following
a complete new sweep across the columns previously processed. An
element is annihilated only on condition that it be larger in magnitude
than the largest previously computed zero. The computations of the
matrix of eigenvectors take place concurrently.

Input/Qutput

None

Error Detection

None

Subroutines Required

None

Argument List
REDVEC ( X,A,D,U,M )

X Array for eigenvectors
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A

D

U

M

Length

540 words
Symbol List
A R
AGAIN 4
BIG R
D R
M I
U R
X R

Array accommodating the tridiagonal matrix to be
diagonalized

Array accommodating the diagonal elements of the
matrix to be diagonalized

Array accommodating the superdiagonal of the matrix
to be diagonalized

Order of the eigen-equation

Array accommodating the matrix to be diagonalized

Flag calling for the continuation of the diagonaliza-
tion process

Value of largest computed zero

Array accommodating the diagonal elements of the
matrix to be diagonalized

Order of the eigen-equation

Array accommodating the superdiagonal of the matrix
to be diagonalized

Array of eigenvectors on exit from this routine
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SUBROUTINE REVERS (DECK F627)

This routine performs the matrix back-substitution LTX = V where
neither matrix fits core.

Algorithm

Matrix LT was generated by the FORMAT SEQWF module's subroutine
DECPMP. Recall the computations of each column XJ:

n
S Ml YL (n>1)
k=i+1

Xij = (v'ij * y'ij)nii

Each column of LT is read from data set NLT with the variable LR
designating the column of array V which is allocated to the correspond-
ing row of matrix v. That row is then read into the array column from
data set N3 via subroutine READV. During the back-substitution opera-
tions, the carrespondence between the rows of LT and the columns of array
V is achieved through the elements of array LA which were read as part
of the column of LT. Thus processing a column of LT yields the cor-
responding row of x. The original designation of that row, taken from
the element of array LA, is written onto data set N2 with that row.

Input/Qutput

Matrix LT is read from data set NLT. Matrix V is read from data
set N3. The rows of matrix X are written onto scratch data set N2.

Error Detection

None
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Subroutines Reaquired

READL, READV, WRITE

Argument List

REVERS ( V,P )

v

P

Length
1710 words
Symbol List
A R
D R
IEL I
LA I
LR I
N I
N2 I
IEL 1
NEL I
NLT I
IPRGNL I

= s e =

(3]

c € € C

Array

Column dimension of matrices V, Y and X

Array accommodating the values of columns of matrix LT

Diagonal values of LT

Number of elements in a column of LT

Array accommodating the correspondence between the row
elements of LT stored in array A and the columns of
array V

Designation of the column of array V corresponding to
the current column of L

Order of matrix LT

Scratch data set onto which the rows of matrix X
are written

Number of elements in a column of LT
IEL-1
Data set containing the columns of LT

Original designation of current equation
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I A Column dimension of matrices V, U and X

I A Array whose columns accommodate rows of matrices
V, Y and X




SUBROUTINE VMULTY (DECK F628)

This routine performs the matrix product XT = VTY, wherein Y
is core resident.

Algorithm

The integer variable IN is calculated as the number of rows of X
which array A can accommodate with the unused extent of a column of V
starting from location IV. The computations of each partition of X
are effected with the summations of the partial products of each column
of V and the corresponding row of Y. In the process, elements of V
which do not enter into the computations of the current partition are
written onto data set N2 via a call to subroutine WRITEV. The computed
rows are then written onto data set N3. The N1 and N2 data sets are
rewound, and their designations are interchanged at the conclusion of
processing each partition.

Input/OQutput

Matrix V is read from data set N1. The product matrix is output
on data set N3.

Error Detection

None

Subroutines Required

READV, WRITEV

Argument List
VMULTY ( Y,A,M)

Y Array accommodating matrix Y
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Length
266 wards

Symbol List

A

IN
IT
Iv
LM

M
M3RE
N

NL
NM

N@WRD
N

N2

N3

R
I

8

(o S e o B G

s S ;M v

o

Work array

Row dimension of Y

Work array

Number of rows in a partition of X

PxIN

Origin of the columns of V within array A

The segments of the columns of V starting from
A(LM) concern future partitions of X

Row dimension of matrices V and Y

Flag designating future partitions of X
Column dimension of matrix V

Current extent of the columns of V

Extent of the columms of V for the computations
of the next partition of X

Dimension of array A

Designation of the data set which contains the
columns of V

Designation of the data set onto which are written the
extents of columns of V concerning the computations

of future partitions of X

Output data set designation

Column dimension of matrix Y

Variable representing elements of V
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SUBROUTINE N@RMLV (DECK F629)

This routine normalizes row-input eigenvectors on their largest
absolute components and outputs them by column.

Algorithm

Having computed the number of column vectors that core space allows,
each row is read from data set N2 and the elements beyond the last
accommodable are written onto data set N1 for future processing. Each
column thus retained in core is inspected for its largest absolute
component and divided by that value. It is then output onto data set
NV via subroutine WRITE. At the conclusion of processing each parti-
tion, the N1 and N2 data set designations are interchanged and the
process is repeated until all columns have been processed.

Input/OQutput

The rows of the input matrix are read from data set N2. Data set
N1 is used as a scratch data set. The final columns are output onto
data set NV.

Error Jetection

None

Subroutine Required
READA, WRITE

Argument List
NORMLY ( A )

A vork array
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Deck Length

252

IR

IT

Iv
Jo
JL
JN
JP

MPRE
N

NV
NW@RD
N1

Cr O O OH6O € £ C C € €€ <o

Work array

Mormalizing value of each vector

A(IE) is the last element of each buffered row which
is to be part of the current partition of vector
columns

A(IR) is the first element of each buffered row which
is to be part of future partitions

Mumber of words in the current partition of vector
columns

A(IV) is the origin of row buffer

Vector column number

Number of vector columns yet to be processed
Number of column vectors in future partitions
Number of column vectors in currént partition
A(KE) is the last element of a column vector
A(KS) is the origin of a column vector

Flag denoting future partitions

Order of column vectors

Output data set designations

Extent of work array A

Rows making up future partitions of vectors are
written onto this data set
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I C The vector rows are read from this data set

I C Number of vector columns




SUBROUTINE READV (DECK F630)

This routine reads a dimensioned linear array from a specified
data set.

Algorithm

Array A, of dimension N, is read from data set M as control is
returned to the calling program.

Input/Qutput
Array A is read from data set M.

Error Detection

None

Subroutines Required

None

Arqument List

READYV ( A,N,M )

A Array of dimension N

N Dimension of array A

M Input data set designation
Length

72 words

Symbol List

A R A Array of dimension N
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N I A Dimension of array A

M I A Input data set designation
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SUBROUTINE WRITEV (DECK F631)

This routine writes a dimensioned array onto a specified data
set,

Algorithm

Array A, of dimension N, is written onto data set M as control is
returned to the calling program.

Input/Output

Array A is written onto data set M.

Error Detection

None

Subroutines Required

None

Argument List

WRITEV ( A,N,M )

A Array of dimension N

N Dimension of array A
4

M Output data set designation
' Length

72 words

Symbol List

A R A Array of dimension N
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R . TS

I A Dimension of array A

I A Output data set designation
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SUBROUTINE STIFMX (DECK F632)

This routine transcribes a matrix of triangular form, written
in reverse order, from a temporary device to the output data set.
This matrix does not adhere to the FARMAT convention, but can be
copied, as through the RENAME abstraction. It is intended strictly
for subsequent use in the EIGENX module.

Alaori thm

The last value/location pair of each record is dropped prior to
its being written onto the output data set. The column designation
within the matrix header is set negative to distinguish this special
matrix.

Input/Qutput

None

Error Detection

None

Subroutines Required

EUTLS, EUTL6, READT, WRITEL

Argument List
STIFMX ( NAMQT,I@SPEC,A,LA,IEL )

NAMQT FORMAT matrix name
1PSPEC Output data set designation
A Array accommodating the real words
LA Integer counterpart of A
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IEL

Length

164 words
Symbol List
A R
IEL I
IPSPEC 1
LA I
NAMAT I

At T A5 e

Dimension of A and LA

Array used to buffer real words
Dimension of A and LA

Output data set designation
Array used to buffer integers

FORMAT matrix name

N
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SUBROUTINE MERGEM (DECK F&33)

This routine performs the summation of a sparse symmetric matrix,
represented in its upper half only, with a diagonal matrix input as
a column matrix algorithm.

Algorithm

The symmetric matrix was generated by FORMAT's SEQWF module. It
is recognized through the artifice of a negative value in place of the
column dimension in the matrix header. The value itself is the
denomination of the lowest (last) existing column. The summation
takes place with the diagonal matrix in permanent core residence and
the symmetric matrix read a column at a time. '

Input/Qutput

The diagonal matrix is read as a column matrix from data set NMD.
The upper half of the symmetric matrix is read from data set NMASS.
The sum of these matrices is written onto data set M1.

Error Detection

The inability to locate an input matrix from its designated data
set, dimensional incompatibilities or failure of the symmetric matrix
to be SEQWF module generated are cause for error return with the
printing of an appropriate statement.

Subroutines Required

EUTLT, EUTL3, EUTLS, EUTL6, READA, READL, WRITEL

Argument List

MERGEM ( A,NAMIN )

A Work array
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NAMIN

Length

410 words
Symbol List
A R
LAST I
M@RED L
MIREM L
NAMIN I
NP@T I
NP I
READM L
SEQWFM L

Array of input matrix names

Work array
Lowest row location of the symmetric matrix

When "true" usage of the diagonal matrix has not
been completed

When "“true" usage of the symmetric matrix has not
been completed

Array of the input matrix names
Systems' output data set

NP is 1 for single precision, and 2 fer double
precision

When “true" the current column denomination of the
symmetric matrix has not yet been read

When “"true", the symmetric matrix is a SEQWF module
generated matrix as expected




SUBROUTINE TSETQ (DECK 640)

This routine initializes the CPU time clock.

Algorithm

The call to subroutine TIMREM provides the CPU seconds remaining
for the execution of this job. That value is stored for future
reference in the variable @RGTIM located within labelled common CL@CK. ’

Input/Qutput

None

Error Detection

None

Subroutines Reguired

TIMREM

Argument List
None

Lenath

7 words

Symbol List
PRGTIM R C Execution time remaining
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SUBROUTINE TIMEQ (DECK F641)

This routine measures the CPU time elapsed since subroutine TSETQ
was last invoked.

Algorithm

The CPU time remaining for the execution of this job is provided
through a call to subroutine TIMREM. That quantity is substracted
from the variable @RGTIM in labelled common block CLPZCK, which contains
the time remaining when subroutine TSETQ was last invoked, to yield
the appropriate elapsed time.

Input/Qutout

None

Error Detection

None

Subroutines Required

TIMREM

Arqument List
TIMEQ ( TCPU,TIP )

TCPU On exit from this routine, TCPU contains the CPU
seconds elapsed since subroutine TSETQ was last invoked

TIQ Not used at this time

Length
14 words




Svmbol List

PRGTIM
TCPU

TIig

R
R

C
A

Execution time remaining

CPU seconds elapsed since subroutine TSETQ
was last invoked

Not used
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SUBROUTINE USO8 (DECK F908)

Given vectors A, A4 and t, this routine generates the matrix
Fe) = elir * Th)T,

Algorithm

F(t) = eldr + 12i)T | rr [cos (a4x) + dsin (34)]. The absence
of A is understocd to be the case with only 2 input vectors. In that
case F(r) = e’ The general (complex) problem has 2 output matrices,
the first being the real component, and the second the imaginary
component. A column of output is computed for each t element.

Input/Output

The input matrices are read from data sets designated by the last
column of array INSPEC. The output matrices are written onto data sets
designated by the last column of array I@SPEC.

Error Detection

Failure to locate an input matrix is cause for error return with the
printing of an appropriate message.

Subroutines Required

EUTL3, EUTLS, READA, SQUEEZ

Argument List

US08 ( NUMGT,NAM@T ,IPSPEC,NUMIN,NAMIN,INSPEC,NUMSR,ISSPEC,NUMSC,DUMY,
ERR@R ,NW@RK,A,IPRINT )

NUMAT Number of output matrices in this FPRMAT abstraction

NAMGT Array containing the alphanumeric characters making
up the output matrix name
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IPSPEC

NUMIN
NAMIN

INSPEC

NUMSR
ISSPEC

NUMSC
SCALAR
ERRPR
NWPRK
A
IPRINT

Lenath

625 words

Symbol List

Js
JE
LAMIS
LAMIE

[
[
I

(=80 — =l

Array which contains the designations of the output
matrix data sets

Number of input matrices

Array whose columns contain the alphanumeric
characters making up the input matrix names

Array which contains the designations of the input
matrix data sets

Number of available scratch data sets

Array containing the designations of available
scratch data sets

Dummy argument

Dummy argument

Logical error flag
Extent of work array A
Work array

Dummy argument

Origin of t within array A
Ending of t within array A
Origin of X within array A
Ending of A within array A
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