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PREFACE

\

Future operational needs dictate that conventional and VTOL aircraft and helicopters
will be operated closc to the ground in a wide range of operational tasks and weather condi-
tions. The proximity of the ground produces many common factors that apply in all such
situations. In particular, these relate to the precision and modes of control of the aircraft
subject to special environmental conditions near the ground, the requirements for sensing
position relative to ground features and the high importance of establishing the necessary
safety, integrity standards commensurate with the vulnerability to enemy defenses.

This symposium presented recent state-of-the-art in technology to achieve operational
capability under adverse weather conditions, and stressed the need for integrity and safety
while operating in close proximity to the ground. Of interest for some are the advanced
techniques in achieving direct lift control and technology to improve the aircraft resistance
to disturbances such as wind shear and gust.\

The Guidance and Control Panel expresses sthcere appreciation to all the authors
and participants that made this symposium a success.
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KEYNOTE ADDRESS
by

Charles H.Hausenfleck, Col., USAF
Vice Commander, AFTEC, Kirtland AFB NM

Distinguished members of AGARD, guests, ladies and gentlemen. It is a great pleasure for me to be with you at this
25th meeting of the Guidance and Control Panel. | know the subject of this Panel’s meeting is of widespread interest and
concern to all member nations represented here. It is of vital importance, as General Rushworth has so aptly pointed out.
It is also a very meaningful subject to me as a result of some experience on both the development and operational sides
of the question. So I am very much delighted to be with you and be a part of your deliberations today.

For my part, [ would like to attempt to set the stage for the next four days - to describe in a very general way the
possible events which cause us to have to consider so precisely the requirements for effective operations in the low
altitude and terminal area flight regimes. The presentations by other speakers which will then follow over the next several
days will get to the heart of the matter in great detail.

I would like to speak to a conventional air/land battle as could conceivably occur between NATO and the Warsaw
Pact forces in Central Europe. My presentation is a concept only and it is intended as a framework for discussion; to
challenge your thinking, if I may. It emphasizes the role of tactical aircraft in the teamwork between air and ground
forces as they seek to counter massive attack. I tecognize some of the tactics implied may not be accepted by everyone
here. But again, 1 use them only to illustrate the spectrum of operations, primarily at low altitude, for aircraft involved
in the battle. There may also be a difference of opinion on the nature and the magnitude of the threat we face in Central
Europe. Nevertheless, an air/land battle in Europe presents the most critical problems in terms of strategy, timing, force
ratios, and of special interest to us here today, operational environments for aircraft.

There is also a wide range of scenarios that we may be faced with, and 1 am sure all will not agree upon which is
most likely. But I think we can agree that, regardless of the scenario, we must be prepared to win the opening battle.

In the past we were unprepared for the first battle. We relied upon technology and time, particularly, to work in our
favor. Neither of these crutches works to our advantage any longer. We must plan and train now and equip our forces
now to win now. Once hostilities begin, it will be too late.

Let’s consider a 23/30 scenario since there is a wide understanding of content of that scenario. However, the
application of the concept is not limited to any single scenario. The focus is on achieving a tactical aircraft, or tac air,
allocation and ground force application mix, to generate combat power throughout the depth of the battlefield.

First of all, what do we mean by the air/land batti¢? The US Army Field Manual 100-5, *‘Operations"”, gives us a
good point of departure. [t points out that our air and land forces are interdependent (Fig.1). Both can deliver fire power
against the enemy, both can kill tanks, both can conduct intelligence gathering, air defense, logistics, electronic warfare
operations, and a lot of other functions that comprise the totality of combat power. But neither the Army nor the Air
Force alone can fulfill any one of those functions, completely, or by itself. The combination of Army and Air Force
capabilities - and limitations - make the services a natural team. And it is the sum or synergistic effect of that activity,
the cor. *entration of their combined combat power against enemy forces conducting a major attack, that we have come
to descr Ye as the air/land battle.

Loc «ing now at our scenario, the Warsaw Pact launches a massive attack following the period of build-up. Now the
defende: s, I'm sure, would prefer that events follow an ideal case as shown here (Fig.2). We may consider this ideal for
several reasons. Since the required Warsaw Pact attrition is achieved prior to major ground force engagement, the Army
would be able to defeat Pact ground forces without dependence on close air support. Moreover, the character and depth
of Warsaw Pact target arrays prior to engagement offer significant advantages to attacking aircraft. Targets are relatively
densely packed in march column formation and they can be identified as hostile simply by location.

The minimum case (Fig.3), that is to say the least desirable, or the maximum risk case that will still satisfy our
objective of successfully defending with a minimum loss of territory, is shown on this slide. In this case, the Pact forces
have not been attrited to the required level prior to ground force engagement. Therefore, the tactical air forces and Army
must mass their fire power at the critical points in time to achieve the combined combat power to halt the enemy.
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Here are some of the basic requirements of the air/land battle as we see them (Fig.4). Army and Air Force
commanders must be able to see the battletield to ascertain the location and direction of the main enemy effort. Both
services have reconnaissance and surveillance systems capable of making inputs to the overall intelligence and combat
information necds. Once the main thrusts are identified, it is the job of the commanders to bring about a winning
concentration of force at the critical points. Air and land elements must fight as an integrated team to achieve the needed
concentration, As an example, the Air Force may provide close air support to engaged ground forces in those arcas
where success of the overall effort hangs in the balance. The Army, in turn, provides support in the suppression of enemy
air defenses through fire power and electronic means. In addition, the Army contributes to effective close air support
through its capabilities for intelligence collection and target designation. | think the remaining factor is self evident.
Winning in the European context means winning the first battle with minimum loss of territory.

Now, let’s examine how tac air impacts on the air/land battle. First of all, the air/land battle is a tactical battle
fought against enemy forces on a magjor axis of attack. Therefore, it is a critical battle. Within the theatre, there will be
a number of air/land battles, all critical and all competing for limited combat resources, tac air included. The tac air
missions which most direetly influence the air/land battle are primarily close air support of {riendly ground forces, air
interdiction and, of course, reconnaiscance-surveillance to find the targets. Each of these missions presents a unique set
of problems in terms of low altitude and terminal area operations. Also, these can be accomplished only by achieving
local air superiority for a period of time. From a broader theater perspective, we recognize that Hffensive and defensive
counter air operations will he required to provide security from air attack to our own ground elements and air bases. The
airlift mission also contributes to the successful operation. It is the job of the theatre commander to apportion available
tac air assets to the various air missions. The remainder of the concept will suggest how that percentage of the overall
air effort which has been apportioned to support for the ground forces might best be used.

Because of the likelihood of more than one air/land battle, the first task facing the defender from a theatre perspec-
tive is to see across the enemy side with sufficient accuracy to determine where those critical battles will be fought. This
is a tall order because the Pact has such a preponderance of force that it will be difficult to identify his major axes of
attack. Nevertheless, this must be done and it must be done right or we will be in trouble from the outset. We must
check and cross-check data from every available source. We need a lot of confidence in our estimates to permit timely
decision-making and the concentration of our forces at the right places, preferably before the hostilities begin, but
certainly soon enough afterward to enable them to execute their mission.

If we reduce our focus from the theatre down to, for example, a NATO corps (and in this case, | am going to use US
Corps) faced with one of the major attacks, we might find two Warsaw Pact combined arms armies deployed opposite
the corps. The combined arms army conducting the main attack could be concentrated on a narrow front in deep echelon.
The Army Corps in the defense, two divisions plus an armored cavalry regiment, would have a heavy covering force
forward of the main battle area. The covering force, a heavily reinforced cavalry regiment, spread across the corps sector,
is no match for the heavier enemy force. But the covering force is strong enough to accomplish four important tasks.
First, force the enemy into revealing his strength, location, and general direction of his main attack, or attacks, and force
early commitment of his main attack echelons against the covering force. Second, gain time so that the corps commander
can concentrate his combat power in the main battle area to meet the main attack. Third, divest the enemy of his air
defense umbrella, or at least require him to displace his air defense before attacking the main battle area. Fourth, deceive
the enemy as to the composition and location of friendly forces, especially those in the main battle area.

Figures 5 to 10 present a series of conceptual snapshots showing events in a kind of stop action. The first (Fig.5)
shows the initial contact between the Pact reconnaissance screen of battalion size force, and a portion of the covering
force. Main ground force engagement has not occurred. The lead regiments of the Pact first echelon division are still
some distance behind. We think that the covering force may require little close air support in this initial situation. Army
attack helicopters can deal with points of pressure. The two most critical threats to the defending division commander
back in the main battle area are the first and second echelon regiments of the lead division, in that order. So, we depict
a heavy level of tac air effort on the first echelon regiments, and a lesser but still substantial level of effort on the second
echelons. The weights shown represent estimated proportions of the tac air assets available for air/ground attack and
air defense suppression in this division sector. To carry out their missions, aircraft are penetrating heavy defenses at low
and medium altitudes. Terminal air operations will primarily involve low level attacks against armored targets, artillery,
and air fields.

Figure 6 carries us forward a short span of time to the point where the first echelon regiments are closing with a
covering force. We chose to stop action at this point to show that the heavy tac air pressure on the lead regiments
has been maintained while they advanced to closure. Meanwhile, ground forces have been engaging the enemy’s first
echelon forces, first with artillery fire, and then as they draw closer, with anti-tank missiles, tank gun fire, and attack
helicopters.

As the first echelon regiments engage the covering force (Fig.7), the intensity of army fire power increases. This,
coupled with damage inflicted by tac air on the first echelon from detection to closure, may free some tac air for
redistribution. [t seems logical that the most critical target for tac air to strike now is the second echelon regiments,
and that is where we show the bulk of air-to-ground attack effort. A light level of close air support 1s maintained against
the lead regiments of the approaching second echelon division. Exact meanings for light, moderate, and heavy are
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unknown. These are subjective judgments and so we show them with question marks. The covering force must not allow
itself to become devisively engaged. It must live to fight another day as part of the forces in the main battle area. But the
covering force must offer sufficient resistance to force the enemy to deploy his main forces, thereby slowing down his
forward progress. As encmy pressure continues to mount, the covering force begins to delay rearward, maintaining contact
and providing resistance.

Figure 8 picks np the action after the covering force has completed its delay and deployed in the main battle area.
The first and second echelon regiments of the lead divisions are engaging our main battle forces. We assume we have been
successful, at least up to this point, in identifying the enemy’s main attack, positioning our ground forces to defend, and
inflicting the necessary level of damage on the enemy’s first echelon division. This requisite level of damage is hard to
quantify because it must be translated into a ratio of enemy vs friendly ground combat power at the critical time and
place. As a rule of thumb, ground forces should not be outgunned by more than 3 to 1 in order to defend and win. This
ratio can pulse higher, but not for long. Now, if we have been successful so far, our rationale for the distribution of tac air
air-to-ground assets remains the same as in the preceeding snapshot: light in the main battie arca, heavy on the lead
segiments in the second echelon division, and substantial on the second cchelon regiments of that division.

If our intelligence has not been good enough, chances are that we will not be fully successful in concentrating our
ground forces to meet the main enemy thrust. This means we will need substantially higher level of close air support. In
this case, the tac air effort on the less critical targets would be reduced and redistributed where it is needed (Fig.9). Such a
redistribution demands a great deal of flexibility in command and control. More than that, it means that the Army and Air
Force command and control systems must be talking to each other to such a degree that both services have the same aware-
ness of what is happening, both at the linc of contact and deeper. I might add two points here with respect to this graphic:
one, we show the problem in depth and on a single axis, but the rationale supports diversion of aircraft to lateral problem
areas ir the vicinity of secondary attacks if neccssary. For example, movement of attack helicopters and close air support
aircraft to an adjacent corps sector. The second point is that the graphic does not represent a flightpath. Sucha
redistribution of effort nced not be an airborne diversion, it may well be preplanned beforchand.

Finally, Figure 10 deals with a successful breakthrough, a very dangerous and not unlikely situation. In order to mass
sufficient combat power at the critical time and place, the ground commander will have to draw forces from elsewhere,
thereby reducing his combat capability at other places in his sector. This involves risk. We must be prepared to accept
breakthoughs, but only of a magnitude that we can deal with. The ground commander will have to draw units from where
he can find them without jeopardizing the defense against the enemy’s main attack. Combat units in reserve and those in
unthreatened arcas will be drawn in to halt the breakthough. The most flexible unit of combat power is tac air, and a
heavy concentration of tac air and Army attack helicopters will be required to cope with the threat. In this case, we show
the heaviest tac air effort against the exploitation forces on the presumption that the breakthrough units have a lesser
combat effectivencss due to attrition, fatigue, and a reduced level of ammunition and fuel.

So much for our scenario and pictures. Basically what has been said is that, given the requirement to reduce the
enemy’s ground strength advantage, we apply tac air against the lead echelon prior to engagement, then against follow-on
echelons. Very importantly, this will require a high degree of teamwork between the air and the ground forces.

Now, what does all this mean to the guidance and control designer? I believe it points up some of the severe demands
on military hardware as applicd across a wide spectrum. Helicopters operating from nap-of-the-carth profiles must be able
to pop up, see, and launch ordnance in a very short space of time. Highspeed aircraft are now operating at the altitudes
once reserved for helicopters. They must be able to navigate over longer distances, utilizing terrain following or other
techniques, locate targets precisely, and deliver their weapons with a high probability of striking the target on the first pass.
Low-level operations must be relatively free from the adverse effects of turbulence, gust loadings, and maneuver
restrictions. In other words, pilot fatigue as a result of the low altitude regime must be minimal and the aircraft must
retain its characteristics as a stable weapons platform.

Inthe total view, from takeoff through a variety of missions, to final recovery and landing, a man/machine interface
must be achieved that enables full « tilization of system capabilities without human overload. Integrated avionics, digital
subsystems, and the like, 1 think, are affording us great progress in this area.

By way of conclusion, | would like to say again that there arec many more considerations, [ realize, in the field of
guidance and control than I have alluded to here, and you will be hearing about some of these over the course of the next
several days. What [ have tried to do is take a worst case situation, a wartime scenario, and relate it to the matter at hand
and emphasize the importance of the work that is being done. I think how well we do our jobs in designing and testing the
equipment needed in low level flight operations could have a very profound affect on any major air/land battle of the
future.

I wish you an enjoyable and very productive symposium. Thank you.
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GUIDANCE AND CONTROL FOR LOW LEVEL OFFENSIVE AIRCRAFT - A ROYAL AIR FORCE VIEW

by
Squadron Leader G A Barnes

OR52(RAF) Ministry of Defence (Air)
Whitehall London SW1 UK

Summary

The operational requirements for guidance and control aystems for offensive air-
craft employed on the Central Front depend both on the weapon delivery accuracy required
and on the penetration tactics and weapon delivery profiles employed. The latter are
affected both by the enemy's anti-aircraft defence system and by the weather conditions
which are likely to prevail, This paper examines these aspects and suggests possible
parameters for aircraft to be employed in the counter-air, interdiction and close air
support roles,

Introduction

1, The Scenario for this paper is set in the Central Region of Europe where the Warsaw
Pact forces and those of NATO stand arrayed looking at each other across a 600 mile strip
of barbed wire and minefields, For years after World War Il we were confident in the
overwhelming superiority of the West over the communist forces relying on our nuclear
striking power, delivered by missile and by aircraft, to enforce a 'trip wire' policy.
This has now changed. The Soviets have prosecuted a policy of intensive military expan-
sion far beyond the needs of a defensive force. For example the ratio by which our tanks
are outnumbered is about 3 to 1, their air defence systems are being reinforced both by
increased numbers and by continuously improving designs, and the air threat has changed
from being a predominantly defensive force to one with a considerable offensive capability.
In the past we have been encouraged by the knowledge that the Soviet forces although
superior in numbers were inferior in technology, and that their training standards were
inferior to those of the West, Even if this were true in the past we cannot expect such
a state of affairs to continue into the future. Another aspect in the favour of the
Eastern Bloc is the interoperability of equipment which their forces enjoy, whereas we in
NATO, despite the exhortations of right minded men, find interoperability next to
impoesible - a drawback of a democratic society.

32, Faced with the excessive and still growing forces of the Warsaw Pact, the tire power
and flexibility of our airforces are cited as being major contributors toward the defence
of the West., The aim of this paper is to examine the realistic methods by which air

power can help the land forces on the Centrai Front and thence to outline the operational
requirements for the guidance and control systems which perhaps this symposium should be
considering. In doing this I must emphasise that the views contained in this paper should
not be ascribed either to the Royal Air Force or to the British Government - they are mine
alone.

The Central Region Environment and Airpower Roles

3. Before discussing the roles for airpower in the Central Region it is necessary to
examine the environment of the Region including the enemy air defence capabilities and
the weather. Both are hostile.

4, Firstly we must consider the enemy anti aircraft defences. I have no intention here
of listing the full AD threat as it is readily available in detailed .intelligence summaries
and, of course, this information is classified. BSuffice it to say that the threat ranges
from the SA-~7 and Z8U-23/4 at low level to the 8A=2, 3 and 8 at high altitude. The alarm-
ing aspect for us airmen is that the Soviet now has an incredible anti-aireraft shield
around even his fast moving leading tank columns, consisting of the overlapping (vertic-
ally as well as horizontally) coverage of SA6, 7, 8 and ? missile as well as the ubiquitous
ISU-23/4 gun, Fig 1 shows some representative envelopes of the Sov* : AD systems culled
from unclassified sources. This most lethal area extends up to s.. -eyond the FEBA and
presents two main options to the penetrating aircraft either to g. ..w and fast or to go
high using extensive active electronic counter weasures.

5. Secondly, we must consider the weather, Fig 2 is a graphical representation of cloud
and visibility data obtained in the Berlin region of Germany over the months of January

to March. It can be seen that at 5000 ft there is only a 0.25 probability of there being
no cloud obscuring the ground.

6. Fig 1 shows that penetration avoiding the most varied anti-aircraft threat systems
could be achieved at above 15000 ft using active ECM against the remaining 4 or 8 systems
(SAM 8 and 9 are not shown in Fig 1), However when this is considered in relation to

Fig 2 it can be seen that the ground will very probably be obscured from this height.
Therefore, unless blind and probably inaccurate attacks are to be made from medium to
high altitude, Close Air Support missions will call for low level attacks in the FEXBA
areas,

7. When examining counter air (Airfield) types of targets beyond the FEBA other con~-
siderations should be taken into account. It is likely that such targets will be very
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heavily defended and will include SAM 3 but there will probably be a less severe AD
environment between the FEBA and the point target. This allows 3 options of attack to
be considered:

., A medium to high level penetration of the FEBA followed by an attack from
the same altitude using a stand-off weapon which would need to have a blind
capability in order to have a reasonable probability of success,

b. Low level penetration of the FEBA followed by a low level attack using
either a stund off weapon (possibly clear weather), a toss attack, or an
overflying attack.

C. A medium to high level penetration followed by a deascent to low level
using either of the 3 types of attack suggested in b above.

All penetrations could be vulnerable to Soviet fighters.

8. The writer considers that due to weather considerations the only realistic options
are the low level attack in the FEBA area and either High-low or low-low profiles for
targets beyond the FEBA. This deduction is based on the lack of a suitable blind medium/
high altitude weapon system of an accuracy acceptable for conventional attacks., Radars
with the resolution capable of approaching the required accuracies will be of a frequency
likely to be affected by weather, It must be remembered that the only way in which a
medium/high altitude penetration can be considered is by the use of jamming which may
well affect our own sensors. Also the tranamissions from our radar could provide a con-
venient target for the use of an anti radar missile (ARM) by the defence. O0Of course there
are times (23% - 50% of the time depending on the season) when there will be no weather
to hinder a visual attack but we must assume that about 50% of these occasions will occur
after dusk. For air power to remain flexible it cannot be limited by weather and light
.conditions for long periods.

9, In susmary, for the next 10 years we shall need to carry out nearly all attacks at
low level but it may be considered acceptable to fly high-low profiles on some missions
that penetrate well behind the FEBA,

rational eme; v h t 10 years

10, This paper will not give detailed parameters. It will discuss the requirements more
in the form of military characteristics. This will avoid a limiting security classifica-
tion. The paper has been prepared to preface the technical discussions of this Symposium
with an explanation of what we are really trying to achieve in the cockpit. For simplicity
the classical roles of counter air, interdiction and close air support are takenm in
descending order of severity to illuatrate the requirements. For all roles a high prob-
ability of achieving a successful first pass attack is required.

Counter Air

11, There are three main ways of prosecuting a counter air programme: destroying the
enemy aircraft in the air, destroying them on the ground and by neutralising their operat-
ing bases. The first method will not be discussed in this paper as no attempt is being
made to cover air defence aircraft. Destroying enemy aircraft on the ground used to be

a favoured way of carrying out the aims of counter air. The Israeli success in 1967 was

a superb example. However, aircraft are no longer soft targets; they are sheltered in
dispersed hangarettes which are most resistant to normal air delivered weapons. Even if
& weapoh suitable for the attack of aircraft shelters is produced there remains the doubt
a8 to which shelters are occupied. In a conventional war tLerefore we have to resort to
attacks on the runways and harassment of the ground services to prevent the enemy aircraft
from being operated from their bases. This requires fairly large numbers of aircraft per
raid to deliver the required ordnance and to overcome the final point defences. Attacks
are required at frequent intervals as even when the runways have been successfully holed
and delayed action bombs have been strewn, the airfields will only be neutralised for a
finite time. This requires that the attacks need to be made irrespective of the weather
or of the light conditions as well as being made at low level, Hence we are faced with
the requirement for accurate attacks, at high speed (M 0.9) low level (200 ft max) and
probably blind, This calls for three systems.

12, PFirstly a nav/attack suite is required capable of allowing the crew to deliver
ordnance t0 an accuracy commensurate with the mature of the target, the mean area of effect
of the weapon, and the number of weapons which are to be delivered against the target.
Added to this is the strong possibility that any radiating sensor will be jammed especially
in the target area. This reans we are looking for something better than an accuracy of
200ft CEP in jamming conditions, Currently an IK with an accuracy of around 1 am/hr CEP
updated by an accurate ground mapping radar fix whilst outside the ares of the target is
called for. In the future TERCOM or NAVSTAR GPS mixed with an accurate IN will probably
form the basis of a superior Nav/attack system,

13. Secondly a terrain follow radar (TFR) capable of guiding the aircraft at MO.9 at

200 ft AGL safely and with as few excursions above the desired height as possible. - The
pature of the terrain is an obvious limiting factor but so also is the sensitivity of the
aircraft to turbulence.
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14, Thirdly the automatic flight control system (AFC8) must take the inputs from both
the nav/attack system and the terrain follow system and accurately steer the aircraft in
three dimensions as smoothly as possible, This i3 most important for two main reasons.
The pilot will be unable to manually follow navigation and TF demands accurately enough,
and the crew will have plenty to do on the run in to the target without having to steer
the aircraft as well, Eleetronic warfare, weapon management and look-out (attacks will
not always be blind) will be crucial in the final stages of the attack.

15. For counter air missions, the offensive aircraft will need the following guidance
and control system,

a, Nav/attack system capable of achieving a CEP of less than 200 ft in jammed
blind attacks at 0.9M at 200 ft approach height,

b, A terrain follow system capable of holding a height of 200 ft with the
minimum of excursions at 0.9M and capable of safely transitioning the aircraft
from high to low level,

c. An AFCS capable of fully automatic pilotage of the aircraft whilst at
200 ft 0.9M smoothly enough for the crew to carry out other crucial activities,

Such an aircraft will almost certainly require a minimum of two crew members,
Interdiction

16. The term interdiction covers attacks on those rear forces which can have an effect

on the land battle., The Warsaw Pact have enough armour and equipment already stationed
near the demarcation line to advance at a rapid rate across Vest Germany and beyond in a
few days unless NATO puts up a very stout defence. The future interdiction targets will
be second echelon armour waiting to be called forward to the FEBA., 8uch forces are likely
to be no more than 50 KXms back so there is little to commend a high-low attack profile.

It is likely that these forces will wish to move forward under cover of darkness and/or
bad weather and it follows therefore that the ideal aircraft for the interdiction role
should have the same guidance and control requirements as the counter air aircraft. How-
ever, some measure of fairweather daytime effectiveness could be obtained from an aircraft
with a leas comprehensive avionics suite and with only one crew member. These requirements
will be covered in the next paragraphs concerning Close Air support.

Close_Air Support

17. Discussions on close air support often get quite emotional, probably due to several
factors, Aircraft find the FEBA to be an intensely hostile area caused by the anti-
aircraft systems of both sides, the targets are often small, hard to acquire and attacks
cannot normally be preplanned. In the writers view conventional close air support can
only be justified if there is no other way of neutralising the target, especially when
the effectiveness of the attacks are taken into account, However, there are times when
the need for a form of close air support is unquestionable, This is on the occasion of

4 massive breakthrough of enemy armour. It will then be necessary to assign as many air-
craft as are required to stem the enemy attack. This could mean re-assigning counter air,
interdiction, and dual-role air defence fighters.

18, If the specialist close air support aircraft is only required to operate by daytime
in clear or marginal weather it will probably need only a single pilot. No terrain follow
system will be required, nor will their be a need for a comprehensive AFCS, An accurate
navigation system and a weapon system precise enough to neutralise armour will however,

be needed. Such an aircraft would be relatively cheap and simple and could possibly be

an air superiority fighter with ground attack as its secondary role.

19, If the aircraft is required to operate at night or in bad weather a terrain follow
system coupled with an AFCS will certainly be needed and possibly a second crew member.
The aircraft is now looking increasingly like the counter air aircraft discussed earlier
except it may be trying to attack smaller targets with a more accurate CEP requirement.
There is no doubt that if the eneny achieve a major armoured breakthrough it will have

to be repulsed by air power. 1If the breakthrough occurs at night or in bad weather air-
craft of the calibre of the counter air aircraft will have to be re assigned to this blind
close air support role until such a time as the simpler aircraft can take over,

20. Turning back to interdiction the same sort of arguments apply. In daylight a single
seat, fairly simple aircraft could do the job but in more exacting conditions the more
complex multi seat aircraft would be called into service.

31, The weather is not always either good or bad however, Often in the Central Region
there are marginal weather conditions. There could be patches of dlind conditions en
route, but the target areas may be relatively clear. In such conditions the simple single
seat aircraft would almost certainly be unable to cope, but the use of the complex counter
air aircraft would be excessive and would divert the aircraft from their main task. Hence,
a need for an aircraft some way between the complexity of the counter air aircraft and

the simplicity of the air superiority fighter can be argued. Such an aircraft could be
procured in sufficient numbers to carry out effectively the roles of interdiction and
close air support in poor weather conditions and at night in clear weather and would be
capable of the penetration of occasional blind conditions.
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22. This aircraft could be crewed by a single pilot but would have a higher probability
of success if a second crew member were employed. The navigation system would still
require to have an accuracy of lam per hour CEP and the weapon systems must be able to
deliver ordnance with sufficient accuracy to neutralise armour.

23, The full TF/AFCS of the counter air aircraft will not be required. Instead a simple
pilot-interpreted terrain warning system, should be adequate. As this system would be
simplex it should not be linked to an AFCS. However, a simple auto-pilot would help to
reduce the pilot's work load.

Summary of Requirements

24, In summary there is a need for three type of offensive aircraft,

.. A multicrew aircraft with a full blind capability suitable for counter
air and bad weather/night interdiction and CAS,

b, A single or two seat aircraft with a terrain warning system and an auto-
pilot suitable for marginal weather interdiction and CAS,

c. An air superiority fighter with a ground attack capability suitable for
clear weather daytime CAS,

The Future

23, Flying at high speed and low level at night and in blind conditions is a very diffi-
cult way to go to war, Future research and development could well be directed to improving
the aircraft's invulnerability to air defence systems by use of ECM, and to enabling the
aircraft to deliver weapons, either stand-off or free fall, with the required precision
through several thousands of feet of cloud. The sensors will almoat certainly need to be
self contained and non radiating. Therefore, whilst striving to improve the operational
offectiveness of our offensive air power over the next ten years we must look ahead for
entirely new concepts and technologies, which will help us to go to war in a less onerous
manner.




\\\}‘ Q N
) \\\X\Ex\ﬂ\\\%

ik

\

=

Fig. 2 Joint Probabilities of Cloudbase and Visibllity for Berlin = Winter (Jan-March 1958-60)




THE "GROUND-ATTACK/PENETRATION" MODEL: A MONTE CARLO SIMULATION MODEL TO ASSESS
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SUMMARY

In order to be able to assess the survivability and to evaluate tactics for low-altitude military
missions in an environment of groundbased airdefence systems the NLR has developed the "Ground-attack/
Penetration" simulation model. A review of the main aspects of the model and some typical conclusions
obtained with the model are presented.

1. INTRODUCTION

In behalf of the Royal Netherlands Air Force (RNLAF) the National Aerospace Laboratory NLR carries
out operations research studies on the evaluation of tactics for low-altitude fighter sircraft and heli-
copter missions in order to reduce their vulnerability to groundbased airdefence systems.

The basic problem in such studies is to find the best compromise between the various, often con-
flicting mission parameters, such as penetration-speed and -altitude, type of formation, crossing distance
to airdefence systems, attack profile and attack direction in order to ensure maximum aircraft surviva-
bility. 2

[
To this end the NLR has developed the "Ground-attack/Penetration" model which is a Monte Carlo com-
puter simulation model of interactions between s groundbased anti-aircraft defence system and penetrating
and attacking fighter aircraft or helicopters. The model basically uses a critical event technique for
running and updating the sequence of the defence system operations during an engagement with an aircraft.

In the "Ground-attack/Penetration” model the following three sets of parameters, each describing an
essential component of the aircraft/defence system interaction, are distinguished:

1. the defence system data (examples: detection performance data, fire control computer performance
data, missile data, etc.),

2. environmental factors (examples: terrain features, meteorological conditions),

3. the l%rcrnﬁ. characteristics (examples: aircraft trajectory, radar cross section, ECM capabil-
ities). :

In order to give an impression of the possibilities of the model the most essential characteristics
of the three components mentioned will be discussed in more detail in the next chapter, in perticular the
methods which have been developed for the simulation of each component. The methods have e mainly sta-
tistical nature which implies that the occurrences of those events vhich are of interest for the investi-
gation of an aircraft/defence system interaction, demonstrate a random sspect. A short review of the
total operation of the "Ground-attack/Penetration” model which results after the various sub-models and
procedures have been combined, is given in chapter 3. Examples of simulation results obtained with the
model are given in chapter k.

This paper gives only the most important characteristics of the "Ground-attack/Penetration" model.
For more details of the model or sub-models separate documents are availadle; also documents containing
typical results of special studies have been published. Because of the classified character of most of
the documents, release is only possible after authorization of the RNLAF. At the end of this paper
points of contact for further information are given.

2. BURVEY OF MODEL COMPONENTS
2.1 The defence system characteristier

Btarting point for the assessment o' the aircraft vulnerability to an airdefence system is a separate
study of the characteristics of the defence system. Information and relevant dats are obtained from RNLAF
Intelligence Sources in case of hostile defence systems and from company-documentation in case of
friendly systems. Technical and operational aspects of the defence system are studied as far as they are
relevant to & realistic simulation. The most important defence system characteristies incorporated in
the "Ground-attack/Penetrstion" model are:

- sensor (radar-, IR- and/or visual) detection performance,
= fire control computer performance,

- projectile/missile trajectory,

= firing doctrine,

= time-delays, inclusive human factor effects.

Up to nov the NLR has studied a number of groundbased airdefence systems, both anti-aircraft artil-
lery (AAA) as well as surface-to-air missile (S8AM) systems and hostile as vell as friendly systems. The
grest diversity in the defence systems analized and, by consequence, the great diversity in methods
developed for the simulation of these systems do not permit to mention in brief all methods. However,
tvo general methods can be mentioned here,

For the simulation of the process of aircraft detection by a weapon system using radar a universal
theory (Refs.1 and 2) has been developed at NLR vhich determines the detection probability as a function
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of the various radar and aircraft characteristics (e.g. radar signal characteristics, aircraft radar
cross section, etc.), taking into account environmental factors (e.g. groundclutter). The theory is
valid for classical radar systems. The following radar systems can be considered as classical:

- the pulse radar; the method of detection may be single-hit or multiple-hit radar detection or both
- the continuous wave radar.

For the simulation of the trajectory of a surface-to-air missile, a computer program has been devel-
oped (Ref. 3) which simulates the kinematics of flight in three-dimensional space of eany SAM. The kine-
matics of the missile are determined according to the navigation law applied. Various guidance laws can
be incorporated.

2.2 The environmental factors

Results of survivability studies concerning l8w-altitude flight of aircraft engaging groundbased air-
defence often appear to be considerably affected by the representation of the terrain. In most of those
studies a direct method is applied by which specific data on a real terrain are introduced into the
revearch model. Such a direct method has the advantage that the terrain-screening can always be deter-
mined quite accurately for the underlying specific area, but on the other hand the results obtained are
uniquely related to the particular situation involved. Moreover, a large amount of terrain date has to
be stored in the memory of the computer running the simulated interaction. To realize a method which
permits a manageable assessment of terrain-screening in a more general context, the NLR has developed an
original theory (Ref. L) to describe a type of terrain (homogeneous or non-homogeneous) in statistical
terms. The quintessence of this theory is that terrain elevations are described by geometrical cones
characterized by three probability distribution functions, respectively for the altitude of sunmits, for
the sharpness of summits and for their density in the area considered (see Fig. 1). By assigning values
to the set of terrain parameters which occur in the three distribution functions mentioned, different
types of terrain (flat, hilly, mountainous terrain, etc.) can be generated in a relatively simple way.
In combination with the method for terrain generation special calculation techniques have been developed
for determining the probability that an object (e.g. aircraft) can be "seen" (is unmasked) or not (is
masked) by a sensor (e.g. radar). This probability can be given as a function of parameters which char-
acterize the type of terrain involved and of the positions of the observer and aircraft in the terrain.

Much effort has been spent on the validation of the described techniques by comparing the results
obtained with the statistical terrain and terrain screening models with reslistic terrain data. The con-
clusion is that the methods are very powerful techniques for terrsin and terrain screening simulation.

Concerning the simulation of groundclutter effects on radar detection performance, a clutter model
has been developed incorporating the statistical terrain and radar characteristics in such a way that for
the subsequent points of the aircreft flight path the degradation in detection performance due to clutter
can be established.

Finally, meteorological conditions can be taken into account by their interference with the IR
and/or visual detection capability of a defence system mentioned in section 2.1.

2.3 The aircraft characteristics

The aircraft low-altitude flight performance has a great impact on the effectiveness of a ground-
based airdefence system. This impact arises from the fact that lov-altitude performence (in combination
with terrain features) is the main factor which determines the establishing and maintaining of (e.g.
radar-)contact between the defence system and the aircraft. This contact plays a preponderant role
during an aircraft/defence system interaction, especially during the firing phase of an interaction.

The low-altitude flight performance of an aircraft is strongly dependent on the type of terrain
underneath the flight path. The statistical simulation of terrain (see section 2.2) made it necessary to
develop adjusted procedures for the generation of low-altitude flight profiles with a likewisme statistical
character. On the other hand it was thought necessary to use operational flight data because of the
important influence of the shape of the aircraft trajectory on the performance of a defence system,
especially in case of a redar guided gun system. In order to satisfy both requirements the NLR has devel-
oped a method {Ref. 5) involving spectral theory which utilizes operational flight data obtained during
field trials. The quintessence of the method is that power spectra are calculated from actually flown
flight profiles under different conditions (type of aircraft, speed, pilot experience, etc.). These
spectra are calculated in connection with an analysis of the corresponding terrain, From these power
spectra flight altitude profiles as a function of terrain parameters can be generated (see Fig. 2). It
has been proven that the flight altitude profiles as generated with this method are in good agreement
with actual flight profiles comcerning both altitude fluctuations and the average sltitude above the
terrain. This correspondence is uniquely related to the selected set of values for the (statistical)
terrain parameters. The advantage of the method outlined is that it enables the generation in a rela-
tively simple wey of flight altitude profiles for any time renge which have the same statistical charac-
teristics as the profiles measured. It can be remarked that the method is until now only applied for the
gene;ﬁtion of lov-altitude penetration profiles, in particular for terrain follow (as low as possible)
profiles.

For the generation of realistic attack trajectories (e.g. pitch-up trajectories) a curve fitting
technique (Ref. 6) is used in order to represent real aircraft trajectories by simple functions of time
(polynomials for the position). It has been proven that these polynomials fit the originel set of posi-
tions within the measurement accuracy. The real trajectories are available as a discrete set of aircraft
positions as measured during simulated attacks on realistic ground-targets (Ref. 7).

The detection of an aircraft by a weapon system using radar depends, besides the radar and the
terrain characteristics, also on the aircraft radar cross section., A model has been developed, which is
also based on data measured during field trials, for the calculation of the radar cross section of fighter
bomber types of aircraft as a function of the sircraft position and attitude with respect to a radar
system location,

In order to be able to simulate the (tactical) use snd the related effect of aircraft ECM equipment
on defence system performance, computer programs have been developed or are being developed. These pro-
grams are also based on measured data from field trials.




3. THE OPERATION OF THE "GROUND-ATTACK/PENETRATION" MODEL

After incorporating and integrating the characteristics of the defence system, the terrain and the
aircraft trajectory, as represented by the separate models as mentioned in the foregoing chapter, in the
"Ground-attack/Penetration” model, defence system/aircraft interactions can be simulated. An interaction
is simulated from the very beginning when an aircraft comes in range of e.g. the search-radar(s) of a
radar controlled defence system, until either the last moment the aircraft is within fire range, or the
moment of aircraft kill. In between a sequence of actions is performed by the defence system versus the
aircraft., A complete sequence of actions consists for example of the following events: detection,
assignment, lock-on, fire, interception and kill, However, such a complete sequence can be easily inter-
rupted for a number of reasons, e.g. definite loss of radar contact, system restrictions (e.g. tracking
limit) or threat priority, if some other, more threatening aircraft is detected. If an interruption
occurs, re-detection can be realized, and may as yet result in a kill.

The probabilistic character of many of the data which are applied in the simulation of an interaction
between a defence system and an aircraft renders the outcome of each run different. 8o, if in one run
the aircraft is destroyed, it might survive in the following run. For a reliab.. estimation of the sur-
vivability it is necessary to perform a run several times., In mathematical terms this means that the Monte
(;a.rl? technique is applied. The survivability can be estimated by dividing the number of runs not resuli-
ing into an aircraft kill by the total number of runs.

4, RESULTS
L. Scope of investigations

The "Ground-attack/Penetration" model as it has been described shortly in the preceding chapters can
be applied to a nearly infinite number of operational situations concerning the three main elements in
the problem statement:

= the defence system
- the environment
- the aircraft.

In order to restrict the investigations to an acceptable number of discrete problems, a set of "standards"
has been defined with respect to these three elements. The selection rules applied result in a number of
standards vhich cover approximately the whole range of operational situations vhich an aircraft may
encounter in performing a low-altitude mission.

Concerning the defence system, it can be remarked that positions (heights) of the defence system in
the terrain are chosen which are in accordance with the nature (mobile, semi-mobile, static) of the
system.

As vegards the environment, three types of terrain are distinguished: flat, hilly and mountsinous
terrain. These types of terrain are defined by the maximum altitude variations vhich may occur. These
variations are: a

- for flat terrain in the order of 100 m (300 ft),
- for hilly terrain in the order of 200 m (700 ft),
- for mountainous terrain in the order of 650 m (1950 ft).

Concerning the meteorological conditions two extreme situations sre considered: the situation of
optimal visibility corresponding to a maximum visibility range of appr. 15 km and the situation of bad
visibility corresponding to visibility ranges less than ca. 1000 m.

As regards the type of aircraft trajectory, mainly two types of low-altitude trajectories are walized
terrain follow (as low as possible) penetration profiles and pitch-up attack profiles. Parameters de-
scribing both types are given in figures 3 and Lk, Concerning the values of the various aircraft trajec-
tory parameters (e.g. ground clearance, sircraft speed, apex altitude, etc.) it can be remarked that
standards are taken into account which correspond to current operational RNLAF low-altitude tactics.

Starting from the above mentioned "standards" proper simulations can be carried out. Investigations
are mostly bearing on the most elementary problem: interactions between one defence system and one air-
eraft. Output of the "Ground-attack/Penetration” model is a value of the aircraft survivebility as a
function of the input-"standards". By simulating defence system/aircraft interactions for different
input-standards, the influence of different tactics, as represented by the standards, on the aircraft
survivability can be established.

There are many ways to present results of e survivability analysis. An approach often chosen by the
KLR is to present survivability curves as sketched in the figures 5 and 6. In figure 5 the survivability
of a penetration sion, vwhich is always executed with constant heading is given as a function of the
crossing distance ¥ for given input standards. In csse of attack missions curves like figure 6 are
given. 1In this figure a number of curves are drawn, each curve representing the collection of defence
system locations with respect to the ground target and the aircraft trajectory vhich correspond to the
same aircraft survivability.

k,2 Some general conclusions and tactical recommendations

The overall purpose of carrying out simuletion studies concerning interactions between groundtased
air defence systems and low flying aircraft with the "Oround-attack/Penetration" model is to throv socme
light on questions such as: "Is it more sdvantageous (from the point of aircrart survivability) to fly
as-lov-as possible above the terrain at a low speed than at & higher speed but perforcing on the average
somevhat higher?" or "How can characteristics of the terrain be utilized optimally?" or "Which formations
have the highest survivability sgainst enemy defence?”. The answers to such questions are of course

s) i.e. the perpendicular distance from the defence system location to the aircrafts’ track (see also
rig. 3). :



crucial to the type of defence system under consideration and the aircraft tactice to be employed. In
this section some typical conclusions obtained by carrying out simulations with the "Ground-attack/
Penetration" model are presented. Resul.s of simulations of interactions between specific defence
systems and specific aircraft can not be presented here because of the classified character of these
results. So, the conclusions presented here are formulated in general terms and have to be interpreted
as general tendencies.

There are many ways for a low flying aircraft to defeat a groundbased air defence system. From a
great number of analyses carried out with the "Ground-attack/Penetration" model and related to different
types of defence systems (SAM as well as AAA systems) and to different types of aircraft it has been
established that the aircraft survivability depends mainly, but certainly not exclusively, on the so-
called exposure time, i,e. the length of the time-interval(s) an aircraft is exposed unhampered to the
defence system during an interaction with that system. Exposure time can be mainly reduced by flying
lower and flying faster. However, in case of low-altitude missions, these two aims can often not be
pursued independently, for at a given speed one is limited as to the altitude that can be maintained
because of pilot fatigue, danger of ground collision and technical (or physiological) limits. At a given
low altitude one is limited in speed for the same reasons. 8o, in reducing exposure time one has to
compromise. Concerning this compromise it can be remarked that there is an optimum speed/ground-clearance
combination that minimizes exposure time. This optimum depends on the type of defence system (AAA or
SAM, short range or long range system), the pilot/aircraft low-altitude performance, the crossing dis-
tance and the type of terrain.

Beside reducing the exposure time by flying lower and/or faster, the exposure time can also be
effectively reduced by using ECM. The general effect of ECM on weapon system performance is a delay in
system reaction time which favourably influences the aircraft survivability.

Additional to the conclusions given above which are applicable to both AAA and SAM systems it must be
mentioned that AAA systems can also be defeated by aircraft manceuvring. The underlying reason for this
is that in most current AAA systems fire control computers are in use which employ linear prediction for
the calculation of the interception point and lead angle. By manoeuvring, which introduces deviations
from the assumptions on which linear prediction is based, the defence system performance can be reduced
considerably.

From many simulations with the "Ground-attack/Penetration” model, the following general guidelines
can be given for the execution of low-altitude military missions in order to optimize aircraft surviva-
bility:

- Use the terrain as much as possible by flying as-low-as possible

- For a given ground-clearance level fly at the highest possible speed

- Use ECM

- Manoeuvre in case of AAA.

The relative importance of each of these guidelines depends on the defence system and the type of sircraft
mission under consideration and has to be established for each specific operational situation.

5. POINTS OF CONTACT

As has been stated earlier, this paper gives a survey of only the main aspects of the "Ground-attack/
Penetration" model. Those who like to have more information on the model are advised to contact one of
the following points:

» Royal Netherlands Air Force RNLAF
Assistant Chief of Staff for Operational Requirements (AOB)
Section Operations Research and Evaluation (ORE)
Prins Clauslaan 8
The Hague
The Netherlands

National Aerospace Laboratory NLR
Department of Flight

Military Operations Research Group
Anthony Fokkerweg 2

1059 CM Amsterdam

The Netherlands.
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SUMMARY

Low frequency wind changes, especially wind shear,require important and highly time
variant thrust changes if an aircraft has to maintain the glide path. As efficient closed
loop control of wind shear produces high throttle activity, an open loop cortrol law has
been developed that proves to be very efficient without the short-comings of closed loop
control.An open loop activation of throttle and eventually spoilers turns out to be adequate
to minimize the wind shear effects and thereby to discharge the closed loop system.

A complete estimation of the wind-variables necessary to generate the control signals
would demand for a hich amount of information, which can only be generated if an inertial
navigation system or other precise navigation systems are available. The horizontal wind
components can, on the other hand, be estimated with reduced information as shown in the
paper.

The serious problem of separating the low frequency wind shear from higher frequency
gusts has to be solved by use of nonlinear estimation filters. A very simple Kalman-filter
with a nonlinear limitation of the second derivative of wind velocity proves to be ade-
quate to solve the separation problem.

SYMBOLS

b accelerometer signal a angle of attack

CD drag coefficient . Oy angle between ¥ ana Vx in the verti-
CL 1ift coefficient cal plane

D drag force . Y flight path angle

F thrust i Ta air path inclination angle
g gravity factor €p aircraft elevation angle
Ah height above glide-path €L glide-path elevation angle
L lift force 0 pitch angle

R slant distance g standard deviation

5§ = duw/dt

t time SUBSCRIPTS

u x-velocity component

Y auw/a: a air path axes

v airspeed (TAS) c command variable

L flight path velocity g earth-fixed axes

w aircraft weight W wind velocities

w z2=velocity component <> estimated variable

i idel 3

Dt DR




INTRODUCTION

Wind shear has often led to danjerous situations,especially during approach ,and has
caused several major accidents during these last years. It is well known that an aircraft
in final approach has to be accelerated in a decreasing head-wind to maintain airspeed
without deviation from the glide-path. If this is not done in time the safety margin to
minimum airspeed can be reduce¢ rapidly, leading to critical situations. In effect the
demanded thrust-settings in a wind shear are very time variant as is shown in fig. 1 for
a wind shear situation that occured on June 24th, 1975, at the John F. Kennedy airport,
resulting in a fatal accident /1/ /2/.

This example shows clearly that both pilot and autopilot can only manage such situations
if they have sufficient information on the wind variables as well as a precise knowledge
of the control laws suited ‘o suppress the wind effects on the aircraft. The reasons for
the difficulties to cope with wind-shear situations are twofold:

- wind shear implies rapid changes of the aircraft's energy management and therefore it
must be compensated through rapid and exactly quantized thrust changes, which is the only
means of on board energy-supply. At the same time the aerodynamic state of the aircraft
must be kept constant through coordinated spoiler and elevator activity.

- As long as there is no measurement of wind velocity on board, pilot and autopilot both
get too poor and too late wind shear-information, this information being only percep-
table in steadily increasing flight-path and airspeed deviations. Autopilots can cope
with wind shear through high gain and strong integrating terms, but this leads to in-
tolerably high throttle activity in the presence of highe:r frequency qusts.

Modern system theory tells us to make use of all available information on the controlled
process for control actions /3/. Consequently, if disturbances can be measured or esti-
mated, this information should be used for open-loop control to unburden the closed loop
system (see fig. 2).

Looking at open loop control, the first question is to find a simple control law that
could improve flight-path accuracy in conjunction with a closed loop control system. Ha-
ving in mind that the open loops should balance the coarse effects of input signals,
whereas the closed control system should provide for control refinement as well as for
parameter-sensitivity problems, the open loop control law may be determined starting from
simplifying assumptions so that small effects can be neglected. In addition the primary
objective of open loop wind-shear suppression is to counteract large energy changes which
do not occur with high rate of change. Therefore it seems reasonable to restrict the open
loop control to the low frequency range. This allows to restrain at the same time the gene-
ration of necessary signals to low frequencies.On the other hand in wind shear situations
the aircraft is in an accelerated flight where some variables (e.g. the ground speed) are
changing to a great extent. Therefore it is no longer admissible to investigate the wind
effects by the usual linearized equations, but the control laws in question must be cal-
culated from the nonlinear equations of the process.

The second question concerns the statement, which amount of information (quantity of
measured variables) is necessary to generate the additional control signals. At the same
time it must be examined if these signals can be measured or estimated on-line with
adequates costs and sufficient signal quality.

In the following paper first an open loop control law will be developed and discussed
starting from the nonlinear equations of the process /4/. The efficiency of this addi-
tional control will be demonstrated through simulation results. Secondly it will be shown
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which variables must be available for the generation of the control signals. Finally,
simple filters are proposed to estimate the necessary wind-information by aid of radio-
signals used as an alternative to inertial navigation signals /4/, /5/.

2. EQUATIONS OF THE PROCESS

The airspeed v acting on an aircraft, i.e. the vector of relative velocity between air-
craft and surrounding air is related to the inertial velocity of the aircraft, GK and
the local wind velocity ﬁw by the vector equation

(2.1 \*I-iix-vw

which is illustrated in the case of pure longitudinal flight by fig. 3. The angle Ya of
the airspeed vector relative to the earth-fixed coordinates (air path climb angle) is
equal to

(2.2) Ya =Y *ay

where oy is the angle between the two vectors ¥ and VK‘ The definition of a, may be
deduced from fig. 3 as

W,

(2.3) sinaw = Egﬂ siny + —%2 cosy

Therefore Ya is a function of vy, V and of the wind components in earth-fixed axes uw

and w,, . The latter can be expressed as sum of the components of v and V in earth-

wg
fixed axes according to fig. 3:

llwg - VKCOBY - VCOIY.

wwg = Vsinya - sziny

(2.4)

The wind velocity as a function of time is given by the local wind field distribution on
one hand and the aircraft's flight path on the other. The effective wind acting upon the
aircraft is characterized by the following total differential (in earth-fixed axes):

de w dﬁ

(2.5) 3 " aﬁ + -sg-

in which the second term is usually neglected, assuming that the aircraft velocity is
high in relation to the wind field changes with time. R is the vector from an earth-
fixed point to the aircraft center of gravity and avw/aﬁ is the local wind field gradient
/6/. For pure longitudinal flight without sidewind, Eq. (2.5) reads in components:

uy uwX(ﬁ) “Wz(i) cosy
(2.6) = Vi
x R [
Yl Wi (R) Wz (R)| |=siny
where “Wx'a“w/ax ect. are the wind derivatives with respect to the space coordinates,
For an aircraft flying in a wind shear which is alone a function of height as in fig. 6

this gives (in earth-fixed coordinates)

Y - - (h) v, siny
(2.7 g T T 5

wwg = 0

which means that the rate of change of uy is proportional to the windshear-gradient LI
and to the rate of descent V siny. The x- and 2-force equations in air path axes (x,-axis
equal to V) can be set up f:om fig. 4 as follows:

- asDmme =
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d . o .
at (VKcosa") + Yavxsinaw chosaw + yvxlinaw
m = m =
4 . 0 .
.3 (VKsinuw) - Yavx°°°“w VKsinaw yVKCOIaw
(2.8)
-D -uinya cosa
= + W+ F
-L cosy, =-gina

The situation of an aircraft flying on an earth-fixed glide-path is illustrated in fig. 5
for the pure longitudinal case. From this figure the following differential equation for
the flight path can be derived:

R -cos(y+eF) -1
= v v
(2.9) K= K
. sin(y+e;)
oh —Cose; i)

Ah and R being the distance of the aircraft c/g to the glide path center line and origin
rehpectively and €1, being the elevation angle of the straight glide-path.

3. CALCULATION OF THE THRUST REQUIREMENT

Having compiled all necessary equations, we now have to define the flight condition that
should be maintained by open loop controsl, in other words, we have to choose those
variables that shall be held constant. Certainly the first demand is to minimize the
glide-path deviation, this can bhe expressed by

.

(3.1 Ah

N —
(o]

or Y -€

Y (o]
The other demand relates to the aircraft velocity and here we will make the usual choice
that airspeed is to be held constant because this minimizes variations of aerodynamic
1ift and drag and guarantees a safe margin to the minimum (stall) speed. Therefore the
second demand is:

<o
[
[=}

(3.2)

This implies that the absolute speed Vk will vary in accordance with Eq. (2.4). These

two demands determine the control law which we will now derive under idealized conditiouns,
i.e. neglecting measurement and actuation lag effects. Moreover, for usual approach
situations, all angles and the angular rates of Ya and a, may be assumed to be small
(products of small terms are neglected in the following). From fig. 3 it can be seen

that

(3.3) chosaw =V 4+ Uia

Deriving this with respect to time

(3.4) d (v cosay) = V 4 4
G at k%% Ywa

and introducing into the first row of Eq. (2.8)
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(3.5) m [x'/ + g, t {(avxunuw] = -D -siny W + cosa F

we get for small angles and condition (3.2):

(3.6) mu,, =-D-W,+F

Rearranging the terms the required thrust-to-weight ratio results to be
F_D Uwa

(3.7 FTRtTat g with

(2.3) Ya =Y *oay

For small values of Ox' ay and a the second row of Bq. (2.8) is simplified under condi-
tion (3.1) to:

(3.8) O=<=L + W
This means that the lift should always balance the i/eight
(3.8a) L ~W

Introducing these simplifications we get the final relation for the demanded thrust /4/:

c .
F_"D a
(3.9) R C *Natg

4. PHYSICAL INTERPRETATION OF THE WIND-DEMANDED THRUST

In the no-wind case (“w' Ow = 0), the steady state thrust-to-weight ratio must be

c
(4.1) %'E‘D+Y.
L

equal to the sum of the actual glide angle CD/CL and the commanded flight path angle
Yo = "Epe This corresponds to the stationary thrust setting in an inclined flight path.

If the wind is not zero, the thrust-~to-weight ratio is changed to
(4.2) % =t Yt
where the additional thrust is proportional to

-~ the angle ay =~ Yo~ Y between the commanded flight path (vector ﬁx) and the new
direction of

= the actual wind acceleration ﬁ" in relation to g.

In other words: In a constant wind field the thrust must guarantee the necessary angle
Ya of the vector of relative speed between aircraft and surrounding air, 5. to maintain
the desired flight path angle. Therefore Ya in Eq. (4.2) has to be interpreted as a
command variable: it is the value of Ya which should exist in the actual wind situation
so that the nominal (commanded) value of flight-path angle Yo can be maintained. In
addition to this the thrust must hold the airspeed V constant by accelerating or
decelerating the aircraft corresponding to the wind acceleration.
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The wind components can be introduced when x, is substituted by Eq. (2.2):

(4.3) R R R .

which leads to the thrust control law for the nominal state vwhere y = Yo and V = Vc

C u v Y
F_D oNg Zwa
(4.4 W q+7c+vc7c+_\;§*g

Corresponding to this equation, the thrust must be augmented

- proportional to a head-wind (negative ) if the aircraft is on a glide (Y negative)
to reduce the rate of descent in accordance to the decreasing ground-speed. This effect,
which does not occur in level flight is due to a rotation of the resultant aerodynamic
force, as illustrated by fig. 6,

- proportional to a down wind (positive "Wg) to counteract its effect by an opposite
relative velocity between air and aircraft (see fig. 7).

In a wind shear an additional thrust change must be applied proportional to the rate of
increasing tailwind or decreasing headwind (proutivo) to accelerate the aircraft and
hold the airspeed V constant without glide path deviation (i.e. without additional loss
of potential energy). These three effects are well known gqualitatively from flight
experience.

The last term of Eg. (4.4) is proportional to the horizontal wind acceleration encountered
by the aircraft, which is a function of the flight path as shown in Eq. (2.7). To inter-
pret the effect of a certain space-fixed wind field on the aircraft, ‘.‘u has to be
substituted. For the simplified case where the x-component of the wind changes linearly
with height (u..) and the z-component is constant, Eq. (2.4) and (2.6) yield:

(4.5) “Wa"':‘wg--“Wzva"“sz(v"“Hg)

This leads with Eq. (4.4) to the relation of the required thrust as a function of height
(for Vg = const.):

C Y Y
) D -] 1 [}
W= Vet tug™ T +'ugv;'“wz?["c+“wg‘h’]
(4.6) r, ar, ar, ar,
.t o hihs b

To get a qualitative survey of the relative importance of the four terms of Eq. (4.6),
l"o/w. A!'1/w and Al"3/|' as well as their sum are shown in fig. 8 as a function of height.
The wind-profile is assumed to have piecewise segments of linear gradients of

Uyy * O and ¢ 0,2 1/sec 2 12 kts/100 £t

to visualize the different effects. The thrust-to-weight ratios are drawn for Y Tl -3°
and CD/CI. = 0,18 as typical values and for two approach speeds: Wais 35 m/sec in fig. 8a
for a typical STOL-aircraft and Y= 70 m/sec in fig. 8b for a typical CTOL-transport.
From the idealized curves the following can be stated: ﬁ

- AP, /W and A!'3/w are of opposite sign . in a tailwind shear (increasing tailwind) and of
equal sign in a headwind shear. The slope of the total F/W is therefore of different
magnitude in the two cases (this effect is inverted in climb, i.e. Yo positive) .

= The relative importance of A!'1/|l is higher for low airspeed, where the proportion of
w to vc is higher, and for steeper glide-paths. Therefore the slope of the total
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F/W can be positive, negative or zero in a headwind-shear,

The maximum value of the four parts of F/W are listed in table 1 for the two speed cases
to show their relative importance. They have been calculated on the basis of the wind
components and the wind gradient Uy of the example shown in fig. 1. First it can be
seen that the influence of the uw-tom is small, especially in the case of higher
approach speed (see fig. 8). Therefore this term could possibly be neglected in the
open-loop control law if the generation of the control signal turns out to be too
complicated or expensive.

r AF F ar F AF F
Imax o 2 3max o
Vo | ¥ JTUW— Sy gt tefop =g ey
35 m/sec| 0,128 0,018 14 0,174 134 0,050 39
70 m/sec| 0,128 0,009 ? 0,084 67 0,088 67

Table 1: Relative magnitude of wind-required thrust (yc - -3°, "Wg = 12 m/sec,
w"q = 6 m/sec, Uy = 0,2 1/sec)

The thrust demand Arz/w that is caused by the vertical wind component is related to wind
amplitudes of Wy = 6 m/sec. This magnitude has been experienced in conjunction with wind
shears of the order of Uy ™ 0,2 1/sec in the proximity of thunderstorms (e.g. in the
example cited in fig. 1). This seems therefore to be a reasonable guess for a mean value
in a greater extension of space, i.e. for long term vertical wind influence. On the other
hand it is well known that vertical wind (e.g. downdrafts) exist with a magnitude of

20 m/sec and above. But such high vertical wind components are confined to an extension
of the order of 50 m which means that their influence on the aircraft is limited to a
time interval of the order of one second. Such high and rapid vertical gusts cannot be
counteracted immediately due to the limited performance of the aircraft. Their effect
must be suppressed at long term through adequate closed loop control.

The third term which results from the wind shear increases with aircraft velocity, Ar2 and
Al'3 being of same magnitude in the CTOL-example. These two parts should at any rate be
incorporated in the open loop control law. '

5. SIMULATION RESULTS

In /7/ the efficiency of a thrust control law equal to Eq. (4.7) has been investigated
by a nonlinear simulation for a Boeing 707 approaching at vy = -3° and V = 74 m/sec
through a wind shear as shown in fig. 1. To the thrust control an open loop cross-
coupling to the elevator has been added to compensate the effect of pitching moments
due to thrust changes

(5.1) An = ;’- AF
n

but there have been no closed control loops.Traces A of fig. 9 show the flight path and
airspeed deviations when neglecting the engine time constants. Even in this excessive
wind shear which caused a fatal accident the deviations are very small, the touch down
point being 50 m ahead of the threshold.Traces B and C show the effect of engine time
constants of 0.25 and 1.0 sec, wvhere a time constant of 0.25 sec has proven to be
characteristic for a JT3D-engine regarding the small necessary thrust rates /7/. This
shows that the engine lag has only a minor effect on the flight path deviations.
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It has to be emphasized here that the simulation proves the surprising fact that the
deviations of the two aircraft states V and vy in the presence of wind-shear can be
reduced substantially by open loop control to one actuating variable, i.e. to the
throttle only. The only additional condition is, that the 1ift (or the angle of attack)
must be held approximately constant by elevator control to satisfy the condition L~ W
which has been used to determine the thrust control law

c
, F_D Ywa
(4.2) e tat Ty

So Eq. (4.2) and (5.1) can be considered as the only necessary open loop supplement to
usual flight control systems to cope even with difficult wind situations.

6. REALISATION OF THE CONTROL _LAW

The first term of Eq. (4.2) cD/CL can be assumed to be constant, this is well satisfied
in approach flight were the aircraft speed {1: near the point of minimum drag speed,
despite of small possible deviations in anglc of attack. In addition to that the air-
speed deviations are minimized by thrust control (see fig. 9).

As has been pointed out above,ghe second term, y_,, is a command variable. The actual

value of Y OF (%, cannot be used for thrust control because they depend not only on the
wind components but on the flight path angle as well, so it would give wrong informa-
tion in the case of flight path deviations. As can be seen from fig., 10, a control law
AF = W AYu would even cause instability. The control law must therefore bc derived from

Eq. (4.4) as follows:

AF _ Ye 1, Ywa
(6.1) W Ayc+ uwgt-kwwgrc-rT

It is applicable to both the control of curved flight paths (Yc varying) and to the
suppression of wind effects. Indeed, the variables qu, wwg and ‘.‘Wa cannot be measured
directly but must be calculated or estimated from available variables. To assess the
amount of necessary information Eq. (6.1) shall be expressed in measurable variables.
From Eq. (2.4) and (3.4) follows for small angles:

(6.2) “Wg - VK -V
(6.3) Yig = Vyg = Vg
(6.4) Ugg = Vg = V

which leads to the final thrust control law

Y » L]
(6.5) 8ot e 4 vy, - v s et L
c (-]

The following variables have to be measured or estimated with high precision (small
differences of big terms!):

VK = INS-signal or estimation from DME and lccolor:-outor-lignall
V =~ TAS (air data computer)
e 8-a = precision attitude and angle of attack sensors

VKY = qu = INS-signal or estimation from radio-height, vario- and
accelercmeter signals
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'.'Wa -(lx—\? - estimation from Vx, V and accelerometer signals.

This makes evident that the full open loop suppression of wind effects requires a great
amount of information and can only be achieved if an inertial platform and precise radio
signals and estimation filters are available.

As we only want so suppress the low frequency part of the wind effects, we may limit the
estimation to the low frequency portion of these signals. But even under this restriction
the third term in Eq. (6.5) seems to be very difficult to generate because it represents
a small difference of two terms that must be estimated from four or five different
signal sources.

If the deviations of airspeed can be neglected (V = Vc) , the first two terms of Eq.
(6.5) reduce to

AF yv, h
(6.6) —ﬂl- £

s 9
v

c c

This control law has already been implied in the integrated flight control system PRG 70
of Bodenseewerk giving a high improvement of flight path control in steep approaches /8/.
To cope with horinzontal wind-shear, the \'l"-tom has to be added to this control law,

7. ESTIMATION OF THE WIND COMPONENTS Uy and Q'

According to Eg. (2.4) the horizontal wind velocity u, is equal to the difference between
the aircraft inertial velocity Vg and the true airspeed V. The latter can be supplied

by an air data computer. If there is no inertial platform on board, vx must be estimated
from other available signals. In /4/ and /5/ a very simple Kalman-filter has been pro-
posed and tested for the estimation of the aircraft absolute velocity Vx from DME and
accelerometer signals according to the process equations

. R - DME-distance
(7.1) b - accelerometer signal
"Ix = £ ¢ (bx ~- gsiné) £ - constant accelerometer error

This filter is shown in fig. 11. It has been stated in /5/ that good estimation of Vg is
attainable even without the acceleration reference. For the following discussion it can
therefore be assumed that Vx is available without the existance of an inertial navigation
system,

The low frequency estimation of the variable u, and its derivative ﬁ" can equally be
realised by a stationary Kalman-filter under the premises that a model of the signal
process is known /9/. A very simple but adequate model of the time history of the low
frequency po:gion of Uy is the following:

(7.2) \ (¢) = + 8 dt wvhere
s
. duy
(7.3) 8 = ';F" =8,

is first assumed to be constant. This process-mode. can be realised with two integrators
as is shown in fig. 12. It is the heart of the propcsed filter. To complete the filter
the estimated value n' must be subtracted from the measured value u"' - vl" = V' and the
difference fed back to the two integrator inputs as is shown in fig. 13. The feedback
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factors k1 and k2 have to be determined ‘for good filter dynamics. If the real wind process
corresponds to the filter model, 0" and § will match the exact values after the filter
transition time when starting from the unknown initial conditions. But in the real

process, higher frequency gusts (u"’m) are superposed to the low frequency wind changel(u:) .

(7.4) u, = uy o

The low frequency part u; (wind shear) that shall be used for open loop control has to
be separated from the gusts because the latter should not be fed to the throttle to
avoid rapid thrust changes and high throttle activity.

The problem is, that the higher frequency gusts are dominating in known wind-models (e.g.
the Dryden spectrum). Therefore a linear low pass filter as that shown in fig. 13 cannot
damp out the gusts sufficiently without loss of the wanted windshear information. Better
results in the separation of gusts form the low frequency wind shear can be expected
from the use of a nonlinear filter. The linear filter of fig. 13 has therefore been
modified by limiting the rate of change of § = u;', as is shown in fig. 14, The efficiency
of this filter, where the limitation has been set to

]
gmax = 0,05 m/uc3
has been investigated in a simulation where gusts at medium turbulence (¢ = 1 m/sec) have
been superimposed to wind shear. From fig, 15 it can be seen very clearly that the intro-
duction of the nonlinearity has a positive effect on the estimated Q":signal: the higher
frequency parts are reduced considerably whereas the mean value of ﬂw reproduces well
the wind shear amplitud=. The eigenvalues of the filter as well as the limitation value
will be verified in flight tasts.

In section 4 it has bean pointed out that the effect of \'1" in the thrust control equation
is dominant and that the uw-effecn could possibly be left to the closed loop if the
signal generation proves to be too difficult. This has led to the question whether

the estimation of ﬁw alone could be achievad without knowledge of VR which can only

be determined with relatively high expense as has been pointed out. Fig. 16 which can be
developed from the block diagram of fig. 15 by elementary transformations shows a non-
linear filter for the estimation of § = ﬂ; . It turns out that the wind shear part of

\\w can be estimated from the signals of true airspeed V and the horizontal acceleration
nx without use of the absolute speed Vx. The value of “x can be generated by usual means
from

(7.4) Uy = b, - gé
or from a strap down system if higher signal accuracy is needed.

For the estimation of the low frequency vertical wind component Yy which is essential

for the generation of the control signal (see section 4), no concrete proposition can

be made at the moment. It can only be stated, that sureley one has to refer to inertial
signals (strap down platform) to ensure the accuracy needed. As the same problem arises
for the separation of the high~ and low-frequency portions, nonlinear filtering will also
be necessary.

8. CONCLUDING REMARKS

In conclusion it can be said that an open loop control of the X-forces by use of throttle
and spoilers proves to be very efficient to minimize airspeed and glide-path deviations in
the presence of wind shear even under consideration of engine time lag. The open loop
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control has the great advantage that high gains can be realized without stability problems
and that high frequency signals can be kept away from the throttle by separating them
through nonlinear filtering. Full wind-shear suppression can on the other hand not be
achieved without the availability of precise inertial and radio signals, this is especially
true for the elimination of long term vertical wind effects, The utilisation of inertial
navigation systems as well as the introduction of microwave landing systems with precise
DME-information will be the essential steps to overcome wind shear problems and will
therefore contribute greatly to the increase of flight safety.
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Fig. 3 Relation of aircraft and wind velocities

Fig. 4 Definition of forces and angles
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Fig. 5 Geometry of an aircraft relative to the glide-path

Fig., 6 Effect of vy and u" on the equilibrium of forces and velocities
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Fig. 10 Influence of flight path error on the value of Ya and oy
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Fig. 11 Flight path velocity estimation filter

Fig. 12 Simplified wind-shear model
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model equation:
¢ »
Up(t) = uy, + fSdt , s=9¢
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Fig. 13 Horizontal wind-shear estimation filter

Fig. 14 Nonlinear filter for the estimation of horizontal wind-shear
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AIRCRAFT RIDE-BUMPINESS AND THE DESIGN OF RIDE~SMOOTHING SYSTEMS

by

J. G, Jones and D, E, Fry, Flight Systems Department,
Royal Aircraft Establishment,
Farnborough,

Hampshire
GUl4 6TD, UK

SUMMARY

Aircraft longitudinal ride-bumpiness due primarily to aircraft rigid-body response is discussed in
this paper. Results obtained for flight at high speeds and low altitude are described and the implications
for aircraft design deduced, both in terms of basic airframe considerations and in terms of the use of
active controls,

Bumpiness is distinguished from vibration, the former being characterised by a sequence bf separately-
identifiable g fluctuations, referred to as bumps, the latter being associated with quasi-sinusoidal
oscillations. In the case of small combat aircraft, bumpiness is in general influenced predominantly by
aircraft rigid-body response whereas vibration may usually be related to the response of the flexible
structure.

Using statistical discrete-gust theory, bumpiness is described in terms of g counts per unit time.
In addition to providing a quantitative measure of exceedance counte of arbitrary g 1levels, this theory
allows the straightforvard computation of the sharpness of a bump in the sense of the rise-time of a typical
discrete fluctuation in normal acceleration.

Primary effects of aircraft ving loading, 1ift slope and speed are discussed. An increase in the
airframe-dependent parsmeter -"‘—s » vhere W/8 is the wing loading and a is 1ift slope, gives a double

benefit, both reducing the bump amplitudes and decressing the total number ¢f bumps. In contrast, assess-~
ments of ride-smoothing ryetems using either a normal- leration s or an incidence sensor in con-
junction with direct=-1ift-control indicate that a reduction in the amplitude of the bumps is in general
achieved at the expense of an incrense in their total number. Subsequent work has been simed at reducing
bump amplitudes whilst constraining their rate of occurrence. Both open and closed-loop systems have bdeen
comid:rcd and the formulation of sppropriate cost functions for control-system optimisation has been
investigated,

1 INTRODUCTION

As the level of atmospheric turbulence increases, mot only do the handling qualities of an sircraft
deteriorate but the disturbances csuse discomfort to the aircrew and make it harder for them to perform
control and veapon aiming tasks. The low-altitude high-speed flight mission is particularly liable to give
a rough ride both bacause there is usually a significant amount of turbulence at low altitudes, associated
with shear in the earth's boundary layer (possibly aggravated by the proximity of rough terrain), end
because the magnitude of fluctuations in normal g due to vertical turbulence is directly proportional to
aircraft speed.

Various characteristics of aircraft motion which influence ride quality may be distinguished. One is
'ride-bumpiness’, related subjectivaly to discrete fluctustions in acceleration normal to the flight path,
Another is 'vibration', mainly due to the response of the flexible airframe structure in which distinct
frequencies of oscillatory motion may perhaps be detectable subjectively at the regonances of the lower-
order structural modes. A third aspect of ride quality is the possible tendency of aircraft motion to pro-
duce nauses or air-sickness. This msy overlsp to soms extent with the ride~bumpiness and vibration
characteristics already mentioned, but may also be influenced by relatively low frequency modes of aircraft
motion (similar to the frequencies of motion which produce ses~sickness). In this psper we shsll concen-
trate on the concept of ride-bumpiness and will, furthermore, consider only motion in an approximately
vertical plane.

The contents of this psper may be summarised as follows. Section 2 briefly reviews available methods
for the theoretical prediction of ride-bumpiness statistics and describes the gust modelling techniques used
throughout the remsinder of the paper. Section 3 summarises anslytical results which allow the rapid
evaluation of the effects of varying aircraft wing-losding, lift-slope and speed and also illustrates typical
effects of longitudinal stability characteristics in terms of static margin and pitch damping. In section 4
the use of active control systems to improve ride-bumpiness characteristics is discussed and the structures
of particular systems employing direct-lift-control (DLC) are outlined. Section S confirms the validity of
the theoretical results in terms of computer éimulations.

The emphasis in this paper upon ride quality associated with longitudinal aircraft response in no way
implies that lateral ride characteristics are less significant as a source of discomfort, It is, rather,
because longitudinal ride qualities prove more amenable to genaral conclusions which may be conveniently
summsrised in relatively simple analytical form. To a large degree, longitudinal ride qualities associsted
vith the basic airframe are dominated by the {nfluence of relatively few parameters, principally aircraft
wing~loading and effective lift-slops. This is particularly convenient in the early stages of project
assessment vhen afrcraft weight, wing area, aspect ratio and sweep are among those paramsters for which
quantitative estimates are resdily available. Lateral ride qualities, on the other hand, depend to a
higher degree upon the stability charscteristics of the aircraft and thus are less amsnable to general
conclusions applicable in the early stages of project assessment. On the other hand, they tend to be more
amenable to subsequent improvement by the use of conventional techniques of aireraft autostabdilisation.
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An associated subject not discussed in this paper is the influence of pitching motion in turbu-
lence on the stability of the aircraft as a wespons-platform. Whilst this aspect is closely related to
‘ride-quality' we have taken the view that it is better treated as & separate topic. It should be noted,
hovever, that the techniques (including the gust models)employed in this paper to investigate ride~
buspiness are equally applicable to the prediction of aircraft pitching response in turbulence.

2 THEORETICAL PREDICTION OF RIDE-BUMPINESS STATISTICS

Statistical measures of sircraft motion that have been traditionally regarded as relevant to rida-
quality assessment may be separated intv two distinct classes:

(i) msasures based on probability distributions for the amplitude of acceleration response peaks;
(i1) weasures based on frequency-dependent or power-spectral properties of response.

Mesasures of type (i) have in the past been expressed in terms of, for example, 'jg bumps per minute'
(see for instance Ref 1). This type of criterion has been applied in particular in the context of high~
speed low-altitude flight of military aircraft and is largely dependent on aircraft rigid-body motion. To
assess sircraft response in this form, the usual tool has been some form of discrete-gust turbulence -od!l.J
traditionally of the 'derived-gust' type. However, we believe the ‘'statistical' discrete-gust technique‘:
to be particularly appropriate in this context and using it we have presented in Ref 4 a framswork for the
assessment of aircraft longitudinal ride-bumpiness comprising a statistical model in which families of
discrete gusts are used to represent patches of continuous turbulence. The turbulence model takes the form
of an aggregate of discrete ramp gusts which for present purposes are considered sither singly (Fig 1) or

in paires (Pig 2). Pamilies of 'equiprobable' ramp gusts follow a law Yo o as illustrated in Pig 3.

It should be noted that whilst this approach may k' used to generate 'synthetic' turbulence time-histories
for use, for instance, in ground-based simulators”, in the present paper it is used simply as ¢ basis for
purely theoreticsl predictions. The theoretical snalysis of aircraft response in the time plane involves
a search over families of equiprobable gusts, including both isolated gusts and gust-pairs, for the 'tuned
gust' or ‘tuned gust pattern' which produces maximum response. The theorstical predicticn for the rate-
of-occurrence of bumps then takes the formé

PR T s ;
"y xi."{ W} .

vhere n_ is the average number, per unit distance flown, of aircraft normal acceleration peaks greater
than an srbitrary magnitude y

a,8 are paramsters which define the statistical properties of the patech of turbulence through
vhich the aircraft is flying

# is the tuned gust length (critical gust length)
Y is the tuned response (response to tuned gust or'crltlul gust pattern)
A is the gust length sensitivity.

As described in Refs ), 4 aud B, the tuned response Y may be associated either with s single
isolated gust or with a gust-pair combination, depending upon the system characteristics. The precise
condition ia:

- Y,
Yo I 0.857,

vhere V; and Y, are respectively the maximm response to & single isolated ramp gust (Fig 1) and the
maximum resonant response to & pair of gusts (Pig 2), vhere the individual component gusts are chosen from
the same (oquiprobable) family (Fig 3). It should be noted that (for linear systews) the principal of
superposition allows the easy evaluation of Y2 in terms of the largest positive and largest negative

(te overswing) peaks i{n the system response to a single ramp gust.

It is usual for the search for the tuned gust or gust pattern to be made using a computer routine
which evaluates the response to a single ramp gust for & range of values of gust length H . In some simple
situstions, however, vhere the aircraft response may be adequately spproximsted in terms of first or second
order differential equations, general analytical results can be obtained. This is the procedure followed
in Ref 4 where snalytical results have been presented which are intended for use both in simple project
assesements and as a basis for comparison with more detailed computer studies incorperating, for instance,
dynamic equations for the response of active controls.

The statistical result given by equation (1) may be supplemented by the evaluation of the quentity
T iy (2)

which is strictly a messure of the tims taken to traverse a tuned-gust gradient distance but msy also
used as an spproximation to the rise-tims to peak smplitude of the associated response. Equivalently
may be regarded as an approximate measure of the 'duratiom’ of the response pesk. In particular, im the
case of normal accelerstion response, T may be used as a measure of the 'sharpness of the bump'.

Measures of type (ii), defined at the beginning of this section, based upon frequency-dependent or
power-spectral properties of response, are being widely studied at the present timse. For inmstance, the
International Standard Organisetion has been werking for some time now on vidratiom criteris in the
frequency rangs 0.1 to | Ns. HNowever, nothing definite has emerged yet and there is slso doubt as to




vhether a general criterion as developed by I80 will be applicable in the extrems environment, for instance,
of terrain-following flight. Possible developments along these lines include simple measures proposed for
aircrevw sensitivity as a function of frequency, and relatively sophisticated power spectral concepts in
vhich a so-called 'rms of annoyance'6, or 'crew task performance index'?, is expressed as an integral, with
respect to frequancy, of the product of the spectral density of aircraft motion (acceleration) and a crew-
sensitivity weighting function using equations closely analogous to those employed in aircraft structural
analysis. The appropriate applications of measures of this type, however, which are largely based on human
response to sinusoidal wotions, srise in situations dominated by response of a highly oscillatory character.
In qualitative terms the motion then takes the form of relatively continuous vibration rather than irregular
sequences of individual bumps. We take the view that the use of data based on quasi~sinusoidal vibration
to treat aircraft ride bumpiness in turbulence is a susject procedure.

In the case of small combat aircraft, for which the high-speed low-altitude mission can be critically
influenced by ride considerations, the rigid-body modes and structursl response modes are often sufficiently
separated with respect to frequency for measures of type (i), related to bumps, to be based mainly on rigid-
body motion and measures of type (ii), related to vibration, to depend purely on structural flexibility.

It should be noted that the statistical characteristics of the discrete-gust model employed in Ref 4
and used to derive results presented in this paper are consistent with the energy distribution defined
in standard forms of the power-spectrum turbulence model (von Karman spectrum). On this basis it is
possible to employ co-ordinated discrete-gust and power-spectrum turbulence models, both related to a common
turbulence reference intensity T which acts as an overall measure of atmospheric disturbance and for
vhich probabilities of exceedance are available based on overall global statistics (see Appendix B of Ref 4
and also Ref 8). i

Yor the purpose of ride-quality assessment at low sltitudes it is proposed in Ref 4 that nominal
patch lengths of S miles (8 km) be assumed, an overall mission being regarded as a sequence of such patches
with varying turbulence intensity from patch to patch. It must be emphasised that the assumption of 5 mile
patch lengths is a simplified representation of the patchiness properties of real atmospheric turbulence.
In fact, {ntense patches can sometimes be very short, describable as a burst or cluster of gusts. However,
the nominal patchiness postulated is believed to be adequate as a basis Zor the comparison of the ride
characteristics of differing aircraft configurations.

In terms of the assumption of 5 mile patch lengths, the statistical model proposed in Ref 4 takes the
form
a = 0,38 (dimensionless)
die 0.075 (ft/s units) (3)
0.100 (uw/s units)

vhere o,8 appear in equation (1) and G 1is a turbulence refersnce intensity introduced in Ref 8, The

relationship betwsen o and the rms intensity o; of a component of turbulence with scale length L is
{llustrated in terms of power spectra in Fig 4.

Turbulence intensity is often described qualitatively as light, severe, etc. Such terms may ba
approximately related to specific values of the reference intensity according to the following table

Grades of turbulence and reference intensities

Values of
ference
Nominal o
grade of intc;dty
turbulence
n/s | ft/s
Light 0.9 3
Moderate 1.8 ]
Severe 3.7 12

Purther details on the use of T as a reference intensity, providing a joint power-spectrum and
discrete-gust model for turbulence, may be found in Refs 3 and 8.

3 RIDE-BUMPINESS IN HIGH-SPEED FLIGHT
3.1 Influence of wving-loading and lift-slope
The results presented in this section are based on approximate equations of motion which take account

of aircraft translational motion but which neglect the influencc of aircraft pitching motion. The results
derived in Ref 4, for use in equations (1) and (2), are as follows

1 1.6W/8
’se .
A = 0,15 (dimensionless) (4)

|

. 0.74v (M)-m :

psa



In order to illustrate the effects of wing loading W/8 and lift-slope & on exceedance frequencies
equations (4) above have been used in conjunction with equation (1), where numerical values of a and 8
(wvhich characterize the turbulence) are given by equations (3). Typical exceedance frequencies in units
of bumps per minute (sggregate of positive and negative bumps) are prescated in Fige 5 and 6 for a gust
sensitive aircraft (W/S = 60 1b/£:~2, 4 = 4,5) and & gust insensitive aircraft (W/S = 100 lb/ft'z. a=3.9),
in both moderate and severe turbulence, at a Mach number M = 0.7 .

On the basis of results in the form of Figs 5 and 6, carpet plots have been derived to illustrate
effects of wing-loading, lift-slope and Mach number on the rate of occurrence of |g bumps in moderate
(Pig 7) aud severe (Fig 8) turbulence. The data in Figs 7 and 8 have been combined in Fig 9, where it can
be seen that the rate of occurrence of |g bumps, at lov altitude, depends to quite a good approximation on

-]
the single parameter W(!.E) .

As indicated in section 2, an additionsl quantitative measure of ride-bumpiness that msy be derived
on the basis of statistical discrete-gust theory is the rise-time to peak amplitude of a typical normal-
acceleration fluctuation, or 'sharpness' (or hardness) of the bump. This measure is given by T = H/V ,
where H {is the tuned gust length. Carpet plots showing the dependence of T on wing-loading, life~
slope and Mach number are presented in Fig 10 (this measure is independent of the turbulence intensity).

3.2 Influence of aircraft pitching motion

In this section we go on to illuscrate the ways in which the predicted aircraft ride quality is
modified, through the influence of aircraft pitching motion, vhen the aircraft longitudinal stabilicy
characteristics are taken explicitly into account. Whilst these characteristics are less 1likely to be
known than wing-loading and lift~slope in the early stages of project sssessment, they do tend to be easier
to modify subsequently by the use of conventional autostabilisation techniques., In fact, as the results of
this section refer to the idealised and somevhat unrealistic case of aircraft response with ‘elevator
fixed', they are not intended to be used as a means of improving the practical utility of the spproximations
made in section 3.1 but rather are to illustrate what would happen in the absence of any form of attiiude
control, They may thus be used as a datum for assessing the influence of various forms of control,

The aircraft pitching degree-of-freedom can influence smoothness of ride through several mechanisms:

(a) In the case of an isolated ramp gust, the peak value of normal acceleration may be either
increased or decreased, depending on aircraft characteristics, owing to the competing effects
of positive longitudinal stability and gust penetration (fe gradient of gust velocity between
wing and tailplane).

(b) The influence of pitching motion in general changes the tuned gust length and the associated
gust amplitude for s given equiprobable family of gusts.

(c) 1f thc'dqing of the short-paeriod mode of the aircraft is sufficiently low, amplification of
fluctuations in normal acceleration can occur due to the combined resonant effect of sequential
gusts.

(d) Angular acceleration influences the local normal acceleration in a manner that varies along the
length of the aircraft, depending on the moment arm about the instantansous centre of rotatiom.

(e) Human perception of sangular motion has s direct effect upon assessment of ride smoothness.

In the following we concentrate upon the effects of aircraft stability on ride~bumpiness measured
near the centre of gravity, and incorporate the influence of mechanisms (a) to (c) above. However, we draw
attention in the following two paragraphs to contexts in which items related to (d) and (e) are of
importance.

The influence of moment arm is most marked when ride quality, as measured by fluctuations in normal
acceleration, is compared at two well separated stations along the length of the aircraft. This effect has
been emphasised in recent years through incideats in which passengers sitting (or, worse, standing) near
the rear of large transport aircraft have been injured through aircraft penetrations of relatively isolated
gusts when the sircrew at the other end of the aircraft have not been sware of a disturbance of any great
severity. For an adequate overall assessment of the ride qualities of such an aircraft it is clearly
essential to evaluate the gust response over a range of longitudinal positiomns.

The direct effect of angular motion upon ride smoothness is probably considerably less than thet of
normal acceleration from the point of view of subjective assessment of crev and/or psssangers. HNowever,
in the context of combat aircraft, where the quality of the aircraft as & platform for weapon release is
of prime importance, the effects of gust-induced pitch disturbances on weapon accuracy sre of major concern.
In this paper we will not, however, discuss these vider aspects of gust response, concentrating on ride-
bumpiness as it directly influences aircrew capability and efficiency.

The principal parameters influencing the aircraft longitudinal stability characteristics are static
margin (depends on CG position) and damping in pitch (aerodynamic derivative - -!). To illustrate the
influence of these paramsters, the discrete-gust response has been evaluated in Ref 4 for a particular
numerical example corresponding to a small combat sircraft.

The effects of changing static margin (strictly the CG margin) by moving the CG position are
illustrated in Fig 11 in terms of the influence on tuned gust length fi and tuned response 7 . Pig lla
shows that the tuned gust length H decreases with hcrullnt static margin (f¢ CG wmoving forward).
Thus the bumps become sharper (equation (2)) with forward motion of the CG and the oversll rate of
occurrence of Lbumps increases (as can be seen from the influence of il in equation (1)).



Fig 11b shows that the oversll effect of increasing static margin is to decrease the tuned response
amplitude. This arises partly from the alleviating influence of pitch response which tends to reduce the
total wing incidence and partly because of the reduction in tuned gust length and associated reduction in
tuned gust amplitude (see Fig 3).

Fig 12 illustrates the analogous variations in H and Y for a range of values of the damping in
pitch derivative -~ mq . It can be seen that decreasing the pitch damping results in an increase in the
normal scceleration response and also an increase in the tuned gust length, thus making the bumps both less
sharp and less frequent,

4 RIDE~-SMOOTHING SYSTEMS EMPLOYING DIRECT LIFT CONTROL

Ve turn now to the changes in aircraft ride-bumpiness characteristics that may be achieved by the use
of active controls, specifically by the use of ride-smoothing systems employing direct-lift-control (DLC).
The results presented are based on a study described in Ref 11.

The earlier results of this paper have confirmed the well-known fact that high wing loading and low
lift-curve slope contribute to good longitudinal ride qualities. Typical results have been presented in
Figs 5 and 6. However, the choice of such sirframe characteristics generally has to bs a compromise between
the requirements for ride and the requirements for manoeuvrability. A possible course in this situation is
to choose (low) values of wing loading and (high) values of 1ift slope primarily to achieve good manoeuvra-
bility and to attempt to recover adequate ride qualities by means of a ride-smoothing system.

In the following, we discuss some pussible control-system structures and compare the changes in
ride characteristics that may be achieved in this manner with analogous improvements that would result from
an increase of the airframe parameter !.& .

The type of gust-allevistion system considered in this paper is aimed to reduce ride-bumpiness
associated with rigid-body response and the discussion is particularly relevant to relatively rigid air-
craft, We shall not at all be concerned with the use of active control systems vhose primary objective is
to alleviate vibration associated with the response of the flexible structure. Such systems (variously
referred to as modal lugpreuion or mode-stabilisation systems) have been demonstrated, for example, on the
XB-70 and B-52 sircrafe?s10,

We first discuss two types of closed-loop control:
System A - employs normal-acceleration feedback to a DLC motivator.
System B - employs incidence feadback to & DLC motivator.

In addition to the DLC loop, each system has a pitch stabilisation loop which employs pitch-rate
feedback to an elevator or tailplane motivator.

The system representations in the following analysis, based on Ref 11, are idealised in the sense
that, for examplc, & single first-order lag filter is used in some cases to represent the overall lag
introduced into a loop by both sensors and motivators. In addition, idealised sensor positions are
assumed; in particular, the incidence sensor is taken to measure the effective incidence of the wing.
These simplifying sssumptions are of course not intended for use in practical engineering design but are
adequate to {llustrate at lesst qualitatively soms of the problems that arise in an assessment of the
capabilities of ride-smoothing systems.

A simplified representation of System A is illustrated in Fig 13. Typical effects on aircraft
stability of varying the gain B in the DLC loop are fllustrated by means of a root locus plot inm Pig 14.
Three system poles exist, a complex conjugste pair (of which only one is illustrated) dependent only on
the pitch stabilisation loop and the other, lying on the real sxis, moving away from the origin as loop
gain By {s increased. Thus, with this idealised representation there ars no stability limits associated
with increasing amounts of acceleration feedback to the DLC motivator., On the other hand, if we employ s
wore reslistic representation of the feedback loop, incorporating an additional second-order filter to
represent actuator response, it can be seen from the root locus plot of Fig 15 that additional cowplex
polas are introduced, corresponding to a higher-frequency mode. These poles move towards the imaginary
axis with increasing loop gain; thus in practice there does exist & stability boundary on the usable
amount of acceleration feedback, the boundary corresponding to a loss of damping in the (higher-frequency)
control mode.

Having made the point that increases in the loop gain B are ultimately limited by & stability
boundary, we revert to the simplified representation corresponding to Figs 13 and 14 for the remainder of
this analysis. Por this system, Fig 16 illustrates the effects of changing the feedback gain B on the
rms valuss of various parameters including of (normal scceleration), o, (pitch rate activity) and o}
(DLC motivator rate) calculated on a power-spectral basis. As Mg is in!ruud the fluctuations in normal
acceleration of decrease at the expense of an increase in motivator activity of . On the other hand,
the pitching activity o, remsins relstively unaltered. Also illustrated is tLe rms of rate-of-change of
acceleration oy which increases with B . The significance of this measure arises through the so-
called 'sero crossing rate' given theoretically by
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This quantity plays a role in power-spectral theory analogous to the quantity (29 in statistical-discrete-
gust theory, where V is aircraft speed and fi is a factor appesaring in equation (1). It represents am
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overall measure of the total number of fluctuations in normal acceleration, or 'bumps’'. A consequence of
the increase in of' with incressing Bf , illustrated in Pig 16, is that whilst the amplitude of the bumps
(as measured by o ) is decreaased the zero crossing-rate s as defined by equation (5), is increased.
An exactly analogous trend is predicted!! using lutiuicnlnshentc-;ult theory where the effect of

increasing Bf; is to decrease the predicted amplitude of the bumps as measured by § but to increase their
total number as measured by Tai V (see equation (1)).

“he above effects contrast with the analogous effects of increasing the airframe parameter !? o

wvhere decreasing amplitude of bumps occurs in conjunction with a decrease in their total number (as
reflected in Figs 5 and 6 for example). In qualitative terms, the contrast is illustrated in Fig 17. On
this basis it thus appears that the improvements in ride quality obtainable using a closed-loop ride-
smoothing system employing acceleration feedback are dissimilar in character from the improvements due to

increasing ".s , for example by increasing wing sweep, with which pilots are familiar. This point is

discussed in some detail in Ref 4 where the conclusion is drawn that further work on the human factors
aspects is required in order to define a cost function for control-system design that properly reflects the
'quality of thx ride'. Possible options that take into account both the amplitude and frecquency of bumps
are considered®. These aspects are discussed further in the following section on the basis of computer
simulation studies.

Similar results are obnimd” using System B which employs incidence feedback to a LLC motivator.
Fig 18 illustrated the trends associated vwith increasing the incidence loop gain B, , comparable with the
results already discussed, Fig 16. It can be seen that the trends are qualitatively identical, decreases
in bump amplitude as messured by of being accompanied by an {ncrease in the overall bump rate ng .
However, one difference between Systems A and B is that, with incidence fesdback, there exists a stability
boundary with increasing gain even with only a simple first-order lag in the feedback loop.

In Ref 11 various attempts are described to design a ride-smoothing control system which qualitatively
reproduces the improvements obtainable aerodynamically by increasing the parameter !.E » for instance by

increasing the wing sweep (see Fig 17). To this end, cost functions have been formulated that penalise the
increase in overall bump rate n; , and the effects of alternative or additional feedback loops, for "
example vwith a lead-lsg filter acting on h in the loop driving the DLC motivator, have been investigated .
On the whole these attempts have proved unsuccessful, although subsidiary benefits such as a reduction in
motivator activity to achieve a given benefit have been demonstrated for such loops.

Moreover, it is shown in Ref 11 that replacing closed-loop control (as in Systems A and B discussed
above) by open-loop control employing feedforward of measured vertical gust velocity to a DLC motivator may
not in practice give much improvement, Results obtained for an idealised system in which vertical gust
velocity measurements (obtained in practice by combining the output of an incidence sensor with the outputs
of (integrated) pitch rate and normal acceleration sensors) are fed forward though a simple first-order lag
(representing PCU and actuator lags) to a DLC motivator in fact closely resemble the results obtained with
the closed-loop systems. Of course, a gust sensor mounted fsr enough forward (for example, on a long boom)
could in theory provide sufficient lead to counteract the motivator and sensor lag effects, but the practi-
cal feasibility of such an idealised sensor position is open to doubt.

In all the above cases, the results of the theoretical studies reported in Ref 11 emphasise the
{mportance of reducing lags in the sensor and motivator channels. The two principal limitations to the
benefits theoretically obtainable by ride-smoothing systems are constraints on motivator activity (fe maxi-
oum amplitudes or rates) and constraints imposed by degradation of stability leading to oscillatory
behaviour of a control loop. Both of these deficiencies may be reduced by decreasing the lags in PCUs and
actuators.

There are, in practice, additional constraints that limit the practical benefits to be achieved using
ride-smoothing systems. Overall performance assessments need to take account, for example, of penalties
associated with motivator weights and of the effects of the system on structural loads.. The latter can be
quite large, In addition to increases in local loads such as those on a tailplane assiciated with cancella-
tion or pitching woments introduced by the DLC motivator, wing torsion loads tend to be large dus to the
fact tiut whilst the incrementsl lift produced by the deflection of a DLC motivator acts so as to opposs
the overall gust-induced lift, these two lift forces are generally located at differing chordwise positions
on the wing. The out-of-balance moment thus has to be counter-balanced by the structure. These examples
are, of course, simply two factors in the spectrum of benefits and costs that must be incorporated in an
overall performance study.

5 COMPUTER SIMULATION STUDY

The results illustrated in this section refer to a particular case of System A, employing normal-
acceleration feedback, as discussed in section 4 and illustrated in Fig 13, A digital computer simulation
of the system has been used to produce response time histories corresponding to a turbulence imput com-
prising & digitised sample of low-altitude (300 m) turbulence measured by NAE, Canada, using an instrumented
T 33 aircraft. Short extracts from the response time histories are illustrated in Pigs 19 to 2I.

In the case described herc the gain G, in the pitch-stabilisation loop (Fig 13) was held constant
and the gain By in the DLC loop varied. Systems analysis in terms of statistical discrete-gusc theory
gave the results fn the following table:
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The parameters Y and H are defined in section 2. The gust length sensitivity A , also defined in
section 2, has been found on the basis of previous studies to vary significantly less with changes in
system characteristics than the other relevant terms and for the present study has been taken to be constant.

It follows theoretically from equation (1) that, if _is found by counting the average number of
1eaks in response greater than level y , then a plot of log against y/y should result in a straight
line dependent only on a and 8 ( A has been assumed constant, as explained above) and hence invariant
for any particular sample of turbulence. The results of this process are illustrated in Fig 22, vhere a
value of the response has been counted as a peak whenever it ded (in modulus) the values of y within
a 'window' extending a distance equal to H/2 on either side (the process of peak-counting by this and
other means has been discussed in Appendix A of Ref 2).

It may be seen from the above table that the theoretical results for this particular study reflect
the trends discussed earlier in this paper. With increasing loop gain B the tuned response ¥
(equivalent to o} in a pover-spectral treatment) decreases but, for the larger gain values, at the
expense of a decrease in B and thus an equivalent increase in both the sharpness of the bumps and their
overall rate of occurrence (see equation (1)). The computer simulation results illustrated in Pig 22
confirm the theoretical trends in terms of the rate of occurrence of peaks counted. However, in order to
obtain this good agreement between theory and rumerical simulation it was found necessary to refins the
derivation of H outlined in previous prescriptions of the thcoryi' + In contrast to cases previously
investigated, the incorporation of the DLC loop tended to render the definition of H , fe the length of
the tuned gust, somevhat ambiguous in the sense that a plot of peak-response amplitude vy(H) as a function
of H resulted in a comparatively flat-topped curve somstimes containing weak local maxima. A satisfactory
solution to this problem, used to obtain the results illustrated in Fig 22, was to define a 'global'
maximum of y(H) to be the centre of area of the region enclosed by y(H) itself and a line at 90X
{Y(H) }max » where {y(H)}pey is the largest local aaximm. The co-ordinates of this global maximum were
then used to define Y and H . Whilst this revised procedure had negligible influence on ¥ , in some
cases it had a substantial effect on Hi . It should be noted that, in situations where such a procedure
does have a strong influence on #l , the PSD method is likely to encounter analogous problems in the
definition of ngy (equation (5)). The difficulty is not eo much mathematical as conceptuasl, as the
number of peaks counted depends on the precise manner in which a peak is defined (as discussed in Appendix A
of Ref 2). In the present context, we are concerned with counting not simply the number of mathematically-
defined local maxima in the response but the number of those, referred to as 'bumps', which sre associated
with a perceivable energy fluctuation. The method outlined above appears to achieve this obiactive with
some success.

However, the simulated time histories shown in Figs 19 and 20 show that the theoretical trends need
to be interpreted with some care. The predicted decrsase in bump amplitude with increasing By is clearly
apparent, On the other hand, it may be seen that the theorstical increase in total bump rate, associated
vith & reduction in B , is largely dus to the removal of low-frequency components of the fluctuations
whilst the higher-frequency content remains relatively unaltered.

For comparison, the effect on the response of the basic ajrcraft (rig 19) of increasing the parameter
!-.E by a factor of 2.14 is illustrated in Fig 21 (this factor corresponds to a changs from W/8 = 60 lb/!t-z.

a= 4,5 to WS =100 lblft_2 » 8= 3,5, compare Figs 5 snd 6). Comparing Figs 20 and 21 it may be seen
that whilst superficially the trends are similar, the immediately apparent effect being the decresase in

bump amplitudes as compared with Fig 19, the bumps are distinctly sharper edged in the case of Fig 20 which
corresponds to the smaller value of f . The influence of this phenomenon on the performance and subjec-
tive assessment of sircrew is an area requiring further study. However, its potential significance is
underlined by the fact that cases have been reported where pilots have remarked on a 'cobblestone ride' in an
aircraft with a ride-smoothing system. Moreover, the simulstion illustrated in Figs 19 to 2] was based on
rigid-body equations of motion. With structural flexibility included, particularly wing-bending, the
relative sharpness of the bumps in the case of Fig 20 would probably be accentuated.
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FLIGHT CONTROL SYSTEM DESIGN FOR

RIDE QUALITIES OF HIGHLY MANEUVERABLE FIGHTER AIRCRAFT

By

J. F. Moynes, J. T. Gallagher
Northrop Corporation

b Aircraft Group

Hawthorne. California, 90250, US.A.

SUMMARY

A flight control system design is presented that utilizes s ride improvement mode system (RIMS) in conjunction
! with a coutrol augmentation system to achieve desired ride smoothing for low altitude high speed flight conditions.

The Northrop Large Amplitude Flight Simulator and the Continuous System Modeling Program were used as
the tools to analyze and evaluate ride qualities of a highly maneuverable fighter aircraft in low-altitude, high-speed
flight conditions. Analysis included the effect of the first body bending mode on ride quality and pilot evaluations

| of the RIMS as flown on the Large Amplitude Flight Simulator.

It 1s demonstrated that significant improvement in ride quality on a low wing loaded multipurpose combat
airplane could be achieved without adverse impact on the handling qualities,




SYMBOLS
Root mean square acceleration response, g's/fps
Aspect ratio

Particular blend of aircrafts n_, ¢ and 8'responses, developed by Boeing Corp. used for an
indication of handling qualities

Lift curve slope, per radian

Stick force, lbs.

Gaussian input

w-gust scale factor

First body bending mode input scale factor for horizontal tail

First body bending mode input scale factor for trailing edge

First body bending mode input scale factor for w-gust

Aerodynamic parameter used to determine CLa (Ref. 18)

Scale of atmospheric turbulence, ft.

Wing surface area, ft.z

Transmissibility of airframe at pilot station, g's/fps

Acceleration weighting function, 1/g

Wing span, ft.

Acceleration of gravity, 1 g = 32,2 ft/sec2

Distance of pilot's station ahead of center of gravity, ft.

Vertical load factor of aircraft, n, = 1 for level flight, g's

LAS computed vertical load factor at the pilot station, g's

Vertical load factor measured in the LAS pilot station, g's

Vertical load factor measured at the pilot station, g's

Vertical load factor at pilot station due to first body bending mode, g's
First body bending mode vertical load factor due to horizontal tail, g's
First body bending mode vertical load factor due to trailing edge, g's
First body bending mode vertical load factor due to w-gust, g's

Pitch rate, degrees/sec

Pitching gust velocity, degrees/sec

Laplace operator

Side gust velocity, ft/sec

Vertical gust velocity, ft/seo

Pitch attitude, radians

Leading edge sweep

Gust power spectral density

Frequency, Hz

Cutoff frequency (beyond which seroelastic responses are of no significance in turbulence)
Angle of attack, degrees

Horizontal tail surface position, degrees




Trailing edge surface position, degrees
Damping coefficient of firat body bending mode
Density of air, slugs/ft. 3

RMS turbulence level, fps

Natural frequency of first body bending mode

Gust response factor

Caad
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FLIGHT CONTROL SYSTEM DESIGN FOR
RIDE QUALITIES OF
HIGHLY MANEUVERABLE FIGHTER AIRCRAFT
by
J. F. Moynes, J.T. Gallagher
Northrop Corporation, Aircraft Group

INTRODUCTION

In the design of multi-purpose military aircraft the conflict of design features is nowhere more obvious than
in the airplane characteristics necessary for excellent air combat capability and those necessary for low altitude
high speed (LAHS) penetration. The low wing loading which maximizes turn rate capability essential for survival in air
combat also potentially deteriorates the ride quality during high speed penetration, which oan lead to reduced mission
success in attacking heavily defended ground targets.

Fortunately the application of modern active control technology makes possible achievement of excellent ride
qualities without measurable impact on the agility of modern multi-purpose aircraft. In fact, as indicated in Ref, 1,
the application of active contml technology to ride quality enhancement is the least risk application of the technology.
Perhaps this results from the extended time period that such activity has interested the asronautical engineer. As
early as 1937, a French scientist (Ref. 2) had determined that the response of an airplane to turbulence could be
controlled by simple control techniques. Shortly after this, NACA researchers demonstrated in the tunnels at
Langley (Ref. 3) that a simple overbalanced flap could be employed to reduce the response to turbulence of a low
wing loaded aircraft, it was possible in these tests to achieve a forty percent reduction in loadfactor response to
turbulence.

Research in the United Fingdom in the mid 1960's (Ref. 4) on the Lancaster and in support of the development
of the Brabazon aireraft confirmed the potential for ride quality improvement, and if we are to believe the folklore of
Ref. 5 this was possible from a pilot's point of view in spite of improper mechanization of the control system.
Quoting from Ref. 5:

"'So they tried to develop a gust alleviation system employing a vane sensor on the pitot boom
projecting from the aircraft's nose that would sense gusts and then signal to the ailerons to
deflect very rapidly up or down to counteract the gust. Would this have wotked? Well, there
is a lovely story of a test system being installed in a Lancaster; it is said that the Isncaster
pllot tried it out during the delivery flight to Bristol, and reported (o Bill Pegg that it seemed
really to do the trick, and give a smooth ride. Only later did they find the system was hooked
up backwards, making gusts worse rather than lighter}"

Perhaps the most lucid explanation and identification of the challenges of ride quality enhancement is contained
in the work of Phillips of NACA in Ref. 6. Here the potential for using angle of attack or acceleration sensing and
wing flap motion to reduce the response of aircraft to wind gusts was explored in great detail, This was followed by
continuing research at NACA and NASA involving the techniques of stochastic analysis, optimal control, and flight
test (Ref. 7 through 10) to demonstrate that theoretical reductions of up to 90 percent in the loadfactor response to
gusta were possible on low wing loaded transport aircraft.

In Reference 11, Notess had quantified the influence of loadfactor response to wind gusts on the ability of pilots
to perform mission tasks, in essentially rigid siveraft during low altitude high speed flight, Extensive testing under
simulated flight conditions further extended the understanding of the impact of gust response on crew performance
(Ref, 12) to large swpersonic flexible military alrcraft in prolonged low altitude flight,

Later, NASA and Boeing Company research refscused on the reduction of gust response to improve the ride
comfort of passengsrs in low wing loaded STOL transpert airoraft (Ref, 13), Complementing this work, the potential
for applying the techniques of modern control practices to the design of ride quality enhancement was thoroughly
explored in Referemce 14, where it was demonstrated that significant improvement in ride qualities was possible
without measurable impact on flying qualities,

The culminatien of this research spanning almost 40 years was the incorporation of design requirements in
MIL-F-9490D (Ref, 13) for those systems used to improve the ride qualities of military aircraft. It was against this
background that No: oconducted research employing the Northrop Large Amplitude Flight Simulator (LAS) to
confirm that significant vement in ride qality was possible on a highly maneuverable air combat fighter without
ocompromising the flying qualifies sssential o air combat effectiveness.

A, AN INDICATOR OF RIDE QUALITY

In this study the root mean square accelsration response, A, was used as an indicator of longitudinal ride

quality where X is the rms loadfactor at the pilot station divided by the rms gust level (fps) as defined in Equation 1.
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A, rather than the discomfort index as outlined in MIL- F-9490D, was used because it permits direot correlation
with various lorms of analysis including comparison with simulator results and from previous experience it was con-
sidered a good indicator of ride smoothing.

For analytical purposes Equation 2, which is derived from Equation 1 (Refs. 16 and 17), can be used to

represent A of the rigid body.
leCLu
A= aw T Eq. 2

In this derivation, the gust response factor, \’ !_M » represents a partial fraction expansion of the integrals
contained in Equation 1, &L

Effect of CLu and W/8on A
As tion 2 indicates, the dominant factors determining the level of A at a given flight condition are the wing

loading, W/8, and the lift curve slope, C The lift curve slope is strongly influenced by the aspect ratio, AR ,
and leading edge sweep, ALE' as indica y Equation 3, Ref, 18.

27 AR

cxh-z+‘[xlm<1+ m}A—>— o

1- MACH?

Figure 1 summarizes the influence of aspect ratio, wing loading and wing sweep on A. As an example, a fighter
aircraft with a configuration similar to the aircraft shown in Figure 2 would yield an A of 0.080 at a low altitude high
speed flight condition of Mach No. 0.9 at 500 feet. For an rms gust level of 6.7 fps the vertical load factor would be
0.54 g's. As shown in Figure 3, the load factor response exceeds the tolerable level boundary suggested by Ref-
erence 11,

The ride quality is further aggravated by the influence of the structural mode response to gusts. Typical of
fighter aircraft gust response are the data shown in Figure 4. These data were obtained from flight test on the
Northrop F-8 and show the contribution of the first body bending mode to the overall power spectral denaity of the
gust response at the pilot station.

To achieve an acceptable ride quality level, these modal responses to gusts must be minimized, particularly at
the short period frequency. With a given aircraft design, suppression of these responses can be achieved only through
active gontrol techniques.
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FIGURE 2. EXAMPLE OF HIGHLY MANEUVERABLE FIGHTER AIRCRAFT
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APPROACH TO RIDE SMOOTHING

Given a highly maneuverable fighter aircraft with an existing control augmentation system (CAS), the design
approach was to utilize the wing flap surfaces to reduce the load factor response to gusts., Thes. surfaces were to
act to minimize variations in the total Cy, for changes ina due to vertical gusts. By maintaining & relatively constant
Cr in a gust environment, the lift curve slope CL,, is effectively reduced, resulting in & proportiorate decrease in A.
As a result, the use of these surfaces minimizes energy that is cusiteined in the short puriod mode response of
the aircraft to gusts.

Preliminary analysis revealed that the leading edge flap surfaces would be much less « *factive in lowering C L,
than the trailing edge flap surfaces as illustrated in Figure 5. Therefore, after verifying that th: t-ailing edge flap
surfaces had adequate surface effectiveness as well as hinge moment and rate capability for ride aToothing, their
implementation as the active control surfaces for ride qualities improvement was pursued. The ur. of the trailing
edge for ride quality control did not interfere with the normal maneuvering flap control function bes use at the high
dynamic pressure and Mach number typifying the LAHS flight regime the flap surfaces, under mamw vering flap
control, assume a fixed position.

The measuring of alpha gust for use as the control signal to the trailing edge flaps was dismiss.d because of the
possibility of erroneous signals and associated stability problems. Instead, a dedicated acceleromet..: at the pilot
station was chosen to measure the load factor which would be fedback as the control signal. This cott ol loop of the
pllot station load factor to the trailing edge flap surface position, Figure 6, was named as the Ride Iry rovement Mode
System (RIMS).

DESIGN TOOLS
CSMP Model

As the primary tool in analysis of the RIMS design, a non-linear, longitudinal, three-degree-of-freedom
Continuous System Modeling Program (CSMP) model was developed to simulate a LAHS flight condition in which the
performance of the RIMS could be evaluated.

The program incorporated non-linear, rigid body serodynamics with corrected aeroelastic terms and downwash
effects. Four LAHS flight conditions were used initially for analysis; this was later reduced to just one condition,
Mach 0.9 at an altitude of 500 feet, since this condition was determined to be the worst case for ride quality control.
Analysis had shown that ride quality was at its worst just below supersonic flight, because of the reduction of effective
cl‘a above Mach 1,0 due to aeroelastic and compressibility effects.
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The gust turbulence for the analysis was generated as a w-gust with a cosrelated g-gust, from a Dryden filter
model (Equation 4) that had a Gaussian distribution for input as outlined in MiL- F-8785B,

1+(3 s
st = G 4a
w-gust = Ky a, [ P ] ®
Eq. 4
q-gust = -1+—.(é;7w.wgult 4b

The w-gust level was scaled to an rms value of 6.6 fos as determined from a gust probability of exceedance of 10'2

at 500 feet as set forth in MIL-F-9490D for flight raase duration of 0. 5 hour or less.

Acceleration power spectral density data was computed and used to generate equations for the pilot station
load factor that resulted from the longitudinal first body bending mode. The effect of the first body bending mode
was included to determine whether or not the energy that was to be suppressed in the short period mode would
result in an increase of energy content in the first body bending mode. There were three inputs which ‘excited the
first body bending mode: The control surface inputs 8y and Sy and the w-gust term, The pilot load factor due to
the contribution of the first body bending mode is then equal to the summation of the effect of these three inputs
represented by:

P [t Kb + K 0]
n_ (s) = o3 Eq. §
Py [ ] +2wn ‘1' +w

1 21

The CSMP model was set up to run for 50 seconds of continuous turbulence and during this time w-gust and n__ were
sampled. At the completion of the run A was computed. »

LARGE AMPLITUDE FLIGHT SIMULATOR

In conjunction with the CSMP analysis, the Northrop Large Amplitude Flight Simulator/Wide Angle Visual
System (LAS/WAVS or LAS), Figure 7, was employed to obtain pilot evaluations and data for analysis of the flight
control system design. The Large Amplitude Flight S8imulator provides the opportunity to verify the CSMP results
and to obtain pilot comments pertaining to ride qualities of the CAS/RIMS configurations.

- i —

/
FIGURE 7. LARGE AMPLITUDE FLIGHT Sﬂl;ﬂ.ATOR/\V'DE
ANGLE VISUAL SYSTEM /




The model utilized on the LAS included the effect of the first body bending mode on pilot station load factor as
incorporated in the CSMP model. The LAS model, however, was a six-degree-of-freedom model rather than three
and, in addition to w-gust, there was a Dryden v-gust mode! with an rms value of 6.6 fps. The simulator gust model
also had a provision in it so that as the aircraft got closer to ground level the gust levels became more intense.

Aside from these differences and some differences in sampling and integration techniques, the models were the same.

To utilize the LAS for the study of ride qualities, some modifications had to be made to the usual simulation
system arrangement, These modifications concerned the vertical drive of the beam. Due to the filtering of the
signals to the vertical beam drive, it was not possible to see the effect of the first body bending mode using the normal
motion system interface, There were three separate signals which comprised the pilot load factor resulting from the
first body bending mode, each signal representing one of the inputs which excited the first body bending mode. These
bending mode signals were summed with the normal vertical beam drive signal downstream of the normal motion
system interface through implementation of a special motion system interface as depicted in Figure 8.
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FIGURE 8. RIDE QUALITIES SIMULATION BLOCK DIAGRAM

To prevent the vertical beam drive from encountering its mechanical atops there is an adjustable gain on the
vertical beam drive that results in a reduced level of normal acceleration at the pilot station. Thus the Large
Amplitude Flight Simulator has two pilot station load factors, where one is the computed load factor, ng,, thatis
used in computation and the other s the actual load factor, ngg, that is measured by an accelerometer at the pilot
station. The power spectral density plots in Figure 9, show the typical differences in and ngg for flying quality
and riding quality configurations. For this study the gain was made higher than normal in order to increase the gust
response for more relevant pilot evaluation of ride qualities. A comparison of the computed versus simulated load
factor is shown for a RIMS off condition in Figurs 10. Although Figure 10 looks more like the flying quality plot than
the ride quality plot in Figure 8, inspection will indicate that its levels of acceleration are considerably higher than
for either of the plots in Figure 9. The ratio between ny, and ngg in Figure 10 iz also considersbly less than the
ratio shown for ng, and ng, in the flying quality plot of e 9.

In Figure 11 the acceleration power spectral density for the Large Amplitude Flight Simulator pilot station is
compared with those for an F-4C obtained in a study on crew exposure to vibration during LAHS flight (Reference 19).
The similarity of the results for identical flight conditions shows the realism of the Large Ar.plitude Flight Bimulator

- Model in simulating ride qualities for a fighter aircraft,

RIDE QUALITY RESULTS
A Comparisons

The fighter design in this study had a wing loading, W/8, of 57.5 ll:ol/t'tz and aCy, of 0,115 per degree for
Mach 0,9 at 500 feet, typical of a low sweep, fixed geometry moderate aspeot ratio wiLnl Through the application
of equation 2 these parameters and those for three other flight conditions were used to calculate an analytic value
of X for each of the four flight conditions. The analytio A values wers used to oheck the validity of the rigid body
CSMP model with no ride improvement mode system. A study of the CSMP and analytic remilts in Table 1 shows a
good level of agreement for the caloulated values of A, particularly for the subsonic oondition.

ik
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TABLE 1. EFFECT OF MACH AND ALTITUDE ON ACCELERATION RESPONSE
MACH NO. 9 1.2
ALTITUDE, FT. CsMP ANALYTIC csmp ANALYTIC
A A A A
500 .081 080 063 .068
1000 .082 064 .048 0654

Impact of CAS

The existing CAS configuration, Figure 12, with no RIMS was evaluated for different feedback blends of pitch
rate and load factor. This was done to see if the control laws could be modified to improve the level of A and hence
the ride smoothing. The results in Table 2 indicate that while CAS-on is an improvement over CAS-off, the effect
of various blends is negligible; therefore, the baseline CAS configuration was used unchanged.

Selection of a Baseline

To obtain s preliminary check of the rigid body LAS model with the rigid body CSMP model a RIMS was
configured for the Large Amplitude Simulator model and verified by the CSMP model. For
ration, referred to as the baseline RIMS, the vertiocal acoelerometer was simulated 30 feet forward of the airoraft cg.
‘This acoelerometer signal that was fed back through the CAS was used for the control of the trailing edge surface as
was shown in Figure 13. The trailing edge actuator in Figure 12 is represented as an ideal high speed actuator;
however, the actuator used in the CEMP and LAS models incorporated both position and rate limi
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TABLE 2 EFFECT OF VARIOUS CAS CONTROL LAW
CONFIGURATIONS UPON A WITH NO RIMS

CONTROL LAW ngiq RATIO A
BASELINE 45:1 .081
c* 4.5:1 082

b 1:2 .083

CAS OFF A - 087

Comparison of LAS and CSMP Models

‘This baseline RIMS configuration was then flown for two conditions. Oue for a RIMS gain, Krm, of
-18.0 degrees/g and for a RIMS gain of 0.0, i.e., RIMS off. The -18.0 value was chosen after a parametric study
of various RIMS gains. The resulting computed simulator A values (Table 3) were 0. 075 and 0,066 for the gains 0.0
and -18.0 respectively. Two pllots flew both of the cases for runs of six minutes each. The pilot comments were
<>on-ul luntwlththorooordod(huinoonnrmln(ﬂmthonnlmd.pmdwodnlofto_rrldowlthanoﬂoublylmr
g lovel.

The CSMP model with the same baseline RIMS configuration and gain resulted fn an A of 0,057, thus verifying
the LAS model and results (Table 3). This initial RIMS oonfiguration showed that the aircraft's gust response energy
in the short period mode could be reduced and that the Large Amplitude Flight Simulator system was an effective
tool for the study of ride qualities,

Inclusion of the First Body Bending Mode
The baseline RIMS cofiguration was then evaluated with the first body bending mode equations (eq. 6) included,

n_ (s) .
m L oae?

6g®  Bisas+am

n_ (s
—”11— = —dl“-’—— Eq. 6
Spx®  Bissscarmns

n_ (s
Py __oonnd
weguatis) 3.4 95+ 4178
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TABLE 3. ACCELERATION RESPONSE FOR RIMS BASELINE

RIMS GAIN LAS csmp
A A

0.0 076 081

-18.0 066 067

By inspection of the baseline RIMS acceleration power spectral density (Figure 13) generated from LAS data,
the effect of the first body bending mode can be seen, It was evident that there was a gradual loss in the effective-
ness of the baseline RIMS control loop above 0.6 Hz and that the baseline RIMS did not aggravate the first body
bending mode. The loss in effectiveness above 0,6 Hz was not unexpected since the low pass filter of the baseline

RIMS loop had a breakpoint at 0.63 Hz.
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FIGURE 13. n,, POWER SPECTRAL DENSITY

Modified RIMS

To improve the effectiveness of the ride improvement mode system at all frequencies, it was necessary to
alter the design of the low pass fliter. The simplest approach appeared to be to lower the low pass tim.y constant so
that the breakpoint would occur at a high frequency, thus giving less roll off in the desired frequency range, 0 to 10 Hs,
However, lowering the time constant of the low pass filter led to phase problems for the ride improvement mode
system. Therefore, the low pass filter was abandoned in favor of a lagiead. The laglead was chosen because its
gain and phase characteristics were desirable in terms of what would be effective for ride smoothing,

The resulting CAS/RIMS configuration was programmed into the LAS and CSMP models. The block diagram in
re 14 represents this CAS/RIMS configuration with the exception that a Command Model Interconnect (CMI)
in the figure was not used at this stage of the analysis. The CMI which connects pilot commands to the RIMS

be discussed in a subsequent paragraph.
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FIGURE 14. LONGITUDINAL CAS/RIMS WITH COMMAND MODEL INTERCONNECT (CMI)

Through the use of the CSMP model, & parametric study was performed to determine the optimum gain for the
laglead RIMS. Henceforth, the laglead RIMS will be referred to as simply the RIMS. The results in Table 4 showed
that a gain for K., equal to - -15 was optimum and that an A reduction of better than 50 percent was attainable for the
RIMS oonnmratlon. For Kym values above -16 no further improvement was attained and eventually the control loop

was driven unstable.

TABLE 4. CAS/RIMS A RESULTS FOR Weust 266 fps
RMS
LAGLEAD w/O 18T BODY w/18T BODY
RIMS BENDING MODE BENDING MODE
EFFECT EFFECT
Kem A A
0.0 081 085
-10 041 043
-16 038 .040
-20 038 040
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For a RIMS-on A value of 0.040 in a 6.6 fps rms gust environment a vertical rms load factor of about 0.26 g's
results. A check of the ride quality criteria in Figure 3 indicate that this is well within the acceptable level for a

desired exposure of 30 minutes.

The discomfort index as defined by Equation 7, Ref. 15, was also calculated using the RIMS-on computed
acceleration power spectral density, where the cutoff frequency, o Y8 20 Hg,

0 1/
2 2
D, - [fo.llwm)| IT“(“)I o(n)dn] Eq. 7

This calculation resulted in a Dj equal to 0. 19 where 0,28 is the specification requirement for the discomfort index
for a flight equal to 0.5 bour in length.

The improvement of the RIMS over the baseline RIMS (1. e., the use of the laglead instead of lag) in ride
smoothing at frequencies greater than 1 Hz {s revealed in a plot of their acceleration power spectral densities,
Figure 15, obtained from runs made on the Large Amplitude Simulator for the two configurations. Although the
RIMS is not as effective as the baseline for frequencies below 1 Hg, it affords significant improvement between

1 and 6 He.

While the CSMP model showed reductions of more than 50 percent, the LAS reductions, both computed and
simulated, tended to be more on the order of about 40 to 60 percent. Two factors contributing to the difference in
X reduction are, one that the LAS also had a v-gust that would contribute some vertical load factor due to the cross
coupling of the six degree-of-freedom equations and two, the LAS system had oonsiderably more noise introduced
into its model than did the CSMP model.
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FIGURE 18. RIMS VS BASELINE RIMS, Ny POWER SPECTRAL DENSITY

First Body Bending Mode Effect

The results in Table 4 also present the effect of on the body bending mode, While the first body
bending mode contributes some additional energy to the A value of the rigid body, it can be seen that the RIMS does
not significantly aggravate or add to the energy that is contributed by the first body bending mode.

The lack of impact of the first body bending mode was also evident from the results obtained from the simulator.
A comparison of the RIMS on data with RIMS off data presented in Figures 16 and 17 again indicated that the RIMS was
effective in reducing the gust response at the short period frequency without significant energy contribution to the gust
response at the first body bending mode frequency.

Pllots Comments

The RIMS oonfiguration was evaluated by two pilots each simulator for RIMS on and off
oonditions for flights five to six minutes in length for each condition. A table of the pllots comments evaluating the
ride quality for the RIMS on and off conditions is presented in Table 8, Both pllots could feel the improvement in ride
quality with the RIMS on, In addition both felt they could fly a mission in the RIMS on condition for an hour
of exposure in this turbulent environment.
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HANDLING QUALITIES
Impact of RDMS on Handling Quality

As previously menticned, the CAS/RIMS configuration evaluated on the LAS did not have the Command Model
Interconnect that is shown in Figure 14, The ride quality task that was performed by the

CAS/RIMS ride smoothing capabilities did not require the implementation of 8 Command
however, while the absence of the Command Model Interconnect had no eifect on the ride smoothing performance for
the RIMS, it did not allow the pllots o adequately evaluate the overall CAS/RIMS handling qualities. Without the CMI
the airoraft response to stick commands with RIMS-on was predictably sluggish. As a pilot input would attempt to
ocommand pitch rate and load factor, the trailing edge surface would attempt to reduce any load factor through the
RIMS loop with the result being a slow, over-damped response. For the pilot to be abl
without a performance degradation from the RIMS, a CMI was developed
smoothing simultaneously. The interconnect as shown in Figure 14 has a leadlag to
characteristios and a gain, KF, which is scaled to give the commanded ateady state
summing junction. Thus oonfigured, the RIMS is designed to operate about some commanded load factor, where
for steady level flight and no stick command the RIMS operates about a Joad factor of 1 g.
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TABLE 8. PILOT COMMENTS ON RIDE QUALITY EVALUATION OF CAS/RIMS

5-19

PILOT

RIMS OFF

RIMS ON

LIGHT TO MODERATE TURBULENCE...CAN
FLY INSTRUMENTS. HEAVY TURBULENCE
~CAN'T SEE ANYTHING. LOW LEVEL
ROUTE IN HILLS UP NORTH, FEELS ABOUT
LIKE THIS. EASIER TO FLY WITH GOOD
GROUND REFERENCE. HALF HOUR TASK
WOULD BE A LOT OF WORK.

SO FAR IT SEEMS A LITTLE SMOOTHER.
NOT QUITE SO MANY VIOLENT UP AND
DOWNS. TURBULENCE GETS WORSE THE
CLOSER YOU GET TO THE GROUND.
FEELS SLUGGISH-DEFINITELY. DEFINITE
IMPROVEMENT. PEAKS AND VALLEYS
NOT SO HARD. NOT AS VIOLENT, DIDN'T
HIT MY HEAD ON THIS RUN. (BOR 7
TIMES LAST RUN.)

FLYABLE. TURBULENCE BETWEEN MOD-
ERATE AND HEAVY. COULD READ MAPS
BETWEEN BUMPS, TRACK A TARGET.
MORE UNCOMFORTABLE THAN PRE-
VIOUS TWO RUNS. OSCILLATIONS ARE
RELATIVELY MILD, THEN A SHARP PEAK,
FAIRLY VIOLENT. HANDLING IS FINE.
JUST ROUGH. CAN POINT AIRPLANE OK.
JUST AN UNCOMFORTABLE RIDE. HAVE
A HARD TIME READING A MAP FOR
VERY LONG.

OPERABLE CONDITION. COULD READ
MAPS AND HANDLE A TASK. LESS MAG-
NITUDE ON THE BUMPS; MUCH EASIER TO
CONTROL.

C* Criterfa

To evaluate the handling qualities of the CAS/RIMS with CMI, the C* criteria was applied as outlined by Neil
and Smith in Reference 20. Sinoe the time avatlable did not permit simulator evaluation of handling qualities of
the CAS/RIMS with CMI in terms of pilot ratings, the C* criteria was applied as outlined by Neil and Smith in

Reference 20, Using the CSMP model, C* responses in acoordance with Equation 8 were obtained for three con-

figurations: (he CAS-on oondition with RIMS-off; the CAS/RIMS with no CMI; and the CAS/RIMS with CMI.

Fg

ct " tpi
— O — +
Fg ‘%s-

400 ¢
s Ty

The three C* responses were then normalized by the steady state C* value and plotted against the C* criteria
boundaries in Figure 18. Acoording to the criteria, responses within the boundaries indicate a pilot rating of

3.5 or better.

Eq. 8

The CAS/RIMS with no CMI was well outside the C* boundaries as expected. The CAS/RIMS configuration with
the inclusion of the CMI, however, provided a response that lies within the C* boundaries and is on par to that of the
CAS-only oonfiguration, Hence, the use of the CMI allowed the CAS/RIMS control system to retain excellent hand-

ling qualities while improving the ride qualities.
IMPACT OF FEEDBACK RATIO ON THE CAS/RIMS
Once the CAS/RIMS flight control system attained its final configuration, as was shown in Figure 14, the effect

on X of various blends of CAS feedback gains was re-examined. When the CAS with no RIMS was checked for the

{nfluence of various ngiq feedback ratios on A, little difference was perceived (Table 3). However, for the CAS/RIMS
configuration there is a significant difference for changes in the ngiq ratios as demonstrated in Table 6. These dif-

ferences in X depending on the ng:q ratios can be attributed to the heavy reliance of the CAS/RIMS on load factor
feedback.

FUTURE PLANS.

The focus of this initial study of ride qualities was on the alleviation of Joad factor at the pilot station. Any

pitching moments induced by the trailing edge surface deflections were alleviated through the Control Augmentation

System. CBMP results indicated that pitching motions from RIMS on were somewhat less than for RIMS-off. In

future investigations, more emphasis will be placed on the study of the pitching motions to see what improvements
may be desirable.

Other future plans include further evaluation of the handling qualities on the Large Amplitude Flight Simulator
of the Ride Improvement Mode System with the Command Model Interconnect; a check of the RIMS gains performance
at other flight conditions; and .nodiflcations to improve the RIMB ride smoothing capability.
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TABLE 6. CAS/RIMS A RESULTS FOR VARYING q:n, FEEDBACK BLEND
np:q A
4.5:1 043
2:1 046
1:2 061
1:45 .051
CONCLUSIONS

The study attained its objective: to confirm that a Ride Improvement Mode System could be designed to
improve the ride quality of a highly maneuverable low wing loaded air combat multi-purpose airplane without

ocompromise to the flying qualities.
It was demonstrated that:

e Significant reductions in load factor response to gusts were achieved with simple control hw
implementations.

¢ Piloted simulation confirmed that improved ride qualities were possible.
(] mu»nolnylumaumnvomdwmmnlooumoloontmlloopludmum.
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FLIGHT PERFORMANCE AND PILOT WORKLOAD
IN HELICOPTER FLIGHT UNDER SIMU-
LATED IMC EMPLOYING A FORWARD
LOOKING SENSOR
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Deutsche Forschungs- und Versuchsan-
stalt flr Luft- und Raumfahrt e.V.
Institut fir Flugfihrung
33 Braunschweig-Flughafen
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SUMMARY

The low altitude and terminal area flight of helicopters under IMC is a much desired goal in Loth
civil and military fields. Electro-optical sensors and associated displays may be a part of a future
helicopter avionics system to achieve this goal. In order to study some hereto related problems a study
was made giving particular emphasis to flight performance and pilot workload in flights under simulated
IMC employing a forward looking sensor as well as to the layout of the display and the sensor system.

The experiments were flown in a Bell UH-1D helicopter and the paper presents the technical approach which
was chosen and some of the results which were obtained.

LIST OF SYMBOLS

mechanical work

radio altitude

ainimum redio altitude

indicated airspeed

instrument flight regulations

instrument meteorological conditions

nass

torque

product-moment-coefficient of correlation; distance

time

duration of test

velocity

ninimum indicated airspeed

visual flight regulations

visual meteorological conditions

angle of rotation

angle between the vertical axis of the helicopter and the projection of the line of sight on
the y,z-plane of the helicopter

pitch angle

angle between the sensor line of sight and the x,y-plane of the helicopter
bank angle

moment of inertia

angular velocity

roll rete

pitch rate

yaw rate

angle between the longitudinal axis of the helicopter and the projection of the sensor line
of sight on the x,y-plane of the helicopter

= lateral deviation of the helicopter from a given track
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1. INTRODUCTION

The guidance and control design eonsiderations for low sltitude and terminal area flight of fixed-
wing and rotary-wing aircraft are different because helicopters are designed to fly at low altitude most
of the time and to take-off and land even at unprepared sites where no ground-based navigation aids are
available. Helicopters, therefors, can benefit to a limited degree only from the sophisticated avionics
systems available on modern fixed-wing aircraft. As a consequence helicopters are flown manually most of
the time and the pilot has to make extensive use of the visual cues provided by the terrain.

The usefulness of a helicopter is limited, therefore, to those cases whers the pilot can see the
details of the terrain which he needs for orientation and navigation. The limiting conditions are dependent
on many factors but may be reached in general when the conditions become worse than flying at a clear
night under full moon light.

In order to extend the flexibility of helicopter operation beyond this limit some visual aid for
the pllot is required. Electro~-optical sensors, for example, produce an image of the area within their
fleld of view, they can intensify this image or convert the signals received from the non-visual to the
visual spectrus. The image may be projected then on a screen where it can be seen by the pilot directly
as, for example, with night goggles. Alternatively, the electro-optical sensor may produce an electrical
output to drive a monitor which displays ithe image. This latter method has the advantage that additional
computer-gensrated instrument displays can be superposed on the image of the terrain conveniently. In fact,
early studies (ref. 1) have shown that this combination of the image of the terrain and instrument dis-
plays would be most efficient for an integration of a forward-looking electro-optical sensor and the
associated monitor into the existing helicopter avionics system with respect to human engineering
considerations and pilot acceptance. But there are other factors affecting flight performance and pilot
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workload, too, as, for example, the field of view, the optical magnification, the direction of the line
of sight of the electro-optical sensor and so on.

2. THE STUDY AND ITS OBJECTIVES

In order to get some insight into the problems of controlling a helicopter by means of a combined
display of the terrain ahead and instruments on a monitor scieen an experimental study was set up for
a period of two and a half years focussing on human engineering investigations. The objectives of this
study were

i) to investigate the influence of certain parameters of the electro-optical sensor on flight
performance and pilot workload

i1) to develop a human engineered content and format of the instrument displays to be superposed
on the display of the terrain

{ii) to compare flight performance and pilot workload in ordinary daylight flights under VMC and
in flights under simulated IMC employing the combined terrain/instrument display.

In order to illustrate some of the outcomes of this study within the scope of this paper a
selection of topics had to be made. In the following, therefore, the comparison of flight performance
and pilot workload for VFR and IFR flights employing the display are discussed in more detail only
giving particular emphasis to different control modes of the line of sight of the electro-optical sensor

3. THE TECHNICAL APPROACH

The experiments were flown in a Bell UH-1D helicopter from the left (copilot's) seat (fig. 1).
A closed-circuit TV system was used to simulate an electro-optical sensor. The sensor was mounted on a
two-axis steerable platform mounted under the helicopter cockpit (fig. 2). All windows at the experimental
pilot's seat were covered completely to simulate IMC at night. The sensor field of view was 28° in azimuth
and 220 in elevation and the factor of optical magnification was 0.5, i.e. the pilot saw the objects of the
terrain on the monitor screen half as large as they appeared when being viewed directly by the pilot. The
direction of the line of sight of the sensor could be changed with an angular velocity of 7.5 °/s in azimuth
and 4.5 %/s in elevation. The size of the monitor screen was 18 cm wide by 13 cm high. The display is shown
in fig. 3 and 4.

Two pilots flew the helicopter at a nominal airspeed of 80 kts and at a nominal height above ground
of 200 £t on different courses which are characterized as follows:

a) level terrain well-known to the pilots

b) undulated terrain well-known to the pilots

¢) terrain which the pilots passed the first time after preparation by means of a map
d) a river to be followed

Furthermore the flight conditions changed as follows:
e) ordinary daylight VFR flights without the display

£) flights under simulated INC employing the display and the electro-optical sencor
being fixed to the axes of the helicopter, i.e.

o = °
Koo
g) flights under simulated INC employing the display and the electro-optical sensor -
being stabilized in pitch, i.s.
¥ = 0°
0: =-6°-9

h) flights under simulated IMC employing the display and the electro-optical sensor looking ahead in turns,

i,e.
% cos$ - aing |- 0.9¢9
=
¥ sing cos$ -6°
Most of the parameters which were recorded are self-explainatory. Three parameters are explained in
more detail in the appendix. These are

xe - a measure which represents the amount of coordinated flying with respect to bank lnd yaw
v 5
03‘. = :n relative measure of pilot worklowd produced by the manual stabilization of the helicopter
one axis

|4} - a measure which represents the average absolute lateral deviation of the helicopter from a
giver track. .

Pilots' comments were gathered by means of interviews and specially designed rating scales.
With this set of experimental conditions the hypothesis was tested that neither the different courses

a - d nor the various flight conditions e - h produce a statistically significant difference of parameter
means. Two-tail tests were applied. However, in the following fli;ht conditions ¢ - h will be discussed only.
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4. IMPORTANT ASPECTS

Irrespective of the technical approach which was chosen +~ achjeve the objectives of this study
particular attention was given to some more general but nevertr is important aspects., First, many studies
of this type have suffered from the fact that the test pilots were given inadequate training only and that
the test personnel changed within the course of the experiments. Therefore two experienced test pilots were
assigned to this study for the total period of 2 1/2 years. Within the 350 flight hours of this program both
pilots could be trained more than adequately and gathered an amount of experience in flying the display
which was not available before but was urgently needed for development work. In addition visiting helicopter
pilots were given the opportunity to fly the display, too, and their comments balanced some final state-
ments regarding a possible introduction of the display into service and its impact on pilot training.

Second, the simulation of a system employing a forward looking sensor and a combined display of
terrain and instruments aboard the helicopter was considered realistic by the potential users. This is a
most important factor which determines largely the applicability of the test results for the subsequent
development work.

And third, the selection of test courses was not restricted because no ground derived navigation or
measurement aids were employed. In addition no technical limitations e«isted for the layout of the elec-
tronically generated instrument displays (fig. 3).

5. RESULTS

A selection of results had to be made to be presented within the scope of this paper. In the following,
therefore, particular emphasis is given to the comparison of flight performance and pilot workload for VFR
and IFR flights employing the display and to the control of the line of sight of the electro-optical semsor.

Table 1 presents a comparison of parameters obtained from flights under VMC and under simulated IMC
employing an electro-optical sensor being fixed to the axes of the helicopter. From this table it can be
seen that under simulated IMC employing the display the pilots did not reduce average airspeed significant-
ly compared to VMC flights as it is anticipated sometimes but preferred to increase height above ground by
26 §. This may be due to safety requirements as well as to the fact that the terrain is moving more slowly
over the monitor screen which allows more time for orientation. The increased safety requirements for flights
under IMC may be recognized also by an increase of minimum height above ground by 26 % and by a decrease
of minimum indicated airspeed by 11 §.

An increase of 02 by a factor of 29 and an increase of 02 by 25 § indicate much greater
activity in pitch and r811™8nd thus higher pilot workload for flighh%or IMC. One reason is that a
qualitative assessment of pitch and roll and their variation is much easier under VMC than it is by means
of the display. Increased pilot workload is also indicated by the measure of coordinated flying rs
which drops from 52 § under VMC tg 39 § under simulated IMC. A major cause may be the higher and oy
more unsteady activity in roll (u ) under simulated IMC already mentioned. It is also interesting to
note that the pilots paid less at¥ef®on to £flying wings level under IMC which is indicated by an increase
of the average bank angle ¢ .

Table 2 presents a comparison similar to that of table 1 with the exception that the line of sight
of the electro-optical sensor was stabilized in pitch (see chapter 3,g). The table shows that the sta-
tistically significant differences of parameter means which appeared in table 1 disappeared for this
control mode of the sensor with respect to parameters v(IAS), w2 s Voo (IAS) and :F and that the
difference for the parameter h, is reduced. In general the ltuﬂ!Mtioﬂigf the sens '!&np:ltch led to
a better conformity of meas ts taken in VFR and simulated IFR flights without producing a difference
of parameter means in other areas. However, the stabilization of the sensor made the display of the
terrain somewhat less realistic and thus less suitable to fly with. Therefore the pilots flew the heli-
copter to a higher degree according to the information provided by the instrument displays. For example,
while the pilots were able to fly steep climbing turns with the sensor being fixed to the axes of the
helicopter without difficulties the same manoever could not be flown coordinated when the sensor was
stabilized in pitch.

Next a control mode of the sensor was investigated which made the sensor looking ahead in turns
(see chapter 3,h). In order to test this feature a river with a number of turns was chosen as the
reference course to be followed. A comparison of flights along this course under simulated INC employing
the display with the sensor being fixed to the axes of the helicopter and looking ahead in turns, re-
spectively, is presented in table 3. It can be seen that for the look ahead mode of the sensor there
was only a moderate increase of Inaic!tod airspeed v(IAS) by 5 8. However, a significant increase of the
activity in piteh (o ) and yavw (u ) by 47 % and 52 §, respectively, and thus pilot workload was
recorded. Another in¥1ERtion of 1ncroha'pnot workload is the fact that the pilots devoted less attention
to flying wings level resulting in an increased average bank angle ¢ . But mors important the average
deviation from the given track (river) was reduced significantly from |d| = 109.7 m to |d| = 45.0 m when
the sensor was in the look ahead mode. In fact, this improvement by approximately €0 § was even larger
because the deviation measurement equipment reached its limits sometimes in flights with the sensor being
fixed to the axes of the helicopter.

Further results were obtained from these experiments which are related to the influence of the
terrain, to flight safety, flight strategy and individual performance of the pilots. However, their
presentation would go beyond the scope of this paper. They may be found in refs. 2 and 3.

6. CONCLUSIONS

From the results of this study it can be concluded that with a human engineered layout of the
instrument displays and the electro-optical sensor a helicopter can be flown under INC employing the
combined display of instruments and terrain in low altitude flight. A sensor which is fixed to the axes
of the helicopter would be adequate for cruise flight. A stabilization of the sensor in pitch, however,
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will reduce the deviation of flight performance and pilot workload parameters in IFR flight from their
reference .values obtained in ordinary daylight VFR flights. As a stabilization of the sensor in pitch

has turned out to be wost efficient for the landing approach, too, this control mode of the sensor may

be maintained for both flight phases. This would also eliminate the need to change the control mede in
flight which is undesirable because it requires pilot readaptation each time. Finally, the introduction

of a "look ahead in turns" contro)l mode of the sensor will lead to a significant reduction of the deviation
from a given track which includes steep turms.

In summary this study has led to quantitative data on flight performance and pilot workload and
provided the pilots with long-term experience in flying a helicopter by wmeans of an electro-optical sensor
and combined terrain/instrument display under simulated IMC. Both data and personal experience have turned
out to be valuable contributions to the guidance and control design considerations for low altitude and
terminal area flight of helicopters and to subsequent development work in our country.
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Figure 1: Installation of the combined terrain/instrument display in the Bell UH-1D helicopter
instrument panel

Figure 2: Installation of the TV-camera
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Figure 3: Instrument displays

Figure 4: Combined terrain/instrument displays
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IMc

Parameter Dim. VMC fixed sensor P
v(IAS) mws 43.6 (2.6) 41,9 (1.8) < 2 o/o
hR m 53.8 (5.4) 67.9 (12.7) < 1 o/oo
("] deg -1.5 (0.4) =-2.7 (0.55) < 1 o/oo
w? S (dog/l)2 0.06 (0.02) 1.72 (1.70) < 1 ofoo
ug:m’ (deg/s)? 0.73  (0.20) 0.91 (0.11) < 1 0/00
wé’m (deg/s)? 1.02  (0.49) 1.17 (0.29)

vH:ln(IAS) m/s 35.0 (2.9) 31.3 (3.8) < 1 o/oo
hR.Hin m 24.7 (5.0) 31.1 (6.6) <1 o/oo
x‘%‘w - 0.52  (0.09) 0.39 (0.10) < 1 o/oo

Table 1: Comparison of parameter means obtained in flights under VMC and simulated IMC
employing the display and the electro-optical sensor being fixed to the axes of
the helicopter. ( ) =
difference of means.

standard error. p = error probability for a significant

IMC

Parameter Dim. vMC stab. sensor P
v(IAS) m/s 43.6 (2.6) 43.5 (1.0)

hR m 53.8 (5.4) 61.6 (7.9) < 1.0/00
(") deg -1.5 (0.4) -2.6 (0.45) < 1 o/oo
ui'm (d1g/s)? 0.06 (0.02) 2.26 (0.69) < 1 o/oo
03 e (deg/s)? 0.73  (0.20) 0.67 (0.09)

wg'm (deg/s)? 1,02 (0.49) 1.09 (0.33)

vHin(IAs) m/s 35.0 (2.9) 35.2 (3.3)

hR.Hin m 24,7 (5.0) 27.4 (7.5)

™.u - 0.52 (0.09) 0.41 (0.007) < 1 o/oo

Table 2: Comparison of parameter means obtained in flights under VMC and simulated IMC
employing the display and the electro-optical sensor being stabilized in pitch.

( ) = standard error. p = error probability for a significant difference of means.

==
me
1MC sensor looking

Parameter vim, fixed sensor ahead in turns P
v(IAS) n/s 37.5.  (1.9) 39.2 (2.9) < 2 ofo
hy n 67.7  (4.6) 68.5 (6.1)
L] deg -2.3 (0.62) -3.3 (0.84) < 1 o/oo
o e (deg/s)? 4,80  (1.47) 4.24 (1.08)

’ 2
ug'm (deg/s) 1.00 (0.18) 1.47 (0.30) .. < 1 o/o0
9 rme (aeg/s)? 3.88  (1.1) 5.90 (1.25) < 1 ofoo
Vil IAS) n/s 3.2 (2.6) 31.3 (3.3)

Min n ¥7.3  (8.3) W7.4 (5.1)

4 . 0.78  (0.07) 0.74 (0.13)
la] ® n 109.7  (16.1) 45.0 (10.4) < 1 o/eo

Table 3: Comparison of parameter means obtained in flights under simulated IMC employing the
display and the electro-optical sensor being fixed to the axes of the helicopter or
looking ahead in turns, respectively. ( ) = standard error. p = error probability for
a significant difference of means.
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APPENDIX

1. THE MEASURE OF COORDINATED FLYING r
. w,
Helicopter pilots are trained to fly coordinated with respect to bank and yaw, i.e. to keep the
slip indicator ceutered. Less coordinated flying may be caused by turbulences but also by a detraction of
pilot's attention from this task if other tasks are becoming more demanding. Therefors the squared product-
moment coefficient of correlation between bank angle ¢ and yaw rate w_was determined because r re-
presents the proportion of coordinated flying, i.e. the proportion of“the total variation of yan'“z rate u
which is correlated with a variation of bank angle @ . The parameter may serve as an indirect measur:
then to indicate a variation of pilot's attention in this respect if %2 other influencing factors as, for
example, turbulences or a variation of torque are less appearing.

2. THE RELATIVE MEASURE OF PILOT WORKLOAD PRODUCED BY THE STABILIZATION TASK u:m'

In an unstabilized helicopter pilot workload may be regarded as directly related to the (mechanical)
work A required for a rotation of the vehicle in its axes:

A= M
M - torque
a - angle of rotation
The total amount of work may be calculated as the sum of units of work dA:

M=Hda=n%rd¢

n - mass
v =~ tangential velocity at distance r from the center of rotation
de _ = w2

P dv = r . du 0 = mr

w =~ angular velocity
9 -~ moment of inertia

2 2 Wl 8 2
dA = mdvrw = mr wdo = d (mr” £o) = d (5 )
For © = const. the average value of A may be calculated:

T
ioeg (3 [Pe]
o

T =~ duration of test

And for

T
2 1 2
Vo *IF [u dt
it 1s .
= e 2
A 2T

For @ = const. and for nearly constant friction loads (to be assumed for a nearly uniform progress of
flights which can be examined by means of the flight parameters) and for w = 0 the value of u may be
taken as a relative measure for pilot workload caused by the control of the work A required £8%control
the helicopter in its axes.

3. MEASUREMENT OF THE LATERAL DEVIATION OF THE HELICOPTER FROM A GIVEN TRACK

In order to meas.re the lateral deviation of the helicopter from a given track a TV camera was mountad
vertically under the helicoptar facing the terrain. The image of the tomtn was presented on an observer's
monitor. Two horizontal lines were placed around the center of the monitor screen to define a given ares
ahedd and aft the helicopter gruund position (fig. Al). If, for exampls, the pilot tried to follow a road
the image of the road on this monitor was tracked by the observer who moved an electronically generated
cursor horizoatally over the monitor screen so that it coincided with the image of the road within the

area defined by the two lines. The system was calibrated so that the deflection angle 8 of the apparant
cursor line of sight was known. And as the radio altitude hR and the bank angle W were also availabie the
lateral deviation d of the helicopter from the road could be calculated as

dzhy . ten (9+B)
Static tests in hover flight at l.} s 150 £t showed that d could be measured with a tolerance of ¢ 5 §.
d

In cruh: flight at hy = 150 £t v(IAS) = 80 kts the tolerance was larger and in the order of ¢ 10 §
to £ 15§,
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Figure Al: Measurement of the lateral deviation d of the helicopter from a road
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SUMMARY

HUMAN ENGINEERING EVALUATION OF A COCKPIT DISPLAY/INPUT DEVICE

USING A TOUCH SENSITIVE SCREEN
by
Klows=P, Gtriner, Klous=P., Holzhausen

Forschungsinstitut fur Anthropotechnik, FAT
(Research Institute for Humon Englineering)
D 5309 Meckenheim, Buschsirasse
Germany

This paper describes a cockpit Touch Input/Output System which in effect infegrates ond combines several control
ond display functions of several airborne systems Into one spacc: which con be located in the primary control and display
areas of the cockpit.This integration is accomplished by the use of touch semsitive virtual switching arrays on @ CRT
driven by sophisticated computer software. Various technical approaches to the touch sersitive aspect of this system
are described, The Touch Input Control Device (TICD) ond its pomible application to airborne systems are discussed
in some detail In terms of irs advontages ond reliability requirements. Several unique ergonomic problems associated
with these new devices ore identified. A case history application for selected airborne systems involving use of menu-
select hierarchies of virtual keyboards is presented. The authors corried out an actual system simulation to demonsirate
the operation and use of a TICD, A film of the simulation wos prepared and o series of photos from the film are used

as illustrations in the paper,
LIST OF ABBREVIATIONS

The following abbreviations were arbitrarily selected and used in our cose study

Main Dispatcher

ENG
NAV
ANS
SYS
CoM
CHK
KTE

Subdispatcher and pages

LST
MAP

WP -

T ew

POS

VRT, UDT, FRQ,
TRK, DIS, HDG,
WND

PFL
POF
EMY
DEP
ENR
App
AL, AL2
NXT
HLD
AUT
ART
WRN
INS
ERS
HOM

Engine Stotus

Navigation Recelver Frequencies

Area Navigation System

System State (s.9. Fuel System, Anti=lce)
Communication Transceiver Frequencles
Check Procedures

Route Maps (e.g. Departure, Approach)

List, of alphanumeric inputs of coordinates ond frequencies

Map, for selections of waypoints and positions through direct touch input on maps
presented on the screen

w nt select and readout plus numeral

Ti log select plus numerals

Pasition select ond readout

Area Navigation related modes

Preflight checks
Postflight checks
Emergency checks

Deporture Mop
En Route Map

Approach Map

Alternote Approach

Next page

Hold freezes display ;

Automatic/Manuel track change }

Alert Annunclator and Alert Information Switch b
Wom Annunciator and Warn Information Switch ,
Insert information to computer

Ercse last entered Information

Home, l.e. retum  to next higher Dispatcher level
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1. INTRODUCTION

Recent advonces In aircraft technology include the use of multipurpase displays in aircraft cockpits, A problem
facing designers is the trade-off between single purpase and integrated multipurpose disploys. Constraints such as
limitation In cockpit space, display size and location requirements, ond the Incremss in functional requirements wili
cause designers more and more to specify multipurpose displays. The use of CRT’s glves the designer the pomsibllity to

both symbolic and numeric Information to the pllot in one electronic display that wes previcusly presented
with several electromechanical displays. This process Is normally colled displov integration. The trend Is to seporate
Integrated display information used continuously for primary flight control from that used for other control functions.
Primary flight display information is usuelly presented in fixed dedicoted displays which provide information contin-
vously in fixed formats and locations, Other display information used intermittingly -for functtors such s navigation,
communication, weapon etc, con be called-up, modified and dismissed as necessary. Current reliability consider-
ations force the designer to retain some dedicated conventional electromechanical imstruments o o backup if o CRT
is used for primary flight control. Relicbility requirements for other display information can be satisfied by using two

or more multipurpose displays,

The success of Integrated displays supgests that simllar Integration measures with controls could pro-
vide similor space and operotional advantages. Examples of switch integration Include multifunction keyboards [ 1, 2]
and multifunction switch designs [3] . StIll further integration and advontages may be realised by combining display
and control integration concepts to create a powerful integrated Touch Input/Output System which will be discussed
later, With Increasing use of computers and computer-driven displays in alrcraft, the current prablem for the aircroft
designer is to create a mon-machine interface for a Data Manaogement System. The designer must satisfy ergonomic
requirements not only for controls ond displays but also for the interconnecting software which supports the pllot with
strategles, olternatives and control programs, When integrating switch functions, most switch components must necessarily
be multilegend switches which have certain inherent problems. Although o large number of switching functions con be
combined info a relatively few multilegend switches, satisfactory ergonomic designs of Integrated switching arrays ore
very difficult to achleve because not alt switch functions are avalldble at any one time. This meons that some switch
functions may not be avoilable when needed.

2, A DEVICE FOR INTEGRATING COCKPIT SWITCHING AND DISPLAY FUNCTIONS

The concept of multifunction switching arrays is on essential part of ony approach to Integration of switch func-
tions in oirborne systems. Subsystems which on airborne operotor may have to manage include communications, navie
gotion, raior and other serwors, engines, weapons, eic [ 4, 5, 6, 7].

Operators of modern aircroft may also be provided with o map display of selected areas such as the terminal area
or with displays of checklists for meking vorious kinds of systems checks. Also pictorially displayed weapon guldance

Data Management Systems
Data Management Systems  iip integrated Controls -Displays

1
OMS 1 DMS 2
TIiCD
*
OMS 3 DMS & g o)
r"'"] Computer
DMS § | ¢ Further ;
USALIMNE el

Figure 1. Integration of Data Management Systems’ controls and displavs
by wing a teuch semsitive screen ¢

information may be necessary. To integrote a variety of display and control functions from these different subsystems
into one combined Input/Oufput System a conpletely new technical solution has become avaliable. This Is comprised
of a CRT display with @ Touch Input Control Device (TICD) ottached to the screen which enables the operater to
enter dato into the system or perform switch actions by merely touching the screen with the bare finger or some point-
ing device. This system Is symbolically represented on the right side of figure 1. On the left side at the figure the
conventional arrangement of several systems, in this case data management systems, are iliwirated each with its own
dedicated controls and displays. With the TICD, data input manipulations on electronically generated maps or other

* computer=generated plctorial or grophlcal presentations are easy to realize. Multifunctional switching areas con also

be designed very advontageowsly and they will appeor to the operator as virtual keyboords of function switches. In
this way the entire CRT screen can be corsidered as an integrated display control device and we thereby enter the
area of computer driven, multifunctional virtvel controls, F

S alteie

S S s T e s e Ty v -
- . " e i i R R Tl - s . e IR 1 S~ e g



Figure 2, Various types of teuch-sensitive screen Input Control Devices (TICD)

a, Touch wire sensor switch b. Membrane push button switch matrix
c. Integrated LED matrix d. Supersonic surface waves principle
orrangement

Fig. 2 shows various technical solutions for touch-sensitive screens. All TICD's have in common the fact that the
control surface Is achleved through o "touch panel”. This is an attachment over the CRT screen that enables the
operator to interact with the computer directly. Fig. 2a illusirates touch wire control [ 8, 9]. By touching one of
the electric contacts the finger produces a capacitance and resistance to eorth which unbalonces on inductance capo-
citonce bridge. This produces a signal which can be used to activate switch functions by touching switch label or
virtual push buttons which will be projected on the CRT screen directly above or below the wire. The activating speed
Is within o few hundred milliseconds. Figure 2b shows on Interactive Display Terminal [ 10, 11] consisting of o

nt membrane switch with 54 switch positions covering the display surface comsisting of light emitting diodes
(LED). Switch action is effected by the lightest touch of the finger on the surface of the membrane with a resolution
of just under one centimeter which Is quite sufficient for pushbutton or keyboord design purposes. Flgure 2c and d
{llustrate two other systems enabling any part of the screen to be used for both control ond display purposes. The one
on the left Is on Integrated LED-matrix arrangement [ 12, 13]. An array of infrared light beoms Is projfected acros
the display surfoce. The LED emitter and detector pairs are mounted opposite each other along the sides of the screen
on a surrounding frame. The light transmitted between pairs forms o mairix of intersecting beoms., Each point where
two beoms Intersect is a touch point and by interrupting with the finger the signal will be logically decoded to
genercte the coordinates of the point, Figure 2d illustrates the most sophisticoted touching technique involving the we
of piezoslectrically excited surface waves on gloss [ 14]. The surface waves are tronsmitted with ceramic plezoslectric
tronsducers mounted on prisms which are glued to the gloss, These waves propagate acros the surface untll they meet
an obstruction such as a finger and are then reflected back to the origin, This returned wave is received by the tramns-
ducer/prism combination and converted to an electrical signal which represents the touched coordinate or input signal
for the system. The lost two described touch input devices allow a resclution in the ronge of a few millimeters,

3. INTEGRATED INPUT/OUTPUT DEVICE APPLIED TO INFORMATION MANAGEMENT SYSTEM USING
A TOUCH SENSITIVE SCREEN

A touch-sensitive control copability on CRT screens creates a combined control-display device which con be
uted to minimize the number of control ond display devices required on” at the same time Improve accesmibllity for
the cperator. Accemibifity In modem alrcroft ond airborne systems requires central location of the “universal” Touch
Input Control Device combined with the advantage, that the display instrument the pilot is watching Is simulto-
neously the control device. Individuals Interacting directly with the computer while carrying out complex interactions
may have blurred the distinctions between displays end controls. This Is a new problem area fer ergonomic and human
factors attention. Cathode ray tukes provide fost switching access to graphical, pictorial end alphanumeric informetion
which can be manipulated in many ways with advanced TICD’s through programmable software,
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Figure 3. Application of a Touch Input Control Device to operation of an
integrated Fiight Management System
a) numeric keyboard data entry
b) function keyboard mode selection
¢) interactive flight trock monipulation via ground map
d) computer conirolled check list procedure

Figure 3 illustrates some applied sxomples of a Touch Input Control Device [ also in 15]. In Figures o and b
numerical and functional keyboords ore displayed. Keyboards are virtual pushbutton orrays with the inherent peculiar-
ity of an absence of tactile feedbock. It Is from an ergonomic point of view important to investigate conceivable
supplementary feedbacks, e.g.’ visual indicators on the touched screen orea or ouditory signals after having touched
one of the keys. The numeric keyboord In virtual form would be used as any other numeric data input device. The
alpharvmeric keyboard In virtual form may be unsuitable for use as a typewriter type keyboard becouse of lack of
finger position cues. It would Instead be used as a switching array in the form of predetermined function switches or
in the form of coded action ond object switches. Each functional switch can bs used as a main dispatcher which
calls up odditional switching arrays involving specific subfunctions or lateral functions. Figure 3¢ illustrates a mop
design. The screen may be progrommed to act as a window on a large scole drawing or map that con be moved contin-
vously or stopped by a switch function to permit a search of relevant Information. Techniques for zooming into the
display to exomine sections in greater detail are avallable. As shown in the figure, flight track manipulations of the
ground map will help a pllot while interacting with the system ond gives him o comprehemsive picture of his flight
situotion, Figure 3d finally, illustrates the applicotion to checklists. Checklist i‘sms ore sconned by the operator
ond checked-off by touching an associated pushbutton, Check-off actions can be fed into o storage device for later
verification,

Since the Integrated Input/Output System combines both controls and displays.at least two of them should be
present in any cockpit for reliability purposes. In the case of a twin-seated aircraft three such devices may be requi-
red, Figure 4 shows a possible arrangement of two integrated Touch Input/Output Devices in o twin seated alrcraft.
Two CRT’s each with touching areas or "writing surfaces”, one each for the pilot and copilet can replace
considerable number of instruments on ‘he pansl. In oddition to the two devices configured here as 0 master control
panel,a cockpit should have a master inform panel for radio frequencies to perm!t constent and immediate access bypliohs
to this information without going through a menu-select procedure explained later. If a third Input/Output Device is
included for reliability reasons It can convenlently be used for auxillary control display funstions, for exomple such
a device could display departure and approach maps.

An inherent aspect of an integrated virtual control/ display for Inpof/ouipw Systems is the necemsity for organi=-
zing switching possibilities Into functional arecs called "pages” ond “chapters™ and programming on orderly hierarchi-
cal summoning procedure for colling-up and dismissing virtual keyboords as reeded. In figure 5 is on exomple of a
random ond sequentiol menu page selection hierarchy, The highest level of the hierarchy is frequently called the
Main Dispatcher which provides random access to options on the second level. Second level cptions are called swb-
dispatchers which in turn provide rondom access to selected third ievel options catled "chapten”. Within selected
“chapters” Is a series of sequential "pages”. There Is a real pousibllity of overloading the pilot with a variety of
manvol data Input procedures with this menu technique. To minimize the delaying effect of sequencing through the
hierarchy of levels to make a switch action, a detailed analysls of supporting software structure Is recommended.
This involves a thorough planning of access paths using on ergonomically designed menu ftechnique.

4. A CASE STUDY APPLICATION OF AN INTEGRATED INPUT/OUTPUT SYSTEM
TO SELECTED AIRBORNE SYSTEMS

To provide the capability for manipulating verlous flight subsystems through a single Inpuf/Ouw System, varlous
switching options must be organized Into a hierarchy of levels using menu hchnlquu in the case study we orgenized
our varlous functions into the hierarchy illustrated in figure 6.

The operator begins with @ moin “home" menu or Main Dispatcher which Is a virtual function switch array shown
in the upper left of figure 6 and ir. figure 7. The operator wlil always return to this any often having performed
sequential functional task. Seven functional options are represented on the Main Dispatcher by seperate virtual function
switches. Four of these aore described In further detall on subsequent levels of figure 6, They are communication
frequency selection (COM), checklist selection (CHK), route map selection (RTE), and Area Nevigation System (ANS).
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Depending on the complexity of each subsystem the random and sequential selection procedure is more or less expanded.
For example, the COM frequency selection process Is less deeply structured than the Area Navigation System. The
Area Navigation System is illustrated with two different possible waypoint selection techniques, one of which is only
possible with the virtual Touch Input/Output System. This s the direct touch indication of waypoints on a displayed
grophical map to the computer. The other selection technique involves the conventional entry of navigational coordi~
nates.

To iliustrate the various operational advantages of the integrated Touch Input/Output System some simulated
procedures were filmed ond will now be described in more detail. A film of our laboratory simulation was prepored
and a series of selected photos from that film are included ond discussed. We select as a fint exomple the procedure
in calling up and performing a preflight checklist, The category "checks" Is selected by touching the appropriate
switch (CHK) on the Main Dispatcher (figure 8). As a result of this action the Main Dispatcher disappears and the
Checklist Subdispatcher appears (figure 9) . In these and other figures it may be noticed that the operator has o
LED attached to his finger. This is part of a Selspot System described in chapter 5. The operator next defines the
desired check procedure as the preflight check procedure by touching the virtual switch PFL (figure 10) which results
in the appearance of the first page of the checklist. Any number of pages to the checklist can now be operated

Fig. 7 Fig. 8 Fig. 9

Fig. 10 Fig. 11 Fig. 12

upon with computer assistonce and automatic documentation (figures 11, 12), Some questions on the checklist con be
answered automatically by computer inquiry and sensory feedback. Those which can’t will have adjocent virtual puh-
buttons on the right hand tide which the operator checks=off by touching with his finger when conditions permit It.
After checking=off oll items on the first page the checklist processor will automatically sequence to the next page.
This sequential access is sufficlent at this level. The pilot con at any time Interrupt the sequence by touching the
home key (HOM) in order to retum to the Checklist Subdispatcher and finally to the Maln Dispatcher.

Before take-off the pilot might require a quick lock on a departure map that he selects by o-tivating the Map
or Route Subdispatcher (figure 13) and ot that level by touching the departure mop pushbutton (figere 14), Following
these two touch cperations a map display (figure 15) of the departure airport is shown on the screen ontaining de-
porture routes and other Information concerning the airport terminal area,

During flight the pilot can tune communication tronsceivers as well os navigation recelvers with the integrated
Touch Input/Output System, This Is accomplished by touching the COM ‘virtual key on the Main Diipatcher (figure 16)
ond In case of a triplexed communication transcelver orrangement the appropriate number of the required communication
trorscelver. If communication 1 Is to be selected as an exomple the pilot would touch the pushbutton containing
number 1 on the Route Subdispatcher (figures 17, 18). This oction Is followed by the disploy of a numeric keyboard
ond the selected channel number 1 in the upper right hand corner of the Input/Output System (figure 19). Additionally,
the previouly selected frequency Is displayed. This frequency Is also displayed in the Master Inform Panel, so that




Fig. 13 Fig. 14 Fig. 15

the pllot need not go through the select procedure to find out his current COM frequency. To enter a new frequency
the pilot touches the digits on the virtual numeric keyboord (figure 20). After touching the insert virtual button (INS)
(figure 21), the system checks whather the entered frequency Is acceptable or not and In case of an error, flashes

the Alert button. The Alert and Warn buttons are here shown empty to demonstrate nominal operation. The pllot would
then correct his error and enter the correct frequency. If the input error is less obvious, the pllot could touch the
Alert display switch which also serves o an error status Inform request button in order to call-up a detailed emor
condition list, NAV frequency selection would be accomplished in the some way be touching the NAV button selec-
ting the appropriate receiver and entering the new frequency.

Another system that could be operated through the Touch Input/Output System is the well known Area Navigation
System (figure 22). Our simulation Is based on Littons LTN 72-R now used by German Lufthansa. After selection, the
pilot sees a display area with double lines dedicated to show pasition and waypoint coordinates as well os six labeled
virtual keys that are mainly used for mode display ond select purposes and further down a dedicated keyboard with
various ANS=function (figures 23, 24).

First shown is a pesition check during flight by activating the pasition check button (POS) (figure 23) resulting in the
output of the present aircraft position in latitude and longitude. Also displayed is a latitude-longitude select keyboord
in case the pilot wants to enter his present position as nccessary on the ground after warmup of the ANS,

Fig. 16 Fig. 17 Fig. 18

Fig. 19 Fig. 20 . Fig. 21
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Another function enables the pilot to request o reodout of certain preprogrammed waypoint coordinates and to
enter new waypoint data. The waypoint function is selected by touching the waypoint virtual switch (figure 25) which
also serves as o reodout of the last waypolint previously selected. That calls up a numeric keyboard with which the
number of the next waypoint may be selected and  Inserted into the computer (figures 26, 27). This action normally

Fig. 26







resvits In a display of the previously entered coordinates for this specific waypoint in latitude and longitude. But since
a fourth waypoint had not yet been entered no coordinates are displayed, These must now be entered. A special
lat,~long. select keyboard appears which endables the pilot to select North or South latitude and West or East longi-
tude as appropriate for each coordinate input. After selecting North latitude first (figure 28) the lat.=long. select
keyboard Is again replaced by the numeric keyboard and the finst coordinate is keyed in and inserted Into the ANS
computer (figure 29). This some procedure is repeated for the second half of the coordinate which Is East longitude
(fgurs 30, 31, 32, 33).

The some waypoint entry can be accomplished by using the map cption instead. This map option Is selected by
touching a virtual switch which serves both as a list/map switch and o a current mode display (figure 34). After
touching this switch Its legend changes to MAP and future functions called up In the ANS will use o flight map for
oppropriate inputs and outputs, Again the desired waypoint is selected by keyboard entry (figures 35, 36, 37). The
system now switches to the map display ond as such lists preprogrammed waypoints on the Intended flightplan (figure 38).
To define the fourth waypoint, which was not yet entered Into the system, the pilot will touch the appropriate check-
point on the map Ihelf thereby selecting the fourth waypoint (figure 39). A label Is added to the selected waypoint
on the map and’ the planned track is lengthened from waypoint 3 to 4 s Indicated with a dashed line. The selection
of this waypolnt is confirmed and will be accepted by the system as soon as the pilot touches the insert key (figure 40).
The waypolint coordinates are then repeated by the system in digitel form (figure 41) until the operator uses the HOM
key to return to the ANS-Subdispatcher and subsequently to the Main Dispatcher.

En route or In the terminal area the alrcraft might be requested to perform a track leg change requiring the pllot
to lnave the predefined flight track by reprogramming the area navigation system to guide the aircraft directly to the
new dastination polint. This Is demonstrated by using either the list or map mode. In ony cose, the track leg switch Is
activated (figure 42), This switch nomally serves as a readout of the track leg designation the alrcraft is currently
flylng. The nume-ic keyboard that appears after this action permits the track to be chonged. A track leg change to
undefined waypolnis would cause an error condition, Here In our example the pilot wants to fly from his present posl-
tion, which Is defined os waypoint O directly to waypoint 4 such as shortening an approach to the terminal orea, for
example (figures 43, 44, 45),

In the map mode the ilight map Is used instead. After selecting the track leg changs function (figure 46), the
track leg change Is performed by touching the aircraft’s present pasition (figure 47) and the next desired waypoint
(figure 48).

Before landing the pilot might require an approoch map of the destination cirport which he con select from the Main
Dispatcher ond Map-Subdispatcher (figure 49). The approach map (figure 50) Is dismissed by touching the HOM-key
to return to the subdispatcher level and again to sequence back to the Main Dispatcher (figure 51).

Fig. 46 Fig. 47 Fig. 48

Fig. 49 Fig. 30 Fig. 51
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5. ERGONOMIC ASPECTS DISCO'/ERED DURING SIMULATED OPERATIONS WITH THE INTEGRATED
TOUCH INPUT/OUTPUT SYSTEM

An Integrated Touch Input/Output System os discussed sarller was simulated ot FAT, The operator’s inputs in
responss to displayed functionswers accepted through a Touch Input Control Device (TICD) in real time. The TICD
used wos different from any of the TICD types described earlier. 1t was Instead a Selspot System [ 16] comsisting of
on IR LED ottached to the top of the operator’s pointing finger and tracked by an overhead camera. A computer
progrom transloted position and time data Into switch actions and provided a means of storing finger trajectories from
the operotor’s rest position to the virtual switch In a form lending 1tself to exact dynamic anclysis of oparator actions.
Although the Selspot system is not recommended for use In actual operotional systems, it was selected for our simu-
lation becouse of those experimental advontages. While operating with random and sequential menu techniques des-
cribed In detall earlier during preliminiory studies, subjective impremions were that TICD operations are convenlent,
effective ond natural,

A comporative ergonomic evaluotion of @ Touch Input/Output System with current conventional cockpits would
be very difficult becouse of lack of standardization in cockpit equipments and their location. However if the need
of Integration is accepted, the primery ergonomic cbjective of optimizing the Integrated Input/Output System itself
Is sufficient. Some design aspects with this new device which requires ergonom’= attention include such visible aspects
as virtual switch size, distance between them, the numbsr and arrangement required for various applications, switch
shape and color, Other less cbvious but equally important ergonomic comsiderations include types of feedback aond
the interacting software structure and design behind He screen. First experiments with six operators and varlous sized
round virtual switches showed that key activation time decrecsed significantly when switch size wos Increcsed from
11 mm diometer to 22 mm but not with size Increases beyond 22 mm up to 33 mm. These results imply that virtual
switches may require lorger sizes than minimum eleciro-mechanical pushbutton diemeters perhaps due to the lack of
tactile feedback of whether or not the key Is actually hit properly. The operator must rely more on visual feedback
or ouditory fesdbacks can be added in the form of "or ond off" key tones. Total activation time with all switch
types include actual switch activation iime in oddition to finger positioning tima. With virtual switches this acti-
vation Is nearly instontonecus which is an advantage over conventional pushbuttons.

This paper con only illusirate a few of the possibilitier for such an integrated system in future aircraft cockpit.
Use of integrated Touch Input/Output Systems as described should help to save cockpit space and open up numerous
new powuibilities for crew interaction with flight systems. Although a large amount of onboard computer capacity Is
required this is avallable today with miniaturized cirborne computers.Further experimentations with such Integrated
systems is necessary to provide comprehensive ergonomic design guidelines for designers of further aircroft,
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PROPOSAL FOR A COST EFFECTIVE RADAR NAVIGATION SYSTEM
FOR LOW ALTITUDE AND TERMINAL AREA FLIGHT

E. Wildermuth
Institut fuer Flugnavigation der Universitaet Stuttgart
Kaplerstrasse 11, 7000 Stuttgart
Bundesrepublik Deutschland

SUMMARY

In 3 time of considerable economical difficulties and rapidly growing expenses for modern
military systems one should spend sufficient time and effort for considerations, how,
without high costs, already existent and well proved equipment can be made more useful
and effective that it may be kept in service yet for a considerable time.

The Institute of Air Navi?ltion of the University of Stuttgart has designed on this basis
a selfcontained Radar Navigation System which in many ways may meet the requirements for
a navigation system suited for low altitude and terminal area flight,

1. INTRODUCTION

If we consider the doveloﬁment of navigational performance during the past decade, and if
we think, which aims in this respect are already within reach, we find that it should be
possible to equip all modern aircraft with navigational systems producing extremely good
navigation results, each system permitting always to select that mode and kind of display
which seems best for the specific mission.

High costs however and lack of time do often not allow to elaborate the very best solution
and to realfze it. Thus we meet today sometimes the tendency to provide modern aircraft
only with a minimum of navigational equipment which satisfies hardly the most modest
navigational requirements,

A solution for this problem could often be found in the integration of the various navi-
gation systems already belonging to the basic equipment of the afrcraft, improving thus
the operational effectiveness so much, that expensive new developments are not necessary.

In my plgrr I want to demonstrate on & practical example how the effectiveness of a
relatively aged sutonomous navigational equipment of & close support aircraft could be
improved so considerably, and that nearly without additional costs, that 1t may comply
with numerous demands requested for an autonomous navigational system for low altitude
and terminal area flight.

The demand for such a system has been induced to us durin? 8 period of flights for the
evaluation of an automatic map display, where we were involved simultaneously with data
?athering for our researches on “Integrated Afr Navigation", During these flights we

ooked for a means of relfable dead reckoning position fixes which we could include into
the "Integrated Air Navigation". Because however we could carry out our intentfons only
within an already running flight program, we had rather restricting conditions for our
plan, These restrictions were: No money, no changes within the existent navigation equip-
ncnf ofithe aircraft, very 1ittle time for development and no extra flights for flight
evaluation,

These four preliminary conditions in mind we started our reflections., First we looked
over the present navi?ationll facilities within the aircraft in question. The basic auto-
nomous navigation squipment of the C-160 - Transall - (fig. lg consisted of the cead
reckoning system PHI 3-B-10 of Computing Devices of Canada, the Doppler Radar Set DRA-12B
of Bendix, the Sperry Reference Systems CL 11 and SYP 820. To the outfit of the Transall
belongs furthermore the Weather Radar Set RDR-1DM of Bendix. This basic navigation equip-
ment had been completed for evaluation purposes b{ a dead reckoning navigation system,
the so called Automatic Map Display AKT5, system Teldix-Ramsayer.

If we now reflect upon figure 1 and if we have in mind the problems connected with radar
position finding and with dead reckoning navigation, we instantaneously wish to combine
the two systems, because both systems have ideal cumplementary qualities. Whilst on the
one hand the dead reckoning navigation system computes contfnuously the afrcraft position
and the distance and course to every target contained within the navigational chart of
the map display, simplifying thus very much the identification of radar returns on the
radar scope, it is very easy on the other hand, to update automatically from time to time
the dead reckoning position by means of radar position fixes.

2. AN ECONOMIC SOLUTION TO SIMPLIFY RADAR POSITION FINDING

Now on account of completeness let me say a few words about problems connected with radar

position finding. The plan position indicator of the radar set presents a map l{ke pictue

of the terrain below and around the aircraft, To use this radar picture as a means for

navigation it is necessary to correlate its features with the symbols of the navigation '
chart. This however is often very difficult because in most cases the radar picture on

the PPl is very different from that presented by the navigation chart. Therefore correlation
between radar- and chart-picture has been automatized in modern and complex autonomous

navigation systems, or it {s done semi-automatically by superimposing both pictures.
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These methods however are rather expensive. Therefore we used the vector to the target,
to combine the two systems with one another (fig., 2). This vector is delivered to the
navigator by both systems. On the radar scope the distance R and the relative bearing Bg
to a target are measured, If the scope employs no azimuth-stabilization the relative
bearing must be added to the true heading respectively grid heading to obtain a grid
bearing a; to the target.

The dead reckoning system as wel! computes continuously the distance R’ and the grid
bearing agis when the target-coordinates are stored in the memory of the navigation
computer.,

Due to the well known inaccuracies with radar bearing- and distance-measurements and due
to dead reckoning errors the vectors to the identical target, delivered by the two
systems, will usually not be in full conformity with each other.

Eventually radar slant range must be converted to ground range, which, as you know, could
be accomplished automatically with little expense. Besides with low level flying this
transformation will not be necessary because here the slant range to the target will
always be at least more than twenty times the difference of altitude between aircraft and
target, which would lead to a distance error of about .1 %,

If however every now and then - for example every ten to twenty minutes - dependent on

the dead reckoning sensors - radar updating is carried out, which can be done very easily
and quickly with this integrated system, both systems are always sufficiently in accordance
to permit the integration of both systems in this manner,

3. RADAR NAVIGATION SYSTEM

Fig. 3 shows the integration of a dead reckoning navigation system with a radar system.

The dead reckoning navigation system is composed of a navigation computer, a map display
and a homing indicator. Both systems are switched together by means of a radar coupling

unit.

3.1 Radar Coupling Unit (RCU)

The Radar Coupling Unit 1inks the weather radar set with the dead reckoning system with-
out the need for any changes within the aircraft navigation equipment, The RCU is
connected with the Radar Display Unit by means of two plugs interconnected to the power
supply- and video-lines and it is fed from the dead reckoning system with the range- and
bearing-signals to a target. This target will be selected in the navigation chart of the
map display, The two signals are used to servo an electronic marking aid on the PPI,
produced within the RCU,

Figure 4 shows a functional diagram of the RCU, Due to reasons of simplicity a special
kind of electronic marking aid on the PPI has been chosen which could be realized easily.
It consists of an additional range marker on the PPI, whose radius and length of arc are
varizble, By turning the range-knob, the R/C-value of the range marker generator can be
changed. Thus the turning angle of the knob corresponds to the distance to the target,

The length of arc of the range ring will be determined by adjusting a synchro receiver
with the bearing knob, This synchro receiver will stop the range marker generator when it
is 1n coincidence with the respective synchro transmitter within the antenna unit, By this
the turning angle of the bearing knob corresponds to the relative direction to the target,
if properly adjusted. To measure the distance and relative bearin? to a radar target the
end of the arc of range will be moved to the radar echo on the PP]. Two synchros, connected
with the control knobs, will transmit the data for further indicating and processing pur-
poses., An erase switch can be activated when the marking arc shall be visible within an
expanded radar echo. Thus it is possible to set the measuring edge of the marking arc to
every point within an extended target return.

To move the marking aid on the PPl automatically two servo systems, driving the control
knobs, can be switched in, By this The range |n§ bearing sienals of the navigation com-
puter control the two servo systems and the electronic marking aid will lock on the radar
echo, selected within the map display.

For updating and averaging purposes the data measured with the control knobs can be
corrected by means of two differential control knobs, thus superimposing manually the
computer-controlled movement of the marking aid on the PPI (fig. 59.

The RCU had been composed of parts and subsystems already existent, It had been provided
with extra dials and a counter for evaluation purposes. Fig. 5 shows the RCU with its
four subunits. The upper left subunit contains a bearing control knob with a dfal, in-
dicating the relative radar bearing to the target and a bearing correction knob. The
upper right one contains a distance control knob with a distance counter and a distance
correction knob, The lower left subunit, containing the electronics for TACAN-adaption
and coordinate transformation, is furnished with a grid bearing dial. The lower right one
s:;vcs :: cg::rol panel, This subunit contains the electronics which produces the marking
aid on the 3

3.2 Junction Box

Within the Junction Box the navigation signals will be distributed to the respective units,
depending on the functional modes, selected on the RCU.
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3.3 Automatic Map Display AKT5-2

The basic design of the Map Display (fig. 6) has been made by the Institute of Air Navi-
gation of the University of Stuttgart. It has been produced as a sample map display by
Teldix Ltd., Heidelberg at the request of the German Ministry of Defence and was thought
to improve the navigation system of the Transall close support aircraft. With little ex-
pense it can be adjusted to other aircraft navigation systems too.

To be of optimum use the map device serves not only as a position indicator but it per-
mits the navigator as well, to draw, plot and write on the navigational chart in its
usual way.

The map display uses a roller map which can be composed of chart strips, each 40 cm wide.
The strips will be pasted together to a maxfmum length of 37 m resp. 121 ft. The roller
map may contain charts of six different scales, i. e. conventional large scale air navi-
gation charts with the scale 1:0,5, 1:1, 1:2 millions and small scale navigation charts
with the scales of 1:5, 1:10, 1:20 millions. The small scale charts serve as index dia-
gram for the large scale charts. An area of 6000 km by 6000 km can be covered by a roller
map, using hundred chart-leaves, 40 cm by 40 cm of the scale 1:2 millions and ten index-
leaves, with the scale 1:20 millions. The actual chart number of each map scale is shown
continuously on a digital counter.

The aircraft position is indicated by a 1ight spot bright enough to be seen in full sun
shine.

During the flight every scale can be chosen any time without necessity of resetting the
1ight spot.

An important feature 15 the very simple possibility of upu:tin; the system when the exact
aircraft position 15 known otherwise, for example from ground facilities, visual obser-
vations or airborne radar. There 15 no need to read actual position coordinates in the
navigational chart and to feed them manually into the computer, It suffices to set the
position 1ight spot in the roller map on the actual aircraft position and to press the up-
dating button.

In this simple way the coordinates of every landmark or target, contained within the large-
scale-charts can be stored. Thus distance and track to the target will be computed con-
tinuously and displayed on the homing indicator of the system.

3.4 Homing Indicator

During the evaluation flights the Homing Indicator could be alternatively fed with navi-
gational data delivered either from the dead reckoning system PHI-3B10 or from the Auto-
matic Map Display AKTS. The control panel of the Roller Map Unit contains the corresponding
mode selector switch. The indicator can furthermore be used to indicate radar data. For
this purpose the distance and bearing data from the RCU will be switched to the indicator
instead of the signals from the dead reckoning systems.

4. THE RADAR NAVIGATION SYSTEM IN PRACTICAL USE

Fig. 7 shows the operational modes of the Radar Navigation System. From these only three
basic modes could be tested during the evaluation flights due to shortage of time. These
three modes: Radardata-Control, Targetecho-Detection and Radar-Updating however give an
impression of the accuracy and advantage of the whole system and permit to draw conclusions
with regard to the usefulness of the other three modes: Targetecho-Identification, Aircraft-
Radarposition-Display, and PPI-TACAN-Beaconposition.

4.1 Radardata-Control

To be sure that radar data can be used for position updating it is advisable to compare
these data with those gained from the navigation computer. For this the distance and
bearing information R, B, gained with the Radarsystem will be frozen simultaneously with
the corresponding informEtion R', B of the dead reckoning system. Both informations will
be switched quickly one after the ofher to the homing indicator and be compared. If there
exists a considerable difference between the corresponding values, for example a difference
of more than 2 naut. miles in distance and more than 3" in bearing the radar position
determination should be repeated. This can be done very easily because the marking aid on
the PPI is servoed. Therefore only differential corrections must be applied to the marking
aid on the PPI by means of the corrections knobs of the RCU.

4.2 Radarecho-Detection

Often 1t is desirable to find out 1f special targets or certain objects printed into the
navigational chart produce a good radar return on the PPI. For this purpose the navigator
sets the position 1ight spot in the store-mode of the map display on the target in the
chart and switches to "Targetecho-Detection”. The marking afd on the PPI is then servoed
to the corrcspondin? spot respectively radar echo with dead reckcning accuracy. It locks
on the echo controllied by the navigation computer.
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4.3 Targetecho-Identification

The mode Targetecho-Identification will be especially useful in practical radar navigation.
To identify a targetecho on the PPI the electronic marking aid will be put on the echo by
turning the respective control knobs of the RCU. Thus the distance and relative bearing
will be transfered in this RCU-mode to the automatic map display to control the position
1ight spot within the navigation chart, where it indicates now the radar target belonging
to the selected radar echo with dead reckoning accuracy.

4.4 Aircraft-Radarposition-Display

To indicate the radar-position of the aircraft in the navigation chart, the RCU will be
switched to "aircraft-radarposition® and the marking aid on the PPI will be set manually
on a targetecho by means of the two control knobs. The coordinates of the appertaining
radar target will be put into the computer store as described before - see 3.3 -, Now the
radar-position of the aircraft is indicated in the map display as measured with the radar
set.

4.5 Radar-Updating

If in any mode a difference between the radar-position and the dead reckoning position of
the aircraft is observed, automatic radar-updating of the dead reckoning system can be
executed. For this purpose the map display will be switched to "store" and the position
1ight spot will be set on a radaractive target in the navigation chart. Thereupon, after
switching to "Targetecho-Detection”, the marking aid on the PPl will be servoed to the
respective targetecho, missing it by the error vector -E (fig. 8). Then with the correc-
tion knobs of the RCU the marking aid will be moved exactly to the radarecho producing
thus an updating signal. This signal serves, after pressing the updating button of the
map display, to correct the dead reckoning navigation system. When the map display is now
switched to "NAV", the updated aircraft position is indicated in the navigation chart.

- This updating feature was not yet embodied into the AKT5 during the evaluation flights.
Updating has been executed therefore only manually as described before (see 4.4), -

4.6 PPI-Position of TACAN-Beacon

Sometimes it may be very useful to know the latitude and longitude or the coordinates of
a reference point on the PPI in relation to which radar echoes can be identified. If the
rcraft is equipped with a TACAN receiver for example, the marking aid on the PPI can

be controlled by the TACAN distance and bearing signal, thus indicating the position of
the TACAN-beacon. If there is a radar return of this beacon visible on the PPI, the rate
of coincidence between marking aid and radar return gives information about the exactness
of the radar positioning. For this purpose the RCU contains a TACAN-adapter to transform
the signals from the TACAN receiver accordingly.

§. TWO METHODS FOR BETTER RADAR FIXES
5.1 Position-Updating with Averaged Multiple Radar-Position Data

The accuracy of radar fixes can be improved considerably by averaging multiple radar-
position data. For this the coordinates of the radar target will be put into store by
positioning the 1ight spot of the map display accordingly -~ see 4.2 -, After switching to
“Targetecho-Detection” the marking aid is servoed to the respective echo on the PPI. To
get mean position values, the distance and bearing to the target will be measured several
times by adjusting the marking aid with the correction knobs only. The values will be
averaged and the correction knobs adjusted accordingly. Now an automatic updating can be
initiated. Finally the two correction knobs are turned back into their zero position for
further measurements.

5.2 Multiple Range Radar Fixes

For reasons of better accuracy, position fixes from multiple range measurements are often
preferred. To get good results however the time difference and with that the distance
flown between the two or more range measurements must be regarded. This can be done very
easily by means of the roller map and it may be explained with a few words.

In figure 9 L, and L, are the two incorrect dead reckoning positions, indicated in the
map display b} the l?ght spot at the time t, and tos when the radar ranges R, and R, to
the targets T, and T, are determined. To tlie into“account the distance as fiown by“the
aircraft betwden t ind t,, the first radar target T, will be moved to 7! in the naviga-
tional chart by thé dead 3eckon1ng distance as. - This will be very |ccu}|tely equal to
the actual distance flown between t, and t,. - The intersection point P of the two range
circles with the radii R, and Ry ts'the rafar fix at the time t.. Optimum results with
this method will be obtained if’the intermediate distance as is approximately equal to
the range R, to radar target Ty
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6. PRACTICAL EVALUATION OF THE RADAR NAVIGATION SYSTEM

For the evaluation of the radar navigation system the roller map display had been installed
into the working table of the navigator, immediately beneath the radar scope. The RCU had
been fastened beside the map display. Due to shortage of time and due to instructions for
airspace observations all radar measurements have been made in the 50-nautical-miles range
of the PPI. At first radar fixes have been carried out in the usual way, measuring range
and distance to the target on the PPI and drawing the 1ine of position and range circle
into the navigatinonal chart. At the time of radar measurements airial photographs have
been taken to determine the accurate actual aircraft position in td4is moment. The diffe-
rence between actual and radar-position has been resolved into position errors along and
across track to the target and presented graphically in figure 10. As one can see all
position errors are to be found within an error circle of 1.1 nautical miles radius. The
mean distance to all targets was about 26 nautical miles.

A second number of radar fixes has been carried out in the mode "Targetecho-Detection”,
where the marking aid is moved with dead reckoning accuracy to the targetecho. Then the
“fine"-measurement of distance and bearing has been made with the correctton knobs of
the RCU. The accuracy of these radar fixes is shown in figure 11. It is considerably
be;ter than before and all position errors lie within an error circle of .45 nautical
miles.

These better results can be ascribed to the fact that in employing the automatic echo
marking, the navigator can concentrate all his efforts on the fine-measurement, because
the electronic marking aid does not move off the echo during the measuring period due
to aircraft movement.

There is an important tactical aspect too in employing this method. Due to the automatic
jdentification of radar echoes only one or two antenna revolutions are required for a
radar fix.

7. LOW FLYING OPERATIONS AND TERMINAL AREA FLIGHT

For low altitude flights a combination of radar picture presentation and automatic air-
craft position indication in a navigation chart seems to be {deal, because the chart
grants a better general view on the surroundings of the aircraft, whereas the radar range
is limited to only about 10 nautical miles in an altitude of 100 ft. This is especially
important for give way manoeuvers. Furthermore the chart shows more distinctly obstacles
1ike high tension wires, shipping ropes over rivers, high bridges crossfng the flight
track etc. The navigator may aid the pilot by selecting dangerous obstacles during low
level flights with the target setting device of the map display and servoing the marking
a;gs on the PPIs in the “Echo-Detection"-mode, thus warning the pilot of dangerous
objects.

Sometimes it may be very difficult or not possible at all to recognize on the PPI the
target position or the landing site in the terminal area. In this case the navigator may
select on the PPI an auxiliary radar echo in the near of the target, identify it auto-
matically in the navigation chart - see 4.3 - and put the 1ight spot manually, if
necessary, exactly on the radar target, thus updating the dead reckoning system. If the
coordinates of the final target are stored in the navigation computer, the pilot can
:t::r now the aircraft to the final target with radar accuracy, reading the homing
ndicator.

8. CONCLUSIONS

The demand for better sccuracy, reliability and effectiveness of self contained naviga-
tion systems is increasing steadily. The expenses for development and production of

such systems however are growing exponentially, being thus in sharp contrast to the slow-
1y increasing or even diminishing military budgets.

A solution to this paradox may be found in numerous cases in the combination of already
exifstent, well proved and reliable navigational components or systems to a much more
effective integrated navigation system. Such a system is not in need of further expensive
development and its maintenance does not cause additional problems.

The usefulness of this concept has been demonstrated in this paper on a practical example
where a dead reckoning navigation system and a radar set, belonging to the navigation
equipment of a close support aircraft, have been integrated to a cost effective radar
navigation system. The utility and the advantage of this radar navigation system have
been proved on navigation test flights., The results show that the system could be a
valuable navigational aid for low altitude and terminal area flight,
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DESIGN CONSIDERATIONS FOR A GROUND AVOIDANCE
MONITOR FOR FIGHTER AIRCRAFT

D.A. Whittle
British Aircraft Corporation Ltd.
Military Aircraft Division
Warton Aerodrome
Preston PR4 1AX
Lancashire, U.K.

SUMMARY

The problem of ground avoidance, as a consequence of manoeuvres executed
by fighter aircraft, is considered and a relatively simple form of
monitor is proposed to provide a pilot warning in the event of the
aircraft being subjected to a hazardous trajectory. The paper discusses
the parametric requirements of the Ground Avoidance Monitor and the
difficulties associated with selection of suitable and available sensors,
which could be included in the mechanisation of such a facility into a
typical fighter aircraft.

LIST OF SYMBOLS AND ABBREVIATIONS

g gravitational constant of ADC Air Data Computer
acceleration
AFDS Autopilot and Flight Director
hB barometric height System
hBI baro-inertial height Cwp Central Warning Panel
GAM Ground Avoidance Monitor
hd datum height
HSI Horizontal Situation Indicator
hg height above ground HUD Head-Up Display
hp pull-out height loss INS Inertial Navigation System
hr height loss due to pilot Lo Main Cemputér
reaction time PFCS Primary Flight Control System
n aircraft load factor RA Radio/Radar Altimeter
tp  pilot reaction time SAHRS Secondary Attitude and Heading
Reference System
v aircraft velocity

TAS True Airspeed
g aircraft ground speed
TF Terrain Following

Ve true airspeed

a aircraft incidence
Y aircraft dive angle
] aircraft pitch angle

1. INTRODUCTION

The safety of military aircraft flying at high speed and low level has been - |
extensively studied, and system design techniques continue to evolve to provide the
increasingly high levels of safety and confidence demanded for these high-risk flight
conditions, which are primarily related to ground attack or close support aircraft.
This paper discusses the requirements for, and problems of, designing a Ground Avoidance
Monitor for fighter aircraft, with particular emphasis on the air-to-air role. The
difficulties associated with achieving an acceptable performance from available sensors, I
and the problems of computing and pilot's interfaces are also considered. I

A typical fighter aircraft flying at high speed and high dive angle could require a
clearance height above ground of 15,000 ft. to execute a safe pull-out manoeuvre. Medium
to low altitude combat flying therefore requires a high degree of awareness from the
pilot to obtain the maximum performance from the aircraft, whilst respecting the dangers |
and limitations of manceuvres involving large dive angles. The Ground Avoidance Monitor
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has been considered as a means of ensuring that the pilot does not encroach upon
trajectories which could result in ground impact. In addition to the primary objective
of increasing aircraft safety at low altitude, the GAM can also aid in relieving the
pilot of the essential task of monitoring the ground situation. This 1is considered
particularly important, since the high workload involved during certain phases of an
air-to-air attack tends to lead to the air combat pilot being less aware of the terrain
than his ground attack counterpart.

Statistical evidence of the need for a GAM is difficult to obtain. However, a survey
of aircraft losses in the Royal Air Force in the period from 1970 suggests that there is
a real problem and that it is not uncommon for pilots, particularly those of limited
experience, to find themselves in difficulties due to disorientation or misjudgement,
leading to serious loss of height, which may not be appreciated by the pilot until it is
too late.

The proposed GAM operates by continuously predicting the height loss of the aircraft
using speed, dive angle and height as the major parameters. In the event of the
predicted height loss being insufficient to achieve a safe pull-out above a pre-determined
height threshold, a warning is indicated to the pilot.

A major difficulty facing the system designer arises from the need to compute the GAM
during all flight conditions. 1In true low-level modes such as terrain following and
landing approach, the aircraft attitude tends to be limited to the operational range of
prime sensors such as Terrain Following Radar and Radar Altimeters. However, an attitude
limitation cannot be tolerated during air-to-air combat, therefore the available height
sensors are limited to air pressure and inertial types.

Careful consideration must be given to the integrity requirements of sensors and
computing, since the GAM could represent a safety critical feature of the aircraft if the
pilot comes to rely on it, which he must be allowed to do. In this respect, the GAM
function must be mechanised on a fully duplex or self-monitored basis, such that a GAM
failure can be detected and indicated to the pilot.

Although the paper is primarily concerned with the air combat fighter, it is
suggested that other aircraft types could also benefit from some form of GAM to enhance
the safety of medium to low altitude flying.

2. BACKGROUND
2.1 GENERAL AIRCRAFT

Medium/low altitude manoeuvring requires constant awareness by the pilot of his
position relative to ground. This is an obvious statement and one which is clearly
appreciated by pilots, and the altimeter therefore becomes an object of central
importance in the pilot's scan pattern. 1In normal conditions, such as clear visibility
during a sortie with no unexpected occurrences, a pilot would expect no difficulties in
maintaining an adequate safety clearance height above ground. However, faced with a
sudden change of circumstances such as poor visibility or distraction, an inexperienced
pilot can fairly quickly become disoriented and put his aircraft into a downward
attitude, which may not be realised until it is too late.

Statistical evidence of aircraft losses resulting from diving manoeuvres is difficult
to collate. Invariably, pilots involved in such incidents fail to survive, since almost
by de:inition we are talking about a situation which is not immediately appreciated by
the pilot. Even when the criticality is realised, it is natural for the pilot to fight
to regain control and a safe altitude, rather than eject.

A survey of R.A.F. Accident reports since 1970 (refer to Table 1) shows that several
losses could have been attributable to the aircraft's entering a critical flight profile
without the immediate or subsequent awareness of the pilot. It must be emphasised that
in each of the reports considered, the Board of Inquiry was unable to reach any firm
conclusion as to the cause of the accident. The probable causes mentioned were therefore
based on supposition and the circumstances surrounding the incident. 1In all cases the
crew were killed and the aircraft was severely damaged (if recovered) so that the
possibility of aircraft malfunction although not in evidence, could not be completely
disregarded. However, for most of the incidents tabulated it seems probable that if the
causes postulated were in fact valid, then some form of Ground Avoidance Monitor could
have been beneficial in preventing the crashes.

Incidents 4, 5, 9 and 12 would almust certainly have required a height loss
prediction, in order to provide the advanced warning which is essential to enable the
pilot to recover the aircraft. A simple low height warning may have been adequate for
the other incidents.

Although it is not the purpose of this paper to discuss the circumstances which may
lead to the above types of accident, it is clear that there are several factcrs which
could lead to a degradation of the pilot's awareness of altitude, for example:-

. Visual concentration on an outside object (e.g. target)

. High Radio Transmission activity
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. Navigation and Weapons Selections
. Instrument flying in poor visibility
2.2 APPLICATION TO MODERN AIR COMBAT FIGHTER

The problems discussed above are generally relevant to all types of fighter aircraft,
both ground attack and air attack. The severe demands imposed by the requirements for
fast low flying ground attack aircraft have resulted in the need for automatic terrain
following systems, which ensure the maintenance of a safe clearance height. The
performance and safety regquirements of such a task have led to the development of
specialised radars and control systems. The safety requirements of an air combat
fighter, however, are fundamentally different, but the need to maintain an adequate
terrain clearance, albeit perhaps greater than that of the T.F. aircraft, is equally
important. Moreover, the air combat fighter must respect the position of the ground
under a wide range of manoceuvres in contrast to the ground attack aircraft, which can
adopt a relatively limited attitude range during the sortie. The air combat fighter
therefore must seek techniques for ground avoidance other than those available for the
ground attack vehicle.

Direct experience of the need for GAM during air combat is difficult to acquire,
since a representative scenario can only be achieved in wartime. Training for air-to-air
combat manoeuvres is generally performed at ‘'safe' altitudes so that the peacetime role
is not necessarily typical of the real problem. The increasingly recognised importance
of air combat superiority however is tending to lead to greater emphasis on more
realistic simulation during air combat training (Ref. 1), and this trend may generate
more tangible evidence of the requirement for a GAM.

2.3 GROUND PROXIMITY WARNING SYSTEMS

It is perhaps relevant at this point to mention the developments which have taken
place in recent years in the civil aviation field to compare with the fighter problems
previously described, since the object of the GAM is precisely the same as the GPWS,
i.e. to avoid impact with the ground.

The typical GPWS on the market today provides pilot warnings for four different
flight conditions. These are:-

. Excessive Sink Rate

. Excessive Terrain Closure Rate

. Descent after Take-off

. Insufficient clearance when not in Landing Configuration

Since a civil aircraft follows a relatively tightly constrained flight profile, the
definition of thresholds and the scheduling of thresholds with altitude, is not a
difficult task. Thus the GPWS is not directly applicable to the fighter aircraft problem,
which needs to accommodate a much wider flight envelope.

3. DESIGN OBJECTIVES

It is considered that the GAM is primarily provided as a pilot/aircraft safety
feature for the automatic attack phase of an air combat engagement, where the flight
guidance and control system is steering the aircraft towards the target in ignorance of
the position of the ground in relation to the manoceuvres being performed. The GAM is of
course equally beneficial in a manual Flight Director attack or indeed as a general
facility to be available in any phase of the mission, except specific low-level tasks,
such as landing, where the GAM would need to be inhibited. Following the above primary
objective, the secondary objectives are considered to be as follows:-

1) To devise a simple control law depending on the minimum number of sensors in order
to achieve high reliability / availability consistent with a minimum of false
warnings.

i1) To employ sensors which can readily be monitored from alternative sources.
1ii) To be relatively adaptable to a simple pre-flight confidence check routine.
4. GAM PARAMETER REQUIREMENTS
4.1 GENERAL

The object of the GAM is to calculate the height clearance which the aircraft
requires in order to enable a pull-up manoeuvre to be executed at a safe height above the
terrain. It is therefore necessary to study the various parameters which influence the

pull-up performance of the aircraft and decide which parameters need to be included in
the GAM computing. These could include:-
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. Fuel content

. Stores

. Configuration (e.g. airbrakes, wing sweep angle)
. Engine thrust

. Atmospheric conditions

. Alrspeed

. Dive angle

The effects of variations in these parameters are discussed briefly below.

4.2 FUEL AND STORES

Changes in fuel and stores configurations affect the total aircraft weight which can
be considered under two categories. At high speeds where aircraft tend to be 'g' limited,
changes in weight have little effect on height lost during a pull-out. However, at lower
speeds aircraft tend to be 1lift limited and the available 'g' increases as weight reduces,
thus reducing height loss.

Aircraft weight is not usually required to be computed on aircraft, but fuel
contents and stores configuration data is normally available. Howevex, the requirement
for an independent source of this information could only be achieved by providing
duplicated sensors. Alternatively, the GAM can be designed for the high weight case
which will ensure that weight changes will always be in the 'safe' sense. It is
predicted that only at the extreme low speeds and high dive ancles, which are improbable
flight conditions, would the GAM initiate a significantly premature warning. It is
therefore concluded that aircraft weight can be excluded from the GAM.

4.3 CONFIGURATION

Changes in wing geometry affect height losses due to variable 1ift and drag effects,
but the effects are not large and can be accommodated by designing for the wings forward
case. The effect of deploying airbrakes is to reduce the height loss.

4.4 ENGINE THRUST

Engine setting only becomes significant at high speed and large dive angles, where
height losses increase with speed.

4.5 ATMOSPHERIC CONDITIONS

Changes in atmospheric conditions, temperature and pressure can have considerable
effect on height losses due to the impact of these parameters on TAS. Fig. 1 shows as
an example the variation in TAS as a function of temperature, assuming Mach number is
held constant. Thus increases in air temperature will result in corresponding increases
in height loss during a pull-out manoeuvre. If a temperature range of =309C to +45°C is
considered, this would equate to a TAS variation of approximately :5%. It is therefore
necessary to allow for this error in the computation of the GAM warning threshold.

Pressure variations have a similar effect as temperature in influencing the height
loss. A pressure reduction, for example, will have the effect of increasing the TAS for
a given Mach number, thus increasing the height loss.

4.6 AIRSPEED AND DIVE ANGLE

Airspeed, along with dive angle, is a prime parameter for computing height loss and
the effect is broadly shown in Fig. 2. Airspeed is required for two functions:-

i) To calculate the distance travelled, and hence the height lost in the period from
indicating the low height warning to the pilot, and his initiating the pull-out
manoeuvre. )

ii) To calculate the height lost during the pull-out manceuvre itself.
4.7 GAM CONTROL LAW

The major factors affecting the pull-out height loss are speed, dive angle and height.
The control law objective is to compute the minimum pull-out height for a given flight
condition and to compare this with a pre-determined minimum height for level flight. 1In
the event of the former exceeding the latter, a pilot warning is initiated.

A graphical representation of a simple pull-out manoeuvre is shown in Fig. 3, where:-

h = hr + h + hd

P

hr = VTp siny

v2
P = Flaccosyy (1 - cosv)
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hd is the datum height selected by the pilot

This relationship, however, does not take into account the full capability of the
aircraft, since if maximum 'g’ is applied during the pull-out, level flight could be
achieved at a higher altitude. Fig. 2 is a typical pull-out performance carpet, showing
height loss during pull-out manoeuvres as a function of speed and dive angle. This
carpet can be conveniently represented mathematically by a second or third-order
equation, which is the basis for the proposed GAM.

It 18 concluded therefore that the GAM should be based solely on speed, dive angle
and height.

5. SENSOR SELECTION

The GAM is considered primarily as a safety precaution for fighter aircraft equipped
with automatic target tracking and following controls (Auto Air Attack). It is this
combat situation which could put the aircraft into a dangerous position relative to the
ground if the dynamic behaviour of the aircraft is ignored. A typical avionic and flight
control system for such an aircraft is shown in Fig. 4. It is assumed that the flight
control system includes a duplex full authority autopilot driving a fly-by-wire control
system. The fly-by-wire system is not essential but is typical of a modern combat
fighter. The duplex autopilot provides integrity and protection against failures
occurring in the outer loop. This is an important feature since the availability of
monitored sensor data is likely to be fairly extensive. The autopilot, in addition to
an auto air attack mode, features the normal modes such as Height, Heading, Speed and
Mach Hold, for which data is supplied from an Air Data Computer, HSI, Inertial Navigator
System and Radio Altimeter.

For the purposes of the GAM, the following sensors can be considered for the three
GAM parameters:-
SPEED Air Data Computer
Inertial Navigation System

HEIGHT Radio Altimeter
Forward Looking Radar
Adlr Data Computer
Inertial Navigation System

DIVE ANGLE Inertial Navigation System
Alr Data Computer

Let us consider the above sensors in detail:- ‘
5.1 SPEED
5.1.1 Air Data Computer

True airspeed obtained from an ADC is typically available to an accuracy of
5 knots which is more than adequate for the GAM application.

5.1.2 Inertial Navigation System

The INS does not normally compute aircraft velocity, but this can be derived from
vertical velocity and elevation which are readily available.

5.2 HEIGHT
' 5.2.1 Radio/Racar Altimeter

The Radio Altimeter provides the most accurate source of height above terrain
available. There is, however, one major disadvantage in its use for the GAM; at the
present state of the art, the RA can be used only up to aircraft attitudes of 60°. 1In
the application being considered, this represents an unacceptable limitation, since
aircraft involved in air combat can expect to exceed these attitudes quite frequently,
particularly in bank where 60° represents a normal acceleration of only 2g (assuming
zero sideslip). In order to utilise the full manoceuvrability of the fighter aircraft,
bank angles of 75° and upward must be available for execution of tight turns. The
importance of bank angle in determining the maximum normal acceleration and also turn
radius is demonstrated in Fig. 5, which shows that an increase in available bank angle
from 60° to 75° approximately halves the turn radius. The extension of RA attitude
range beyond 60° does not appear feasible due to the inherent problems of aerial loop
gain reduction as the attitude is increased. Improvements could possibly be achieved by
the use of multi-aerial installations provided that suitable locations free from
interference and masking effects can be found.

Height range, which is usually limited to approximately 5,000 feet, does not appear
to be an insurmountable problem since Radar Altimeters can be obtained to operate up to
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50,000 ft., but with degraded accuracy.
5.2.2 Air Data Computer

The ADC provides a barometric height signal over the full range of height and
attitude, but this is subject to large errors due to atmospheric changes. A 50 mb
pressure change will cause an error of approximately 1,800 ft. To ensure reasonable
accuracy for the GAM therefore, it would be necessary to compensate for the ground datum
pressure, similar to an Altimeter Qpg correction. Although such action is common pre-
landing practice to ensure correct runway height, it is not considered desirable to
burden the pilot with such a task during a mission, either from the workload or safety
viewpoint. Automatic correction is not considered feasible and could only be effected
via a ground-to-air data link. Even here, manual involvement would be necessary to
input the data.

5.2.3 Inertial Navigation System

The vertical channel of an INS can provide a height output derived from the double
integration of vertical accelevation., However, the errors resulting from accelerometer
drift lead to large errors in the pure inertial height signal, therefore it is necessary
to limit this divergence by comparing the inertial height with barometric height. A
typical baro-inertial mix arrangement is shown in Fig. 6. In level flight baro height
is allowed to dominate in order to trim accelerometer errors. However, in climbing or
diving flight where the barometric channel is less accurate than the inertial channel,
baro height is corrected by an amount proportional to the baro/inertial difference.
Typically a baro/inertial mix would provide a height signal accurate to about 50 feet.

5.2.4 Forward Looking Radar s

As previously described, the prime purpose of the GAM is to augment the safety of
an automatically-controlled air attack, particularly where the radar is locked on to a
low-level target. Ground returns from an air-to-air radar are, of course, normally
avoided. 1If, however, these could be separately processed, then by compensating for
radar inclination and aircraft attitude, height above terrain could be obtained. This
technique would also have the advantage of incorporating a look-ahead capability.
Unfortunately, the present techniques used in radar systems for tracking fixed and
moving objects require the use of different radar modes, i.e. ground tracking employs
the use of pulse return measurement and moving target tracking uses frequency difference
(Doppler) measurement. Multi-mode radars capable of providing both these facilities
simultaneously are not currently available.

5.3 DIVE ANGLE
5.3.1 1Inertial Navigation

Dive angle can be computed from vertical velocity and ground speed, both of which
are normally available from an INS, using the relationship:-

h
cosy = vg-
g9

5.3.2 Air Data Computer
Dive angle can also be derived by an #DC from the relationship:-
y = §€-u
where 6 is obtained from an IN or other attitude source.

Due to the errors in the measurement of incidence, for example during sideslip
conditions, this method is less accurate than the INS derived dive angle.

6. SYSTEM IMPLEMENTATION

From the foregoing discussion it is concluded that the GAM control law be tased on
Baro-Inertial height, speed from the ADC and dive angle from the INS. It can be seen
from Fig. 4 that this information is already available in the basic auto attack system
considered. However, to preserve the integrity of the system, it is necessary to ensure
that each parameter used in the GAM computation is monitored against an independent
source, such as barometric height from the ADC, independent forward pressure for speed,
and ADC-derived dive angle. In the event of an incompatibility between the prime and
monitored sensor, the pilot can be warned of the non-availability of the GAM by indicating
a 'GAM' warning on the CWP.

A suitable selector switch is required in the cockpit to enable the pilot to pre-
select the safe clearance height applicable to the sortie being flown. A general
arrangement of the GAM showing the origin of the sensor signals is shown in Fig. 7.

A conservative estimate suggests that the GAM computation would require approximately
200 words of program storage, which should be readily containable within a typical
autopilot computer, performing the tasks previously described.
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7. SYSTEM OPERATION AFTER LOW HEIGHT WARNING

The major decision to be taken in the design of a system using a GAM is whether to go
‘active' or 'passive'. In an ‘active' system an automatic wings level and pull-up would
be initiated, after which the autopilot would probably be disengaged. A passive system
would simply provide the pilot with visual or audio warning so that he may take whatever
recovery action he sees to be necessary. The relative merits of each technique are
briefly discussed below.

7.1 ACTIVE

The fundamental requirement of an active recouvery system is that an antopilot
coupling to the flying controls must be assumed. This may or may not be a disadvantage,
depending on the application. However, it is important to develop an accurate and
reliable monjtor law if confidence in the system is to be accumulated.

7.2 PASSIVE

A passive system allows the pilot some room for discretion in terms of the type and
severity of the pull-out manceuvre. As discussed previously, in practice it is not
feasible to take account of all parameters which affect aircraft height loss, therefore,
the tolerance included on the safe height threshold may in certain circumstances allow
the pilot some room for relaxation or delay in obeying the warning. Equally important
is the avoidance of uncommanded (as far as the pilot is concerned) manoeuvres during a
critical phase of an attack mancveuvre.

Alternative types of pilot warning are available, e.g. audio, visual Central Warning
Panel, visual HUD, and opinion regarding the preferred method differs from pilot to pilot,
designer to designer. Whatever solution is chosen however, a common feature must be the
integrity built in to both the monitor and display sections. Thus the duplex nature of
the GAM computing must be extended to the pilot warning system.

8. PRE-FLIGHT CONFIDENCE CHECK

The GAM shares with all outer loop related flight controllers, difficulties in
carrying out comprehensive pre-flight confidence checks. The problems arise in
attempting to provide all the sensor signals necessary to simulate conditions which
would activate the GAM warning. The following methods can be considered:-

i) Fully automatic.
ii) Semi-automatic,
iii) Manual.

The method adopted depends primarily on the importance attached o a rapid pre-flight
check, however, whichever method is chosen, it must take account. of the following
factors:-

. Due to the possibility of dormant failures upstream of the GiM computing the interfacing
sensor signals must he checked right back to the transmitting equipment. It is not
sufficient to simulate a given sensor signal at the GAM computing itself. This would
be achieved ideally by exercising the sensor directly to produce the necessary output,
but alternatively an artificial signal transmitted down the line to the GAM, coupled
with a separate sensor self-check, would probably be adequate.

. The pilot warning circuit must be fully checked from the GAM through to the warning.
9. IMPACT OF FUTURE FLIGHT CONTROL DEVELOPMENTS

The behaviour of aircraft performing dive attack manoeuvres could be significantly
influenced by future developments to airframe and flight control systems. The trend
towards greater use of Active Control Technology and high 'g' cockpits, is aimed at
squeezing the maximum performance from the aircraft and pilot and places a greater
emphasis on the need for safety in low altitude manoeuvres. For example, Direct Lift
Control obtained by co-ordination of tailplane and flap demands could be used to minimise
altitude loss during dive recoveries, or alternatively to allow initiation of the recovery
manoeuvre to be delayed. A second example is the fuselage pitch pointing mode which
enables a pitch attitude deviation of several degrees from the normal for a particular .
flight condition to be held to aim at a ground target. In YF16 tests during simulated
ground attacks (Ref. 2), a 3 degrees downward pointing attitude enabled the target to be
acquired earlier in the manoeuvre such that for a given length of time on target, the
aircraft could pull up at 400 ft. instead of 200 ft., compared with the conventional
approach. Significant improvements on these figures could be achieved if pointing angles
cin be increased.

10. CONCLUSIONS
The requirement for some from of Ground Avoidance Monitor for the air-to-air

fighter role has been discussed and the need appears to be supported by evidence of
aircraft losses occurring in recent years.
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It is suggested that a very simple GAM based on speed, height and dive angle could
be effective in providing advance pilot warning of an approaching critical situation.
Optimisation of the GAM must be performed depending on the aircraft considered to
quantify the variation in height losses with aircraft configuration, etc., and to
predict the occurrence and acceptability of nuisance (i.e. early) warnings. 1In order to
arrange for pilot warning of non-availability of the GAM it is necessary to make use of
sensors which can be conveniently monitored by independent means.

In addition to the particular case discussed of the air-to-air fighter, it is also
suggested that a simple form of GAM could be of benefit to a much wider range of

military aircraft, and in many cases a facility similar to the GPWS devices could be of
relevance in preventing low-level problems.

Finally, it must be stated that the design of the GAM inevitably presents a conflict
between safety and performance which must be compatibly resolved.
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TABLE 1 Examples of RAF Aircraft Losses Relevant to Requirement for a GAM
COULD GAM
AIRCRAFT TYPE SORTIE PROBABLE CAUSE HAVE HELPED?
1, Jet Provost Student first Disorientation. Possibly
night solo
2. Lightning Low-level Practice | The pilot inadvertently lost Possibly
Interception control or flew the aircraft
into the sea.
3. Lightning Night Shadowing The pilot failed to monitor the Probably
and Shepherding of | height of his aircraft whilst
Low Speed Targets slowing down and acquiring his
target and he inadvertently flew
his aircraft into the sea.
4. Hunter Formation Training | The pilot experienced dis- Probably
orientation in cloud, lost
visual contact with leader, lost
height and recovered to level
flight at t>0 low an altitude in
fog over hilly ground.
5. Buccaneer Navigation and The pilot had inadvertently Probably
Weapons Training allowed the aircraft to adopt an
unusual attitude in cloud.
6. Hunter Low Level Navi- When descending to low-level ran Probably
gation Training into heavy rain which degraded
forward visibility to the extent
that the pilot did not see the
high ground on which the air-
craft impacted.
7. Buccaneer Night Formation Misjudgement of height during Probably
and Weapons low flying.
Training
8. Buccaneer Simulated Weapons Lost contact with leader in Probably
Attack reduced visibility, resulting in
circumstances at very low
altitude in which the pilot
allowed his aircraft to strike
the sea.
9. Hunter Lov, Level Navi- Disorientation in cloud leading Probably
gation to circumstances in which the
aircraft came out of cloud too
steeply for a recovery.
10. Hunter Conversion Train- Disorientation. Possibly
ing
11. Phantom Low Level Range The aircraft was inadvertently Probably
Sortie {lown in a shallow dive into the
sea.
12. Hunter High Level Battle The pilot lost sight of his Probably
Formation leader during a turn, over-
banked and entered a steep,
rapidly-accelerating dive and
did not immediately appreciate
the dangerous situation building
up.
Notes 1. The above information has been extracted from Aircraft Accident Reports

published by the Directorate of Flight Safety (RAF) London.

2.
3.

the most likely cause.

The incidents cover the period 1970-1977.

The 'Probable Causes' are those postulated by the Board of Inquiry as being
It must be emphasised that in most cases there was

little if any evidence to substantiate the statements and therefore the
official classification of the cause of each of the above accidents was
*unknown'.
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Fig.1 Example of Variation of True Airspeed With
Temperature For Constant Mach Number
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Fig.3 Ground Avoidance Parameters

Fig.4 Basic Auto-Attack System with GAM
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Fig.5 Effect of Bank Angle on Normal
Acceleration and Turn Radius
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Fig.7 Ground Avoidance Monitor, General Arrangement
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SYSTEM INTEGRATION AND SAFETY
MONITORING TO ACHIEVE INTEGRITY IN
LOW ALTITUDE FLIGHT CONTROL SYSTEMS
by
D, Sweeting
Flight Controls Division
Marconi-Elliott Avionic Systems Limited

Airport Works, Rochester, Kent, England.

SUMMARY

Low altitude flight, particularly in a Terrain Following mode imposes special requirements on all the
avionic systems which are involved, This paper examines the requirements for the various sub-systems
and how they are most effectively integrated to achieve the required levels of integrity and performance.

The problems of monitoring the key system elements are examined, in particular the primary TF
sensor, and proposals are made for TF sensor monitors which take advantage of digital computing
system capability which was not available in the first generation of TF systems,

Current and future improvements in Navigation systems such as Strapdown IN and NAVStar when
combined with stored map information can be employed during low altitude operation to give warning of
hazardous situations relative to terrain ahead of the aircraft or perform a guidance function independent
of forward looking sensors.

1, INTRODUCTION

Automatically controlled flight at low altitude,calls for exacting requirements t> be placed on all ]
elements of the low flying system such that stringent safety and performance goals can be ~eached. If
these requirements are examined in relation to the total aircraft avionics system prior to sub-system
definition, a safer and more efficient low flying system will result.

The process of integrating the various aircraft sub-systems to meet a total system integrity goal
highlights the importance of a full understanding of the redundancy philosophy and monitoring
techniques employed in each sub-system.

While recent advances in on-board computing capability have eased the problem of achieving desired
integrity levels there are still some problems to be solved in the area of TF sensors and their
monitoring methods.

2. LOW ALTITUDE FLIGHT CONTROL SYSTEMS

2.1 System Types

The operational and performance requirements of the low altitude flight control system must be defined
before the optimum system configuration for integrity can be examined. In military application, low
flying systems fall into two broad categories with quite different operational limits, namely those
capable of providing fully automatic blind flying at low altitude, and those with additional operational
limits imposed by the absence of forward looking sensors or insufficient integrity in sensors, computing
or actuation.

An example of the simpler type of system which uses a Radio Altimeter as the primary height sensor

is shown in figure 1, Such a system can be operated at altitudes as low as 100 feet over the sea, but is
limited by terrain roughness over land. In conditions of poor visibility the minimum operating height

is limited by the pilot' s ability to perceive hills, pylons etc, in tirae to pull-up and avoid them. If such
a system {8 used in the automatic mode, over smooth terrain, the integrity requirements for the total
system will be almost as stringent as for automatic TF systems since the failure consequences will be
similar. The only advantage is in cost, weight and ease of installation of the Radar Altimeter compared
to a forward looking Radar.

Another example of a simple low flying system has been given in a previous AGARD Symposium (1),
where a Flight Director System based on a LLTV sengsor was examined. This promised enhanced
operational capability at night in good visibility, though pilot work load was found to be high compared
to daylight operation at the same altitude, and careful integration of the navigation task was required
for single seat operation.
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The main operational defect of these simple systems is the problem of returning the aircraft to its
cruise altitude safely once it has climbed into cloud to avoid an obatacle. This problem is similar to,
that experienced by civil aircraft on the approach to an airfield where natural obstacles, hills or
mountains, lie close to the flight path, where without precise navigational information descent
through cloud is hazardous.

A generalised block diagram of a more complex system providing blind flying capability is shown in
figure 2. The system depends on a forward looking sensor (normally TF radar) to provide a ground
profile of the terrain ahead. In order to cover a sufficiently wide field of view the radar aerial
normally scans in both elevation and azimuth axes. An additional computational task must be
performed to convert terrain profile information into an equivalent height error signal or a
manoeuvre commai 1 and this task is usually performed in the Terrain Following Computer (TFC)

Although the low flying system relies heavily upon the TF Radar for its outer loop guidance information
the radar data must be corrected for aircraft attitude, incidence and drift angle, and provision must be
made for secondary sensors and inner control loops which are matched in performance and integrity.

2,2 System Requirements

2.2,1 Reliability and Integrity

During low altitude TF flight the consequences of undetected failures are more serious than in any
other phase of flight, due to the limited ability of the pilot to take recovery action. In addition, the
sensor requirements of an automatic TF mode are more comprehensive than any other autopilot mode
and hence the integrity of the several other sub-systems will strongly affect the safety in this mode.

During the course of a UK MOD funded study, various TF system architectures were examined with the
aim of achieving a target probability of less than 1 x 105 /hr for any hazardous undetected failure in
the total system., (The low flying system is defined as the chain from TF radar to control surface
actuation, but does not include airframe, engines or electric/hydraulic power supplies).

The investigation of various system configurations required collection of reliability data on the
constituent units of the system and most important a measure of the extent or effectiveness of the
on-line monitoring in each sub-system.

The target probability for undetected failures in a flight director type of system is leas easy to define
from established safety requirements, since the pilots ability to detect a failure will depend on many
factors including the speed of failure application and the location of the failure. However, undetected
failure probability should be ' remote', (less than 1 x 10-5 per hour).

2.2,2 Terrain Following Sensors

The forward looking TF sensors that can be considered are TF Radar, Scanning Lasers and LLTV.
The requirements for the ideal sensor are shown below with the TF radar meeting most of the
requirements with the exception of the last, ECM,

e Range The sensor should have adequate range such that sufficient warning cf
distant objects can be given at aircraft speeds up to Mach 1. 2 at sea level.

e  Resolution High resolution at extreme range is an ideal goal. However, finite beam
width limits the use that can be made of the information. At mid and
close ranges it is highly desirable that credible returns can be received
from power cables and pylons, and fluctuations in angular indications
should be minimised.

Azimuth resolution of objects in the beam would also be a desirable
feature, if it could be obtained with little penalty, since objects off-track
at long range could be ignored.

e Weather Penetration Capability is essential for low altitude flight in raln, cloud and fog.
Means to eliminate the possibility of flying over rain or clouds under the
impression that it is ground are essential.

e Terrain Type tolerance is required such that returns are not lost or fluctuate over
thick vegetation, forest, snow or glassy water, etc,

¢ DBeam Width should be sufficient to allow for aircraft turn manosuvres, and
means should be available for scanning in both elevation and azimuth.

e ECM Vulnerability should be minimal both from the point of view of the TF
sensor giving indication of aircraft presence and the ability of the enemy
to jam the TF sensor itself,
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2.2.3

Terrain Following Computing

The calculations necessary for conversion of radar range and boresight angle returns to guidance
signals are well established and are summarised below in Table I.

Table I TF Outer Loop computations

Calculation of ' ski-toe' functions for various ride levels

Calculation of flight path angle command from: Range, set height, boresight and

and incidence

Calculation of aircraft manoeuvre limits
Input data checks

On-line BITE

Radio height control law (back-up control).

2.2.4

Secondary Sensors

Secondary Sensors' encompass all the sensors used to align and stabilise the primary TF sensor in
its outer loop guidance role together with the sensors required for the inner control loops. Tables II
and III give a summary of signals, their application and possible sources within the aircraft avionic

systems.
Table Il Secondary Signals Used in Outer Loop

SIGNAL REQUIRED FOR SOURCES
PITCH ANGLE Computation of elevation commands (1) IN SYSTEM

('] (1) VERTICAL GYRO
BANK ANGLE Ground stahilisation of TF sensor (1) IN SYSTEM

® (i1) VERTICAL GYRO
ELEVATION Computation of elevation commands (i) From INS @, hand Vg
INCIDENCE

P (ii) From Doppler V2 and
EL Vg and 6
(ii1) Computed from incidence]

and sideslip signals,
resolved and correct to
ground axes,

DRIFT ANGLE

Track correction of TF radar

(1)

IN SYSTEM

8 (ii) From Doppler Vy and Vg
(ii1) From sideslip vane
resolved into ground
axes
TURN RATE Biasing sensor sightline into turn (i) From yaw rate
) (i1) From Compass

(i)

Computed from ¢ and Vp

SPEED MACH OR
'g' LIMITS

To adjust ski-toe according to aircraft
manoeuvre capability

(1)

(1)
(ii1)

INS Vg
ADC VT or M
Autopilot

r.-' i




Table III Secondary Signals Used in Inner Guidance Loops
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SIGNAL/PARAMETER

REQUIRED FOR

SOURCES

RADAR HEIGHT hR

Back up control for outer loop

Radar Altimeter

HEIGHT RATE h

Damping of radar height
control loop

(1) INS
(i) ADS

ANGULAR RATES

Inner loop and stability

(i) Rate gyros

pqr augmentation (ii) Strapdown INS
(1 lane)
NORMAL ACCELERATION Normal acceleration demand Accelerometer

n

inner loop

HEADING/TRACK ERROR

Azimuth outer loop control

(i) Compass

bg Xg (11) NAV Computer
BANK ANGLE Azimuth control lvops, Turn (i) INS
¢ coordination, Pitch priority (ii) Vertical Gyro

limits

AIR DATA p-s, s

VT' hp

Gain schedules, turn
coordination, ' g' limit
computation

(1) CADC
(i1) Multiplexed capsules
(iii) Baro-Inertial source

In most aircraft designed for automatic TF flight, the design of the inner loop will be ! failure-survival’

with no degradation of performance after a first failure,

pull-up manoeuvre would be required after a failure is identified, since the pilot reaction time and
aircraft response time would be too long to prevent collision with the ground following a failure at low

altitude.

If this is not so, then some form of automatic

The most critical secondary parameters are therefore those concerned with the TF loop and those used
in the autopilot for intermediate control loops, e.g. attitudes, speed, manoeuvre limit parameters.

The minimum requirement is for dual scurces for these signals, which enables a failure to be
identified and a pull-up initiated. If a redundancy level better than ' fail passive' is available then a
failure does not require an immediate automatic pull-up.

The provision of the secondary signale very much depends on the total aircraft avionic fit and if a
choice is available then the following ground rules apply:-

[} Use attitude sources with similar accvracy and dynamic response,

] Wherever possible use the highly redundant information available in the inner loop, particularly

if accuracy is not critical.

e.g. Yaw rate, not $
P-Sand S for'g' limits
[} Specify an IN aystem interface which enables most use to be made of the high quality signals
available in the INS, e.g. h, 8, Vg
) Decide the method of obtaining apy, at an early stage in the duign, since it may not be

avallable with the required integrity level.

. Limit as far as possible the number of other sub-systems that the TF system is relying upon

for its functioning.

2,2.5 Flight Control System

The flight control system comprises the autopilot and inner loop control functions which may be
separated or integrated according to the complexity of the stabilisation function of the inner loop and

the redundancy levels required.
and V.

The main computing tasks for these functions are given in Tables IV
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Table IV Autopilot Functions |

Axes conversion from ground axes to aircraft axes
Turn Coordination ! !
Pitch Priority Syatem
Lateral coupling to NAV
Auto pull-up

Response shaping in pitch
Additional pitch control loops
'g limits

Mode and Failure Logic
BITE (on-line and pre-flight)

Flight Director computing

Table V Inner Loop Functions

Stability Augmentation

Redundancy Management (Voters, Monitors Servo Lanes)
Control Surface Servo Loops '
Voting and Monitoring on redundant air data sensor signals

Management and scheduling of variable geometry devices, e, g.
wing sweep, LE, TE flaps

d Structural Filters h

The major features arising from the addition of a TF Mode to the other modes are the pitch priority
limits, which give pitch commands priority over lateral commands when they are competing for a
share of the normal acceleration available, and the provision of an automatic pull-up facility which
operates after certain failures have been identified. It is essential from the performance point of
view that the outer TF loop feeds into an inner control loop with good ncrmal acceleration response,
and because of this a special coupler may be necessary to match the inner loop response to the TF loop
requirements.

Because of the large authority required in TF and the likely complexity of the inner loop control system,
it is neceasary that the actuation system has an adequate level of integrity to match the role that it
plays in Auto TF flight, In order that an auto-pull up can be performed after a single system failure,
the actuation must retain its performance under these conditions, and preferably, since it is basic to
the control of the aircraft it should survive two failures without degradation of performance,

3, SYSTEM ARCHITECTURE FOR HIGH INTEGRITY
Having discussed briefly the system elements and signals required to implement a blind flying TF
system the next step is to examine the optimum system design to achieve the required level of integrity,

Unfortunately the choice of system layout for TF operation will be constrained by the other roles the
ajrcraft is called upon to play e, g. The TF radar cannot use the full aperture available at the nose of
the aircraft because it must share the available volume with a mapping radar, The constraint of cost
may result in the TF aystem designer having to make do with a secondary sensor signal of

insufficient integrity because it happens to be provisioned as part of some other requirement, But if
the total avionics package is considered at an early stage across the various operational requirements
then a more optimum layout will result than if the various sub-systems are purchased off-the-shelf and
assembled into a system,

The method of assessment adopted for this study was to éxamine various system configurations with
the design goal of minimining the probability Jf undetected failures, while maximising the mean time
between defects (MTBD).

The comparative integrity of different sub-systems depends very strangly upon their level of self
monitoring and a special effort was made in the study to determine th.: credibility of monitoring
percentages claimed by sub-system designers and manufacturers. In many cases the sub-system e.g.
Gimballed IN may be designed with no particular requirements in its sgecification for self monitoring
and the self checking capability will be confined to the digital processor section of the sub-syatem. A
list of assumptions used in thiu study, based on collected data is given in Table VI. This reflects
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currently available equipment entering service now or during the next five years
Table VI Sub-System Reliability and Monitoring
SUB-SYSTEM TOTAL PERCENTAGE UNDETECTED FAILURE

FAILURE MONITORING RATE ppmh

RATE (ppmh)
TF RADAR
TX/RX AND SERVOS 3000 28 60
IN SYSTEM GIMBALLED 2500 10 2250
IN SYSTEM STRAPDOWN 500 97 15
ATTITUDE AND B
HEADING REFERENCE 1600 50 (VISUAL) 800
TF COMPUTER DIGITAL 1100 95 55
AUTOPILOT COMPUTER
DUPLEX APPLICATION 1000 40 600

(per channel)

COMBINED TF C/AP
COMPUTER - PER
CHANNEL 1250 40 750
RADAR ALTIMETER 660 90 66
CADC 450 15 382
DOPPLER NAV 1600 10 1440
AIR DATA CAPSULES
(TRIPLEX) 270 TRIPLEX 0.1 SINGLE FAILURE
FULL AUTHORITY
INNER LOOP 5000 TRIPLEX 0. 05 FAILURE HAZARDOUS
'E SCOPE!' 660 50 (VISUAL) 330
HUD OPTICS AND CRT " 1000 90 (VISUAL) 100
DISPLAY COMPUTER 1000 85 (VISUAL) 50
LASER RANGER 2000 80 800
FULL AUTHORITY
ACTUATION 1300 QUADRUPLEX 0.015 HAZARDOUS FAILURE
RATE GYRO 140 per gyro TRIPLEX NEGLIGIBLE
ACCELEROMETER 50 per sensor TRIPLEX NEGLIGIBLE
NAV/WAS COMPUTER 1000 987 30

In this study a total of eight different system architectures are considired, which are variations of the
basic system, No. 1, shown in figure 3.

In the basic system some sub-systems, e.g. Inner control loop, have virtually zero probability of
undetected failure because of their already high level of redundancy. The secondary sensor signals
are also available, in duplex form, from two independent NAV systems, hence the level of success

in meeting the design goal of 100, 000 hours between undetected failures is solely determined by the
efficiency of the self-monitoring function in the ' simplex' elements. In System 1 thease critical
elements are the TF Computer, TF Radar Receiver/Transmitter and the Radar Altimeter, the latter
unit has not such a direct effect on integrity because it is only in control of the aircraft for short
durations, over the top of peaks and over glassy lakes, and its undetected failure rate has been reduced
to 1/10 of its actual value to allow for this.
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System 1 has an undetected failure time in the region of 8000 hours. See Table VII, which is well below
the design goal. The critical elements have already high levels of self monitoring (of the order of 98%)
hence there is little to be gained by spending a large amount of effort to obtain the last fractions of
percent,

Table VII Reliability and Integrity Comparison - Various Systems

SYSTEM DEFINITION MEAN TIME MEAN TIME
BETWEEN BETWEEN
DEFECTS UNDETECTED
FAILURES
1 BASIC SYSTEM 49.5 hrs 8,213 hrs
2 DUPLEX TFC/APFD 51.0 hrs 14, 981 hrs
3 2 WITH SIMPLEX STRAPDOWN IN 74,7 hrs 12, 232 hrs
4 2 WITH DUPLEX STRAPDOWN IN 72.0 hrs 14,981 hrs
5 BASIC WITH SIMPLEX STRAPDOWN IN 64.1 hrs 7,312 hra
6 BASIC WITH LASER MONITOR 45 hrs 16,194 hrs
7 SYSTEM 3 WITH LASER MONITOR 85 hrs 45,977 hrs
8 SYSTEM 4 WITH LASER MONITOR 82,9 hrs 148,148 hrs

The alternative solution is to add extra lanes or elements, but this will have an adverse effect on
overall defect rate, and whereas it may be technically easy to duplicate purely computing functions, to
improve integrity, the problems of duplication of the primary TF sensor are almost impossible to solve
because of space limitations, The results for the 8 systeme have been plotted in two ways, figure 4
shows the contribution of the critical elements to the hazardous failure rate, while figure 5 indicates the

‘u




11-9

&£34-14-77

.pmh
i INS
120
004 1F TF
comp COMP
00-
UNDETECTED INS
FAILURE
RATE
40- TF 1F 1F 1F TF TF
RADAR | RADAR | RADAR | RADAR | RADAR | COMP
20 DESIGN
INS GOM
0 RAD ALY
1 2 3 4 U s 6 7
SYSTEM
Figure 4 Build up of Undetected Failure Rate
/
O
100,000
mtb
UNDETECTED Ll
i
®
j D 2
10,000 :
11X —
! 5 ) |
=
1000
& 50 60 80 mtb DEFECTS hrs

£38-L4-77

L

Figure 5 Reliability/Integrity Comparison




11-10

balance between system integrity and overall defect rate.
Using this approach several methods of increasing the system integrity are highlighted.

(] The simplex monitored TF Computer tasks could be performed in the autopilot, which has
duplex redundancy (System 2 - figure 6)

[ The provision of secondary control parameters, mainly attitudes, in System 1 carries a penalty
in defect rate. A single strapdown IN System substituted for the existing INS/Doppler/Attitude
Reference gives a significant reduction in defect rate, and because of its high level of monitoring
adds only a small penalty in hazardous failure rate. (System 3).

] The major remaining source of undetected failures is the TF Radar Receiver/Transmitter, and
in Systems 6, 7 and 8 it is postulated that this can be fully monitored by an independent sensor in
the form of a Laser Range finder. Subject to the feasibility of this, the integrity design goal
can be met.

Since the TF Sensor is critical to integrity, and is the one area which cannot ba easily duplicated,
various monitoring methods were examined in order that integrity levels could be increased by
conventional electronic means or by independent monitors.

4. MONITORING OF TF SYSTEMS

The results of the previous section indicate that the primary TF sensor is the most critical area where
monitoring is applied since it is unlikely that space is available to duplicate the radar in all but the
largest aircraft, while the other sensors including the radar altimeter can be duplicated, if necessary,
and the computing functions in the TF system are likely to be almost all digital in nature and are
becoming easier to monitor with the extensive use of multiplexed lanes and microprocessors which can
efficiently perform a full-time on-line monitoring function.

4.1 TF Sensor Monitoring

Failure of the Aerial Elevation/Azimuth scan servos can be detected by standard servo monitoring
methods e, g. position error monitoring. The provision of a power threshold in the receiver channels
of the RF head and a small test horn-feed in the tip of the radome can provide monitoring of the
transmit/receiver cells. The test horn-feed injects a small amount of power into the receiver via the
aerial at top of scan and hence monitors the receiver and aerial. The transmitter output power can be
checked at every pulse by an RF power monitor, while a further receiver test can be performed during
an inter-pulse period by injection of a wide band signal into the RF head, this also checks the sum and
difference circuits. The above methods when applied in conjunction with power supply monitoring,
result in a high level of monitoring in the radar, However, it is impossible to achieve a 100% level
because of the difficulty of detecting such mechanical faults as cracks and holes in the radome and
mechanical faulte in the aerial and mounting structure. It is thought that damage or deterioration of
the radome or aerial surface would be detected by routine ground maintenance, and would only result
in degraded performance as opposed to catastrophic failure. Although the percentage of failures not
detected by the monitoring may be small the failure probability is still significantly high relative to the
design goal, hence the application of a dissimilar sensor must be considered.

4.2 Laser Monitor

The use of a Laser Ranger for this task was suggested by the fact that many military aircraft already
are fitted with such a device, It is unlikely that currently used laser range finders would be directly
applicable, but it should be possible to develop a laser capable of performing both tasks,

Features of existing lasers which are unsuitable for TF use are the flash tube life, the pulse

repetition frequency, (p.r.f) and the lasers ability to damage eye-sight, which would limit peacetime
operation. In TF applications the laser would be called upon to work at longer ranges if it were to
exactly mimic the radar and this brings problems of operation over a wide range of ground reflectivity
and at shallow angles to the ground. From the point of view of monitoring, problems may arise because
of the difference in returns off-boresight due to the different beam width of the two sensors,

The laser will also suffer a relative disadvantage as a result of fog, rain or snow conditions compared
to radar, and for this and all the above reasons performance may be marginal except at close ranges.
One compromise is to employ a fixed laser at the bottom-of-scan elevation angle, where it has the best
chance of detecting a radar range error, this fixed system also has the advantage of requiring a lower
p. r.f. and hence longer life and reliability will resvlt.

There are atill a number of technical problems to be solved in such a laser design, a requirement to
cool the receiver to minimise thermal noise and to develop suitable optical windows capable of
withstanding erosion effects expected at low altitudes, Because of the lack of experience in this area,
reliability and integrity data is sparse, However, the next few years are likely to bring rapid changes,
perhaps enough to merit the use of a laser as the prirne TF sensor, which will result in weight saving
and & reduction in the warning transmissions propagated ahead of the low flying aircraft.
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4.3 Terrain Ahead Storage

In current analogue terrain following computers the control algorithm used is based on commanding
flight path changes computed from the most nose-up <*turn per scan which requires only two storage
circuits. This form of control tends to concentrate on one or two terrain features at a time, while the
vast majority of the radar returns are ignored. A terrain following system based on storing a more
complete profile of the terrain ahead was discussed at least seven years ago (2), where the stored data
was employed to compute and fly a kinematic flight path over the terrain. The work described in ref 2
was carried out to obtain significant performance advantage in achieving an optimum profile, however
the same principle can be applied to increase the level of monitoring of the total system.

The terrain storage method can be implemented as part of the TF Computer or in the form »f a
separate monitor unit. A digital processor is employed to receive the radar range and boresight
angles, to convert them to its own axes system, allowing for distance travelled vertically and
horizontally and to store them in range segments at intervals of 200 feet or so, see figure 8.
Prominent terrain features will generate numerous returns, and as soon a8 sufficient number are
collected in one terrain segment, various smoothing or voting algorithms can be performed upon them,
Failures of the radar aerial, incidence references or appearance of a ' chaff mountain' can be detected
by logic operations on each segment and the array of segmenta, It will be possible to use the smoothed
terrain data for guidance as well as monitoring if so desired.

——MOVING AXES
SYSTEM

STORED
TERRAIN

:

4£36-L4-77

Figure 8 Terrain Ahead Storage

The storage method used must compensate for tvvo major effects, firstly the three dimensional effects
of the beam /terrain geometry, which cause objects to pass out of the scanned volume as their range
decreases, and secondly errors in the stored terrain profile caused by turning flight. A limited
assessment of the necessary smoothing algorithms hus been made, based on sparse recorded radar
data, and this has shown the need for the use of an algorithm that ' fades out' stale returns in a
particular segment, as the range decreases, to eliminate inaccuracies caused by measurements made
at longer ranges. Figure 9 shows the height calculated for two range segments as successive returns
are received from those segments. At longer ranges the measured height tends to oscillate, but settles
down at around 12000 feet range. There are still errors at close ranges compared to the radio
altimeter measurements, but this is due to lack of data from this segment, since only most-nose-up
points are available. Figure 8 shows that simple averaging is not satisfactory as a smoothing method
since the effect of large errors at long ranges tend to contaminate results at closer ranges: a ' faded
highest' algorithm gives a good compromise and would give improved results on current algorithms
which employ most-nose-up per scan and must tend to fly high. More investigation is required into this
method before the effectiveness as a monitor can be established, and thus requires availability of large

o ————
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amounts of recorded radar data, at p.r.f. intervals from aircraft flying controlled flight paths
in straight lines and steady turns. There is an almost unlimited number of smoothing and monitoring
algorithms that can be investigated to obtain trade-offs with nuisance disconnects and monitor logic.

4.4 Overall System Monitors

There is a strong economic case in favour of any relatively simple system monitor that can detect
failures in any of the systems elements by detecting performance degredation in the outer control loops.
Such monitors can be based on monitoring the height error between the set clearance and radio height
or monitoring the flight path angle or normal acceleration command loop errors. The wimplicity of
these monitors limits their effectiveness, since unless the terrain is smooth, the height error monitor
is too late to avoid grourd collision and the flight path error monitor is duplicating the task of th2 usual
autopilot monitoring systems. This reinforces the requirement to have an additional independent TF
sensor, with ability to monitor radar operation including the TFC and possibly the radar altimeter,

4,5 The Role of Displays

In flight at low altitudes the time available to react to a pilot detected failure is very short e. g.

0.5 seconds or less, and hence visual monitoring is not an acceptable substitute for automatic methods.
If the clearance altitude is increased and the pilot concentration level can be maintained, then a HUD
based monitor is feasible, A dizplay on the HUD of an appropriate outer loop error signal should be
complementary to the automatic'monltorlng function, since if the parameter can be displayed it can
also be used to operate a failure comparator.

The main application of displays should be in areas where the information cannot be presented by HUD
symbology but remains as a pictorial representation for example the E-Scope picture of the actual
radar reiurns ' stored on the screen with a natural ' fade-out' of stale data, This presentation is
essentially a long-terin health inonitor which will detect weather or jamming effects and would be a
useful means of combining outputs of independent monitor systems e. g. lasers, with the primary TF
Radar,

5. A LOW ALTITUDE ADVISORY SYSTEM (LAAS)

5.1 Terrain Matching

Safety during operation of TF flight is of concern to a minority of all aircraft operators. However, the
monitoring methods investigated for TF may well be applicable to aircraft not fitted with TF Radar, but
which operate, for example, close to the ground in a tactical close air support role.

In searching for an independent monitor for the TF systern, meihods based on prior knowledge of the
terrain profile were examined. Recent developments, notably the cruise missile, have led to highly
accuratc navigation systems, based on area correlation using radiometric sensors and stored maps,
or terrain profile correlation using radar altimeters and stored terrain altitudes. The initial
application of these systems was to supply a mid-course navigation correction to the IN System and to
give very accurate guidance at the terminal phase for weapon delivery, hence the volume of map data
could be limited.

There is a wide spectrum of applications of this improved navigation technology, but of particular
interest is the possibility of obtaining information about the terrain ahead which does not depend upon
any forward looking sensor. At one end of the spectrum is a TF system with clearance attitudes less .
than 500 feet, which flies a kinematic flight path over a stored terrain profile using a grid size of say
100 feet spacing. With an aircraft radius of action of 300 mile~ this system would require storage of
around 800 million terrain points, which is well beyond the capacity of even ground based disc storage
devices. The map area to be stored would be reduced if a strip of terrain were considered
correaponding to specific targets or missions or if larger sized grids were employed for areas where
terrain was smooth. In assessing the feasibility of such a system it should be noted that the number of
terrain points to be stored is proportional to the inverse square of the grid side length, Also the
required grid mize can be increased if the terrain clearance height is increased, since not only does the
radar aitimeter receive returns from a larger area, but accuracy of terrain clearance is less critical
and a smoother profile can be flown, using reduced ' g' limits.

The simplest form of system, which has wide application need not guide the aircraft flight profile but
merely advise ¢ - the aircraft' s vertical situation relative to local terrain features. For this type of
system a grid size of } mile would be adequate, leading to storage requirements up to 10 million words,
much closer to currently available disc storage capacity.

5,2 Advisory System Implementation

The primary implementation problem to be solved is that of storage of terrain data, and this depends on
the map area to be covered. For high reliability it is desirable to restrict data storage to ROM devices,
hence with reasonably sized current airborne processors, maximum capacity would be 1n the region of
84K to 256K which would provide data for approximately 4 aircraft pre-planned missions or for civil
application, 10 local airfield regions. Beyond this capacity it is necessary to use bulk storage, disc or
magnetic tape, which reads blocks of terrain data into a volatile data store as the aircraft flies along.
Clearly it is desirable to avoid the use of bulk storage methods because of their effect on reliability,
cost and weight, and with the rapid advances in electronic storage devices,particularly recent



developments in bubble memoriea, the area of map which can be stored is increasing.

A block diagram of a Low Altitude Advisory System (LAAS) is shown in figure 10. It has relatively
simple interfaces with the other aircraft sub-systems and consists mainly of a large data store, a
simple processor and small control panel.
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Figure 10 Low Altitude Advisory Systemn (LAAS)

The computer calculates a safe cruise altitude based on a set clearance of the terrain up to say 10 miles
ahead of the aircraft. Any penetration of the clearance plane will generate a warning to CWS or HUD.

The terrain matching function is performed continuously, and requires short term incremental position
changes from an IN or Doppler based NAV system together with an approximate initial position fix, If
a good match is obtained to the stored data an update validity is set to enable the NAV gystem to be
updated if required. Where terrain is flat or smooth the advisory height is computed for a limited time
based on dead reckoning,

This type of system has the advantages of being relatively self contained: more passive than FL Radar
based systems and is capable of retrofit, with enhancement of NAV system performance over land.

6. FUTURE DEVELOPMENTS

In the quest for high integrity ip lov: altitude flight control systems, improvements are being made in
all areas, perhaps with the exception of TF Radars, where monitoring levels are already as high as can
be achieved without full duplication. TF radars still have room for improvement in the area of signal
processing where digital smoothing techniques can lead to better performance and this can be achieved
at little cost penalty.

There is a definite requirement for a simpler, smaller, forward-looking sensor (probably an eye safe
laser) which could be installed in a variety of aircraft at a fixed boresight angle to provide a monitor
during manoeuvres close to the ground and in mountainous terrain. There is still a large gap between
TF Radar performance in all weathers and the capabilities of laser sensors, and this needs to be
bridged before this type of monitor is feasible.

A more recent trend which has a significant effect in improving integrity is the use of strapdown IN
Systems in place of the traditional gimballed platform system which has relatively low MTBF in
military applications. The strapdown INS can have sell monitoring levels up to 97% at little extra cost,
whereas gimballed systems tend to be largely unmonitored. Since attitude information is crucial to low
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flying, and particularly TF flight, the wider use of strapdown IN will have significant effect on total
syatem integrity.

Accurate knowledge of aircraft position must contribute, if only indirectly, to safety in flight and future
development of navigation aids in particular NAV-Star will have an impact in both civil and military
application, This system based on satellites placed in geosynchronous orbit has a potential positional
accuracy of the order of tens of feet. A system using NAV-Star coupled with stored maps for automatic
terrain avoidance or driving a moving map display would provide protection to civil aircraft
particularly during the terminal flight phase and for military aircraft in specific operational areas,

The NAV-Star System is susceptible to jamming on a local basis only, so that a simpler low performance
navigation system is required as a back up in military applications. The current and future scene in the
area of flight control will be strongly influenced by the flexibility ana versatility of digital computing,
Optimum control of the aircraft for different tasks can be achieved with fewer compromises although
this means additional complication. High integrity is obtained by the inherent self checking capability

of digital computers and now that microprocessors are available to military specification they can be
applied in many areas as off-line full-time monitors to various sub-systems.

7. CONCLUSIONS

It is essential that all the elements of the low flying system are considered together as a total system
in order that an optimum allocation of sub-system intecfaces and integrity levels are achieved. This
analysis should be performed before sub-system specifications are fixed in order that no ' weak links'
exist in the system integrity. A total system view will result in definition of the reliability target,
monitoring level and critical functions of each sub-system.

Such a study on Automatic TF Systems has highlighted the problema of monitoring the primacy TF

sensor effectively, since this is one area where adding additional sensors or computing lanes is not \
possible, Various monitoring methoda have been suggested, including extracting more information

from radar returns, utilising stored map data on terrain profile ahead, or using a laser ranger 2s an

independent monitor, The laser sensor solution if developed to be eye-safe has the widest application

for both military and civil aircraft and could be easily retrofitted.

A significant contribution to safety at low altitudes can be achieved by more accurate knowledge of
aircraft position relative to local terrain hazards, While it will be some years before NAV-Star is
generally available, consideration should be given to the enhancement of existing navigation systems
by addition of corrections based on terrain matching methods. Subject to the limitations in the volume
of data stored, the navigation information can be used to provide advance warning of specific terrain
features,
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TERRAIN FOLLOWING CRITERIA
THE NEED FOR A COMMON MEASURE

By

A.F. Barfield
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SUMMARY

During the advanced development of a new terrain following system, it became evident that, although
the basic merits of the system could be validated by flight testing, comparison with other systems based
on differing terrain following command generation techniques was extremely difficult and at times mislead-
ing. A "common measure" for evaluating terrain following systems did not exist. Detailed criteria were
not available for adequately specifying terrain following system needs relative to strategic and tactical
requirements. Performance evaluation measures being used varied widely from one system to another, and
such measures were generally developed for a specific system being tested. At times 1ittle more was
required than for a system to follow the terrain in some safe manner. When detailed specifications were
established, meeting those specifications did not necessarily mean good operaiional performance.

Previous efforts have resulted in the separate development of requirements in many important related
areas (safety, performance, reliability, stability, vuinerability, structural fatigue, ride comfort and
cost). Because of this separate development, application of specific and sometimes conflicting require-
ments to terrain following has resulted wherein the relative importance of each factor was unknown.
research program, discussed in this paper, was undertaken to organize the results of these efforts into
meaningful terrain following criteria. The standards developed were required to be independent of system
mechanization. Initially a literature search was conducted to obtain data on various terrain following
systems and previously used criteria. Terrain following concepts were categorized and used to define
common system elements that would be considered in the study. Criteriawere then established based on this
previous work and a current simulation effort. Performance measures were quantified and a performance
index established. The performance index, in conjunction with a checklist, provided a means of comparing
terrain following techniques. A handbook was then formulated but remains to be validated before incorpora-
tion into applicable Air Force Specifications can be accomplished. The proposed criteria are intended
for use not only in writing terrain following system specifications, but also in determining terrain
following equipment design, equating and ranking alternate terrain following methods and allowing the
merits of modifications to be assessed.

INTRODUCTION

Flight testing of a new second generation terrain following system was being conducted at Wright-
Patterson under the direction of the Air Force Flight Dynamics Laboratory. This new system had been
designed by General Electric through the application of Optimal Control Theory to the terrain following
problem. The approach offered improved contour following within established aircraft and crew constraints.
Simulation evaluations and the flight test effort were demonstrating very good results. The time had come
to document the results of this new concept and push for application. Questions about how the new system
compared with a currently favored operational system and what impact it would have on cost, reliability,
etc. needed to be addressed. In attempting to make the desired comparison using flight test data, it
became evident that the criteria for each system were generally developed as the system was designed.

Such concept oriented evaluation measures usually evolved in order to insure that specific concept problems
were solved in the development and production effort. In actuality the new system provided a definite
performance improvement as ascertained by comparison of flight profiles over simulated terrain and exami-
nation of acceleration time histories; however, evaluation with system oriented criteria presented an
erroneous assessment. The impact on reliability, total cost, aircraft vulnerability, etc. of the new
concept could not be easily determined. This emphasized the need for universal terrain following criteria
for both manual and automatic systems. It was decided that formulation of such criteria should make maxi-
mum use of meaningful existing guidelines.

THE CRITERIA DEVELOPMENT EFFORT

A contracted research effort was initiated with the Boeing Company in Wichita, Kansas. Terrain follow-
ing criteria were to be developed through analysis, investigation and trade studies. This new criteria
would be compiled in a handbook format to allow easy utilization. As a starting point in the effort, a
six-month long iiterature search was conducted to collect information from industry and government sources.
Figure 1 provides a general breakdown of the reviewed documents by major topic areas. The search provided
several general conclusfons: 1) Most of the recent work was concerned with improvement of specific systems
and, unfortunately, very 1ittle objective criteria had been developed; 2) Safe performance was a common
concern; and 3) Only a limited amount of useful data from Low Altftude High Speed (LAHS) flight testing
were available. In order to develop meaningful criteria, it became necessary to conduct investigations
using a detailed terrain following simulation which included defensive (threat) models for specific pene-
tration routes of interest. Pertinent aircraft dynamics and flight control system characteristics were
also represented in the simulation in addition to real world terrain sections. The search also highlighted
common performance guidelines being used by the community which are listed below:

* Subjectively evaluate flight path time histories

* Minimize RMS clearance altitude deviation from the reference clearance altitude
® Attain level fiight over dominant peaks

® Minimize RMS normal acceleration

* Reduce the maximum clearance altitude deviation




® Reduce minimum and maximum vertical velocity and vertical acceleration
* Minimize time at altitude

It was also apparent that terrain following performance was influenced by parameters dependent on the air-
craft's performance capabilities and the penetration mission. These included aircraft forward velocity,
terrain roughness and frequency content, defensive threat, aircraft clearance altitude, climb and dive
1imits and normal acceleration capability. Although trade studies and analyses performed to select an
optimum design generally considered the above constraints, survival from terrain clobber and enemy defenses
was not assessed.

MAJOR TOPICS

PERFORMANCE MEASURES ]
PROBABILITY OF CLOBBER
PROBABILITY OF KILL
DISPLAYS J
HUMAN FACTORS |
RELIABILITY
TERRAIN CLASSIFICATION
FLIGHT TEST DATA
SIMULATION DATA
TURBULENCE |
RADAR CHARACTERISTICS J
MANUAL T.F. ]
L 'l YL e —
o 4 8 12 16
NUMBER OF DOCUMENTS

Figure 1 Literature Review Breakdown

The terrain fullowing mechanizations examined varied widely. Command generation concepts included
template (scanned range), angle command, advanced low altitude technique (ADLAT) cnd optimal controller
systems. However, basic elements were found to be common to these terrain following systems as shown in
Figure 2. General design philosophies fcr each of the common blocks were then specified. For the terrain
following radar, accurate terrain profiie sensing in straight and turning flight is crucial to flight safety.
Resolution, accuracy and sensitivity must be improved to provide adequate input data to the terrain follow-
ing system in adverse situations such as the encounter of trees, power cables, relay towers, precipitation,
deep snow, jamming, etc. Sufficient minimum range and low angle coverage for adequate control are needed.
It has also become apparent that a capability for elevation boresight calibration for a system installed in
the aircraft is desirable. Drift stabilfzation in azimuth during turning flight, self-check and self-cali-
bration are also required. In the command computer means must be included to provide restraints while
generating desired flight commands. Safety measures to provide failure detection and annunciation, over-
rides and emergency maneuvers are needed. These should cover not only the computations in the computer but
also afrcraft states, internal radar operation and assocfated subsystem checks. Measurement characteristics
of the radar altimeter must be considered in the overall terrain following system design. In some cases the
radar altimeter's effective cone of reception can be used to advantage. The difference between altimeter
measurement and actual clearance directly beneath the afrcraft is a function of aircraft pitch angle, ground
slope and the altimeter's effective measurement cone angular coverage. One system analyzed had differences
as large as 29 percent of the selected clearance aliitude. Compensation would be required if the terrain
following system also used inertial quantities for referencing terrain height or aircraft altitude. The
display must present adequate data to perform manual terrain following or for operational assessment of an
automatic system. Failure warning s vital, and although a visual indication may be acceptable, aural
warning for the more serious failures especially ones causing fly-up, warrant consideration. Manual and
automatic terrain following displays need to be compatible for fail-safe protection. Overlay cursors on
the forward lTooking ‘errain following radar video in a form to allow inflight system calibration checks are
needed. Display of radar video s an important backup mode for flying in rainfall and jamming situations.
The coupler can be used to provide the required control system configuration for good terrain following
performance without imposing undue restraints on the basic flight control system which must be designed to
accommodate many other missjon objectives. Interface logic and signal conditioning for proper operation
with the flight control system should be accomplished at this point. The terrain following systsem, although
only a part-time element of the flight control system, directly impacts flight control design. Authority,
redundancy and safety requirements must be compatible with the terrain following system's requirements.
Studies have also shown that a limited authority automatic flight contro) system (AFCS) can severely degrade
an aircraft's terrain following capability. Pilot assist functions advantageous for the terrain following
mission such as an automatic ground track or a wings leveler should be considered for inclusion in the flight
control design. In additfon, maximum use of the aircraft's available maneuvering capability should be
allowed for terrain following within acceptable dynamic constraints. It would be beneficial to develop a
design to provide commanded trajectories that minimize stress on the afrcraft and crew while maintaining
terrain masking. A smooth and well-damped response without excessive excitation by turbulence is needed.
Fail-operational capability should be provided to the extent possible. Any fafl-safe implementation should
result in graceful degradation.

After the review, analyses and simulation investigations,criteria were formulated in eight specific
areas:

* Safety
¢ Performance

",; TP
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¢ Reliability

* Stabflity

* Vuinerability

* Structural Fatigue
* Ride Control

* Cost

Highlights of the study results in each area will be covered in the following discussions. A performance
index will also be presented that provides a means of addressing the importance of each area. A question
and answer checklist was established to allow scoring in each area for this performance index, but a compre-
hensive simulation capability was also required to evaluate some areas.

r——;'mum PILOT
RESPONSE
M“ COUPLER NTROL &P AIRCRAFT |-T—

)

Figure 2 Common Terrain Following System Elements

SAFETY

The failure mode capability of a terrain following system cannot be allowed to be degraded by inter-
facing systems. After examination of pilot reaction times for recoveries from hardover failures and the
associated altitude losses during such conditions, the requirement was established for the terrain follow-
ing system to be a fail-safe design. To fulfill such a requirement in this mission phase requires fly-up
initiation and appropriate pilot warning following a failure. Terrain following operation has a significant
fmpact on the failure mode capability of the automatic flight control system. The AFCS must be operational
after a failure to allow exit from the terrain following environment or mission continuation with manual
terrain following. The fly-up mechanization must be included in the fail-operate flight control system.
Bullt-in test, self-check, wrap around and redundancy should be considered in realizin? this Tevel of failure
mode capability. The fly-up mechanization recommended 1s one in which the command is initfated by either a
hardware failure or a predicted excessive clearance altitude undershoot. The predicted undershoot is formu-
lated using the afrcraft's present clearance altitude, vertical velocity and normal acceleration. Such under-
shoots should not exceed 80 percent of the desired clearance aititude. Consideration must be given to the
possibility of the loss of the information used in this prediction during certain failure conditions. A
fly-up acceleration command inversely proportional to the selected acceleration 1imit would be desirable.

Due to the critical nature of the mission, the built-in test equipment needs to provide an on-line capa-
bility to continuously monitor system performance, inflight pre-enga?e tests to ensure fnitial proper opera-
tion, and ground tests to allow pre-flight failure detection, and calibration. The pre-engage tests should
provide checks on operation of all modes within the system. Automatic letdown to the highest terrain clear-
ance setting provides a useful system confidence check if included as a pre-engage test. In reference to
the established probability of aircraft loss, the terrain following system {s considered as a part of the
flight control system during the terrain following mission phase. Thus, the maximum allowable probability
of aircraft loss due to all materfal fatlures allocated to the flight control system must include the terrain
following equipment.

Clobber considerations were also evaluated in the formulation of a safe;y measure. A probability of
clobber (Pc) value for a single encounter of a terrain obstacle of 2.7 x 10-/ had been determined by pre-
vious Investigations to be acceptable and safe. However, the computation of P. was based on a normal distri-
butfon of terrain clearance altitude points. Many systems are specifically designed to provide a skewed
distributfon due to safety and performance considerations. A graphical method of determining P, was found
that allows application to data with non-normal distributions. Figures 3 and 4 11lustrate the concept.
First, the lower portion of clearance altitude points from actual or simulated system operations is plotted
on probability paper. A straight l1ine is fitted through the data points below the selected clearance value,
Ho. This 1is represented by the dotted 1fne in Figure 3. The clearance altitude value where this fitted
'I?ne intersects the 50 percent probability line 1s designated "X", and the clearance altitude difference
between the intersection of the 1ine with the 50 percent line and 15.9 percent 1ine is designated "o ",

The values of X and o are used in Figure 4 to determine a P, value. Examining this graphical technique,

it becomes apparent that the ratfo of X to o is ftself useful as a safety measure. The slope of the plotted
lower clearance distribution pofnts defines o. For high X values the slope can be small representing a
large deviation of points and sti11 produce the desired ratio and a safe P. value. As the system's mean
clearance X is reduced, the slope of the lower clearance distribution 1{ne must increase to converge on the
same P. value. It should be remembered that the terms "mean value, X" and "standard deviation,c " have
been 1c)sely applied to allow meaningful interpretation of plots from actual terrain following systems with
skewed Jistributions. This t{pe of technique can easily be included in a terrafn following simulation to
evaluate the probability of clobber for various designs as performance is being examined.

PERFORMANCE

Trade studies have {llustrated the extreme sensitivity of clearance altitude on aircraft survivability
during a penetration mission. To provide flexibility to accommodate various defensive threats and terrain
variety, a pilot variable clearance altitude setting 1s desirable with detents to aid in positive selection
and avoid inadvertent alteration. The resolution of this setting needs to be as high as practical design
allows. Simulation evaluations indicate the need for a ¥10 feet resolution for settings at 300 feet or

ey
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lower. The actual clearance altitude chosen will depend on the mission, expected threat and previous
knowledge of the system's operation. The extremes at present are 100 feet and 1000 feet. Several of the
systems reviewed consistently operated either above or below the selected desired clearance alt‘tude. Pro-
v1s1o:s are needed in the clearance altitude mechanizatiun to allow removal of such a system bias during
ground tests.

Terrain following acceleration constraints are usually also pilot adjustable. The review indicated

that three settings were normally provided. This appears to be a minimum requirement. It {s proposed ]
that maximum climb and dive accelerations for aircraft during terrain following be added to the specifica- <
tion defining maximum aircraft loads by mission class. Table 1 il1lustratas the proposed addition. Human

factors analyses, simulations and trade studies suggested placing the dive 1imit at 50 percent of the 1
specififed climb 1imit in incromental g's. Other settings provided to the pilot would be equally spaced p

between zero and the maximum 1imits. Vertical velocity constraints are needed to prevent excessive sink
rates or accidental stalls during terrain following commanded climbs. If the terrain following algorithm
does not include vertical velocity 1imits, a means must be provided to warn the crew of obstacles that
require an excessive climb maneuver. Data from the review indicated that a negative vertical velocity of
100 feet/sec for bombers and 150 feet/sec for fighters should not be exceeded. These 1imits need to be
varied with the selected acceleration settings.

Sysvauieal Fiight Limik Lood Faster =
e tign | Al | SO | h-- b ol
-_"Tw Ouign  Weight | Weighns Weight sl
o [ S | [ | = [ !
A F, TF Subuenis) 800 | 300 | 100 | 400 |-200 | ss0 | -200 a2 20 .
AP TFMgmenisl | 090 [ 300 | -100 | 400 |-200 | ss0 | -200 02 90 [
o1 600 | -300 | -1.00 | 200 |-100 02 s .n
v 400 |-200| o [ 280 |-100 (Y] 20 (1]
[ 400 [-200] o | 200 |-100 03 20 o8 i
n 200 |-100| o | 200 |ano (V] 20 (1}
Causuh 200|100 | o | 200 |aso 03 20 (1]
Clrsspert 200|100 | o |200] 0 os 20 (] }
Table 1 Proposed Terrain Following Load Factor {

Addition to Specified Afrcraft Loads

At this point the influence of two operational capabilities in the performance area will be considered.
The first {s the improvement in survivability due to improved masking if acceleration 1imits are established
inversely proportional to terratin roughness. Over relatively smooth terrain a small altitude increase due
to 1imited acceleration commands could result in aircraft detection. In rough terrain small altitude devi-
ations are generally less significant. The second point concerns automatic en?agement. Initfal automatic
letdown to the highest altitude setting of the system provides a means of inflight check of system operation.
It 1s considered a reasonable system check since experience has shown that the largest undershoots occur
during initfal letdowns. Due to this the system should be designed to provide a well-damped letdown
response. As a maximum, undercutting in this situation should not exceed 40 feet or 10 percent of the
desired clearance, whichever is smaller.

In examining a means of assessing a terrain following system's performance, as well as stability, a
new evaluation measure was developed. It was based on the use of frequency response information to inves-
tigate control system performance and stability. The generally accepted performance measures are dependent
on system response characteristics, terrain roughness and terrain frequency. A terrain model that can be
used to compare each system is needed. This model must be able to show typical, as well as, worst case
operation. The performance measure proposed is shown below:

PMrest = 20 log (Hg + Meany,..)-(c)

M rerr
where:
¢ is the mean clearance altitude of the
terrain following system above the terrain.
Ho 1s the set clearance.
Mean.re" is the mean altitude of the terrain above

the terrain's lowest altitude.

The technique was formulated for a 1-cosine terrain representation with a maximum height of 2 Meany,
but can be extended to real world terrains as will be discussed, PMI.S 1s expressed in decibels. e
intent was to have zero db represent a system that follows the terrain In a perfect manner (C = Hy). As
degradation occurs the PMyece value becomes negative,

There are two minor problems with this approach, First, a unigg: value of ¢ 1s assumed that can be
realized only by a perfect system. Unfortunately, this uniqueness s not exist. A ¢ value equal to Hy
could be achieved by a system whose performance 1s less than perfect by flying under the desired clearance
altitude to compensate for flying above {t. However, such a system would be severely penalized by the
clobber criteria presented earlier because of the excessive excursions below H,. The second problem {is
that this performance measure penalizes any system that deviates from the selected clearance altitude.
Deviations are necessary in any practical system since acceleration and vertical velocity constraints must

e
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be imposed, and response lags are present. The best performance that could be obtained in such a case is
an "{deal” flight path profile. Such a trajectory would be generated by a system with no response lags
which exactly follows the terrain contour within the imposed constraints. Although elimination of response
lags may zppear unrealistic, the prediction effect in some advanced terrain following techniques can suffi-
ciently compensate for their influences.

Using such an ideal profile generation technique with a specific set of acceleration 1imits, the
terrain following system will eventually be restrained from precise contour following as terrain height or
aircraft velocity increases. The PM value will then decrease as shown in Figure 5. The corner or break
frequency, fj, varies with the acceleration 1imits and Meanyr,.. heights. In this way, a realistic upper
performance Eoundary can be established. The apparent frequSFEy. fa, used in the plot is the product of
terrain frequency and aircraft velocity. This "frequency response" plot was then normalized by dividing
the zpparent frequency by the break frequency. Simulation data indicated a necessary but not sufficient
condition for survival during a representative mission in that the actual terrain following performance
must be maintained within one terrain standard deviation (cT) from the ideal response. The resulting per-
formance envelope that was defined is shown in Figure 6 for the l-cosine terrain. Lower boundaries were
tabulated for various real terrain courses presently used for flight test evaluation. Although not acutally
employed in flight testing, a minimum boundary for Penn 6201 was also computed since it has long. been used
for system simulation tests. These were calculated using the equation:

Pytntmum * 20 Tog | (e8irery ~ o)

M rapr
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A Fast Fourier Transform program was used to obtain magnitude versus frequency plots of various i
terrain routes to establish the upper frequency range of interest for the performance envelope. Figure 7
shows such a plot for Penn 6201. A normalized frequency of .2 was considered an adequate lower l.imit
based on altftude chgnges during simulations. For the l-cosine terrain the maximum terrain frequency was
chosen to be 3 x 10-2 cycles per foot. Multiplying by aircraft velocity yields an upper apparent frequency ]
1imit. The corner frequency is then calculated for the proper constraints and terrain altitude and used
with fa to determine the maximum normalized frequency of 1interest.

300

MAGNITUDE FEET
[ 3
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Y >

1 ] 3
FREQUENCY CYCLES PER FOOT x 10~
Figure 7 Fourier Series Magnitude vs. Frequency for Penn 6201
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An acceleration band shown in Figure 8 ~an also be generated for system performance over l-cosine
terrain. Such a band provides a means of determining 1f excessive accelerations were needed to maintain
clearance altitudes within the prescribed performance envelope. An index was also generated to allow a i
comparison of the compromise each terrain following system provides between clearance altitude performance
and acceleration. The index is expressed as:

PI
PI = #1 —.T1 1

PI; = 10 (actual Performance Measure-lower 1imit)+ .I

100 (al'lowed acceleration-actual acce1eration)
aTTowed acceleration

where:

n = number of discrete frequency samples

To standardize the evaluation, initial altitudes were specified for actual terrain following systems being
tested over l-cosine terrains. The initial altitudes were chosen based on system acceleration 1imits,
apparent frequency and the terrain's mean altitude.

RO LIERD NN ACCE LENLLTION

Figure 8 Normalized Acceleration Frequency Response Envelope

Overshoot and ballooning over prominent terrain peaks have long been values to be minimized in a
system's design. To be useful a standard meaxs of measuring this "time at altitude® was needed. In this
study, Talt{tude was defined as the time at or above the terrain peak plus desired clearance altitude, Hy,
as {l1tustrated in Figure 9. Time at altitude will generally increase the exposure time of the penetrator.
Exposure time becomes critical as it approaches the reaction time of the defensive system. If an ideal
system clears the peak by a clearance altitude that was established on criteria developed for a total

1 _ |



12-8

Probability of Survival (Ps) value, then the ideal system is assumed to have a P considered optimum for
the threat (probability of k111) and terrain (probability of clobber). In general the nonperfect system
will increase the threat Px as Tai1titude Increases beyond the defense sites' reaction time. Overshooting
and ballooning criteria will require terrain following systems to have the Tyygit,de time less than the
sites' reactfon time for at least 95 percent (2 o) of the time. Of course, the %ﬂreat reaction time will
vary among the varfous typss of sites (AMA, SAM, etc.).

T
TERRAIN PEAK * Mg l |
i \7(—\

"o
I

Figure 9 Additional Exposure Time Measurement

Finally, it was realized that an extensive low level penetration simulation was needed to provide a
means of performing necessary trade studies between terrain following system parameters with success being
measured in terms of probability of survival.

RELIABILITY

Mean Time Between Failure (MTBF) has to be predicted during system design. Kigh MTBF is desired but,
unfortunately, redundancy and complexity cause it to decrease. MTBF prediction techniques for terrain
following systems need to be adequately substantiated. They must cover components that are 1ikely to expe-
rience increasing failure rates with service 11fe. Figures 10 and 11 annunciate the fact that there are
significant differences between wartime mission and peacetime safety assumptions used in arriving at system
reliabi1ity. Selected use of redundancy is recommended to meet missfon and safety reliability. A goal for
the failure mode capability 1s that it prevents any single failure from causing loss or major degradation
of terrain following capability.

[ sman wantne ssscw |

[ e D]
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AND PILOT WARNING

ATY 1
CAPABILITY REMAINS
ONLY MTF CONTINUE
CAPABILITY REMAINS ON MTY

NO AUTOMATIC RECOV-
ERY UR PILOT WARNING

!

TERRAIN FOLLOWING FAILURE (CLOBBER TERRAIN FOLLOWDIG SUCCESS
OR BOSTILE RADAR ACQUISITION) PENETRATION)

Figure 10 Wartime Reliability Event Diagram

Failure Mode and Effect Analyses are required by military specifications; however, preparation methods
are not defined. The criteria developed provide requirements for this preparation. Most important are
the treatment of power supply and failure detection circuitry and essential interface equipment failures.
These analyses must be accomplished with reliability and system design personnel working closely together
to prove useful. In such an investigation the "worst case" approach must be avoided. A degraded or erro-
neous output may be more difficult to detect and, therefore, more dangerous than a total signal loss or
hardover.

Reliability optimization capabilities must be developed to allow the proper tradeoffs to be made
between reliability increases and the associated space, cost, wefght, etc. Such a capability does not
exist at this time. One method proposed would be to directly relate the cost of an increment of mission
reliability to overall aircraft and offensive armament cost. This includes operating and maintenance
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costs during the intended useful 1ife, and appropriate pro rata shares of costs of bases, depots, training,
etc. Assume, for example, that this figure is $50,000,000 per atrcraft. Since military effectiveness wi?l
be directly proportional to mission reliabitity, an increment of 0.01 in mission reliability will be worth
(0.01) x ($50,000,000) or $500,000 per afrcraft.
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TERRAIN POLLOWING SUCCESS
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Figure 11 Peacetime Reliability Event Diagram

STABILITY

The terrain following system will have to comply with gain and phase margins specified for flight
controls. This 1s due to the use of feedback control to maintafn adequate performance. The terrain follow-
ing system wil' also have to meet the residual oscillation 1imits imposed by handling qualities specifica-
tions. Table 2 {1lustrates the required stability margins for aerodynamically closed loops of the flight
control system. A sensitivity analysis is usually needed to define the range of gain and phase errors that
may exist. Parameter variation investigations are also required to identify the tolerance of these margins
to changes in each significant parameter. The 1l-cosine terrain performance and acceleration measures
defined previously can be used to verify terrain following system stability. Simulated flight over six or
more cycles is needed to obtain terrain following system steady state sinusoidal response characteristics.
Evaluation using these measures over simulated real world terrains also appears to be valid.

Low Medium High Very High
Frequency Frequency Frequency Frequency
Modes Modes Modes Modes
fa S8 Hz
Alrspesd GM-%%GB GM -_te.gda GM-;t:).gdl éfd-;.db
Upto V,, M=+ PM = 445 PM = o fp >8Hz
MAX e i
Magnitude
Airspeeds GM=43.0dB GM = +4.5dB GM=16.0d8 | shall be less
Equalto V| PM = $20° PM = $30° PM = 450 than 0 dB at all
frequencies

Table 2 Required Gain and Phase Margins

In addition, roll stabilization of the radar sensor during turns is desirable and stabilizing with yaw
rate would provide needed lead information. Pilot override capability and ATF commands in series with the
gilgt'i cgvlmland are preferred. Decoupling of the stick from control surface motion has also been shown to

e desirable,

VULNERABILITY

Consideration of the terrain following system's susceptibility to direct hits from munftions, extreme
environmental conditions and crew errors has tn be examined. Withstanding at least one direct hit from a
single round of any size munition up to and including 23mm is a necessary condition. Operation can be
degraded but must permit safe terminatfon of precise tracking or maneuvering tasks, and provide a return
home and landing capability. Redundancy required to meet normal fail-safe operation will afd fn meeting
this requirement. Physical separation of all critical equipment will also be an aid and will ensure com-
pleteness of redundancy. Shielding is not recommended as a substitute for equipment separation but could
be used to supplement the invulnerability of the terrain following system.




Specifications presently cover applicable environmental tests and procedures for airborne equipment.
System procurement guidelines should define the extremes postulated. Damage from crew errors presents
special design considerations. Clear and distinguishable displays are a necessity. Efforts are needed
to minimize the probability of the flight crew having to make hazardous commands during the penetration
mission. Nuisance failures that require fly-ups or unnecessary climb or dive commands reduce the afrcraft's
overall survivability especially in a wartime situation. Concentrated efforts are also needed to design
against improper installation and ¢c minimize the on-aircraft adjustments.

STRUCTURAL FATIGUE

The terrain following mission segment consists of a series of repetitive loads which have a signifi-
cant effect on aircraft sorvice 1ife. The literature review revealed very 1ittle analysis and trade study
data for the area of structural fatigue. Most published 1{terature pertained to the fighter type aircraft.
The total maneuver load spectra specified for fighter aircraft appear adequate fcr terrain following. The
spectra specified for strategic bombers is 1imited when considering the maneuver loads imposed by the LAHS
mission. Studies conducted by Boeing used the criterfa of minimizing the magnitude and number of maneuver
loads on the aircraft without degrading clearance altitude performance. This was accomplished by designing
a terrain following system that produced a smooth, nonosciliating acceleration response characteristic.

A method of obtaining trade data between probability of survival and structural fatigue is to include
the aircraft load equations in an extensive penetration simulation program. The maneuvers required for
effective penetration and the fatigue damage accrued in the remaining aircraft mission segments will deter-
mine the maneuver load spectra allccated to the LAHS missfon. The gust spectrum for the low level environ-
ment should also be included as part of terrain following system simulation evaluation. Service-load
spectra for terrain following operation has to include combined maneuvers and gust loads.

RIDE CONTROL
The crew's ability to perform assigned duties as a function of the ride environment is related by
established ride control criteria. Previous investigations fnto the effects of gust turbulence on a crew

member's trackiny ability are applicable to the terrain following mission. A crew sensitivity index (R)
was established relating the aircraft, turbulence and human frequency response.

ro e [Jrom ]t s ]

where:
‘o = RMS discomfort
% ® RMS gunt wiscity
] = Crow sensitivity index {RMS dlecomtert/RMS gust veleshty)

Tp(@) = Humen frequency respenes function
Tapl@) = Ciawcompertment sccsleration frequensy repones funetion

${0) = Turbulence spectrum for unit AMS guat velecity ss defined by

= H von Karmen PSO functien (MIL-A-8081)
L]

T:t;_u]ated data are available relating RMS discomfort levels (oD) with crew performance and physiologicai
effects.

The components of the R integrand in the above equation are constant for a given flight condition
allowing a direct relation for terrain following ride criteria. The human frequency response function,
shown in Figure 12, {is independent of the disturbance source whether it be gusts or terrain contour maneu-
vering. Terrain roughness and frequency content are the parallel of the von Karman gust spectrum. The
discomfort equation can be revised for terrain following as shown below.

'o‘[fl'b‘“'l ! |t~,|’ [verr s} i m]*

due 0 ATP

™" s the crew eomp: L
control surfecs activity, flying ever the terrsin,

Torg) is the tervein {and rader commend) thet detarmines eentrol
wurface metien.

Unfortunately, a direct solution is impossible since terrain following systems are nonlinear and terrain
profiles are random. The approach taken was to fit linear transfer functions to the human frequency
response function. These transfer functions were then added to a detailed terrain following penetration
simulation and used to filter accelerations produced at the pilot station. In this way, terrain following
RMS discomfort levels were determined. By evaluating crew performance and physiological effects at these
discomfort levels in conjunction with acceptable exposure durations, the needed ride quality could be
specified. Table 3 11lustrates the results of this approach. The technique 15 recommended to allow eval-
uations to be made of the ride quality of various terrain following systems. Turbulence discomfort at Tow
level must also be considered in such evaluations. The preferred afrcraft response caused by a gust is an
Hyertical value equal to .026 or less.




10
[~ ]
£ :
TERAL VIBRATION
,a‘/—\\
~ N
L1 N N
N N
1.0
Y
\;
e
[vermcaLvamamion | |- \\
Soet—3
e ~1~1 1 4 —_ s-1--|-..--\--1 .
§ >
0.1
0.1 1.0 10 100
FREQUENCY - Mz
Figure 12 Human Frequency Response Function
MDE &R, AIRCRAFY MISRION PERPORMANCE HVSLGAL IRIET
Soht L7 Acwplable for un- Miaion performenss not No offost on nermel tashs.
Hmited supasure time.
Medium .14 Assspuble nermel Mision perfarmenss Fig wfiect o= rrenl stk Lepiaiisd
epersion. H:ﬂﬁ:“ud
Mard N Acwpuble nermel Adeguete for minsier: susesss; Farras (s iF pospinls. Mismesl sl
‘operation net ex- ressonebis perfermenss w--ﬂ-—
coeding requirn esardination ls redused. » rand
mpoUre Wne. eanesnirtion. instrumants end dlapleys end adjust sentrels
Semoll digls unresdubis.
satting In of fetigus.

M Urentisfectory for Aduguate fer mission susemss, Limits of ofiostive Manigulstion of
normel eperstiens; But requires meximum svaliable  eontrels and other pryshameter tashs requires
unseceptable when sllot/gew senseniretion o racing of arme and logs snd meverments heseme
anecing oliowable Ahlove e udly Pliot loshe only
«cere e, parformanes. brisf glaness st instruments whi » asnnet be

a sssurstely. Creus eheoks ors lownd down
and wierenses widened.
in fotigue.

3B Unssstpibie engept of unwerkable lovel. Contrel of
for smergeney mission sugsem; sleeralt alroraft requires full plist sttentien. Tesle
eangitions. eontrelishie with minimum ather then stiek and threttie sontrel siment

acipit duties. imponible. Piist will ssteblish
of tesks. Attontion manet be dharwd
racking tek witheut immediots dateriorstion.

A2  Uvssseptable, Alrerait just sontrolishle Purformange lovels iow and ol wels impeniie
dangarows. ricuiring osimus «mpt for adjustonenis. Digploys @ffioult

dnl;-dd-\ul-... ¥ not impamibie 1 rend. Conoarw for
Impaired. e 3

cosT !

Table 3 Crew Mission Performance Limitations
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Terrain following costs are influenced by factors such as perforsance, relfability, weight, safety,

vulnerability and faticue effects.

A cost performance (CP) index was established to relate these factors

to the ultimate objective of the weapon system. The pounds of weapons successfully delivered divided by

the total cost of ownership of the weapon system represent a value parameter to be maximized.

considered as approximately proportional to:

pa

(P)(Wo-W){

1
AR S B

CA4C"+

]
(1-ps)

Probabi1ity of surviving Y years of peacetime training and
successfully delivering offensive weapon to target

Weight of offensive weapon carried

Weight of offensive weapon that could have been carried

if the terrain following system had a weight of zero

Weight of terrain following system

It may be



Ca = Acquisition cost per aircraft (including terrain
following system)

Cy = Mintenance and other operational cost per aircraft
{including terrain following system) for Y years of
pacetime training plus a brief period of wartime

meration
Cy = (@ffensive weapons cost per aircraft sortie launched
Pg = Probability of survival and safe return from a

wartime mission

Yany probabilities based o items such as terrain following performances, reliability and vulnerability are
mitipiied together to eempute the value of P used above. Some of these probabilities also influence the
value 4f pe. Using xweh an index, specific areas for improvement can be identified which will have a sig-
nificant iacrnse on cost effectiveness. It should be noted that the safety of peacetime training opera-
tions for several years may have a significant impact. For example, acceptable overall survival probability
for a wartime mission would be unacceptably Tow for a peacetime training mission. This may force peacetime
training to be accomplished at a relatively high clearance setting reserving the lower clearance setting

for wartime use; such restrictions tend to decrease the value ot peacetime training.

Subjective evaluation was found to be a common technique when comparing concepts, performing trade
studies, etc., between performance requirements and their associated costs. The total cost of ownership
includes maintenance costs, initial materfal and engineering burdens. The maintenance plan should include
the use of existing ground support equipment as much as possible to minimize the requirement for new AGE.
Each system definition should include levels of complexity with its associated dollar and weight/volume
costs.

RELATING THE VARIOUS AREAS

Finally, an overall performance index was established to allow system evaluation. The relative impor-
tance of each of the eight areas previously discussed had to be integrated into this index. It is expressed

as:
Pl = ﬁl (C4)(Areay)

The Cs are weighting factors which were subjectively selected based on the 1iterature review. Table 4 lists
these values. A score from 0 to 100 {is assigned to each area from a question and answer checklist. The
first section of this checklist is shown in Table 5. The maximum available points 1isted denotes the impor-
tarce of each question. The total area score used in the index is obtained by adding the individual question
and answer scores. Area weightings will have to be refined as experience with this index 1s gained.

i Ares; Ci
1 Safety 0.20
2 Performance 0.25
3 Reliability 0.10
4 Stability 0.10
6 Vulinerability 0.05
6 Structural Fatigue 0.05
7 Ride Comfort 0.06
4 Costs 0.20
TOTAL 1.00

Table 4 Weighting Factors For Performance Index
CONCLUSIONS

Unfversal terrain following criteria have been needed for some time. Such criteria must bring together
requirements in the related area of safety, performance, reliability, stability, vulnerabiiity, structural
fatigue, ride comfort and cost. The program covered by this paper was a first step towards the establish-
ment of a "common measure". Criteria were developed through review of existing standards, analyses and
detailed simulation investigations. An attempt has been made to select merit functions associated with the
various factors involved in order to {dentify their relative importance to terrain following. Compilation
of the results into a handbook was also accomplished. The handbook has been iterated through several review
and revision cycles by an Air Force engineering panel at Wright-Patterson. At the present, several limited
trial evaluations are being conducted.

Unfortunately, application {s being hindered because many of the proposed evaluation measures are new i
and untested. Formal validation 1s needed. Such a verification is being planned as a future Laboratory
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effort. Several operational and experimental terrain following systems will be evaluated witr the criteria.
Comparisons will then be made with existing measures including subjective evaluations. Leficiencies of the
proposed criteria in denoting outstanding systems, ranking overall performance and pinpointing problem

areas will be {dentified. Corrections will be formulated, tested and incorporated.

It is the author's hope that this effort has stimulated interest in the development of a "common
measure" that will provide a practical means of evaluating and comparing terrain following systems. Estab-
lishment of such criteria {s needed to allow improved weapon system effectiveness by providing a way to
select the best system for low level penetration within the many constraints imposed by aircraft, crew,
mission and available resources.

MAX. [POINTS
QUESTION POINTS | AWARDED| COMMENTS

1 SAPETY

1.8 Oom e TF system include o This is 3 minimum requirement.
foil-asle dosign with fiyup? 18

1.2 Doss the TF syseem include »
foll-operats capsbility? 10
1.3 Dew the flyup precevtion
include o prediction of
oncemive undershoot? 15
14 Doss the TF demign predict
sireroft loss due 10 TF failure
lous then epecitied in 3.1.37 15

5 Doss the TF dmign employ
tha following test capability:

s Oninewn 10
b, Inflight, pre-engsge 0
¢ Ground wet 10
18 Doss the TF design predict »
PC single < 2.8 X 1077 for the
indicated terrain profile? 15

TOYAL ........... 100

2 PERFORMANCE
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Table 5 Area Scoring Checklist
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ABSTRACT

The test and evaluation of the B-1 terrain-following (TF) system has been an important part of
the overall B-1 flight test program because its successful implementation was considered essential to
the operational effectiveness of the B-1 weapon system. The purpose of this paper is to present an
overview of the work accomplished to develop, test, and evaluate the B-1 TF system and low-altitude
penetration capabilities. First, the B-1 mission, flight test program goals, and test philosophy are
discussed. Then, the operating theory of the B-1 TF system, including the forward-looking radar,

TF computer, radar altimeter, TF/flight control system adapter, automatic throttle system, and flight
control/autopilot system, are briefly outlined, including a discussion of how these components are
integrated to produce the total system performance. The test techniques required to verify design
concepts and operational requirements are outlined, including the types of terrain used for testing,
ground tracking requirements, and types of maneuvers flown. Some of the important aspects of the data
acquisition and analysis techniques used during the ongoing test program are discussed, and finally, a
progress report of the completed testing and projections for future testing is presented.

INTRODUCTION

The B-1 was designed to be a versatile weapons system able to carry out both nuclear war and
limited conflict missions without modifications to its airframe. U.S. Air Force studies conducted in
the past have shown that the best way to penetrate the sophisticated defenses expected to be used into
the 21st century is by flying at nearly the speed of sound at very low altitudes. This is what the
B-1 was designed to do. In addition to being able to follow the terrain at extremely low altitudes,
it was also capable of penetrating at high supersonic speeds at high altitude. This high-low capa-
bility meant that a potential enemy would have to consider defenses to cover both environments. Radar
cross section and infrared emissions were also greatly reduced to make the B-1 considerably less
visible to enemy defense systems.

The basic mission profiles of the B-1 - the primary and the alternate - are depicted in figure 1.
These missions required that the aircraft loiter on airborne alert for an extended period of time;
i.e., for as long as practical by using aerial refueling. Finally, the aircraft had the option if it
was to go into the target area, to go either at high subsonic speed and low altitude, as shown on the
left, or at high altitude and supersonic speeds. Also shown here graphically is the primary mission
weapon, the short-range attack missile (SRAM) AGM-69. The primary mission of the B-1 was, however,
low-altitude penetration at near sonic speeds where defensive radar, interceptors, and missiles are
considered least effective.

ALTERNATE
HISSI0N

"ﬁ_‘ f i - ™
Figure 1. B-1 Basic Mission Profiles
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The B-1 flight test program has been mission-oriented from the start, and the primary emphasis
has always been placed on the high-speed, low-altitude flight regime. In order to orient the program,
the primary mission of the aircraft had to be considered; i.e., low-altitude, high-speed penetration.
This mission is shown schematically in figure 2. The key elements that had to be addressed very early
in the test program were extracted from this mission. Thus, the initial envelope expansion was aimed
at getting to the high-speed, low-altitude flight condition early, rather than moving more conventionally
toward the high-speed, high-aeltitude supersonic regime. This approach was not as glamorous, but to the
B-1, it was certainly more meaningful.

SUBSONIC CRUISE

LANDIWG

LOW ALT PENETRATION &

- WITHDRAWAL - AUTO TF
SUBSOMIC CLIME - —
- - e
i PRIMARY SUBSONIC MISSION
TAKEOFF Figure 2, B-1 Mission Elements

Long before the first flight of the No. 1 prototype B-1 in December 1974, flight test program
requirements were prioritized with respect to expanding the low-altitude, high-speed envelope of the
aircraft and clearing the aircraft for operation at mach 0.85 at sea level. Testing was initially
accomplished toward this objective, with primary emphasis on flutter clearance and flying qualities
envelope expansion. Aircraft 1 was equipped with a single-channel manual TF system, and the system
was also used after this initial envelope expansion effort was completed for a preliminary assessment
of the B-1 low-altitude penetration capabilities. Structural mode control system (SMCS) development
testing was also accomplished during this phase of the flight test program, as well as other tests that
were required to optimize TF/flight control system adapter gains. This test philosophy would ensure
that by the time the third prototype B-1 (the primary TF and offensive avionics test aircraft) entered
the flight test program in April 1976, manual and automatic TF system testing could be initiated as
soon as practical after the first flight of this airplane.

OPERATIONAL REQUIREMENTS

The B-1 TF system was designed to get the aircraft to and from the target safely. Detection could
be avoided by flying below radar defensive systems and at night to avoid visual detection. The B-1 has
the capability to follow the contour of the earth at selected altitudes above the ground.

The TF portion of an operational mission starts with an automatic letdown to a TF altitude when
the aircraft is more than 150 nautical miles from the area being penetrated. The automatic letdown con-
sists of an initial pushover to an 8-degree dive angle until reaching an altitude of 5,000 feet AGL, and
then pushing over to a 10-degree dive angle., The pullout is initiated at approximately 2,000 feet AGL,
and the penetration is made at whatever altitude is desired.

The aircraft has six selectable clearance planes that can be flown, the highest being 1,000 feet and
the lowest being 200 feet. Preflight planning would establish the clearance plane to be selected for
each leg of the penetration route based on the defenses to be penetrated and the terrain masking avail-
able. In general, the aircraft would never be flown any lower than necessary.

There are three selectable ride settings at each clearance plane setting: soft, medium, and hard. The
ride setting controls the magnitude of the "'g" forces imposed on the aircraft by the flight control system
as it mintains a set clearance above the terrain. The ride setting will vary the degree of closeness that
the flight profile matches the contour of the terrain with the hard setting providing the closest match. The
medium ride setting is generally considered the most comfortable ride for the crew and is the setting that
would normally be used in a training environment,
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TF commands are only generated in the longitudinal axis. When the commands are coupled to the auto-
pilot, the pilot or navigation system (through the autopilot) can still maneuver the aircraft in roll
without affecting the pitch commands. In other words, the pilot can fly manual terrain avoidance while
flying automatic TF. This gives him the capability of following the lowest part of the terrain and using
the higher terrain to mask him from detection. TF can be flown as easily at night as in the daytime,
practically eliminating the chance of visual interception.

TF SYSTEM OPERATING THEQRY

The TF system in the B-1 is basically the same concept as implemented in the F-111 series aircraft.
The system consists of a dual-channel, forward-looking multimode radar which provides angle and.range
information to a TF computer. The TF computer processes this information and provides a signal propor-
tional to the desired 'g" required for the system to fly the aircraft at a preselected set clearance
above the terrain. The automatic flight control system then takes this signal and provides proper com-
mands to the stabilator to produce the desired response (figure 3).
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Figure 3. TF System Block Diagram

TF RADAR (TR

The synchronizer-transmitter contains the circuits required for the synchronization, modulation,
transmission, and monitoring of the TFR radio frequency (RF) power (figure 4). The synchronizer is the
clock for the radar, as it provides the timing for all events that take place. It provides a trigger to
the modulator circuit at the pulse repetition frequency of the radar set. It also provides a synchro-
nizing pulse for the other TFR. Finally, it provides a blanking pulse to the TFR receiver and to all of
the aircraft systems to prevent saturating them during transmission. The modulator supplies the high
power required to operate the magnetron. The modulator consists of a high-voltage section, a hydrogen
thyratron tube, and a thyratron trigger circuit, The magnetron is tunable and produces a power in excess
of 30 kilowatts. The magnetron output is piped through a waveguide to the antenna roll assembly and on
to the TFR antenna.

The antenna-receiver accepts the transmitter pulse from the synchronizer-transmitter and beams it
out in a direction determined by elevation and azimuth positioning commands. In the receive position,
the antenna intercepts the reflected signals and applies these signals to the receiver portion of the
antenna-receiver. The receiver converts the received RF signals to video signals for output to the
TF computer and indicator.
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Terrain-Following Radar Set Block Diagram

The TF computer accepts the video information and antenna pointing information from the antenna-

receiver and converts the video from an aircraft reference system to an earth reference system.

It then

compares the received video with a desired flight profile calculation based on the shape of the terrain
ahead to arrive at a desired flight path angle.
desired flight path angle to determine the climb/dive angle command. The climb/dive command is converted
to g's and sent to the adapter set and the command bars on the pilot's vertical situation display (VSD).

The TF computer also controls the drift plus lead-into-turn compensation for the pointing of the radar in

azimuth for turning flight.

- T

The actual flight path angle is subtracted from the

WO TONTAL

N/
Figure S.

Relative Angle Concept - TF Computer
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The system operates on a relative angle concept and reacts to terrain points that lie in the range
interval (Rpjp, Rmax) as shown in figure 5. The most critical terrain point in the interval is that
point which results in the most positive flight vector command as determined by the equation:

Href
7C'K(9*ﬂ+R -Fs) :

Where K is a constant coefficiert, 8 is the aircraft pitch attitude, B is the elevation angle corresponding ‘
to the critical point, R is the range to the critical point, Hyeg is the set clearance, and Fg is a shaped ,
offset function.

If the shaped offset function were not included, the system would command the aircraft to fly at
an angle that clears the highest point of terrain within the range of the radar, and the aircraft would
fly essentially from peak to peak. The Fg function suppresses the apparent height of targets as a
function of range, velocity, flight path angle, and ride control. The terms "Fg" and "K' were choscn
to provide the best contour matching within the constraints of maneuverability of the aircraft.

A typical terrain-following situation is illustrated in figure 6, and it can be displayed in terms
of the radar look angle. This display is presented to the pilot on what is referred to as an E2-scope
display, as shown in figure 7.

COMMAND FLIGHT VECTOR
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Figure 6. Actual Terrain Profile
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Figure 7. E-Scope Display

RADAR ALTIMETER

The radar altimeter is used as an aid in terrain-following control. It provides altitude information
from which the TF computer generates commands when returns are not available to the forward-looking radar,
such as over water. In addition, when the aircraft is a given percentage below the selected clearance
height, a low-altitude warning is activated, and a maximm g pullup is initiated.

TF_ADAPTER

The output of the TF computer is a voltage which is representative of a g-command to the aircraft.
However, since the aircraft characteristics vary significantly throughout its envelope, the adapter is_
provided to condition the command to the elevator as a function of center-of-gravity position, mach
number, and gross weight, such that the desired response is attained.

w



AUTOMATIC FLIGHT CONTROL SYSTEM (AFCS)

The TF adapter signal is next processed by the ARCS where trim and pitch support functions are
included. The automatic trim consists of a series integrator which attempts to null the error between

actual and commanded response. The pitch support function adds increased pullup commands to compen-
sate for the loss of 1ift in turns.

v

The flight director mode of the ARCS in conjunction with the navigation system provides automatic
steering while terrain following.

The autothrottle mode of the ARCS can maintain a constant mach mmber for TF flight by varying
engine power from idle to intermediate.

FLIGHT TEST REQUIREMENTS

INSTRUMENTATION/DATA ANALYSIS

The instrumentation requirements for evaluating a TF system are rather complex. In a general sense,
it can be said that the input and output of every part of the TF system must be measured. The critical
questions to be answered by the instrumentation are (1) what is the aircraft doing with respect to the
terrain that it is flying over? (2) how and why was the command generated which caused the aircraft to
do what it is doing with respect to the terrain? and (3) was it the proper command that was generated?
Rather than produce a parameter list, it will be explained what data are required and, in general, what
has to be measured to obtain those data.

The most basic data measurements are those that tell exactly what the aircraft is doing. To deter-
mine this, it is necessary to measure aircraft attitude, rates, accelerations, and velocities. Next,
it must be determined what the TF commands were. This is determined by measuring elevator position,
the output of the TF adapter, control stick position, and the output of the TF computer.

The next level of analysis knowledge requires knowing what caused the TF commands to be generated.
This is determined by measuring all of the inputs to the TF computer including the TFR video and the
radar altitude. To record the TFR video requires a video recorder or a digital recorder that will sample
at video frequency rates. For example, the B-1 was the first aircraft to have its TF computer instru-
mented to include video returns and radar look angle from the antenna-receiver. As a result, several
system characteristics pertinent to not only the B-1, but also to the F-111, were evaluated.

To determine if a command was the proper command, it is necessary to compare the actual flight
profile for a specific test condition with the predicted flight profile for the same test condition.
This requires using a simulation program that reflects the most accurate model possible of the aircraft
and TF system,

All of these instrumentation and data analysis tools have been utilized in both real-time and post-
flight modes during the B-1 TF system development program.

TEST QOURSES

It is imperative that an instrumented test course is used to determine if the TF system is performing
as it should. Aircraft position data should be available at the test course with an accuracy of +5 feet
in all axes. Since this dictates optical tracking data with its long processing time, it is also desirable
to have a tracking radar on the test course to provide quick-look data.

The most important feature of a test course is that it have an isolated peak with an altitude in
excess of 500 feet above the surrounding terrain. The run-in line to the hill should be as level as
possible with optical tracking available for at least 5 miles on each side of the hill. The run-in line
should be very closely marked so that the pilot can visually keep the aircraft on the correct ground
track. The run-in line to the hill should be surveyed to an accuracy of better than ¢2 feet in elevation.

Another important feature is to have an area where the terrain is level within 0.1 degree for at
least 5 miles. It is not necessary to have optical tracking for this part of the test course. However,
the ground track should be clearly marked so that the pilot can visually keep the aircraft on the proper
ground track.

It is also highly desirable to have an area where the terrain has a gradual slope of more than
0.5 degree but less than 2 degrees for a distance greater than 5 miles. Again, the ground track should
be clearly marked for the pilot, and optical tracking is not necessarily required.

Two test courses have been utilized during the B-1 TF system development program. The first is
referred to as the Edwards AFB Haystack Butte course. Haystack Butte is on the bombing range at Edwards
AFB, east of the main base complex, and rises 412 feet above the surrounding terrain. The normal run-in,
to Haystack is made from west to east over Rosamond Dry Lake and Rogers Dry Lake, followed by the final
approach to Haystack over terrain that has a gradual rise of 1.0 to 1.5 degrees. The Haystack Butte pro-
file is shown in figure 8.
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Figure 8. Haystack Butte - Edwards AFB

The second test course utilized during the TF system development program is at the Dugway Proving
Ground, in Utah, Granite Peak rises approximately 2,700 feet above the surrounding flat terrain, which
itself averages 4,300-foot elevation. The normal run-in to Granite Peak is made from east to west. The
Granite Peak profile is shown in figure 9 (0- to 50-thousand-foot range is east to west).
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Figure 9. Granite Peak - Dugway Proving Ground

OPERATIONAL CQURSES

Several VFR low-altitude training routes (TR) and all-weather, low-altitude Olive Branch routes,
which are identified by the prefix OB and a number, were chosen to evaluate and demonstrate the pene-
tration capabilities of the aircraft under realistic operational conditions. These routes were selected
on the basis of proximity to Edwards AFB and those differences in terrain characteristics that were con-
sidered important for the operational TF evaluation.

o




EEEEEEEE—————————— —a e
13-8

The following terrain classifications will be used in the description of these routes:

Ocean - Flat

Flat - Less than 300-foot rise in 10 miles
Rolling - 300- to 1,000-foot rise in 10 miles
Moderate - 1,000- to 3,000-foot rise in 10 miles
Severe - 3,000- to 5,000-foot rise in 10 miles

Extremely severe - Greater than 5,000-foot rise in 10 miles

Hawthorne, Nevada (0OB-10), is an Olive Branch rout: in central Nevada (figure 10). The terrain
features on the route vary from flat to severe.
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Holbrook, Arizona (OB-20), is an Olive Branch route that began in central Utah and temminated in
eastern Arizona (figure 11). The route was generally moderate north of the Colorado River and became
rolling to moderate thereafter. (On 23 July 1977, OB-20 was deleted as a low-altitule training route.)
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Low-altitude training route TR-345 (Lancaster, California) starts off the coast of California

between Ventura and Malibu and then heads north through the Sierra Nevada mountains and into southern
Nevada (figure 12). Turn point C is used as the normal entry point after departing from the Edwards
area. Terrain features vary from moderate to extremely severe, with the most severe terrain at turn
point H, which crosses Bald Mountain at 9,190 feet.
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TR-360 (Los Angeles, California) starts at the Lake Hughes Vortac and heads in a northeastern
direction into Nevada. It then turns southbound in a southeastern direction back into California and
terminates just west of the Salton Sea (figure 13). Terrain features vary from moderate to extremely
severe.
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TR-368 (Santa Barbara, California) is a low-altitude training route in southem California (fig-
ure 14). This route has been considered the primary evaluation route for the B-1 because of its prox-

imity to Edwards AFB and relatively short length, which permits flying multiple runs on a single flight.
Terrain features on TR-368 are considered moderate.

X

LAKE
~"*?‘\%1" ® WEAD
,;\ LAS WERAS

‘\ COLDRADD RIVER

A cHiNA
LAKE F,

S00M LAKE
TEAFR

BRISTOL

oLD uom:u MTS "
ALTITUDE - i
(x) FT m— r}__#" . I 1
T 150 200 250

RAMGE - M MI
Figure 14. TR-368 (Santa Barbara)

TR-385 (Tonopah) starts in western Nevada and runs southbound into California to a point just east
of Edwards AFRB (figure 15). Terrain features on TR-385 vary from flat to severe.
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TR-391 (Ukiah) starts over the Pacific Ocean, runs east across California into western Nevada,
and then runs south to a point near Fallon Naval Air Station (figure 16). The route has ocean and
generally mild-to-severe terrain. The initial part of this route is heavily forested.

£ mOUNT SHASTA |
EEL MIVER I
SHASTA |
LAKE |
|
!
!
I

SACRAMEMTO RIVER

(MAINTAIN §500 FT MSL AND 360 KIAS
BETWEEN TURNPOINTS (C) AND (D))

B.a £ i £ F -t
ALTITUOE - B —§ kl I #:'E'J,_,, mk o :[ A a{
(x) F1 e — - et ] - 16,4 MILES TO TURNPOINT J——
0 (Mg T IC WAPS AVAI
Q 50 1ad |50 100 150 oo
RANGE - N I

Figure 16. TR-391 (Ukiah)

A composite route has also been used recently which consists of TR-391 (Ukiah) points A through J,
TR-360 (Tonopah) points H through I, TR-385 (Los Angeles) points A through F and then westbound into
the Edwards AFB area (figure 17).
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FLIGHT TEST RESULTS

As earlier emphasized, the initial B-1 flight test effort was oriented toward clearing the air-
craft for operation at 0.85 M at sea-level flight conditions in order to ensure that by the time the
third prototype B-1 entered the flight test program, manual and automatic TF testing could be initiated
as soon as practical after the first flight of this aircraft.

Flutter testing was initiated on the seventh flight of aircraft 1, and testing at the final phase
I low-altitude, 0.85M, 500-foot flight condition was completed on flight 18, Flying qualities envelope
expansion tests went hand-in hand with the flufter tests. (n the 20th flight of aircraft 1, the prelim-
inary flying qualities envelope expansion effort had also been completed at 0.85 M and 500 feet including -
tests at the extremes of the allowable ¢g envelope. .
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Figure 18. TF Performance - TR-391/360/385

Low-altitude testing on aircraft 1 was then directed at optimizing TF/flight control system adapter
gains and defining structural mode ‘ontrol system (SMCS) operating gains. Aircraft 1 was fitted with
a pitch control system exciter that was used to optimize the TF system adapter gains, while a SMCS
exciter system was used in conjunction with an elaborate and time-consuming series of tests to define
the optimum gains for that system.

In conjunction with these tests, the first series of manual TF tests were initiated over a course
that extended from Edwards AFB, to Camp Irwin, California, and back to Edwards. The terrain on this
route varied from flat to moderate, and this route was considered a very satisfactory one for these
initial TF assessments. Testing was initiated at 0.70 M and 1,000-foot AGL, and progressed rapidly to
0.85 M at 500-foot AGL by the 24th flight of the airplane on 26 November 1975.

The results of these initial tests indicated that in the manual TF mode, longitudinal control forces
were higher than desired for optimal manual TF performance and acceptable pilot workload, but that
lateral control forces were acceptable. The airplane structure was very easily excited by even light
turbulence. Turbulence stronger than light caused an uncomfortable ride with the SMCS off, to the point
that some runs were discontinued when SMCS was inoperable. With the SMCS operating, the ride was always
considered acceptable. Of primary importance is that these initial manual TF tests did indicate that
the B-1 was capable of satisfactorily performing its low-altitude primary mission.
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TF testing was begun in eamest on the first flight of the No. 3 prototype B-1 on 1 April 1976 when
TF system functional checks were accomplished as part of the 4.9-hour shakedown flight. Manual TF
testing was initiated on the third flight of aircraft 3 on the Edwards AFB Haystack Butte course at
1,000-foot AGL and 0.68 M and 0.85 M. Soft-, medium-, and hard-ride settings were evaluated at each mach
nmber; in general, the TF system operated well.

The aircraft response to inputs of various TF system adapter gains was verified on the fourth flight,
and automatic TF testing was initiated on the fifth flight.

The basic approach used during the TF system development program was to work down from 1,000- to
200-foot AGL set clearance at 0.85 M in the penetration configuration (65-degree wing sweep) on the
Edwards AFB Haystack Butte TF course. As performance at the lower set clearance planes was verified at
Edwards, runs down iow-altitude training routes were initiated, first at the higher set clearance settings,
and then again working down in altitude to 200-foot AQ..

The first "offsite' run was completed on the 11th flight on OB-20 (Holbrook, Arizona) at 0.85 M and
1,000-foot AGL. The aircraft negotiated this route (which is classified moderate to rolling) quite easily
at the conditions flown. By flight 36, this route had been flown at 300-foot AGL and 0.35 M. Testing on
TR-368 (Santa Barbara) was initiated on flight 13. The first 200-foot AGL offsite run was made on TR-368
during flight 28 on 5 May 1977.

To date, 26 hours of automatic and manual TF have been logged in aircraft 3 over many of the pre-
viously described routes in California, Utah, and Arizona. One of the latest test flights included a
1.1-hour automatic TF run at 0.85 M and 400-foot set clearance over the composite route TR-391/360/385
(Ukiah/Tonopah/Los Angeles), which has terrain features that vary from ocean to extremely severe. Quan-
titative test results and qualitative crew comments indicate excellent TF system performance during this
extreme test of the aircraft low-altitude capabilities. Typical performance characteristics observed on
this route are shown in figure 18, and a summary of all TF testiing accomplished ‘to date is shown in
figure 19.

LOWEST
COURSE TYPE CLEARANCE/FT SUMMARY FINDINGS
HAYSTACK, EAFB ISOLATED 400 FT HILL 200 LED TO DISCOVERY OF PULSE
PHENOMENON APPARENTLY OUE
TO WATER TOWER
GRANITE PK, 1SOLATED 3000 FT 200 EXCELLENT PERFORMANCE TO
UTAH MOUNTAIN DATE. EMPHASIZED INADEQUACY
OF SOFT RIDE
TR-368 MODERATE SOUTHERN CALIF 200 RECENT PERFORMANCE
(SANTA BARBARA) COURSE EXCELLENT. BASELINE
OFF-RANGE COURSE. NO
ANOMAL IES
TR-391/360/385 OCEAN/FLAT/ 400 EXCELLENT PERFORMANCE TO
(UKI1AH/TONOPAH/ MODERATE /SEVERE/ DATE. CONCERNS ABOUT
LOS ANGELES) EXT SEVERE PERFORMANCE IN TURNS ¢
LATERAL CLEARANCE
08B-10 FLAT/ROLLING/ NOT YET FLOWN
(HAWTHORNZ , NV) MODERATE /SEVERE
08-20 ROLL ING/MODERATE 300 EXCELLENT RECENT PERFORMANCE.
(HOLBROOK, AZ) ROUTE NO LONGER ACTIVE
TR-345 FLAT/ROLL ING/ NOT YEY FLOWN
(LOS ANGELES) MODERATE /SEVERE l

Figure 19. Route Summary

It is intended that TF testing will be contimed in the future on both instrumented test courses
and on operational low-altitude training routes in order to contimue TF system development testing, and
at the same time, to continue the evaluation of the capability of the B-1 to operate in the TF
environment.



STEEP GRADIENT APPROACH SYSTEMS RESEARCH FOR ALL-WEATHER OPERATIONS
by
A D Brown
Operational Systems Division
Royal Aircraft Establishment
Bedford, UK

SUMMARY

This paper describes some aspects of steep gradient approach research carried out at RAE Bedford
between 1973 and 1975 using flight trials, piloted simulation and theoretical studies. Because only con-
ventional aircraft were available, the flight programme was orientated towards establishing the limitations
of such types and their associated avionics equipment when used for R/S'I'OL operations. Only performance
data for the twin turbojet BAC 1-11 and the twin turboprop HS 748 are presented in the paper. Aspects
considered include the determination of the maximum useable glideslope angle and the optimum beamwidths
for azimuth and elevation radio guidance to permit R/STOL operations using a standard autopilot. It is
suggested that MLS with DME range information will overcome some of the limitations identified.

Manual approach performance results are also presented which indicate the need for 150-200 ft{ decision
heights. Piloted simulation research has shown a requirement for approach lighting comparabl: to existing
Category 2 patterns for poor visibility operations. Even then, it is unlikely that acceptable missed
approach rates can be achieved unless RVRs are in excess of 1000 metres,

Future research is anticipated using an MLS system at RAE Bedford in order to validate some of the
ideas presented.

1.  INTRODUCTION

During 1972, Operational Systems Division (formerly the Blind Landing Experimental Unit) was given a
mandate to investigate the problems of carrying out steep approaches in all-weather conditions, The
advantages claimed for flying steep gradient approachcs include noise abatement, fuel conservation, terrain
clearance and the ability to operate from short runways situated close to city centress In the absence of
specialised R/STOL aircraft, the limitations of conventional aircraft and their avionics were investigated
ueing flight trials, piloted simulation and theoretical studies. The types used included a four engined
VC10 jet airlinar, twin turboprop HS 748 and HS Andover aircraft, a HS 125 executive jet and a Sea Vixen
naval jet fighter. This paper describes some of the systems research carried out using the facilities at
the Royal Aircraft Establishment, Bedford with particular emphasis on all-weather operations,

2,  SCOPE OF THE R/STOL RESEARCH PROGRAMME

Among the aspects considered during the RAE research programme weres-

(a) the limitations of current automatic flight control systems (AFCS) when used to achieve coupled
approaches comprising short range beam captures and steep glidepaths,

{b) the factors influencing the steepest operational glideslopea that can be flown.

(c) the determination of decision height.

(d) flare performance from steep glideslopes,

(e) the influence of visual aids on approach and landing performance.

This paper discusses these topics, describing the relevant RAE facilities where necessary.

Two of the airoraft used during the flight trials, namely a Series 201 BAC 1-11 (XX 105) and a Series

1 HS 748 (XW 750) are still being used by Operational Systems Division and the flight results presented
#will be restricted to these types, The main characteristics of the airoraft are listed in Table 1,

TABLE 1
DETAILS OF BAC 1-11 AND HS 748 RELEV 70 R/STOL TRIALS

BAC 1-11 (XX 105) HS 748 (XW 750)
Max Landing Wt 32,200 Kg 16,330 Kg
Threshold Speed 119 kn 85 kn
Wing Span 27,0 m 30,0 m
Wing Area 91,2 sq n 754 sq n
Approach flap for ] o
Steep Approaches 4o 27
Engines 2 x RR Spey turbojets | 2 x RR Dart turboprops

The piloted simulator used for the steep gradient research at RAE Bedford essentially comprises a
fixod-baseé two-seat cockpit, & 200 amplifier analogue flight computer and a collimated computer generated
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toutside world! display. The latter presents the pilots with a perspective view of the airfield
approach and runway lighting in colour as seen at night (Ref 1), The forward visibility can be readily
controlled as a function of height and in a manner representative of fog or cloudbase conditions,

3,  APPROACH GRADIENT CAPABILITY

Brief flight triales were carried out using both aircraft to confirm the theoretical predictions
covering the maximum approach gradients that could be achieved in still air with the engines set at flight
idle, g‘or the BAC 1-11 in the approach configuration - 45° flap, undercarriage down - this was approxi-
mately 8°, the precise value depending on aircraft weight and speed. Figure 1 shows the relevant perfor-
mance carpet as a function of theae parameters, It is worthy of comment that on some aircraft the use
of additional aircraft services, eg anti~icing equipment, does require the throttles to be forward of the
flight igle position, thus reducing the maximum gradient capability. Since, in practice, a margin of at
least 1% -2° must be allowed to give some manoeuvre margin, deceleration capability, wind allowance etc,
(Ref 2), the steepegt operational glideslope that can be contemplated from purely aerodynamic/airframe
considerations is 6 . Autopilot performance, the consistency of the flare and landing and decision
height requirements could still of course, reduce this angle further.

Unlike the BAC 1-11 where, due to non-linearities in the throttle position - engine thrust relation-
ship, the flightpath angle does not increase significantly for RPMs less than 75 (Ref 1), for the HS 748
the reverse is true, Being a turboprop aircraft, when the throttles are near their back-stops (approxi-
mately 20 psi indicated torque), a zero thmstosituation is reached beyond which a significant drag
increase occurs. This yields an additional 2 of flightpath angle for the last 11% of throttle movement.
However, such is the sensitivity of control in this region that it cannot realistically be considered for
operational purposes.

Another difference of the HS 748 as compared to the BAC 1-11 is the dsgree of flap needed to achieve
the desired glideslope. Normal approach flap (for a 3° glidepath) is 22k, with an airspeed equivalent
to (VA'I‘ + 10) of typically 105 knots. In order to achieve a significant steep gradient capability, land
flap (274°) had to be used which, when coupled with the apprgpriate approach speed of 95 kmots, yielded a
realigtic (zero thrust ) maximum gradient of approximately 6%, This limited the operational glideslope
to a mayimum of 5°. During the course of the R/STOL programme, this approach perfomgnce was improved an
extra 2° by increasing the flap (and associated tab mglefrdeflection from 274° to 294° - the maximun
mechanical limit, This non-standard configuration did however, result in a severe airspeed restriction
of 100 knots which presented considerable operational problems to the pilot, especially during the glide-
path capture manoeuvre and was eventually abandoned.

4, AUTOPILOT SHORT RANGE BEAM CAPTURE PERFORMANCE

At the time of the research, it was generally considered that if R/STOL aircraft were to be able to
operate in Terminal Movement Areas (TMAs) at major airports like London (Heuthrow), then they would need
to be capable of making accurate azimuth approach intercepts from wide angles and at short ranges (Ref 3).
It was also assumed that an MLS guidance system providing wide angle coverage would be available, Current
autopilots are not desi@ed for this type of manoeuvre, their function being generally to join the relati-
vely narrow beam (+ 2°) ILS localiser within a ~ange of 10 miles, It therefore seemed important to
determine at the outset the limitations of current standard AFCS in the R/S’I'OL role and to establish how
far operational techniques could overocome any deficiencies in the approach performance. The effects of
crosswind and radio guidance beamwidtl on approach accuracy were considered as part of this work and to
assist the programme a digital simulation of the HS 748 (SW 750), the aircraft available for the trial,
was used, The aircraft is equipped with a Smiths Industries SEP6 autopilot and flight system certifica~
ted for use in ICAO Category 2 visibility limits and which has the normal modes available, ie IAS lock,
attitude stabjlisation, heading steering, height look and ILS (bem and glidepa.th) coupling. An auto~
throttle provides an alternative means of airspeed control if required, The azimuth control law comprises
beam and beam rate and yaw rate terms and beam acquire occurs as the ILS deviation falls below a nominal
160|;A (Ref 4). Figure 2 ghows a typical cirouit pattern for the HS 748 flying steep approaches using
the autopilot, Figure 3 shows digital simulation results tor the effeot of reducing the intercept range
(measured from the GPO of the runway) for an azimuth capture manoeuvre from 5 nm to 2 nm using a 90°
1ntarsept angle and a typical localiser beauwidth, (At RAE Bedford the ILS localiser is approximately
+ 1.8” with a beam sensitivity of 82,5 'AA/deg = due to the considerable length of the main runway),

During the simulated approaches an 8 kmot crosswind was represented in order to match the runs with the
equivalent flight cases.

The progressive reduction in stability ies obvious as the range decreases, curve ia;, the 5 nm case,
representing an ideal situation in terms of response time and damping, whereas curve (c), the 2 nm case,
is a totally unacceptable astate, It must be remembered that once the glideslope is acquired, the bank
limit in an autopilot is generally reduced and ftor the SEP6, this change is nominally from 30  to 107,
Thus, unless the aircraft is already well established on the extended runway centreline, the azimuth per-
formence will inevitably deteriorate, (Note: for a oircuit height of 1500 ft, glide acquire occurs at a
range of 2,4 n miles), In Figure 3 case (b) represents a situation considered to be just operationally
acceptable to a pilot in INC conditions,

Figure 4 again shows simlstion results for the HS 748, the main variable being azimuth beamwidth,
Case (u’u:oprounti the + 2,5 beamwidth situation, is cbviously unstable, whereas cases (b) and (c) are
both damped, Cuonfo) (3 10 ? is however, very sluggish and unlikely to be acceptable operationally, A
number of the simulation runs were validated against flight data and found to agree well enough to allow
the model to be used more widely for performance predictions,

Figure 5 shows flightpaths recorded using a Bell SPN 10 tracking radar which also provided via a data
link to the airoraft, the experimental asimuth guidance of different beamwidths. Both the simulation and
the flight trials revealed an optimum beamwidth for short range captures olose to 3's Figure 5 shows
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experimental data for 3.5° beam rnd clearly reveals the influence of intercept angle. It can be seen
by inference that a 45 intercept would allow accepiable captures to be made at ranges of 2 n miles using
the existing AFCS if this was operationally feasible,

Another important parameter influencing the capture manoceuvre is obviously that of windspeed and
direction, Simulation showed that even for an optimum beamwidth of 3% at a range of 4 n miles, the
maximum overshoot of the beam centreline during a 90° capture could increase from 170 metres to 900 metres
if the wind changed direction from 30 kmots head to 30 knots tail (Ref 2),

To summarise, with the potential wide azimuth covepage of MLS (at least + 40°), there will obviously
he no problem in achieving short range captures with 90 intercepte using current AFCS, except that gain
scheduling using the associated DME range information might be necessary to achieve the optimum beam
sensitivity in terms of A/degree. For short runways of 600 to 900 metres length, even an ILS localiser
with a beamwidih of + 3 would appear to be adequate,

From the AFCS viewpoint, the biggest improvement would come from reduc ing the bank limit during the
approach at some point below glide capture perhaps using a range discriminant,

The ability to overcome the extreme lateral overshoots caused by crosswinds and to perform intercepts
at angles in excess of 90 need further research,

5«  AUTOPILOT STEEP GRADIENT PERFORMANCE

It follows that a similar exercise can be performed to establish the limitations of the autopilot
during the glidepath phase of the approach, For the SEP6 autopilot the glidepath control law primarily
comprises beam and beam rate terms together with a pitch damping term and glida acquire occurs when the
signal level reduces to 30 A (Ref 4). For the HS 748 full (land) flap - 27k - was selected at glide
acquire and the speed reduced to the nominal approach speed of 95 knots equivalent to (VA’I‘ + 10) knots
(see Figure 2),

Figure € shows two examples of glidepath captures from nominal circuit heights of 1500 ft and 1 ft.
The Bell lock-follow radar was used to provide ths experimental guidance, the glideslope angle being 6
and the beamwidths equivalent to the ILS at + 0.7« For the higher ocircuit the overswing at glide capture
is still within the beam coverage and thereafter, the performance is well damped, At the lower circuit
height however, the glidepath holding is oscillatory following a very large overshoot at the capture point
and is rated as operationally unacceptable. Flight trials indicated that the optimum beamwidth was + 1.5
and this was used for the remaining R/STOL research.

The capture manoeuvre is more demanding than the azimuth case; a change of configuration has to
occur, together with large changes of attitude and speed, Using the existing AFCS, which is optimised
for & 3° glideslope, gl%depath capture does not begin until the aircraft has virtually reached the centre
of the beam (within 0.3") but the resulting overshoot is small and operationally acceptable, However,
for a steep glideslope the late acquire is undesirable and creates a situation where the pitch auto-trim
system has diffioculty in following the demands During the course of a research programme using RAE's
BAC 1-11 to investigate the problems of two-segment approaches (Ref 2,5), this same problem was overcome
using so-called 'easy~-on' circuitry as an interface between the guidance signal and the standard Smiths
SEPS AFCS, The glide acquire point was made a function of beam and beam rate and took place early enough
to eliminete any overshoot even in the presence of a tailwind, This interface would appear to be essen-
tial for steep approaches even using MLS guidance, By using the IME range information, the glideslope
gensitivity could effectively be kept constant, thus making the capture performance independent of circuit
height ~ an operationally desirable situation, (This could also be important for manual flight director
approaches as well),

6,  MANUAL APPROACH PERFORMANCE USING VISUAL GUIDANCE

) As sxplained earlier, the general R/STOL concept was that of aircraft flying steep approaches to short

narrow runways relatively close to city centres, Runway widthe would probably be no more than 30 metres
and the length somewhere between 600 m and 1200 m depending on the mize of the aircraft (Ref 6). It
follows that the R/STOL touchdown zone must be considerably smaller in length then the conventional runway
values of 900 m and the glidepath origin must be closer to the threshold than the usual 300 m, This re-
quirement for more acourate landings means that all the 'system! tolerances produc ing tauchdown scatter
mst be reduced, One important factor is that of flightpath accuracy since error from the glidepath could
well translate into range errors at touchdown., The pilot also faces a more difficult flare and hence
needs to be well positioned at the l‘tll's of each such manoeuvre, MNeasurements made of manual approach
performance using the VASI system for 3° approaches (Ref 7) showed that there could be considerable
flightpath variation which would probably be unacceptable in mlfS’I‘OL application. To provide an alter-
native to radio guidance, an improved visual guidance system was developed - the Precision Approach Path
Indicator (PAPI), described fully in reference 8 — which has proved exiremely effective for steep gradient
approaches, Figure 7 shows typical height scatter from the noninsl glidsllopo as & function of range
frog the glidepath origin., Three cases were oonsidered, namely 6 and 3  approaches to a defined TDZ and
a 6° approach to an unmarked runway, At ranges greater than 400 metres, the standard deviations (SDs)
for theme three approach tasks yere essentially the same, ie between 5 and 6 ft. Thereafter, performance
for the 3° glideslope and the 6 glideslope using an unmarked runway, oontinue to improve to between 3 ft
and 4 Tt Where, however, the airoraft is required to land within a defined TDZ on the runway from a
steep (6°) approach, the height scaiter increases to a peak of nearly 8 £t at a range of virtually 300 m,
The only plausible explanation was that around a height of 100 ft, the pilots involved were attempting to
position the airoraft in a way they each considered to be most appropriate in order to land within the
T0Z. (This trial was repeated in view of a possibie anomaly but with the same outcome ),

If these results are now converted into horisontal oonttsr from the nominal glidepath as a function
of height as shown in Figure 8, it can be seen that now the 3~ glideslope yields significantly more soatter
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than the 6° glideslope essentially due to the range : height relationship involved (approximately 2011 for
a3® glidepath), This difference in the two SDs exists right down to touchdown, (This emphasizes the
need to use the correct performance purameter).

Of equal interest is the fact that the apparently good approach performance to the unmarked runway
retferred to earlier, deteriorstes rapidly during the last 10 ft of the flare and ends up being comparable
to the other two cases. Obviously the pilots have no range consiraints and hence concentrate primarily on
a smooth touchdown.

Te  MANUAL FLARE PERFORMANCE

Figure 9 shows time histories ot two typical examples of flares from steep gradient approaches in VMC,
one set each for the BAC 1-11 and HS 748, Beginning with the turbojet (solid lines), a slight reduction
in flightpath angle is occurring about 75 ft but as the aircraft passes a height of 25 ft, it is gtill
approximately 5°. Thereafter, a progressive nose-up pitch attitude is achieved (approximately 3°) as a
result of which flightpath angle reduces rapidly. To prevent any possibility of a balloon, the nose of
the aircraft is lowered slightly leading to a virtually perfect touchdown, During most of the flare, the
power is retained close to the approach value and only during the last two seconds is the power reduced,
This has been termed a 'cautionary' flare in reference 9.

For the HS 748 (dashed line), a eignificant reduction in the flightpath angle does not begin until a
height of 25 ft. Prior to this, a nose-up change of attitude only appears to compensate for the trim
change due to the reduction of power which begins about 3§ft and is at flight idle, with 1} seconds to go
to touchdown. The nose-up attitude only reaches about 1~ and then returns to virtually zero with the
result that flightpath angle does not reduce to zero but still results in a nice landing with a rate of
descent of less than 2 ft/sec.

Comparing the two aircraft, the BAC 1-11 is flared progressively from about 50 ft, a significant nose-
up attitude is achieved early to arrest the descent rate and then, as power is reduced fairly fast, the
final adjustment is done by using altitude, The HS 748 is flared much later but power is reduced progres-
sively and slowly due to the associated trim changes and the attitude stays close to zero.

During the course of trials with both aircraft it was found, as might be expected, that there was a
definite tendency to produce firmer landings from steep gradients than from a 3° approach in good meteoro-
logical conditions (Ref 2)s This was particularly so when the pilots were required to touchdown within
a defined area on the runway as could well be the case in actual R/SI‘OL operations, In fact, a sample of
49 HS 748 landinge involving 3 pilots made on the defined R/STOL TDZ yielded one touchdown in excess of
6 ft/sec and six in excess of 5 ft/sec, It follows that if operations were to continue in more adverse
weather conditions, eg fog, the situation could become much worse thus indicating that conventional aircraft
are unsuitable for guch a role, _ If hoyever, the restricied runway length requirement is relneJ, then
the touchdown performances for 3° and 6 become comparable,

8.  ALL-WEATHER OPERATIONS

Two prime parameters govern the all-weather operation of civil aircraft, namely decision height and
runway visual range (RVR), R/STOL research at RAE Bedford investigated both aspects and these are
discussed in the following sections,

841 Decision Height

Assuming thet the use of a steep glideslope removes the obstacle clearance problems, the major factors
to be considered in determining a realistic decision height are firstly, the missed approach performance of
the aircraft and secondly, the side-step capability.

8.1.1 Missed Approach Performance

Beginning with the height loss during the missed approach, for conventional ICAO Category 2 certifi-
cation requirements (Ref 10) the UK calculates the minimum decision height as the mean value plus 5
standard deviations in order to establish a minimal risk that an accident uillooccur during this manoeuvre.
For the BAC 1-11, the so-called height allowance is specified as 60 ft for a 3  glideslope and this in-
cludes a contribution due to a possible engine-out WAT limited situation, Measurements made using the
BAC 1-11 flying down a 6 glidepath indicated a mean height loss of 98 ft and an SD of 14 ft, thus yielding
a minimum decision height of 170 ft (Ref 2). Beoause the same flap setting (45°) for the BAC 1-11 was
used for hoth glideslope angles, parformance measurements and the crew procedures involved were straight-
forward even in the single engine case,

For the HS 748, as mentioned earlier, a non-standard flap setting (27%°) had to be used to achieve a
realistic steep approach capability, This meant that during the missed approach manoceuvre, two notches
of flap had to be raised (this takes 8 seconds) in order to establish a realistic olimb rate, thus genera-
ting a large nose-up trim change, Additional problems were obvious during the engine-out situation; for
example the need to exert considerable pressure on the rudder pedals to maintain directional control,

Such was the workload generated that several pilots were observed to forget to raise the undercarriage
until reminded.

Another problem experienced was caused by the turbo-propellor engines. Such were their characteris-
tics that careful pilot handling was necessary in order to avoid an initial decrease of speed, Such
effects are shown in Figure 10 where three throttle movement rates are shown ranging from slow to slam
(curves (a), (b) and (o%. For a stick fixed situation, the effects on pitch attitude and airspesd are
obvious; a 'slam' throttle movement leading to a 7 knot speed loss whereas a progressive movement, whilst
still producing a nose-up attitude, maintains a virtually constant airspeed,
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Such considerations indicated a realistic minimum decision height of 150-200 ft. It follows that
such adverse handling characteristics must be avoided in any future purpose-built R/STOL airliner.

8.1,2 Side-step Performance

During the flight trials it was considered important to examine the problems of carrying out lateral
side-step manoeuvres in order to align the aircraft with the runway, A comprehensive treatment had
already been performed for 3° approaches (Ref 11) and hence the task was really one of briefly validating
these data and then determining the extra height penalty due to the steeper glideslope. It was found
that the bank angles used for the manoeuvres were always less than 20° and generally around 10°, Of
greater importance however, was the additional height needed due to the increased descent rate relative
to the 3° case, in order to correct a given lateral offset, an extra 100 ft of height being required for
the HS 748 in order to correct a 30 metre lateral offset. Figure 11 shows this so-called 'height penalty'
as a function of lateral error, This is obviously a severe operational penalty and indicates the prime
requirement for good avionic equipment and guidance so that the aircraft is well positioned during every
IMC approach,

8,2 Visibility and Related Aspects

As mentioned earlier, RVR iz an important parsmeter but it is intimately connected with approuch and
runway lighting patterns and the following sections deal with these aspects,

8.2.1 R/STOL Runway Lighting

As a preliminary investigation into the most effective form of R/STOL lighting, a piloted simulator
exercise was carried out initially looking at three runway patterns in VNMC at night (Ref 12), Figure 12
shows the minimum arrangement, whilst Figure 13 shows the additional cenireline and crossbars, PAPI
guidance was used for each manual approach, Although the runway was relatively narrow, (45 netrea), the
pilots still felt that a centreline was essential, especially in crosswind conditions, In the good
visual conditions simulated, two such bars were found to be adequate to define the TDZ, one defining the
GPO and the other the end of the touchdown area, However, the length of the TDZ was relatively small
for the size of aircraft with the result that pilots tended to duck under the 6° glidepath in order to
land or else deliberately to underflare., Bquivalent painted TDZ markings were added to the runway for
uee in daytime fog conditions (Ref 2).

8,2.2 Effects of Poor Visibility

A follow-up experiment using the same simulator with its night visual di-gla.y examined the low visi-
bility aspects, this time including the approach lighting. A conventional (3°) approach and runway
lighting pattern was used as the datum case since all the current AWOP experience was based on this
lighting and it was quite conceivable that R/STOL aircraft would from time to time, have to operate from
such runways. A second pattern was that of the R/S’I'OL runway referred to previously with a TDZ defined
by four croasbars. In an attempt to overcome the previous flare probleme, the TDZ was shifted along the
runway, beginning at the GPO. Approach lighting was added comprising 450 metres of extended cenireline,
two crossbars and a limited set of red barrettes, This was conesidered to be the maximum likely for
R/STOL runways, Both lighting arrangements are shown in Figure 14,

In addition to the two patterns, a number of other experimental parameters were investigated. For
example, three decision heights were examined, namely 100, 200 and 300 ft, covering the ICAO Category 2
range and extending up to include the values considered realistic for R/S'I‘OL operations as described in
Section 8,1, The effect of lateral displacement from the extended runway centreline was also examined,
The same generalised RTOL jet aircraft was simulated as before, having a mass of 48000 kgs and an approach
speed of 90 knots, (Ref 123. For each low visibility approach (automatic down to decision height) the
pilot's far point of vision was controlled in a mammer representative of fog, giving (a) a definite
height at which he made contact with the lighting (generally 30-40 ft above his decision height), (b) a
given segment of lighting at the decision height and finally (c) a normal RVR on the runway generally
between 400 and 800 metres,

Table 2 shows the global results for the experiment and indicates the excessive number of missed
approaches at the 300 ft decision height, especially for the R/STOL pattern, At 200 ft the results are
better with the conventional pattern still generating less go-arounds. At 100 ft, the R/STOL pattern
appears to be the alightly better of the two., Large (40m) lateral offsets appear to be affecting the
approach success but the resulis are not statistically significant,

We can now look at the results more closely in order to determine the precise effects of visibility
on approach success,

TABLE 2
R/STOL Pattern Conventional Pattern

Decision | Lateral | No of Land Approach | No of Land Approach
Height Offmet App. Decisions | Suocess App. Decisions | Success
300! 40 m 40 13 32,5% 40 28 70.0%
0n 40 15 37.5% 40 33 82,5
Om 40 16 40,06 40 33 82,5
200* 20m 40 k3| 11.5% 40 36 90, 0%
vm 40 3 7. 5% 40 37 92.5%
100 On 40 38 95.0% 40 36 90.0%
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Figure 15 shows diagrammatically an aircraft on a steep approach at the two heights in question,
The important parameters, visual segment, cockpit cut-off and horizonial visual range are illustrated.
The aircraft at 300 ft is positioned such that the pilot has a visual segment (defined by the nsar point
and far point) of 300 metres, The near point is obviously determined by the pilot's view over the nose
of the aircraft - a function of cockpit cut-off angle and aircraft attitude — and the far point by the
pilotts ability to recognise features on the ground as far ahead of the aircraft as possible ~ determined
by the fog density. It is obvious that when the aircraft reaches 100 ft and assuming that the slant
visual range (SVR) remains constant (most unlikely) then the pilot can see well down the runway.

Having defined visual segment, Figures 16 and 17 show examples of the results for the two patterns at
decision heights of 300 ft and 100 ft as a function of this parameter. For the former case, lateral
offsets up to 20 metres from the centreline did not appear to significantly effect the pilot's decision to
land but displacements in the order of 40 metres definitely reduced the approach success, At the 100 ft
level, the pilot was always aligned with the runway when he made visual contact.

At the 300 ft decision height (Figure 16) the conventional pattern is clearly superior to the others
in terms of approach success (the ratio of the number of landings to the number of approaches), Zero
overshoots occur down to a visual segment of 300 metres and thereafter the missed approach rate progressi-
vely increases to a level of 50% for a segment between 100 and 125 metres, Corresponding segments for
the R/STOL patterns are an estimated 500 metres (point off g'raph) and 230 metrea respectively. This is
in general terms obviously due to the 900 metres of approach lighting vlus the 300 metres of TDZ prior to
the glidepath origin, By contrast, for the R/STOL pattern, the approach lighting extends for only 450
metres and the threshold is only 120 metres before the glidepath origin.

At the 100 f't decision height, it can be seen that the effectiveness of the conventional and the
R/STOL patterns in terms of approach success have reversed, implying that the visual cues are more effec-
tive in the latter case, (It must be remembered that visual segment is only a meaningful parameter if it
contains useful cues for the pilot, eg some elements of the lighting pattern). Zero overshoots occur
down to a visual segment of 220 metres but thereafter, the conventional pattern is tending to produce a
missed approach rate of 50% for a visual segment of 100 metres whereas for the R/STOL pattern, the missed
approach rate appears to be only 106,

To help clarify these approach success results for the two patterns in terms of the visual cues
available to the pilot, we can, be assuming that the aircraft is accurately coupled to the nominal glide-
path guidance and using the parameters defined earlier, conastruct so-called visual sequence charts, (Ref
15)s  These illustrate how, for different fogs, the pilot's far point of vision changes as the aircraft
flies down the glidepath - the result being a so-called visual sequence, At any specific eye-height those
major features of the approach and runway lighting pattern visible to the pilot can be readily determined,
these being a function not only of the fog which determines the far point but also of the near point as
determined by the downward view from the cockpits Such features can be indicated on the charts.

Figures 18 and 19 show such charts with two typical visual sequences used during the simulator ex-
periment, As just mentioned, at 300 ft, it can be seen that the red barrettes are within view once the
pilot has made visual contact and hence he knows his position relative to the runwa, threshold and can be
reasonably confident of making a safe landing.

For the R/S'POL pattern, the pilot sees only a few white centreline lighte — insufficient to produce
a confident land decision since lLe is still devoid of range or ground plane information. By conirast, at
the 100 ft decision height, once the threshold has disappeared from view beneath the nose of the aircraft
on the conventional pattern, the pilot only sees a TDZ devoid of positive range cues until the GPO comes
into view, just at decision height, For the smaller R/STOL pattern in the mame circumstances, the pilot
gsees some red barrettes and the threshold prior to the GPO ani hence, can rapidly assess his aituation,

Whilst it is acoepted that the pilot is involved in a dynamic situation, the charts illustrate the
visual cues that the pilot seecs down to decision height and hencé can be used succemsfully as a basis for
experimental lighting pattern design, The simulator results show that unless an R/S’I‘OL runway is equip-
ped with a reasonable length of approach lighting, then at the decision heights considered to be practical,
either the missed approach rate will be high in poor vieibility or else the required RVR will be very high
- both serious operational penalties,

Fog flying at RAE Bedford using a 3° glideslope has shown that the day and night situations are
significantly different in terms of the visual cues available to the pilot, Whilet at night, ie the
eimulator situation, the lighting pattern and its colour coding are paramount, during day fogs the red
barrettes and the green threshold lights are far less effactive due to the higher background brightness,
In addition, on the runway it is the white painted markings and other textural cues that become dominant
over the lighting, To cater for these differences, distinctive changes of lighting pattern should be
used to provide range cues, etc for the pilot and colour used purely to enhance the effect, as opposed to
being a major factor,

Comparison with past results for 3° Category 2 operations (decision height 190-200 %) using the
conventional pattern {Ref 13) reveals a virtually identical curve to the 300 ft 6° case as shown in Figure
16 bearing in mind the relatively small samples involved, Many changes were made to the simulator during
the intervening years between the two experiments and obviously the pilot population was different, This
gives confidence to the resulis since the airoraft would be approximately the same range from GPO in each
case and hence seeing the same cues,

In Figure 17 it can be seen that the 6° results are in fact superior to the past 3° data, obviously
due to the benefits of being closer to the OPO, Thus, great care must be taken in applying the results
to other situations, This is further borne out by the fact that, as an extension to the main simulator
exercise, an experimental lighting pattern was used having crossbars in the approach lighting at optional
spacings of either 120 m or O m, Although obviously an impractical situation, it did result in improved
approach success, values of 79% being achieved for visual segments of 75 metres provided that the airoraft
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was aligned with the runway, thus eliminating the need for any lateral manoeuvre.
8.2.3 Runway Visual Range Effects

Previous sections have dealt with the problems of decision height and the effect that visibility has
on approach success at this point during the approachs In an operational situation, however, the only
measurement made of vigibility at an airfield is RVR, An attempt to look at this complex problem is made
in Reference 14. Using a statistical model of fog based on measured data {including vertical gradients)
in combination with known airfield lighting gharacteristics, it was possible to compute the height at which
first visual contact ought to be made on a 6 approach in a range of RVRs, The results ranged from 280
ft at 800 metres RVR to 180 ft at 400 metres RVR, assuming a conventional Category 2 lighting pattern.

If further criteria are applied such as the time for the pilot to assess his position (at least 3
seconds) and the minimum visual segment that is necessary for him to make a 'land' decision on at least
90% of such approaches (approximately 200 metrea at 300 ft for a conventional lighting pattern - Figure
16), then either the decision heights must reduce or RVRs increase. The former parameter is based on
obstacle clearance and performance considerations and hence is independent of meteorological conditions,

A value of 200 ft has been suggested from the performance data presented earlier (Section 8,1) and the RVR
required at this height to achieve a reasonable approach success is estimated to be in the order of
1000 metres - again a considerable operational penalty,

9.  DISCUSSION

The paper so far has highlighted a number of operational difficulties associated with R/STOL opera-
tions, in particular the relationship between decision heights and RVRs for steep approaches. In the
absence of new high performance aircraft designs there would appear to be few options available to overcome
the problems. The results suggest that without a reasonable length of approach lighting (at least 450
metres), safe operations in fog (RVRs less than 1000 metres) appear remote., Careful design of the
approach and runway lighting pattern is necessary to yield the best possible approach success at any
height and tge most useful visual cues for the flare manoeuvre, A good downward view from the cockpit
(at least 20 ) is necessary to yield as much visual segment as possible.

A two-segment approach with a low transition height (eg 150 ft), from the 6° slope to the 3° has been
considered in an attempt to overcome the difficulties of the steep single segment case (Ref 2), However,
this appears unlikely to appeal to pilots in general since it implies aiming for a point short of the
runway and also having to disturb the aircraft's stabilised approach path at a low height, The use of
a reliable autopilot and MLS wide angle guidance might help to redress the balance, Even then, reference
14 shows that only small benefits accrue in terms of increased visual contact heights and in fact the
increased range of the aircraft at a given height merely delays the point at which the pilot sights GPO,

10,  CONCLUSIONS

This paper has briefly described some aspects of steep gradient approach research carried out at RAE
Bedford between 1973 and 1975 usingoconventional aircraft. The remlgs suggest that in terms of radio
guidance, azimuth beamwidths of + 3~ and elevation beamwidths of + 1.5 should allow existing AFCS designs
to couple aircraft at relatively short ranges, The existence of MLS coupled with DME range information
should considerably extend the approach performance capability, for example allowing stable operation in
a wide range of wind conditions, AFCS gain scheduling and wide angle (270°) captures to be performed as
well as segmented elevation glidepaths, if required in order to mix R/STOL and CTOL traffic in a TMA
environment, The maximum operational glideslope angle is a function of many factors and 5°—6 was found
to be the maximum using the conventional BAC 1-11 and HS 748 aircraft.

The problems of R/STOL all-weather operations looks pessimistic with decision heights around 200 ft,
This leads to a requirement for high RVRe, in the region of 1000 metres, and the concept of a short runway
devoid of approach lighting appears unrealistic (at least a length of 450 metres is suggested), However,
careful design and approach lighting is essential to optimise the approach success {ie reduce the mimsed
approach rate) obtainable at a given decieion height,

During 1978 when a production Doppler Microwave Landing System has been installed at RAE Bedford, then
some effort can be devoted to exploring the R/STOL MLS concepts discussed in addition to the conventional
airline application. Similarly, during the course of flight research into the problems of improving air-
ocraft avionics to help operations and increase safety in poor visibility conditions, it is hoped that some
validation of the piloted simulation results can alsc be attempted,
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RECENT FLIGHT TEST RESULTS USING AN ELECTRONIC DISPLAY FORMAT ON THE NASA B-737

Samuel A. Morello
Aero-Space Technologist
F1ight Research Division
NASA Langley Research Center
Hampton, Virginia 23665

SUMMARY

This paper presents the results of a flight evaluation of two electronic display formats for the
approach-to-landing under instrument conditions. The evaluation was conducted for a baseline electronic
display format and for the same format with runway symbology and track information added. The
evaluation was conducted during 39, manual, straight-in approaches with and without fnitial localizer
offsets. Flight-path tracking performance data and pilot subjective comments were examined with regard
to pilot's abi1ity to capture and maintain localizer and glideslope using both display formats.

The results of the flight tests agree with earlier simulation results and show that the addition
of a perspective runway symbol with an extended centerline and relative track information to a
baseline electronic display format improved both lateral and vertical flight-path tracking. Pilot
comments indicated that the mental workload required to assess the approach situation was reduced as
a result of integrating perspective runway with extended centerline along with relative track
information into the vertical situatfon display. The limited flight test results also show that the
flight-path performance with the integrated siivation display format meets Category II Flight-
Director performance criteria.

Flight-path tracking results of close-in, curved approaches using the integrated vertical
situation display format and predictive information on the horizontal situation display will also be
presented.

SYMBOLS

ATTSYNC Attitude Synchronization

h Complementary filtered altitude rate
k Constant

LAT Lat{ tude

LONG Long{tude

PCOD Pitch Control Out of Detent

Pitch PMC Pitch Panel Mounted Controller

RCE Rol1l Computer Enable

RCOD Ro11 Control Out of Detent

Ro11 PMC Ro11 Panel Mounted Zontroller

s Laplace transform

t Time

Ve East velocity

VN North velocity

y Crosstrack acceleration as measured in an inertial axis
8 Angle of glide-path deviation

Sac Afleron command

bac Elevator command

n Angle of lateral-path deviation

Y Flight path angle as measured in an {inertial axis
Ye Commanded flight path angle

6 Afrcraft pitch angle

8 Afrcraft pitch rate
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¢ Afrcraft roll angle
¢ Afrcraft roll rate
¥ Afrcraft yaw angle
INTRODUCTION

One of the objectives of the NASA Terminal Configured Vehicle (TCV) Program is the research and
development of electronic display concepts that will improve pilot {instrumentation for the approach-to-
landing task in low visibility. Present-day electromechanical instrumentation has been very beneficial
in achieving low visibility landings on long, straight-in final approach paths. This instrumentation,
however, 1s considered to be inadequate for the low visibility approach to landing on close-in, curved,
approach paths that may be required in the future. As discussed in reference 1, the increased number
of parameters that the flight crew may be required to control or monitor will also demand that
{nformation be processed and displayed in an integrated, analog form where possible to convey a
naturally assimilated mental picture of a complex situation. The flight experimental systems used in the
TCV program incorporate electronic displays which offer capabilities not currently found in electro-
mechanical display systems. Considering this increased capability, a specific guideline or philosophy
within the display information research {s to investigate means of presenting improved situation
information to the pilot. A display format is desired that will aid the pilot in maintaining a mental
qictun of his current situation relative to the rumway and extended centerline durfng the approach to

anding under instrument conditions. To achieve this objective, an integrated situation display format
was developed that was aimed at presenting, in a single display, the necessary information for the
approach-to-landing task, whether flown manually or automatically. This display format was evaluated
in a piloted-simulation study where horizontal sftuation information, in the form of perspective runway
and relative track symbology, was integrated into an existing vertical situation display format.

This paper presents the results of flight tests aimed at evaluating a baseline electronic display
format and an integrated electronic display format in the actual flight environment. Piloted simulation
results, reported in reference 2 and presented in this report, are compared with the flight-test results.
The flight tests were conducted fn the TCV B-737 utilizing an aft flight deck (AFD) and a velocity
vector control mode. Results of straight-in, 3° approaches with and without initial localizer offsets
at 3 nautica) miles from the runway threshold are discussed. Flight-path accuracy data and pilot comments
are presented and cowvared with Flight-Director performance criteria. Flight-path tracking results and
pilot comments are also presented in the Results and Discussion section for close-in, curved approaches
with 1.5-and 1.0-nautical mile, straight-in final approach segments.

TEST AIRPLANE AND EXPERIMENTAL SYSTEMS

The flight-test facility used in the TCV program 1s a modified Boeing 737-100 twin-engine jet
transport shown in cutaway form in tigure 1. Shown {s the arrangement of palletized research
installations aboard the test aircraft. Major components consist of a standard forward cockpit, an
aft flight deck (AFD), navigation and guidance pallets, flight control computers, and a data acquisition
system.

The two-man aft flight deck, shown in figure 2, consists of primary flight controls including .
conventional rudder pedals and panel-mounted controllers (PMC) for pitch and roll control. This cockpit
has a fly-by-wire interface with the basic afrcraft systems for both manual (semi-automatic) and fully
automatic control of the airplane. With the exception of gear and speed brake actuation, direct
electrical tie-in to flaps and throttles is provided to the research pilots. For safety monftoring
purposes, control surface 1nput: are reproduced in the forward cockpit.

Flight control functions are managed through the use of the Advanced Guidance and Control System
(AGCS) provided in the aft flight deck. The AGCS concept fs shown in figure 3. The digital flight
control computer which is triple redundant with a variable-increment capability provides the primary
computational function for the flight ccntrol system. The fail-operational computer has programmable
memory 1n which controls laws are solved in real time. The system {nterfaces the pflot and crew with
the normal flight functions of navigation, guidance, display, and automatic control. Mode selection
is available by using the AGCS mode select panel. The navigation-guidance computer, sensors, and
three incremental flight control computers are the major elements of this system.

Crew communication with the navigational computer {s made through the Navigation Control/Display
Unit (NCDU) which has a keyboard for data input and a cathode-ray tube for data display on which paths
can be synthesized during flight. The primary piloting displays of the AGCS are the Electronic
Attitude Dfrector Indicator (EADI) and the Electronic Horizontal Situation Indicator (EHSI). Additional
details of the navigation, guidance and display systems are shown in block diagram in figure 4.

Depending on the mode selected, ‘the aft flight deck pilot has available an attitude or velocity
vector control mode. Only the velocity vector control mode was used in this study. Figures 5 and 6 are
block diagrams of the pitch and roll contro) modes. Basically, these control modes provide the pilot
with augmented control of the aircraft laterally and longitudinally. When pitch PMC 1s applied above
the detent level, airplane pitch rate is commanded proportional to controller deflection. When the ptlot
releases his input and the controllers are recentered, airplane flight-path angle 1s maintained.
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In the roll axis, the velocity vector control mode {s designed to hold the airplane's attitude
constant after roll PMC if bank angle is greater than 5°. If the bank angle at controller release
;: 'l(e!;s 1than 50, the control system maintains the airplane's present ground track by modulating

nk angle.

Data were recorded onboard the aircraft on a wids-band magnetic tape recorder at 40 samples per
second. Typical recorded data consisted of three-axis body angular position and rate information
as well as pilot contro} inputs. Ground-based tracking data were obtained from a phototheodolite
facility., The facility is a four-statfon optical instrumentation complex which provides accurate
space-position-time location of a target within 15 nautical miles of the airport.

FLIGHT EXPERIMENT

The primary objective of the flight experiment was to evaluate the effect of adding horizontal
situation information, consisting of a perspective runway symbol with extended centerline and a relative
track-angle indicator, to a previously established vertical situation display format. (See Ref. 2.)

Figure 7 presents the information that can be presented on the EADI. The perspective runway
symbology, drawn on a 30° by 40° field of view, inciudes the basic outline of the runway, a centerline
drawn one nautical mile before the runway threshold to the horizon. The magnification factor was
between 0.3 and 0.5, depending on pilot seat position. The runway symbol represents a runway 3,048
meters (10,000 feet) in length and 45.72 meters (150 feet) in width. Four equally spaced 1ines were
drawn perpendicular to the centerline of the runway at 304.8 meters (1,000 feet) intervals. Two lines
parallel to the centerline of the runway were drawn on the rumway dividing it into equal quarters. The
mathematics of. drawing the runway symbology are detailed in reference 2.

The relative track angle indicator pictorially shows the inertially referenced track angle of the
airplane relative to the runway heading. Relative track angle information was indicated by a tab that
moved along the horizon line of the EADI. A track scale with 10° increments referenced to the runway
heading was drawn on the horizon 1ine of the EADI. The pilct using the track pointer and scale could
determine the magnitude of the relative track angle of the airplane to the runway.

The evaluation process was both qualitative and quantitative. Pilot opinfon concerning the
ability to understand and use the displayed information as well as tracking performance data were
analyzed for the final approach-to-landing task. Onboard data instrumentation and ground-based tracking
theodolite data were recorded and analyzed.

DISPLAY FORMATS TESTED

The navigation, guidance, and display subsystems have been integrated into a single system, as can
be seen in figure 4. The system utilized digital computation, information processing, and transmission
techniques, together with cathode-ray tube (CRT) displays. The EADI was the primary display used by
the evaluation pilots and measures 12.70- by 17.78-centimeters (5- by 7-inches).

Two display formats were presented on the EADI for evaluation purposes. Figure 8 is a drawing of
the baseline format on the EADI, which consists primarily of the airplane's attitudes, flight-path
information, and flight-path deviations. Included in the baseline disnlay format is the EHSI, also
shown {n this figure. Presented on the EHSI are the airplane symbol for present position information,
a 30-second curved trend vector (predicted position information 30 seconds ahead), runway and extended
centerline, and digital readout and scale of present track angle.

Figure 9 1s a drawing of the integrated situatfon information format and basically contains the
addition of the perspective runway symbology and relative track information,

The flight tests reported here were flown using the Time Referenced Scanning Beam Microwave
Landing System (MLS) Tocated at the Nattonal Aviation Facilities Experimental Center. The airplane's
basic navigation, guidance, and display system was modified, as shown in figure 10, for compatibility
with the MLS. The MLS receiver processor provided raw decoded MLS elevation and azimuth angular
information and filtered range data to the MLS guidance signal processor. The MLS guidance signal
processor utilized the MLS information and data from the ajrcraft sensors to prefilter the raw data,
perform coordinate transformation, and process the transformed data into position, velocity, and
acceleration estimates. These data were then sent to the navigation and guidance computer for
display information computation. The MLS processed signals used for display ~omputations are shown
in figure 11. Positfon (LAT, LONG), velocity (Vy, Ve, A). acceleration (¥), and path error (n,.B)
signals are utilized to compute displayed 1nfomtio§ for both the EADI and EHSI. Airplane attitudes,
from onboard sensors, were also used in the perspective runway computation. Detailed information
concerning the MLS receiver and guidance signal processors are presented in reference 3.

EXPERIMENTAL TASK

The experimenta) task required the pilot to track a straight-in MLS path to the runway threshold.
The m.st:m was a 3° (319) glideslope that imimtcd on the runway 304.8 meters (1,000 feet) past the
runway threshold. The localfze.: course was $2.50 wide and emanated from a point 2,605.8 meters (8,547
feet) past the runway threshold.




A localizer offset approach task was used to evaluate the benefits of the integrated display
information for correcting relatively large lateral path errors. A planview of the 3-nautical mile,
strafght-in approach, with an initfal segment consisting of a 130° turn on a 3° descent, is
{1lustrated in figure 12, Guidance in the form of a dashed curved path was presented on the EHSI
so that an initfal localizer offset of approximately 0.1 nautical mile was obtained. The airplane
was in the landing configuration (flaps 40°, gear down) prior to the turn and the autothrottle system
was used to maintain the approach speed.

TEST SUBJECTS

Four NASA test pilots were used during the evaluation. Only three pilots, however, flew the
localizer offset approach task. Two of the pilots were type-rated for the B-737, and the other two
p:lo;s had some f1ight experience in the B-737. A1l of the pilots had previous experience in the AFD
simulator,

TEST PROCEDURE

The test procedure required the pilot to execute the 130° curved approach {without localizer
offset) shown in figure 12 using both the EADI and EHSI display information. Once the turn had
been completed (Waypoint FAF3M), the pilot was instructed to use Brﬂurﬂy the display tnformation
in the EADI to track localfizer centerline while maintaining the 3° glideslope.

Since the principle objective of the flight tests was to evaluate the use of presenting
horizontal informatfon in the EADI or vertical situation display, the second series of approaches
concentrated on the localizer offset task. During these runs, the pilot was required to fly the
localizer offset path (shown dashed in figure 12) to a point 0.1 nautical mtle left of Waypoint
FAF3M. At this point he was instructed to use primarily the displayed information on the EADI to
capture and hold the localizer centerline, while tracking the glideslope.

The approaches,with and without the localizer offset,were flown using both the baseline and
integrated display formats. The display format runs were randomized so that environmental conditions
and pilot learning curve factors would be reduced. Although the pilot was told to use the EADI as
the primary display, he was allowed to scan the EHSI and the basic flight instruments for
information that might be missing 1n the EADI.

RESULTS AND DISCUSSION
Three-Nautical Mile Approach Tests

Localizer tracking performance was analyzed for both display formats to determine the benefits or
disadvantages of integrating horizontal information into the vertical situation display. Figures 13
and 14 are plots of localizer deviation versus range from runway threshold for the approaches
without localizer offset. Figure 13 presents the localizer tracking results of four approaches
using the baseline situation display format as the primary display. As can be seen, the tracking
is oscillatory in nature and the lateral deviations at times are larger than the runway width. Pilot
comments indicated that pilot mental workload was high using the baseline format since the pilot
had to scan the map display (EHSI) to obtain track information from the airplane symbol, trend
vector symbolngy and the digital readout of track angle. The pilots felt that the lateral path
guidance provided by the map display was not sufficient for a close-in fina! approach even with the
map scale set for greatest resolution, 0.394 nautical mile per centimeter (1 nautical mile per inch).

The localizer trackin? performance using the integrated situation display format 1s presented
in figure 4. This lateral tracking data show that the pilots could consistently complete the approach
to landing with only small deviations from the rumway centerline. Pilot comments indicated that the
integrated display format on the EADI eliminated the need to scan the EHSI during the approach. The
runway and relative track information enabled the pilot to better understand his position and
trajectory relative to the extended runway centerline.

Figure 15 presents cross plots of glideslope and localizer deviations at 61- and 30.5-meter
altitude windows. The data for the integrated display format show better localizer tracking and more
consistent glideslope tracking. The {ntegrated format reduces the amount of time the pilot needs to
build the mental picture of his lateral position and predicted trajectory and enables him to spend
more time on the glideslope task. It should be remesmbered that the displayed information of
glideslope deviation 1s the same for both display formats, however, the runway symbology provides
a reference point on the EADI for the flight-path angle symbols.

Figures 16 and 17 present the lateral tracking results of several approaches flown with the
iritial localizer offset (see Fig. 12) at 3 nautical miles from runway threshold. The lateral
tracking results using the baseline displi_ format are shown in figure 16 ond i1lustrate the
deficiency of this format to provide adequate close-in localizer path capture information. The
tracking fs oscillatory in nature with the final corrections back toward the extended centerline
occurring very close to the threshold. Only one approach actually crosses the centerline, and nore
of the approaches ever achieves the proper track angle to the runway. The lack of good lead
information and the fear of a large localizer overshoot brought about the centerline undershoots
seen in this figure,
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The lateral tracking results using the integrated situation display format are shown in figure
17. The data show that the pilots are able to make a precision capture of the localizer and maintain
runway centerline tracking using only the integrated format presented on the EADI. After the flight-
path corrections are made to capture the localizer, it can be seen that the track angle to the runway
threshold is proper and stabilized for all the approaches.

Figure 18 presents cross plots of glideslope and localizer deviations at 61- and 30.5-meter
altitude windows for the offset approaches. The data show that both glideslope and localizer errors
are smaller for the integrated display format at both windows. Pilot comments indicated that the
integrated format reduced the lateral task mental workload and allowed more time to be spent on the
glideslope tracking task.

Figure 19 is a compartson of the 30.5-meter window data from the offset approaches with previous
simulation data and with Category II Flight-Director criteria as stated 1n FAA Advisory Circular,
AC 120-29. Figure 19(a) illustrates that the flight results for the integrated situation display
format 1ie within the mean and standard deviation of the simulation results for the same format. The
flight and simulation data for the baseline display format also show similar trends. The lateral
bias in the simulation data is due to a steady left crosswind that was part of the experiment.

Figure 19(b) 11lustrates that the glideslope and localizer path performance with the integrated
situation display format compares very favorably with Category II Flight-Director criterfa, Three
of the approaches made with the baseline display pass through the window criteria, but the pilots
cg:l;ﬁl:reg these approaches unsatisfactory because the airplane's attitudes and track were not
H zed.

Close~In Approach Tests

Following the approach tests with the 3-nautfcal mile final approach segments, both 1.5~ and 1.0-
nautical mile final approach path tasks were evaluated. The geometry of the close-in approach paths,
including the 30 descent and 130° turn onto the final segment, was fdentical to the previous’
approaches. The only difference was the length of the final approach segment. The velocity vector
control mode was used in this evaluation.

The EADI display format used during these tests was the integrated situatfon format that was used
in the previous experiment. The format on the EHSI differed only in the curved trend vector displaying
predicted airplane position 30, 60, and 90 seconds ahead. The pilots used the EHSI as the primary
display for initiating and during most of the turn onto the final stratight segment. The pilot could
readily determine the initiation point for the turn and then attempted to position the curved trend
vector upon the referenced path al:o presested on the display. The EADI was monitored during this
period to assure that the vertical path (3° descent) was being maintained. The pilot's attention
switched to the EADI near the end of the turn as the computer generated runway symbology came into the
display's field of view. From this point down to about 15 meters (50 feet) altitude, the pilot used
the integrated situation format presented on the EADI as the primary display.

Figure 20 presents the flight-path tracking results of the approaches on the 1.5-nautical mile
test path. Although these were the first such approaches made by two pilots, 1t can be seen that the
vertical and lateral tracking are smooth and consistent. An expanded plot of the final portion of the
approaches is presented in figure 21. Note that one of the approaches overshoots the referenced path
by approximately 100 meters (300 feet). The pilot commented that he had not tracked tightly the lateral
path, but that he knew his situation clearly during and at the end of the turn. It can be seen that all
the approaches have attained a stable track to the runway by approximately 1.5 kilometers (5,000 feet)
from the runway threshold.

Figure 22 presents the vertical and lateral path tracking results for the approaches on the 1.0-
nautical mile test path. Again, these are the first such approaches flown by the pilots. The lateral
tracking data show overshoots of approximately 30.5 meters (100 feet) but the pilots have stabilized
the airplane’s track to the runway at approximately 0.92 kilometers (3,000 feet) from the runway threshold.

CONCLUDING REMARKS
Three-Nautical Mile Approach Tests

The results of these flight tests show that the addition of perspective runway symbology and
relative track information to a baseline EADI format increased fi{ght-path tracking accuracy during the
approaci: to landing task under instrument conditions.

Pilot comments indicated that the integrated situation display forrat brought about a better
understanding of the airplane's position and trajectory relative to the runway and rumway extended
centerline. The integrated display also enabled the pilots to quickly recognize and recover from
a close-1n, large latsral path deviation with confidence. Limited flight-path performance results
using the integrated Jdisplay compare very favorably with previous fixed-based simulation results.
Flight-Director criterta for glideslope and localizer performance for Category Il approach conditions
were also met with the 1imited data acquired. The integrated s{tuation format allows the pilot to
assess the information and make the corrective flight control inputs, depending on the size of the
error and the remaining distance to the runway threshold. 4

- e



16-6

Close-In Approach Tests

The results of the f1ight evaluation of the 1.5- and 1.0-pautical mile approach tests show good
flight-path performance during the turn and on the short-final approach segments. The display
information content and format, however, 1s not considered to be optimized. Further display and
control efforts are needed to define the display information requirements for the close-in curved

approach-to-1anding task.
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AIRLINE PILOT SCANNING BEHAVIOR DURING APPROACHES AND
LANDING IN A BOEING 737 SIMULATOR

Amos A. Spady, Jr.
National Aeronautics and Space Administration
Langley Research Center
Hampton, Virginia 23665

SUMMARY

A series of approaches using airline-rated Boeing 737
pilots in an FAA qualified simulator has been conducted. The
test matrices include both manual and coupled approaches for
VFR, Category I and Category II conditions. A nonintrusive
oculometer system was used to track the pilot's eye-point-of-
regard throughout the approach. The results indicate that,
in general, the pilots use a different scan technique for
the manual and coupled (auto-pilot with manual throttle)
conditions. For the manual approach 73 percent of the time
was spent on the Flight Director and 13 percent on airspeed
as opposed to 50 percent on Flight Director and 23 percent
on airspeed for the coupled approaches. For the visual
portion of approach from less than 100m (300 ft) to touchdown
or when thc touchdown point came into view, the pilots tend
to fixate on their aim or touchdown area until the flare
initiation, at which time they let their eye-point-of-regard
move up the runway to use the centerline lights for rollout
guidance.

INTRODUCTION

The scanning patterns used by pilots Aucing various phases of flight have been
of extreme interest for a number of years. A number of techniques have been developed
to measure subject lookpoint; however, each has either intruded on the pilot or has
been difficult to correlate with the state of the aircraft. For this study a non-
instrusive real-time oculometer system, which allows the subject 0.3m’ ( a cubic foot)
of head motion was uced.

A number of studies of pilot scanning behavior during ar»roach and landing have
been conducted by Langley. This paper will highlight parts of two studies which used
Piedmont Airlines' Boeing 737 FAA certified training simulator and Boeing 737 rated
airline pilots as test subjects. The first study dealt with pilot instrument scanning
behavior during Category II approaches, the second with what a pilot looks at out-of-
the-window in VFR, Category I and Category II ILS approaches.

The information obtiined from these studies provide an insight into how a pilot
scans the information available in the cockpit and out-the-window during ILS type
approaches. This information should be useful in the development and evaluation of
future aircraft displays.

EQUIPMENT

The Boeing 737 simulator used is anFAA certified initial and recurrent training
facility operated by Piedmont Airlines. The only changes in the cockpit were the
incorporation of the oculometer optical head which was mounted below the Automatic
Direction Finder (ADF) behind the instrument panel (fig. 1) for the instrument scanning
study and to the left of the airspeed indicator for the visual studies. A TV camera
was mounted behind the pilot to view the instrument panel and the TV monitor for this
camera was located behind the pilot's seat to allow the test conductor to observe the
pilot lookpoints superimposed in the scene. For the visual studies a TV camera
mounted outside the cockpit viewed a CRT displaying the nighttime scene. Again,
pilot lookpoints were superimposed on the scene to provide the test conductor a real-
time monitoring capability.

A highly modified Honeywell Mark 3 oculometer was used for the study. The
modifications to the system consists primarily in a redesign of the electro-optical |
head resulting in a unit one-fourth the original size, simplif.cation of the operating
system, and modifications to software to adapt the system to provide out-the-window
tracking capability. The oculometer has two primary subsystems: the electro-optical

system generates a beam of infrared light which is directed through a beam splitting 3
mirror toward the subject's eye. Reflections from the eye are directed by the beam-
splitter to an infrared-gsensitive TV namera. The high reflectivity of the human 1

retina for infrared leads to a backlighting of the pupil, so that the camera sees
the pupil of the eye as a bright, circular area (fig. 3). It also sees a small
bright spot due to reflection at the corneal surface. The relative positions of
the center of the pupil and the corneal reflection depend on the angle of rotation
of the eyeball with respect to the infrared beam. The signal processing unit uses
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the signal from the TV camera to compute this angle of rotation and the coordinates
of the lookpoint on the instrument panel. The output of the signal processor is a
set of calibrated digital or analog signals representini the subject's lookpoint
coordinates and pupil diameter.

Several constants were set in the aircraft program as follows: (1) the simulated
aircraft weight was 42,640 kg (94,000 1bs) for all approaches; (2) the aircraft c.g.
was set at 25 percent; (3) winds were either at 0 or 5 kt at 90 degrees with respect
to the runway heading; (4) turbulence, when used, was the maximum available on the
simulator (pilots rated this turbulence as moderate); (5) at no time were emergency
conditions imposed on the pilots except that during each session of the visual study
for one approach (chosen at random) the RVR and cefling were lowered below minimum to
require the approach to be aborted and a go-around executed.

All tests were conducted at the Piedmont Airlines Training Facility in Winston-
Salem, North Carolina. A Vital II out-the-window system was used to provide the
pilots a nighttime scene cf the Winston-Salem area and airport.

PROCEDURES AND SUBJECTS

All tests were started at 19 Km (12 miles) from runway threshold and approximately
415m (1360 ft) above ground level (runway 33 at Smith-Reynolds Airport). The first
6 Km (4 miles) were used by the pilot to stabilize the aircraft on th: correct flight
path and to check the oculometer calibration. At 13 Xm (8 miles) data recording was
started and continued through capture and descent down the 3 degree glide slope, touch-
down and rollout or until the approach was aborted as a result of the pilot choosing
to go around.

All airline pilots used in the program were qualified Boeing 737 pilots who fly
for a scheduled airline. Prior to starting the test program each pilot was given a
briefing on the operation of the oculometer, which was the only thing different in
the cockpit. Also, the pilots were asked to assume that they were flying an aircraft
full of passengers, and if they would normally elec* to go around, chey should do so.
At the end of the last test period the pilots were asked to fill out a questionnaire
concerning various aspects of instrument scanning and visual scene usage.

All tests were conducted using the same copilot. The copilot functioned in the
same manner as he would in a normal approach and provided all required callouts.

RESULTS AND DISCUSSION

The scanning patterns of pilots are expected to differ between pilots and even
from approach to approach for the same pilot; however, there should be a consistency
in terms of the primary information scanned for a particular type approach (manual or
coupled (auto-pilot with manually controlled throttles)) and what is lpoked at in the
visual (out-the-window) scene as a funcrion of visibility.

In order to show this consistency for the instrument scan portion of the study
this paper will deal with only the summary data obtained for three runs each for seven
pilots. A more complete discussion of these data can be found in references 1 and 2.
The discussion on the visual portion of the approach will be based on the observations
noted during the tests and review of the TV tapes. This part of the study has just
been completed, consequently the data reduction showing statistical information on
scan behavior is not yet available.

Instrument Scan

Observation of the pilot scan patterns during the instrument portion of the test
indicated that the | "lots used the center of the flight director as the primary look-
point and moved from there to an instrument and then came back to the center of the
flight director. Only rarely did a pilot check more than one instrument before
returning to the center of the flight director. This is demonstrated in figure 4
which is a time history of one pilot's scan from approximately 213m (700 ft) altitude
down to 30m (100 ft altitude. Figure 4(a) shows the manual case (with no turbulence),
and figure 4(b) shows the coupled case (with no turbulence). The ordinate indicates
the instruments at which the pilot was lookinf, with the flight director being broken
into its information blocks as indicated in figure 5. The abséissa indicates flight
time in seconds. The sections T and n/T indicate eye tracking (upper level) z2nd not
tracking (lower level). The majority of the out-of-track time was caused by the pilot
looking at the center console engine instruments. As can be seen from tihe time
histories, the pilo: changes fixations more rapidly and looks at more instruments in
the coupled mode as compared with the manual mode.

The bar graphs presented in figure 6 show a comparison of the percent time spent
on the instruments for both the manual and coupled modes with no atmospheric turbulence.
Each contains the summary data for the entire approach. It was found that tha percent
times for various instruments do not vary but a few percent for the different phases
of the flight (straight and level, glide slape capture or descent along the glide
slope). The crosshatched sections define thc mean percent time on the instrument while
the open section, at the top, defines the standard deviation. The clock, rauar
altimeter, and A.D.F. are not includad in this figure as they are used very little



by the pilots during the type of approaches being flown. Of particular interest is
the comparison of perceat time spent in the flight director (approximately 73 percent
for the manual mode as compared to 50 percent for the coupled mode) and the airspeed
indicator (13 percent in manual and 22 percent in coupled).

The increase in time on airspeed for the coupled conditions can in part be due
to the fact that the 737 aircraft as flown by Piedmont do not have auto-throttle;
consequently, the pilot is required to manually control airspeed. The percent time
on the other instruments increased slightly for the coupled mode as compared to the
manual mode.

Pilot comments from the questionnaire indicate that while they were not necessarily
aware of the differences in scan as a function of control mode they attribute the change
to the different type of mental picture required. For the manual mode they must keep
a mental image of where they are and where they are going, which is best obtained from
the flight director. Any looks away from it require that they rebuild the mental
picture upon returning to the flight director. For the coupled mode they are primarily
checking needle positions and consequently are free to scan more as indicated by both
the time histories in figure 3 and the percent time on instruments in figure 6.

The introduction of turbulence did not greatly affect the pilots' scanning behavior
in terms of the percent time he spent on various instruments. For both the manual and
coupled cases the time on flight director increased by about 3 percent with this being
taken away primarily from airspeed.

Visual Scene Study

This study considered a number of factors such as pilot instrument scan. both manual
and coupled standard approaches (SA) and Pilot Monitored Approaches (PMA) for both
VFR, Category I (720m Runway Visual Range (RVR), 60m Decision Height (DH) (2400 ft
RVR and 200 ft DH)), and Category II (360m RVR, 30m DH (1200 ft RVR and 100 ft DH)),
takeoff as well as where and at what a pilot looks during takeoff and the visual part
of the approach, flare and rollout. The Standard Approach is the type currently
flown by the airlines where the pilot flies hands on the controls. For the pilot
monitored approach, the copilo* flies the aircraft with the pilot monitoring down to
approximate DH, If th. pilot =lects to land, he states, "landing, I have the aircraft.”
If he does not so state, the copilot automatically starts a go-around. Only the real-
time video tapes and very limited data on two of the eight pilots are available at
this time. Therefore, only general trends of these two pilots and observations from
the video tape will be discussed. It should be noted that for both the PMA and SA
the pilot actually lands the aircraft so all runs from Decision Height (DH) to roll-
out are monually flown by the pilot.

In general, pilot 1 tended to spend an average of 40 percent looking outsice in
VFR straight and level flight, 20 percent during glide slope capture, 40 percent from
on glide slope down to about 91m (300 ft). From approximately 91m (300 ft) pilot 1
spent from 75 to 95 percent of his time out the window (4 runs) coming inside primarily
to check airspeed and the flight director. Pilot 2, on the other hand, spend better
than 90 percent of his scan time out the window from 300 feet to touchdown.

Pilot 1 tended to check the outside scene for the Category I condition starting
at 30m (100 ft) above minimum (60m (200 ft)). He averaged three transitions in and
out before DH and two transitions from DH to touchdown with the last look at the
instruments at 15m (50 ft) above the field. Pilot 2, on the other hand, for the
Category I runs, stayed inside on the instrument panel until the copilot called runway-
in~-sight at which time he looked out the window and for three out of four runs stayed
ou" until touchdown. In one run he transitioned inside to the airspeed, moved to the
flight director then transitioned back outside. For both the VFR and Category I
conditions, when looking outside, pilots tend to fixate on their aim or impact point
on ihe runway. This point is nominally between 300 and 360m (1000 and 1200 ft) from
runwey threshold depending on how tight the pilot has held the glide slope. The pilots
generilly hold this fixation point until flare initiation at which time they let their
lookpeint drift up the runway for rollout guidance.

Fo.» the Category II (360m RVR, 30m DH (1200 ft and 100 ft)) pilot 1 again started
taking quick looks out the window at 30m (100 ft) above DH or minimums. After DH he
transitioned back into the instrument three times to check the flight director and
airspeed. Pilot 2, however, did not look out until the copilot called runway in sight
and did 1ot transition back inside except once in five approaches. In that case the
approach speed was a little high and he came inside to check airspeed. In the
Category II condition the pilots are not able to see their impact point when they
initially look out the window due to the limited visibility. Consequently, they tend
to look "ust below the apparent horizon or visibility line and move along the runway
in small jumps until the impact point comes into view. They then held their lookpoint
at the impact point until flare initiation at which time they let their lookpoint move
farther up the runway for rollout guidance.

In general, the pilots tend to do very little scanning around the runway during
the final part of the approach. They appear to fixate on their impact point and obtain
from that point the information needed to judge when to initiate the flare maneuver.
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CONCLUSIONS

The results obtained from the two studies covered will provide a data base on how
pilots scan the existing flight instruments and where they are looking during the final
part of the approach, flare and rollout. The preliminary results indicate that:

1. Pilots use different instrument scanning strategies for manual versus coupled
approaches. The strategies differ in percent time spent on Flight Director (73 percent
for manual to 50 percent for coupled) and airspeed (13 percent for manual versus
22 percent for coupled) and in scanning rate which is significantly higher in the
coupled mode.

2. Introduction of turbulence does not grossly change the pilot scanning behavior.

3. From 91m (300 ft) or breakout to flare initiation in both VFR and Category I
conditions the pilots fixate at their aim or impact point on the runway.

4, In Category II conditions the pilots look just below the apparent horizon
or visibility line, with their lookpoint moving in small jumps up the runway until
their impact point comes into view. They then fixate on the impact point until flare
initiation at which time they let their lookpoint move up the runway for rollout
guidance.
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Figure 1. - Captain’s flight instrument panel. Figure 2.- Picture of TV monitor as viewed
by the Test Director.
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Summary

Methods and results in the design and evaluation of a digital flight control system (DFCS)
for a CH-47B helicopter are presented. The DFCS employs proportional-integral control
logic to provide rapid, precise response to automatic or manual guidance commands while
following conventional or spiral-descent approach paths. It contains attitude-and
velocity-command modes, and it adapts to varying flight conditions through gain scheduling.
Extensive use is made of linear systems analysis techniques -~- the DFCS is designed using
linear-optimal estimation and control theory and the effects of gain scheduling are assess-
ed by examination of closed-loop eigenvalues and time responses. The pre-flight-test
evaluation described here provides a direct comparison of alternate navigation, guidance,
and control philosophies; confirms the practical merits of the DFCS design approach; and
demonstrates techniques which will aid the development of future guidance and control
systems.

INTRODUCT ION

Vertical takeoff and landing (VTOL) aircraft are able to operate from small landing
aress and in the vicinity of obstacles which would prevent the operation of conventional
aircraft. The VITOL Approach and Landing Technology (VALT) Program of the National Aer-
onautics and Space Administration is developing and demonstrating concepts for guidance
and control which will enable such operations in the congested terminal airspace; the
work reported here is a contribution to these goals. This paper describes digital flight
control design and evaluation procedures that are being applied to the VALT Research
Aircraft, a CH-47B helicopter that is equipped to test a variety of manual and automatic
flight management alternatives.

Figure 1 illustrates the program's experimental facilities. The VALT Research
Aircraft contains state-of-the-art digital computing equipment, actuators, and sensors.
The digital flight control system (DFCS) includes velocity-command and attitude-command
guidance logic, state estimators, control laws containing proportional-integral compensa-
tion for stability augmentation and precise command response as well as guidance, estimator
and controller gain scheduling (Refs. 1 and 2). Ground facilities support advanced format
displays and simulate existing or future navigational aids, e.g., a microwave landing
system (MLS), using tracking radar data.

Development of the VALT DFCS is following a four-step sequence consisting of theoret-
ical formulation, control law design, computational evaluation, and flight test evaluation.
The first two steps, reported in Refs. 1 and 2 and summarized below, provide the method-
ology for designing discrete-time (digital) controllers to continuous-time (analog)
specifications, resulting in quantitative designs for three VALT DFCS command modes -- a
velocity-command and two attitude-command control laws (of differing structure). Evalua-
tion of the DFCS begins with the computation of eigenvalues and time responses for
linear-time-invariant models of helicopter dynamics, defined throughout a wide range of
flight conditions. This evaluation proceeds with the computation of time responses of
helicopter models that contain linear-time-varying inertial and aerodynamic coefficients
and selected nonlinearities in control linkages and feedback measurement geometries. An
independent hybrid computer evaluation of the VALT DFCS also is conducted by NASA
engineers during the third step. The DFCS is coded and stored in the VALT Research
Aircraft's on-board computer for hybrid simulation and flight test evaluation.

This paper treats guidance laws and approach paths, summarizes VALT DFCS design, and
provides examples of computer evaluation results. The combination of optimal control
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theory and modern systems analysis is shown to provide a unified, easily understood basis
for practical control system design, defining potential problem areas at an early stage
of the process where they are most readily assessed.

R-19538

Figure 1 VALT Flight Test Program

GUIDANCE LAWS AND APPROACH PATHS

The guidance laws in the VALT DFCS issue commands to the control laws that cause the
helipcopter to follow a nominal flight path. These commands are composed of a nominal and
a perturbation portion; the former is a function solely of the helicopter's position along
the path. The perturbation commands correct errors normal to the path, and may include
velocity and acceleration-based terms. A fourth guidance command serves to control the hel-
icopter body yaw angle.

The velocity command vector (Eq. 1) contains earth-relative velocity commands as well
as body yaw angle.

v v
Xc XO X
v v av
vg=| Ye|=| Yol +| ¥ (1)
v, v, av,
c (o]
Ve v 0

The body yaw angle is commanded to follow the air relative heading,

- -1
wc tan ((Vyo

%)/, -wx)) (2)
o
where 'x and W_ are components of the estimated earth-relative wind vector. Figure 2

illustrates the geometry in the horizontal plane. The perturbation velocity commands
are calculated by a feed-back law (eq. 3) operating in guidance axes, Which are yawed by

the heading angle E. Hg performs this transformation.
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(3)

The gain matrices are sparse and very nearly diagonal, with the specific values taken from
Refs. 3 or 4.

R-19539q

Xg Ir “

WIND VELOCITY, we

GROUND RELATIVE VELOCITY, Vg

Figure 2 Horizontal Plane Guidance Command Geometry

An gpproach path used for many of the tests presented in this paper is shown in
Fig. 3., Except for the final section, it is flown at constant speed and altitude, and
includes a holding pattern. The final section is composed of a decelerating descent.
The deceleration profile, taken from Refs. 5 and 6, has been found to be quite accept-
able to test pilots.

An alternative command vector, the attitude command vector, is also tested. It is
composed (Eq. 4) of roll and pitch angle commands for horizontal velocity control, as
well as vertical velocity and body yaw angle commands.

o] 8¢

o ¢ A
) ) IY:
(o] [o] C
- - + @)
¥4 Yo Yo 0
v v AV
zc zO zc

Yaw angle commands are calculated according to Eq. 2, while the perturbation commands are
calculated from veloctiy perturbations in a local-level reference frame yawed to the

body yaw angle, wc' i.e.
A8
8o | = K, 4K EEL (Y ) (xpoxp) + K2H§L(wc)<zE-zE0) + "s“i:‘l'(%)(!s'!zo)
AV
¥ (5)

The gain matrices are the same as in Eq. 4 except that K, transforms downrange and cross-
range velocity perturbations to pitch and roll perturbatfon commands. The nomunal roll
(Eq. 6) is calculated to cause the net specific force to lie in the body x-z plane,

while the nominal pitch angle (Eq. 7) comes from a pitch trim integrator

¢, = tan” (v E/@) (6)
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Figure 3 Ground Path of the Conventional Approach

eo-ijAe dt )
where VDR is the downrange velocity and £ is the turn rate.

One approach path that is especially suited to VTOL aircraft in a dense
terminal environment is the spiral descent, shown in Fig. 4. The major portion of this
trajectory involves steady, turning, descending flight. The final sigment is a decel-
erating descent similar to that used in the approach trajectory. A guiriance law specif-
ically designed for the spiral descent is given in Ref. 4. It is used in this work as
an attitude command guidance law with the perturbation law implemented as in Eq. 8.

48
8o | = % dK HSCE ) (xpxg ) + K, (HEL('»C)(!E-!E) - v, ) 8
AV [o] [o]

z

!A in Eq. 8 is the desired air-relative velocity in local level axes.
0
The gains are chosen to feed back crossrange and vertical position errors using
guidance axes and air-relative velocity errors in local-level body axe=. Although this
law is chosen for constant air-relative velocity spiral descents, it and the other
guidance laws discussed here are capable of guiding the helicopter along either of the
flight paths described above.

VALT DIGITAL FLIGHT CONTROL SYSTEM

Estimator Design

The digital control laws require estimates of the aircraft states to achieve the
desired command response. The available sensors that can be used to estimate the states
consist of three body mounted accelerometers, three angular rate gyros, a vertical gyro,
a gyromagnetic compass, a barometric altimeter, an airspeed indicator, and a sideslip
sensor. Navigation information in the terminal area is provided by either a microwave
landing system (MLS) providing runge, azimuth, and elevation or a multilateration system

(TRI) providing cartesian coordinate position, Xp» and velocity, Vg information transmit-

ted via an integral data link to the aircraft. The VALT instruments measure all states
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needed for control in the terminal area: vehicle angular rates, gg, vehicle veloceity

Vg and vehicle position, Xp» but the measurements require filtering and, in some in-
stances, coordinate transformation.
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Figure 4 Ground Path of the Spiral Descent

A useful estimator for combining the dissimilar nonlinear measurements is the extend-
ed Kalman filter (EXF, Ref. 7); however, such a filter is overly complex for this appli-
cation. Two approaches are taken to simplify the estimation problem. The first approach
partitiors the vehicle’'s dynamic model into random walk and first-order markov processes,
transforms all measurements to similar coordinates, and groups sensor errors into white
Gaussian observation noise. The estimators that result are constant gain, low-order
digital Kalman filters which are found to be analogous to low-pass and complementary fil-
ters commonly used in conventional aircraft control systems. The first approach is
discussed more extensively in Ref. 2.

The second approach for estimating helicopter states incorporates many of the concepts
of the EX¥ without requiring on-line covariance propagation to compute the EKF guin. Us-
ing the Taylor series expansion and incorporating white Gaussian "process noise" for
unmodeled forcing functions, the twelve rigid body states of the helicopter are expressed
as

5t2 3
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In these equations Hg is the body-to-earth axis transformation matrix, Lgl is the
bedv-ungular-rate-to-Fuler-angular-rate transformation matrix, and the !'k and E’k

vectors are Gaussian, uncorrelated sequences.

The second approach to the filter design proceeds by assuming Euler angles and body
amsular rates zero and then propagating the EKF covariance equations to steady state at

a number of flight conditions along the approach trajectory. The perturbation transforma-

tion matrix,

hy (x0t, )
Hy [§k<-)] = e S (14)

Ix(t, ) _ 2
2ty x(1,) = X, (=)

is tactored from the EKF gains and the remaining significant gains are scheduled with
“iight condition.  The following ecquations show the terminal area filter for estimating
vehtele position, g velocity, ¥p- wind velocity, L2 and accelerometer bias, QB’ using
multilateration measurements, true airspeed measurements, sideslip measurements and
accelerometer measurements (all subseript m).
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In Eq. 16, Hg is the air-relative to body-axis perturbation transformation matrix and a

is the accelerometer output. The gains KTRI1 to KTRI12, DTRI1 and DTRI2 have only the
diagonal elements scheduled; the off-diagonal elements are zeroed. The scalars a and b
are used to phase out the air-data sensors as they become unreliable at a vehicle veloag-
ity below 25.7 m/s (50 kt). The barometric aitimeter is phased into 5Em as a function
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of range before the measurement is sent to the filter.

State estimators that use MLS are similar to Eqs. 15 and 16 in that range, azimuth,
elevation, air data and acceleration measurements are complemented to estimate transla-
tional velocity and earth-relative position. We term estimators designed using the EKF
approach but implemented with scheduled filter gains as extended complementary filters
(ECF); Eqs. 15 and 16 are thus referred to as the TRI-ECF design.

The ECF approach is not required for the angular position and angular rate filters,
which are implemented as

Sy ] B0 K, of[vg S5
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where Kv, Kw, and Dv are diagonal and constant. An angular rate bias estimator could be

readily added to the filter if the additional complexity becomes necessary. Although the
angular position and rate filters do not use translational information, the MLS-ECF and
TRI-ECF are dependent on the Euler angle filter because they require the earth-to-body

transformation matrix Hg.

Controller Design

The design model of the helicopter for the PIF (Proportional-Integral-Filter) laws is
the linear-time-invariant differential equation

ax(t) ¥ G 07 ax(t) o )
su(t)| = [0 0 O [[au(t)| + | I |8v(t) + | O[8y,(T) 19)
BE(t) By O oJ AE(t) ) -1

where A() indicates a perturbation variable. Equation 19 is obtained by local lineariza-
tion of the helicopter's nonlinear model (Ref. 2). The command perturbations (Axd)

correspond to the previous total-value definitions, Af{ represents ''command integrator
states" to be added in the control system, and Av is the control rate. The state vector

contains body axis velocity and angular rate (AXB, Agg) as well as Euler angle (AﬁB)

perturbations. The four control perturbations form Au. The helicopter's kinematics,
stability derivatives, and inertial effects are contained in the (9x9) matrix F and the
control derivatives are contained in the (9x4) matrix G, as in Ref. 8. In symmetric
flight, F and G contain rotor-induced coupling but otherwise partition into the conven-
tional longitudinal and lateral-directional equation sets. In turning flight, F and G
also contain certain turn-induced coupling terms. The (4x9) matrix H_transforms the
perturbatior. state vector to command-vector corrdinates. P

The VALT digital control laws are developed assuming that longitudinal, lateral, and
directionsl motions are coupled, in order to assure that no potentially significant
cross-axis effects are overlooked (e.g., the helicopter's normal tendency to pitch up
when turning in one direction and to pitch down when turning in the opposite direction).
If the coupling is not significant, that fact will be reflected In the control laws,
which will partition accordingly.

The derivation of the proportional-integral-filter control law is presented in Ref. 1

and is not repeated here. The design objective is to find the digital feedback control
law which minimizes the¢ continuous time quadratic cost function

-

ax(t)
[AgT(t)AgT(tM;T(t)]Q su(t)| + ¥ (t)RAv(t)|dt (20)
BE(E)
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Q and R in Eq. 20 are weighting matrices that are used as design parameters in creating
a control law which satisiies the response criteria. This continuous-time cost function
is expressed as an equivalent sampled-data cost function, as in Ref. 9. Minimizing the
cost function provides a PIF control law, whirh is shown in Fig. 5, and can be written as

Ek = Ek—l + Ath (21)

v = (=0tC)vy g = Cp(Xy 1%y p) = 8C3(yy g7t ) * Caldg Ya )
(22)

where At is the sampling interval, and the coefficient matrices C1 to C4 are defined
in Ref. 1.

Figure 5 Structure of Proportional-Integral-Filter Control Law

Figure 5 shows the incremental form of the PIF controller, which accepts total gui-
dance command and state inputs and issues total commands to the hLelicopter's rotors.
The position-form controller presented in the earlier reference operates on perturbation
variables and requires explicit specification of nominal values to form total commands;
the incremental PIF controller effectively generates its own nominal values (by incor-
porating past values of u and v in the current ccmmand) and operates on differences in
the state and commznd variables. The differences '"wash out' the nominal values; hence,
the controller can interface with a nonlinear model of the helicopter (or with the
helicopter itself) as well as with the linear-time-invariant model used for design. The
only difference is in the use of the nonlinear x to y transformation. In either case,
the PIF controller described by Egs. 21 and 22 results in Type 1 command response.

The attitude-command and velocity-command PIF control laws both are described by
Fig. 5; the difference between the two is in the definition of y, H and the gain matrics
The Q and R matrices used in the desigr process assign equal costs to the state and
control perturbations shown in Table 1. For both control laws, once acceptable step
responses are established at a single flight condition the values of Q and R are frozen,
and control gains are generated for the remaining 27 flight conditions. With this
approach, most step response criteria have been met at all flight conditions for both
control laws. The simpler PI control law does not include the ''low-pass' filtering of
the control signals (Ref. 1).

Gain Scheduling

The control laws are adapted to the helicopter flight condition by scheduling their
gains as functions of true airspeed (V), body z-axis velocity (w), and yaw Euler angular
rate (§). The gain schedules are developed in a 3-step process:

Determination of means and standard deviations of all gains (summed over all flight condi-
tions), determination of correlation coefficients between gains and flight conditions,

and curve fitting by regression analysis (Ref. 8). The objective of the first step is to
determine which gains can be zeroed or held constant; the second step indicates which
functional relationships are most appropriate for gain scheduling; and the last step
provides the scheduling coefficients.

The PIF control law for the helicopter, described by Eqs. 21 and 22 contains 84 gains;
however, 29 and 25 gains are zeroed in the attitude-command and velocity-command control-
lers, respectively. The zeroed gains have mean values which are generally less than 5%
of comparable gains, and the standard deviations also are small. The remaining gains are
scheduled in three sets, which take the following forms:

Gain = a1V+32V2+a3w+a4w + ag (23)
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. 202 oo o2 g
Gain = a,V+a wta yVi+a, Vo) 1+(V/VN)] + 8 (24)

2 a
Gain = 11V+a2V +33WW+a4/ 1+(V/VN)%] + a (25)

TABLE 1
DESIGN PARAMETERS FOR HELICOPTER CONTROL LAWS

ALLOWABLE ATTITUDE VELOCITY
PERTURBATION COMMAND COMMAND
du, fps -— 16.
Av, 1Ips — 18.
Aw, fps 7. 8,
Ap, deg/sec 7. 10.
4Aq, deg/sec 15, 10.
Ar, deg/sec 7.8 10.
4¢, deg 3.3 6.5
48, deg 2.8 7.
Ay, deg 3. 3.5
AEI(O or Vx) 4.4 deg-sec 10. ft
AEz(e or Vy) 3.4 deg-sec 12, 2t
. AEa(w or vz) 3.8 deg-sec 3.5 £t
‘ A§4(Vz gr V) 3.2 ft 2.5 deg-sec
Au, fps —_ 0.2
4%, tps® == 0.2
aw, fps? 0.2 0.3
AGB, in 6.5 6.5
Asc, in 4.8 4.6
Acs, in 3.6 3.5
AGR, in 4.2 4.2
ad(a11), in/s 2 2.

In these scheduling equations V is true airspeed, and VN is 27 m/s (53 kt). One-sixth

of the scheduled gains have standard deviations which are less than 10% of their mean
values, and they are candidates for being considered constant.

The optimal gains computed at 28 flight conditions generally have correlation coeffi-
cients with the scheduled gains of 0.8 or better. An example of gain variations with
forward airspeed is given by Fig. €, which shows the pitch rate feedback (Cl) gains to

differential collective, gang collective, and differential cyclic rotor deflections for
the velocity-command controller. The scheduled gains are represented by Eqs. 23, 24,
and 24, respectively, and all their correlation coefficients are greatar than 0.96.

Because the scheduling only approximates the progression of the optimal gains, eval-
uation of the scheduled controller is a particularly important step in the design process.
The next section discusses the use of eigenvalues, eigenvectors, and simulation responses

for this purpose
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Figure 6 Optimal and Scheduled Pitch Rate Gains

DFCS_EVALUATION MODEL

The VALT DFCS described above is evaluated using a digital simulation of the helicop-
ter and on-board sensors. This simulation is implemented using a variable time-step
Runge-Kutta integration routine which is driven by subroutines describing the continuous-
time helicopter models, the discrete-time sensor models, and flight computer (DFCS) cod-
ing. Figure 7 illustrates the simulation structure. The helicopter model which is
implemented in the evaluation simulation is outlined in Fig. 8, and the detaills of this
model are discussed in the next paragraphs.

VARIABLE TIME STEP RUNGE-KUTTA
CONTINUQUS-DISCRETE
INTEGRATION ROUTINE

CONTINUOUS TIME LINEAR
OIFFERENTIAL EQUATIONS DISCRETE-TIME EQUATIONS

A A A

Y

ACTUATOR LIMITS

h 4 r

NOMINAL TRAJECTORY FLIGHT COMPUTER
CALCULATION SIMULATION

Figure 7 DFCS Evaluation Simulation Structure
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Figure 8 Helicopter Model Structure

The rigid-body dynamics of the helicopter are simulated by implementing the linear
time-varying system

8X(t) = F(t)Ax(t) + G(t)Au(t) + G (t)Aw(t) (26)

where Ax contains the 12 rigid-body states, Au is the 4-element control position vector
and Aw is the 3-element wind and turbulence vector. The 12x12 F(t) matrix contains

- linearized dynamic equations. Helicopter stability derivatives are incorporated which
result in a fully-coupled system even in straight-and-level flight.

The helicopter simulation contains identical models of the first-order actuator and
second-order rotor dynamics in each of the four control channels (Figs. 9 and 10). The
actuator model also incorporates control position and rate limits. These nonlinearities
can be important in certain extreme maneuvers. The actuator time constant is 1/80 sec,
while the rotor response has a steady-state gain of 1.0 and a natural frequency and damp-
ing ratio of 24 rad/sec and 0.6, respectively. The actuator limits are given in Table 2.

TABLE 2
ACTUATOR LIMITS

CHANNEL POSITION LIMIT RATE LIMIT J
Differential Collective -5J.8 to +50.8 mm
(-2.0 to +2.0 Inches)
Collective 0.0 to 101.6 mm
(0.0 to +4.0 Inches) + 76.2 mm/s
Cyeclic -50.8 to +50.8 mm (+ 3.0 in/sec)
(-2.0 to +2.0 Inches)
Differential Cyclic -50.8 to +50.8 mm
(-2.0 to +2.0 Inches)

The computation time delay (which is restricted to be less than one flight computer
sample period long) is simulated so that the sensitivity of the control laws to these
delays can be tested. It is important to insure that a computational lag will not ad-
versely affect stability.

Some of the sensor transformations included in the evaluation model are nonlinear,
as are some of the sensor errors (scale factor errors). Table 3 details the sensor suite
and indicates which errors are included in these models. It is intended that only one of
the two radio navigation methods be used at a time, and it should be noted that the air-
relative velocity sensors (airspeed and sideslip) are not used below 25.7 m/s (50 knots)
air speed.
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Figure 10 Rotor Dynamics Model

The nominal trajectory generator calculates both the nominal state and control vec-
tors and the linear system matrices as a function of time along a nominal trajectory.

The trajectory is made up of segments, some of which involve non-zero nominal dynamic
state rates. The dynamic states are u, v, w, p, q and r. The time-varying nominal is
constructed so that the total-value linear time-varying system responds to total-value
control commands, gT(t), much as a nonlinear simulation would. Hence, as the nominal

trajectory moves from one segment to another, the total system state should not respond
if a constant control command, ET(t) is applied. Figure 11 illustrates the implications

of this. Assume the nominal dynamic state is constant for t<t1 and t>t2. Hence, these
two values imply a nominal state rate X, For Xy to remain constant (as it should in the
face of constant gT), the perturbation state rate must exactly cancel the nominal state
rate (Ai = -io). However, to induce this six-element perturbation state rate, discontinu-

ities in a six element nominal "control" vector must be allowed. The six-elements are
formed from the four controls (GB, GC' Gs, GR) and the pitch and roll Euler angles (¢,0).

The resulting dynamic trim problem can be stated as follows:

A(48u g =1 [
)+ o]

where Av' contains the two Euler angles, Fxx (6x6) defines the effects of the dynamic
states on their own state rates and va (6x2) defines the effect of the roll and pitch

Euler angles on the dynamic state rates. G' is the 6x4 control input matrix describing
the control effect on the six dynamic states. The vector A(Eo) contains the discontinu-

ity in angular rates due to rolling and pitching on turn entry. Implementation of these
nominal state and control discontinuities A(Eo)' 4(Au), and A(Av'a results in a total-

value linear-time-varying helicopter simulation which responds much as a nonlinear simula-
tion would, but which can be 1mpgementea using linear system models.




TABLE 3

SENSOR SUITE AND ERROR SOURCES

EASTRFMENT
SENSOR MEASUREMENT BIAS SCALE FACTOR HOISE
Aagular Rate Gyro Roll Rate Yes Yeos Constant RMS
Pitch Rate Yes Yes Constant RMS
Yaw Rate Yes Yes Constant RMS
lleuding Gyro Yaw No No Constant RMS
-
Attitude Gyro Roll Yeos, Yn: Constant RMS
Pitch Yeos Yes Constant RMS
Accelerometer Longitudinal Yes Yes Constaat RMS
Lateral Yeos Yes Constant RMS
Normal Yes Yes Constant RMS
Alrspeed Air Relative Yes Yes Constant AMS
sid Veloeity
eslip Sideslip Yes Yes Constant RMS
Altitude Pressure Altitude| Yes Yeos Cnnstant RMS
Spherical MLS Range Yes Yes Constant RNS
Azimuth Yes No Range-~-Dependent
Elevation Yes No Range-Dependent
or
Trilateration MLS North Position No No Range-Dependent
Last Poeition No No Range-Dependent
Altitude No No Range-Dependent
North Velocity No No Range-Depeadent
Tast Velocity No No Range-Dependent
Altitude Rate No No Pange-Dependent
*The attitude gyro incorporates an erection mechanism which
nulls the bias. However, the erection mechanism cuts out
during s steady-turn. allowing the attitude gyro to drift.
R-31637
%
Xy by
ax
3
ey
L r
ay
-
T

Figure 11

System Response Along an Accelerated Nominal
Trajectory for Constant Total States and Controls.

‘E = [u,v,w,p,q,r], ue= [GB'GC'GS'GB]'
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SIMULATION RESULTS

Linear Time-Invariant Model

The DFCS and helicopter comprise a hybrid system, some of whose components are de-
scribed by differential equations and some by difference equations. For linear-time-
invariant response analysis, a closed loop system is formed in discrete time and trans-
formed into a continuous-time equivalent system'by a matrix logarithm. The eigenvalues
and eigenvectors of the resulting continuous-time equivalent system can be used to com-
pare optimal to scheduled controller accuracy and to compare the different controller
designs. Table 4 compares open loop and scheduled closed-loop eigenvalues at a primary
design point (80 kt straight and level flight). In addition to the classical aircraft
modes, the controllers iptroduce new modes associated with the control system integrators
and low-pass filters.

Although closed-loop eigenvalue locations are not used as an indicator in controller
design, they exhibit good control characteristics. ~Short period and Dutch roll complex
pairs fall well within the requirements of military specifications -F- 0 (Ref. 10)
as does the roll mode time constant. other complex pairs have damping ratios greater
than 0.5. Noteworthy observations are 1) the attitude systems have slow velocity modes
(real phugoid (speed) and closed-loop 'spiral') in order to meet the angle command steady-
state requirements, 2) the low-pass filter natural frequency locations are in close
proximity to open-loop natural frequencies, and 3) the scheduled eigenvalues remain near
their optimal counterparts (not shown), but with increased damping in most cases.

TABLE 4

COMPARISON OF SCHEDULED EIGENVALUES AT
41.2 m/s (80 kt) STRAIGHT AND LEVEL FLIGHT

OPEN LOOP P1 ATTITUDE PIF ATTITUDE PIF VELOCITY
DYNANIC
MmoDR C™Y s, T, gy [N T, y L T, g c. T,
rad/sec - sec rad/sec - sec rad/sec - sec rad/sec - sec
SHORT PERIOD 0.359 -~1.77° - 2.92 0.830 = 4.08 0.892 = 3.7 0.878 =
_ 0.408 0.681  _

PHUGOID 0.258 0.3432 1.83 0.754/40.6 2.10 0.592/41.7 1,99 0.500
DUTCH ROLL 0.304 -0.190 - 2.60 0.595 - 2.61 0.63% = 3.08 0.663% .
ROLL - - 0.899 = = 0.332 = = 0.630 - - 0.685
SPIRAL = =] 38.77 = S 13.¢ o = 13.77 0.534 0.7%7 -
READINC - - - 2.26 0.863 - 2.37 0.504 - 2.38 0.66 -
{y OR '.'vx o = 0.462 - - 1.41 0.408 0.681 -
t. OoR (v' = o 0.433 - - 1.18 0.524 0.7%7 -

6 NONT 3.26 0.863 - 2.37 0.584 - 2.3% o0.e61 -

CV. 1.6 0.7%4 - 3.10 0.582 - 1.99 0.%0 -

K' 1.32 0.981 - 1.29 0.979 -

te 1.32 0.961 - 1.29 0.979 -

NONE NONE
g 1.12 0.940 - 1.00 0.778 -
(. 1.12 0.%40 - 1.00 0.77% =

*Two resl roote

Comparisons of eigenvalues over a range of velocities shows that PIF increases the natural
frequency of Dutch roll and short period as velocity increases, while concurrently de-
creasing the low-pass filter bandwidths, Eigenvalues for PI remain fairly constant over
the operating range.

‘Controller-Filter Simulations Without Measurement Errors

Command responses of the scheduled-gain DFCS with operational filters in the feedback
loops (but without measurement errors or noise) are presented in Figs. 12 to 18. Figure
12 illustrates the response of the PI attitude command law to a 3.28 m/s (10 fps) step
command in vertical velocity at hover using the TRI-ECF filter. The TRI filter relies
heavily on the velocity measurements from the multilateration system at the hover point
to produce this accurate response. The PIF attitude command control law response to a
0.1 rad step command in roll angle is shown in Fig. 13, and it can be seen that the design
criteria are met.
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The PIF attitude command control law response to a 0.1 rad yaw command is shown in
Fig. 14. This command is not accompanied by the appropriate turn coordination subcommand;
hence the aircraft is held at a sideslip by the steady-state gang cyclic command. The
yaw angle response has a slightly excessive overshoot using the filtered measurements,
although rise time is unaffected. This is caused by the filter lags, which also result
in the errors in the northerly velocity estimate.

a) PERFECT MEASUREMENTS
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Figure 14 PIF-Attitude Yaw Angle Response (TAS=41.2
m/s (80 kt), Heading = 135 deg, S&L Flight)

The pitch response of the PIF attitude control law with the rotor and actuator dy-
namics included is shown in Fig. 15. The response requirements and response without
actuator and rotor models are also shown. The figure illustrates the reduction in damp-
ing caused by the additional lags in the vehicle model. Figure 16 shows both the differ-
ential collective command and the value actually exerted on the helicopter after the
command is passed through the actuator and rotor dynamics. Computational time delays
have a similar effect on the vehicle response: the damping decreases (shown by increased
overshoot), but the rise time remains constant. Time delays up to 90% of the controller
sample period have been tested without producing an instability, although the vertical
velocity overshoot increases to 17.3% at 90% sample period delay as compared to its zero-

delay value of 11.1%.
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Figure 16 Differential Collective Command and Actuator/Rotor Output

Measurement Error Effects

The selection of command vector, controller structure and sensor suite to provide
best vehicle response in the presence of unavoidable sensor errors and measurement noise
is discussed in this section. Both attitude and velocity command vectors have been test-
ed. Although the velocity command vector provides better body-axis velocity control
(Table 5), its angular control (especially roll) is worse than the attitude command vec-
tor's performance (Table 6). Hence, the earth-relative velocity is controlled more effec-
tively by the attitude command vector (Table 7). The northerly and easterly velocity
errors are correiated such that most of the horizontal velocity command error is normal
to the velocity vector. This is caused by velocity command controller roll control which
is insufficient for these noise levels.

P S W NS,
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TABLE 5

BODY-AXIS VELOCITY STANDARD DEVIATIONS
33.5 m/s (65 kt) STRAIGHT FLIGHT

VELOCITY PIF, VELOCITY PIF, ATTITUDE
COMPONENT COMMAND COMMAND
& 0.04 m/s 0.04 m/s
(0.12 fps) (0.12 fps)
v 0.3 m/s 0.7 m/s
(1.0 fps) (2.3 tps)
§ 1.2 m/s 1.3 m/s
(4.0 fps) (4.1 fps)
TABLE 6

BODY ATTITUDE STANDARD DEVIATIONS
33.5 m/s (65 kt) STRAIGHT FLIGHT

ATTITUDE PIF, VELOCITY PIF, ATTITUDE
ANGLE COMMAND COMMAND
¢ 1.3 deg 0.15 deg
8 0.5 deg 0.4 deg
'] 1.1 deg 1.0 deg
TABLE 7

EARTH-RELATIVE VELOCITY STANDARD DEVIATIONS

33.5 m/s (65 kt) STRAIGHT FLIGHT AT 135 DEG HEADING

VELOCITY PIF, VELOCITY PIF, ATTITUDE
COMPONENT COMMAND COMMAND
; 0.3 m/s 0.12 m/s
x (1.0 fps) (0.4 fps)
v 0.3 m/s 0.05 m/s
y (1.0 fps) (0.15 fps)
v 1.2 m/s 1.2 m/s
z (4.0 fps) (4.0 fps)

The PIF controller structure does provide a smoother control output than the PI
controller, as can be seen by comparing the yaw command responses in Figs. 17 and 18.

The control signal deviation from its trim value is about three times larger in the PI
system than in the PIF system, and the PI control signal contains higher frequency devia-
tions. PIF and PI produce comparable magnitude outer loop responses, although the angular
rates and control deflections the Pl controller produces are much larger than those from

the PIF controller.

The choice of sensors primarily revolves around air-data and radio navigation sensors,
Body-axis velocity estimation errors are listed in Table 8 for three situations. The
fourth possibility (MLS at short range) can be expected to perform almost as well as TRI
at close range. The true air-speed and sideslip sensors provide significant information
in the long-range cases, as can be seen in the w channel, where no angle of attack sensor

is available. 3hort range velocity estimates by the TRI estimator are very accurate,

At



velocity of a similar magnitude.
listed in Table 9.
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TABLE 8

BODY AXIS VELOCITY ESTIMATION ERROR STANDARD DEVIATIONS
AS A FUNCTION OF RADIO NAVIGATION AID

Yaw Angle Response Due to PI Attitude Command Controller:
Pilot Command ch-5.73 Deg at T=4.1 Sec

VELOCITY TRI TRI MLS
COMPONENT SHORT RANGE LONG RANGE LONG RANGE
= (1 km, 1/2 nm) (5 km, 2.5 nm) (5 km, 2.5 nm)

0.1 m/s 0.2 m/s 0.3 m/s
u (0.4 fps) (0.7 tps) (1.0 tps)
s 0.24 m/s 0.46 m/s 0.3 m/s
(0.8 £ps) (1.5 fps) (1.0 fps)
v 0.15 m/s 1.5 m/s 0.9 m/s
(0.5 fps) (5.0 fps) (3.0 fps)

The inaccurate w channel estimate at long range translates to errors in vertical

These errors result in altitude estimation errors as
At the long range, the TRI system produces its altitude estimate

primarily from the relatively inaccurate baro altimeter,
what longer than the TRI designed maximum range of 4 km (2 nm).
tem performs better than the TRI system at ranges beyond about 4 km (2 nm), but the TRI
system, with its all-aspect capability and excellent close range position and velocity
estimates, may be desirable for actual landing zoue navigation.

Note that this range is some-

In summary, the MNLS sys-

A radar altimeter could
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improve the long-range TRI vertical channel, as well as being useful to an MLS system at
close range.

The choice of command vector and sensor suite are closely lirked. A velocity command
vector appears to require more accurate state measurements than the sensor suite used in
this simulation series provides, except possibly at short range with trilateration. How-
ever, if this velocity estimation accuracy can be achieved, the velocity command structure
seems ideally suited to precision position and velocity control, especially at low speeds.
The attitude command vector is more oriented to on-board angular sensors, and seems ideal
for enroute control, and is probably a desirable command vector for pilot control of the
vehicle,

TABLE 9

ALTITUDE ESTIMATION ERROR STANDARD DEVIATIONS AS A
FUNCTION OF RADIO NAVIGATION AID

TRI TRI MLS
SHORT RANGE LONG RANGE LONG RANGE
(1 km, 1/2 nm) (5 km, 2.5 om) (5 km, 2.5 nm)

0.4 m >15 m 2.4 m

(1.4 ft) (>50 ft) (8 ft)

For both command vectors, the PIF structure provides smoother response with much less
control motion than the PI controller. The low-pass filter dynamics in PIF assist in fil-
tering out residual noise in the state estimates. It appears that more sophisticated fil-
ters with smoother state estimates could operate well with a PI controller structure.

The proper trade-off between fiiter and controller complexity is certainly an area of pos-
sible further research.

CONCLUSIONS

The development and computational testing of the VALT DFCS are outlined in this pa-
per. The digital flight control system is based on the design of gain-scheduled control-
ler and filter algorithms using linear systems analysis techniques. Specific conclusions
follow:

Controller Design - The controllers are designed using digital control techniques,
but they minimize an analog performance index. The slow sampling rates which are possible
using this design method produce good vehicle response even in the presence of large com-
putation delays, actuator lags and estimator lags. Although both the PI and PIF struc-
tures provide fast and accurate response to commands when using accurate state estimates,
the PIF controller structure produces more desirable response in the presence of noisy
state feedback.

Gain Scheduling - Control and filter gains can be scheduled as a function of a few
flight condition variables and still capture most of the gain variation from flight condi-
tion. Response quality of the scheduled gain controller is essextially unchanged relative
to the optimal design.

Command Vectors - In a noisy environment, the attitude command controller actually
regulated vehicle velocity more accurately than the velocity command controller. Velocity
control laws are superior to attitude control laws in the presence of vehicle disturbances,
such as wind. The choice hetween the two command modes depends on the intended applica-
tion.

State Estimators - The filters implemented here performed reasonably well in the
vimulation tests, despite their simplicity relative to a complete EKF implementation.
Because the filters are sub-optimal, with many unmodeled error sources, there is a strong
connection between filter design policy and controller design policy. The DFCS operates
in a much smoother manner with a PIF controller than with a PI controller, but smooth
response could probably be produced also by a more complex state estimator and a PI con-
troller.

Many of these conclusions will be tested by the planned flight tests of the NASA VALT
helicopter.
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AUTOMATIC FLIGHT PERFORMANCE OF A TRANSPORT AIRPLANE
ON COMPLEX MICROWAVE LANDING SYSTEM PATHS

by
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and
Earl F. Weener
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Seattle, WA U.S.A. 98124

SUMMARY

In May 1976, the National Aeronautics and Space Administration, through its Langley
Research Center Terminal Configured Vehicle (TCV) Program, participated with the Federal
Aviation Administration (FAA) in a demonstration of the U.S.A. microwave landing system.
This demonstration was conducted for the All Weather Operatlons Panel of the International
Civil Aviation Crzanization at the FAA's Natlonal Aviation Facilities Experimental Center.
During this demonstration the microwave landing system was utilized to provide the TCV
B=-737 airplane with guidance for automatic control on complex, curved descending paths
with precision turns into short final approaches terminating in landing and roll-out,
even when subjected to strong and gusty tall- and cross-wind components and severe wind
shear. The data collected from more than fifty approach flights during the demonstration
provided an opportunity to analyze airplane flight performance on a statistical basis
rather than on a single flight record basis as is customarily done with limited data repli-
cation. Mean and standard deviation data are presented for approach flight path tracking
pavameters. In addition, the adverse wind conditions encountered during these flights
are described using three-dimensional wind vector characteristics computed from the
extensive on-board sensor data.

1. INTRODUCTION

The National Aeronautics and Space Administration's Terminal Configured Vehicle (TCV)
Program is conducting analytical, simulation, and flight research which will support
improvements in (1) terminal area capacity and efficiency, (2) approach and landing in
adverse weather, and (3) operating procedures to reduce noise impact. (Reference 1) 1In
this research major emphasis is being placed on the development of advanced concepts for
application to avionics and display systems for aircraft operations in future terminal
area air traffic control systems. Particular emphasis is being placed on operations in
microwave landing systems (MLS) environments. One example of this effort is the partici-
pation of the NASA through the TCV Program with the Federal Aviation Administration (FAA)
in the demonstration of the U.S. national MLS to the All Weather Operations Panel (AWOP)
of the International Civil Aviation Organization (ICAQ). This demonstration took place
at the FAA's National Aviation Facilities Experimental Center (NAFEC) in May 1976. During
this demonstration the MLS was utilized to provide the TCV B-737 research airplane with
guidance for automatic control during transition from conventional to MLS area navigation
in curved, descending flight and in flare, touchdown and roll-out. It is the purpose of
this paper to describe the operational aspects and performance achieved during the demon-
stration. Flight profiles, system configuration, and operating procedures used in the
demonstrations are described, and performance results of the automatic flights are dis-
cussed.

The demonstrations to the ICAO of automatic flight performance of a transport type
aircraft on complex MLS paths consisted of a large number of replicated flights in the
same basic configuration. With these data as a basis, ailrplane flight performance can
be analyzed statistically on an ensemble basis across similar runs, rather than along
the time axlis as is more customarily done with limited data replication. Mean and devia-
tion type data are presented for airplane approach tracking parameters. Finally, these
flights were conducted in rather adverse wind conditions. Hence, this atmospheric environ-
ment will also be described using three-dimensional wind vector characteristics computed
from the extensive on-board sensor data.

This paper will briefly describe the U.S. MLS and the TCV B-737 airplane used in the
demonstration flights, followed by a description of the demonstration scenario and
approach paths. The tracking performance achieved on these paths under MLS guidance will
be examined in some detall. Finally, the wind environment, within which these flights
were conducted, will be quantified.

2. U.S. MLS

The U.S. MLS basically transmits three time-reference scanning fan-shaped radio beams
from the runway, as 1llustrated in Figure 1. One beam scans +6O from side to side of the
runway center at a rate of 13% times per second to provide azimuth (Az) referencing. The
second beam scans up 20° and down to a reference plane parallel to the runway surface at a
rate of 40 times Ber second to provide basic glide slope guidance (ELl1). The third beam,
which scans up 7%  and down to the same plane parallel to the runway at a rate of 40 times
per second, 1s used for flare guidance (EL2). A fourth nonscanning fan-shaped beam
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transmitted from a distance measuring equipment (DME) sitc¢ provides ranging information.
This DME beam 1is transmitted at a rate of U0 times per second and has an angular coverage
of 120° in azimuth and 20° in elevation. Time reference means that receiving equlipment
on-board tire aircraft will measure the time difference between successive "to" and "fro"
sweeps of the scanning beams to determine aircraft position relative to the runway center

l1ine and to a pre-selected glide path. This time-difference measurement technique gives
rise to the designation of the U.S. MLS as a Time Reference Scanning Beam MLGS.

3. TCV B-737 RESEARCH AIRPLANE

The equipment aboard the TCV B-737 research airplane includes all-digital integrated
navigation, guidance, control and display systems. A cut-away view of the alrplane shown
in Figure 2 1illustrates the palletized installatlon of the avionics and depicts a second
cockpit for research (aft flight deck, AFD). The value of the airplane for research pur-
poses is enhanced by several notable design features:

(a) The system functions are controllable and variable through software.
(b) The hardware is easily removed, modified, repaired, and installed.

(¢) Flight station changes are readily accomplished in the research cockpit, which
has a fly-by-wire implementation for control o the alrplane.

The arrangement of the AFD 1s shown in the photograpn of Figure 3. The center area
of the cockpit 1is seen to resemble a conventional 737 cockpit, whereas the area 1immedlately
in front of the pilot and copilot has been opened up by removing the wheel and wheel column
and replacing them with "brolly handle" controllers. This open area has been utlllzed as
the location for advanced electronic displays. The displays 1llustrated in Figure 3 con-
sist of an electronic attitude director indicator (EADI) at the top, the electronic hori-
zontal situation indicator (EHSI) in the middle, and the navigation control display unit
(NCDU) at the bottom. A control mode select panel, through which the pilot may select
from a variety of automatic and manual control modes, is shown located at the top of the
instrument panel and centered between the two pilots. The display system is all digital
and can be readily reprogramed with regard to formats and symbology for research purposes.
The NCDU is used to call up preplanned routes and flight profile information or for enter-
ing new or revised information to be displayed. 1Inserted information and flight progress
information can be called up on the NCDU for review. The EADI instrument provides basic
attitude information to control the airplane; the EHSI shows the horizontal plan of the
flight, either with a heading-up or north-up mode, and the flight progress. On 1t can be
displayed moving time slots in which the pilot can maintain position, manually or auto-
matically, for sequencing. Also, the dashed leader line projected frcm the nose of the
aircraft in the figure shown presents predictive information to the pilot as to where
the airplane will be (at its present turn rate) in 30, 60, and 90 seconds from the present.
Although the entire flight plan could be flown from the EADI alone, the EHSI adds greatly
to the clarity of the situation and provides long-term anticipation for the pilot.

L., DEMONSTRATION SCENARIO AND APPROACH PATHS

In July 1975, at the request of the FAA, the NASA agreed to participate in a flight
demonstration of the U.S. MLS capabilities to the All Weather Operations Panel (AWOP) of
the ICAO at NAFEC. The ground rules adopted for the demonstration were:

(a) Fly three-dimensional path (3-D) automatic, curved, descending approaches with
TCV B-737 navigation control laws and MLS guidance used for the curved-path
portions.

(b) Make transition from curved-path pertions to short, straight final approaches
and land with the autoland control laws modified to use MLS guidance.

(c) Perform flares using EL2 and/or radio altimeter signals.
(d) Perform roll-out using MLS guidance.
(e) Drive the TCV B-737 displays with MLS derived information.

The philosophical approach taken by Langley Research Center was to make minimum modi-
fications in the existing navigation, guldance, and control system and to derive all
necessary parameters from the ML3 data for interface with these systems.

The prescribed approach paths flown during the demonstration are shown in Figure 4
and consist of two paths typical of the types of curved, three-dimensional complex paths
which might be used to reduce overflight over nolise-sensitive areas, or eliminate con-
gestive or 1ntgrfer1ng flight traffic patterns. The first prescribed approach path was
called the 130" -turn approach because of the curved, descending 130° jeft turn onto a

short, three mile final approach. The second prescribed approach path conslisted of two

opposite 90° turns separated by a short intervening straight segment prior to the final
approach turn, and was designated the S-turn approach. Both of these prescribed approach
paths started at a nominal altitude of 4,000 feet and descended at a local 3° angle to

the runway.



As seen in Figure 4, take-off for the 130°-turn approach path was from runway 22
with the airplane controlled manually from the front cockplt during take-off. Shortly
after take-off, control was shifted to the aft cockpit, where a manual control wheel
steering (CWS) mode had been selected by the AFD pilot. Prior to encountering the first
way point, the AFD pilot selected a 3-D automatic area navigation (RNAV) mode for air-
plane control. This control mode used inertially smoothed DME/DME as the source of
guidance information. Altitude was maintained at 4000 feet until the way point indicaged
by "Be§in 3° descent" was passed. From this point the airplane continued descending 3
until Flare was initiated. After crossing the Az boundary and approximately 15 seconds
after crossing the EL1 boundary, the pllot received an indication of valid MLS data, at
which time he selected the MLS RNAV mode which used MLS data as the source of guidance
information. This latter event 1is noted as "MLS enable" in Figure 4. Just prior to
entering the final turn, the pllot selected Land Arm. The airplane continued to fly
under the MLS RNAV mode until both selected glide slope and lateral path were acquired;
then the control of the airplane was switched to autoland for control along the 3 nauti-
cal mile final approach. At an altitude consistent with the sink rate and altitude
criteria of the flare laws in the autoland mode, flare was initiated. Flare was executed
using EL2 and DME data as the source of vertical guidance information on most of the
touchdowns. On a few flights during the demonstration, a radio altimeter was used as
the source of vertical guidance information for comparison purposes.

The events along the S-turn profile are very similar to the events of the 130°-turn
profile, as shown in Figure 4, t may be noted that the S-turn profile resulted in a
greater time period of MLS RNAV than did the 130°-turn profile. On touch-and-go approaches,
control was switched from aft flight deck automat.c control to front flight deck manusl
control for the take-off portion of repeat flights. On landings that continued to & full
stop, roll-out was conducted in an automatic mode that used the Az team for runway center-
line guidance information.

A typical demonstration flight consisted of five approaches, four 130°-turns, and one
S=turn. Of these five approaches, the first four were touch-and-go landings while the
final one was a full stop with roll-out guidance on the runway. Both automatic approaches
continued through flare, decrab, touchdown, and roll-out. In total, over 50 separate
automatic approaches were conducted during this demonstration. It should be noted that
approximately 150 additional automatic approaches were conducted at NAFEC during pre-
demonstration development flights and post-demonstration flight experiments (Reference 2).
Over 40 manually controlled approaches were also flown after the demonstration using the
advanced displays of the TCV B-737 (Reference 2).

5. TCV B-737 CONFIGURATION FOR MLS OPERATION

The basic configuration of the TCV B-737 that was used during the ICAO Demonstration
18 illustrated by the simplified block diagram of Figure 5. It should be noted that the
original airplane was not configured to use MLS data for navigation, guldance, or control.
The principal task addressed was the integration of the MLS signals into the navigation,
guidance, and control laws and display formats of the original airplane that had been
designed to use INS, DME, ILS, and radio altimeter data. The major development effort
was directed at alrcraft antenna design and location, interface of the MLS receiver with
the navigation, guidance, and control system, and design of the MLS guidance signal
processor., Wherever possible, the functions of this signal processor were designed to
permit integration of MLS derived navigation, guidance, and control parameters with
existing laws of the navigation and guidance computer and the autoland computer with
minimal modifications to these computers. Minor changes were made to the existing dis-
play formats, with features added to indicate validity of MLS signals.

Detalls of the MLS processor are illustrated in Figure 6. As shown in this figure,
the inputs to the MLS processor from the MLS receiver are Az, R, EL1l, and EL2. These
signals were prefiltered to remove extraneous nolse and then transformed to a runway-
referenced coordinate frame which produced position data (x, y, z) relative to the
selected glide-path intercept point.

The function of the closed-loop estimator of Figure 6 was to produce estimates of
position and velocity parameters required for interface with the navigation and guidance
computer, the autoland computer, and the displays. The Air Data input to the closed-~loop
estimator consisted of calibrated airspeed and sink rate as derived from a barometric
altimeter. These two pleces of data were used to initialize the closed-loop estimator.
The Accelerations input to the closed-loop estimator was used to produce the quality of
velocity data required in the flight control system. These acceleration data were
extracted from the INS during the ICAO Demonstration.

The parameters derived from MLS data for navigation were latitude and longitude
deviations from the origin of the MLS runway-referenced coordinate frame. The latitude
and longitude origin values were known a priori and stored in the navigation computer.

It 1s then a simple task to determine the aircraft latitude and longitude. The MLS pro-
cessor outputs used for guidance are latitude, longitude, altitude to mean sea level,
north veloclity, east velocity, and sink rate. These MLS processor outputs and way points
defining the desired flight path which are prestored in the navigation and guidance com-
puter are then operated upon by the guidance laws %o produce path correction commands to
the autopilot while operating in an automatic RNAV mode.
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The MLS processor outputs to the autoland computer are gllide-path-angle deviation,
lateral-path-angle deviation, altitude to touchdown, vertical velocity, or sink rate,
and cross runway velocity. These inputs to the autoland guldance laws are processed in
the autoland computecr along with a prestored runway heading during the final approach to
produce pitch and roll commands to the autopilot. It should be noted here that airspeed
1s controlled by the autothrottle according to a preset alrspeed selected by the pllot.

Changes to the TCV B-737 configuration for the ICAO Demonstration may be 3een by

comraring Figure 7 with Figure 2, As shown in Flgure 7, three antenna locations were

¢lected for the demonstration. The C-band antennas on the tail and lower aft fuselage
were used for diagnostic purposes during the development flights. The C- and K,-band
antennas located above the front cabin were the primary antennas used for guidance. The
cabin-mounted C-band antenna was used to recelve Az, ELl, and R signals, and the K,-band
antenna was the recelving antenna for EL2 signals., The MLS receilvers, processor, and
special MLS signal recorders are shown located Just in front of the aft flight deck.
Special in-flight diagnostic osclllographs and a backup ML3S recciver are shown located
at the right rear of the airplane.

6. DATA ACQUISITION SYSTEMS

The TCV B-737 on-board, real-time data acquisition systems consisted of the Piloted
Aircraft Data System (PADS), the Flight Control Computer (FCC) data formatter, and the
Navigation Computer Unit (NCU) output bus. The TCV B-737 PADS constitutes a general
purpose data acquisition and retrieval system. For the MLS flight demonstrations, the
PADS was configured to digitize at the rate of 40 samples/second. The basic word length
is 10 bits per word. Data recorded on this data acquisition system originate in the MLS
Processor, the NCU, the FCC and several dedicated instrumentation transducers located
throughout the airplane. The data formatter receives digital inputs from the Flight
Control Computer Interface Unit (FCI) and reformats them into a serial, digital signal
that is recorded on wideband magnetic tape. Twenty-five different triplex sets of FCC
sources are selectable for recording. The sample rate of this data acquisition system
is approximately 20 samples/second with a 16 bit word length.

On-board data are also acquired from the data output bus of the NCU., This ARINC 561
format data bus is software controlled within the NCU. The sample rate of this system is
approximately 8 samples/second with a word length of 24 bits. Outputs of these three data
acquisition systems were recorded on wideband magnetic tape.

The NAFEC phototheodolite tracking system was employed to optically track the air-
craft during the initial and final approach phases. Position information in an orthogonal
coordinate system with origin located at the center of the MLS azimuth antenna array was
derived from tracking elevation and azimuth angles from at least two and usually three
tracking towers. These data were digitally filtered to reduce the noise level of the
position information. The sample rate of the theodolite data 1is 10 position samples/
second.

7. DATA ORGANIZATION AND PROCESSING

The MLS demonstration consisted of numerous flights on either of two specific pre-
scribed approach paths, with the configuratior of the TCV B-737 experimental systems
remaining unchanged throughout. Because of the unusually large numbers of flights, it
becomes meaningful to asx what the average values and statistical variations of the
flight parameters were. In other words, the flight data acquired constituted a data base
suitable for across approach ensemble statistical analyses.

However, several fundamental obstacles had to be circumvented before statistical
summarization. First, the time-referenced data describing any single approach were con-
tained on four physically separate magnetic tapes at different sample rates. Data from
these four sources had to be combined on a single storage device with a common time index.
Secondly, after the data sources from a specific approach were correlated, there was still
no means to readily align the data from separate approaches. Ground speeds were not the
same from one approach to another. Consequently, a given time interval did not correspond
to the same distance along the approach path from one approach to another.

Without a common independent or reference variable it was difficult to compare per-
formance on one approach with that of another approach at an equivalent point on the
prescribed approach path., To facilitate this comparison, an independent variable which
was common to all approaches was defined.

The occurrence of most events during an approach was systematically correlated to the
progress or position along the prescribed approach path. Since only two different pre-
scribed approach paths were utilized during the demonstration flights, a reasonable
independent variable with which to correlate data between flights on the same approach
was the distance from the glide path intercept point along the prescribed path.

The value of this independent varilable, L, was defined to be the point on the pre-
scribed path closest to the actual tracked position as shown in Figure 8. With the data
subsequently referenced to points along the prescribed path, data corresponding to a
particular point on the approach could be calculated by a linear interpolation. Conse-
quently, for each of the two approach paths all the respective flight data could be
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compared at common spatial points. In addition, since all flights had identical final
approach segments, this final data set consisted of all approaches combined. This
process is 1llustrated graphically in Figure 9.

To recapitulate, it was desired to compare performance data from similar approaches.
To do this, the basic time-referenced data were transformed to a distance reference.
The chosen distance reference was the scalar distance from the glide path intercept
point (GPIP) alorg the prescribed approach path. With the resulting distance-referenced
data base, statistical analyses of the flight data could be performed across the set of
similar approaches at equivalent points along the prescribed approach paths. For example,
the mean value of some variable at a specific distance from the GPIP could be readily
computed from this distance-referenced data base. In fact, these computatlions have been
performed at relatively small intervals along the initial and final approach segments,
resulting in mean and standard deviation descriptions that appear to be almost continuous
along the prescribed approach path.

It is important to note that thls across-run, ensemble approach was necessary because
the system characteristics are not stationary in a statistical sense: gains, sensitivi-
ties, modes and control laws vary with progression along the approach path.

8. TRACKING PERFORMANCE

The automatic flight control system operation during the MLS portion of the approach
consisted of two segments. The outer curved position prior to final approach was flown
in an area navigation mode while the straight final approach through flare, touchdown
and roll-out was flown in an autoland mode. The guidance control laws associated with
each of these modes were substantially different. Concurrently, there are two sets of
lateral and vertical deviation variables, one set corresponding to each of these two
guldance modes.

Figure 10 presents the lateral guldance signals for a typical 130°-turn approach
culminating in a full stop landing. The upper trace is the lateral deviation from the
prescribed path during the area navigation mode and the lower trace is a similar devia-
tion for the autoland portion. It should be noted that these two quantities are defined
with reversed signs, as indicated on the left of the figure. The independent variable
is the along-path distance from the glide path intercept point, GPIP., The path length
in this figure corresponds to the interval starting from navigation about 8 nautical
miles out and ending about 2/3 nautical miles past the GPIP., The change to autoland
operation occurred at approximately L = 19,000 feet from the GPIP, shortly after com-
pletion of the turn-to-final.

The initial value of lateral deviation, XTK, at TRSB ENABLE (right-hand side) indi-
cated an apparent error in tracking. This initial XTK deviation was the result of: (1)
the transition from DME area navigation to the more accurate MLS area navigation, and
(2) the initialization of the MLS Processor which produced transient MLS area navigation
outputs. Frequently, in excess of 10,000 feet of path after TRSB ENABLE was required for
the 1nitialization transient for this particular filter to decay. Thils is exemplified
in Figure 10 by the rapid swing from an initial left (negative) XTK to a right (positive)
XTK of approximately 125 feet.

Following the change to MLS autoland control laws, the lateral deviation is repre-
sented by the variable DELYSK. As i1llustrated in Figure 10, the maximum values of
DELYSK are much smaller than those of XTK. Also, the system dynamics indicated by the
behavior appear to be stiffer, with higher frequency components than are evident on the
XTK signal. The tighter control of the airplane, as manifested by the decrease in the
magnitude of the DELYSK guldance signal, was a result of the higher gains in the auto-
land localizer track control law.

Vertical path tracking performance for the same flight is shown in Figure 11, As
was the case for the lateral axis, two control laws were used during the MLS guidance
portion of the approach. However, the point of transition from MLS area navigation to
MLS autoland occurred earlier than in the lateral case. For this partlcular approach,
transition occurred at approximate.; 27,000 feet from 3PIP, This corresponds to a point
approximately halfway around the 130° turn~to-final approach.

As in the lateral case, two variables represent vertical deviation: HER during area
navigation and DELHSK during autoland operation, HER and DELHSK have reversed signs:
positive HER means the airplane is below the prescribed approach path while positive
DELHSK means the airplane is above the prescribed approach path, as indicated on the
left side of Figure 11. The disparity between the two vertical deviation variables at
the transition point from one control law to the other 1s primarily due to the difference
in descent profiles. On the outer curved portion, the descent angle 1s 3°, but measured
with respect to the local vertical, On the inner gortion, the descent angle 1s still 3°
but now measured along the extended runway centerline and with respect to the horizontal
runway plane which 1s tangent to the earth surface at the GPIP. The outer curved portion
of the approach is above this 3° glide path plane, descending into it from the side during
the turn-to-final. Consequently, the switch to autoland control laws prior to inter-
ception of the straight final approach course results in an apparent error above the
course.
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As stated previously, the demonstration flight series consisted of more than fifty
approaches with more than forty of them being 130°%-turn approaches and about ten S-turn
approaches. All valid tracking data for the 130°-turn approaches were restructured and
transformed to dependence on path length, as described earlier. With all similar
approaches indexed in this manner the average deviation occurring at speciflc distances
from GPIP could be calculated. 1In fact, the average deviation was computed across the
ensemble of 1309-turn approaches at 200 foot intervals along the path starting at GPIP,
This 1s shown for the outer segment of the 130°-turn approach course in the upper portion
of Figure 12. In general, the beginning of valld data occurred at different points for
the various individual approaches. Consequently, the right-hand side of Figure 12 has
greater variability (the progression of time along these approaches is from right to left).
The lower portion of this figure shows the 20 (twice the stindard deviation) value of the
deviation about the mean at the corresponding distances along the path. For distances
further out than approximately 40,000 feet, the mean and 20 values show the effects of
MLS filter initialization transienta. The mean deviation at 40,000 feet is about 60 feet
to the right with a 20 of ali st 250 feet. However, during most of the 130°-turn-to-
final the mean position 18 to the left side of path and somewhat closer. The tracking
also becomes much less variable as indicated by the decrease of 20 to about 70 feet, 1In
other words, throughout the 130%-turn, the airplane tracked the computed path with a mean
error of less than 50 feet.

Similar data for the S-turn approach is shown in Figure 13. Note immediately the
absence of the initialization transient that was encountered for the 130°-turn approach.
Because of the particular geometry of the S-turn approach, the MLS signsl processor
received valid MLS data for a considerable distance prior to engagement of the MLS area
navigation mode., Consequently, initial transients had subsided prior to the beginning
of the MLS guldance usage. The mean and 20 are somewhat less smooth locally because of
the smaller sample size. Beginnings and endings of turns appear to cause the greatest
perturbations of the mean lateral deviations. These deviations are generally less than
50 feet. The 20 history also seems to be loosely correlated with the entries and exits
of turns. 1In this case, the 20 deviation about the mean is still generally 50 feet or
less.

Mean and 20 statistics for vertical deviation on the 130°-turn approach are shown in
Figure 14. From the right hand side of this figure, it appears that vertical error was
also affected by either the filter initialization transient or the step increase in guid-
ance accuracy or both, Nevertheless, after the initial 6000 to 8000 feet, the maximum
vertical position error is less than 20 feet and typically less than 10 feet. The 20
value also remains less than 40 feet after the initial error decay.

Similar data for vertical deviation encountered during the S-turn approach are shown
in Figure 15. 1In general, the mean error and the 2¢ deviation are smaller than the values
resulting from the 130 -turn approaches. The maximum mean vertical deviation 1is about
15 feet and occurs during the straight segment between the two 90° turns. The greatest
20 deviation during the initial approach is about 30 feet from the mean. So far, both
lateral and vertical deviation on the initial portions of both the 130°-turn and S-turn
approaches have been presented. The following paragraphs will consider these tracking
deviations on the final approach segment.

Since the final approach segments of both approaches were identical, the data from
both approach types were combined into a single data set. The lateral deviation variable
for this segment is DELYSK which was computed in the MLS signal processor. This lateral
deviation is presented in a slightly different form in Figure 16. The center trace is
the mean value as before. However, the 20 value is added and subtracted from the mean
giving both mean plus and mean minus 20 traces. This 1s essentially the envelupe within
which the airplane normally remained. (The sign convention is reversed from that of HER
on the initial approach segment.). At the right side of this figure the airplane has just
completed the turn-to-final with an average overshoot to the right of less than 20 feet.
The initial 20 envelope is about 200 feet wide but collapses very rapidly to approximately
20 feet wide as the GPIP 1s neared. The distances of L = 3800 and L = 2000 feet corre-
spond to heights of approximately 200 and 100 feet, respectively.

Careful examination of DELYSK at these positions reveals mean deviations of less than
7 feet and 5 feet, respectively, with associated 2¢ dispersions of about 10 feet at both
points.

The deviation variables presented thus far, XTK, HER, and DELYSK, were deviations
computed from on-board receivers and sensors. As stated earlier, the ground-based
theodolite at NAFEC was also employed to track the airplane.

In general, the independent theodolite tracking data agree well with the counterpart
data generated on-board. The theodolite tracking data over the initial approach segments
were often more variable than the on-board data largely because of weather related
obstructions to visibility and the absence of photo-correction to the theodolite data.

Figure 17 presents the ground tracked lateral deviation, DYA, for the final approach
course. The sign convention of this variable is opposite that of the on-board computed
DELYSK. Data over the final two nautical miles of the approach show very close corre-
spondence between these two data sources. The on-ground data show a greater mean over-
shoot following the turn to final. Note also that the 20 values increase substantially
at about 16,000 feet from GFIP. This is probably due to an optical loss of the airplane
by the ground tracking in this region during one or more of the approaches.
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The final type of tracking data to be presented in this paper 1s the vertical devia-
tion on final approach as measured both on-board, DELHSK, and on-ground DZA, Figures 18
and 19, respectively. These variables exhibit similar behavior over the final two nauti-
cal miles or more. At the points corresponding to heights of 200 and 100 feet, mean
deviations exhibited by the on-board data appear to be less than a foot while the on-
ground data show approximately three foot deviations. 1In either case, the 20 dispersion
is less than 8 feet. The right hand portion of these two figures show the vertical
deviations during roughly the last half of the turn-to-final. Transition to the MLS
autoland mode occurred before intercept of the final approach course. Agreement between
the two tracking variables is poorer durlng this portion of the turn-to-final. On-board
data in Figure 18 show an initial error above the prescribed path with a ramp-like
correction back to the path. This phenomenon 1s absent in the ground tracking data,
Figure 19. This completes the brief examination of the tracking performance of the NASA
TCV B-737 during the flight demonstration of the MLS.

9. WIND ENVIRONMENT

These flights were conducted to demonstrate MLS performance to the ICAO. They were
flown on a schedule constrained by demonstration considerations and were not flown simply
for flight test data generation. Consequently, the flights were conducted in weather
conditions more diverse and adverse than would normally have been encountered in engineer-
ing flight testing. As a result, it becomes important to quantify and characterize the
wind environment so that its effect on the flight performance can be accounted for.

During the post-flight data processing the airplane's inertial velocity vector and
the velocity vector relative to the air mass were computed. The vector difference
between these is the wind velocity vector. Malfunction of one of the data systems pre-
cluded computation for about 40%f of the flights. Figures 20 and 21 present the wind
speed and direction during the final approach segment. Mean wind velocity at the start
of the final approach is approximately 20 knots and decreases to about 15 knots in the
vicinity of the runway threshold. Concurrently, the 20 also decreases from about 15
knots to about 8 knots near the ground. Note that a wind velocity of 15 knots near the
ground corresponds to a velocity exceeded only 15% of the time, according to the FAA and
CAA certificatory documents (References 3 and 4).

Figure 21 presents the corresponding mean and 20 wind direction with respect to true
north. The direction shown corresponds to the orientation of the wind vector; not the
direction from which the wind 1s blowing. An average direction at low altitudes of about
50-60 degrees, as was the case during these flights, is especially significant since the
runway direction was about 30°., Consequently, the average landing was flown with a left
quartering taill wind of about 15 knots. This is far from a normal situation; the FAA
certificatory requirements on autoland systems are limited to 10 knots tallwind at most.

10. CONCLUSIONS

This paper presents a hirief summary of flight performance of the TCV B-737 Advanced
Guidance and Control System (AGCS) operating in the MLS terminal area environment. The
large number of flights in the same AGCS cont'iguration during these demonstrations to the
ICAO AWOP provided an unusual opportunity to analyze the flight performance on a statis-
tical basis. In addition, the three dimensional navigation facility represented by the
MLS presented another opportunity to examine flight on complex paths in the terminal
area and to carefully assess the future operational potential of these kinds of flight
paths for nolse, congestion and interference alleviation. Because of the extensive data
gathering capabilities of the TCV B-737 in conjunction with the NAFEC theodclite, ground-
based tracking facility, very thorough and accurate flight data recordings were available.
A further unusual aspect of this MLS flight demonstration series was the presence of an
exceptionally adverse atmospheric environment which was described quantitatively from the
flight data.

Finally, the flight performance data presented in this paper represents only a small
portion of the data resulting from these flights. Data from over fifty flights were
recorded. From the extensive recorded data, thirty variables describing the airplane's
flight performance were analyzed and are available. These data include navigation,
guidance, control, and tracking variables from both on-board and ground-based sources,
and a complete description of the atmospheric wind velocity vector throughout the initial
and final approach regions. For each of these thirty variables, the mean, standard devia-
tion, and histogram statistical descriptions are avallable. In addition, an individual
along-path history of each variable for each of the fifty-three approaches is avallable.

Of equal importance to the automatic flight performance were the advanced displays
that allowed the flight crew and observers to follow the flight situation and aircraft
tracking performance very accurately from the aft flight deck of the TCV B-737 research
airplane without outside reference. Elements of these displays enabled the pilots to
proceed after take-off toward the initial way point of the flight profiles, where auto-
matic 3-D flight was initiated. During the initial phase of automatic 3-D navigation,
elements of the displays were driven by conventional navigation signals, Upon entering
the MLS coverage region, MLS signals were used to drive the display elements for monitor-
ing of the automatic control system performance during transition from conventional RNAV
to MLS RNAV; curved, descendinz flight; flare; touchdown; and roll-out.

A
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The flights demonstrated the utility of the wide area coverage of the MLS for
curved, descending paths commencing with a standard RNAV approach into a terminal area
and continuation of this approach throughout the MLS coverage area and onto the runway.
The ability to fly precision curved navigation paths with use of MLS signals highlights
the potential of this system for design of noise alleviation and high-capacity flight
paths in a terminal area.
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ABSTRACT

In order to increase the accuracy of the landing time, this paper proposes corrections

of speed and heading to be made during the approach of the aircraft. Numerical simulations
including instrumentation, localization, navigation errors and wind have been

performed for four different aircraft on four approach trajectories. The comparison

of the results of 200 simulations in each case,with and without the corrections,

points out the improvement of the accuracy of the landing time due to these coxrectionl.
Flight tests also have heen made on commercial flights and the result of these tests

is included.

1. INTRODUCTION

In a previous paper [l] given at the AGARD Symposium on Plana and Developments
for Alr Traffic Control Systems (Cambridge, Massachusetts, May 1375), a method for
increasing the rxate of landings of aircraft was explained; shortly, it consisted in
controlling the velocity and the heading of tue aircraft while descending three times
between the TMA entry and the ILS gate which has been chosen at 3 000' on the glide.
It was then forecast that as soon as the plane entsred into the TMA, a landing time
was assigned to it ané the three commands radioed to the pilot helped him to reach the
gate at the proper time. The main object of the 197, paper was to determine a policy of
control which could be implemented within the present state of the art, without any
modification, either on board or on ground control station, except a slight increass
in the computer load ; the types of mathematical models of plane that had to be used
in the computers and the type of numerical data to fill in when the plane entered the
TMA were also anticipated.

The purpose of this paper is to compute the estimated accuracy which can be expected
with such a control and give the results of some flights which have been performed on
commercial planes of regular lines, i.e with planes and ground control Centers as they
exist novw without any additional equipment.

The studies about the optimal model have been completed and improved. The optimal
model is such that :

a) it is of the lowest order

b) the errors in distance at the end of a 21 km trajectory (case of one path in Orly

TMA)is a part of the width of the ILS entry gate ,It is recalled that for most
of ILS beams, the linear width of the localizer is 640 m (+ 320 m) for the linear
zone (+ 1.8°) and 3 600 m (+ 1800 m) for the wide capture zone (+ 10°). In the
previous paper, we compared a high order model (16th order) (that of the Mystdre 20
- Falcon 20 - equipped with a Tapir automatic pilot) w.th a collection of degraded
models up to the simplest first order modal that is :

L[]

LN 2L K
where ¥y is the heading of the a/c and ¢, the roll angle, It was shown that between
the highest order model and the simplest one, the error was 340m (on the reference -
path trajectory in the Paris - Orly TMA the length of which is 21 068m), i.e. adout
508 of the linear zone of the ILS beam.

This work was supported by the Service Technique de la Navigation Aérienne
under Convertion STNA 3/75/3B Clauses 6987 : "Etude de la précision de Navigation en
zone terminale d'aérodrome”

2. OPTIMAL MODEL ADOPTED

These computations have been considered because they ars at the heart of the
problem. Two hundred simulations will be computed for each of the 4 aircraft considered
and the 4 trajectories. A too high order model will lead to unnecessary computer time,
a too-low erder model will lead to unacceptable errors.
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To reach the best trade off, and on behalf of the previous studies [2] we start
from a complete non-linear model (model n® 1) including longitudinal and lateral
coupling. It is a 18th order model (between a roll command ¢ and the X Y Z motion of
the plane). We then consider a 8th order model at constant speed (no coupling between
longitudinal and lateral motions) and finally a 3rd order model which does not take
care of the dynamic of the plane during a roll motion (see Table 1)

Automatic A/C flight
Pilot mechanic
(AP) Servo Position XYZ
Y - 1 0 [ENT
e e (o 1 S L0
Model 1 v longitudinal
§ - l— 2
e R=| }0 $mg ! [*n 4 *_}_q L motion
PRI (Sl (SIS (P A e (e S .S ) e
X
e =l 2 81, : a8 1 ¢ [ ”  lateral
p 2 motion
j— &n n 5 r — v . ¢ 0!
8
L
M ~ 1 ¢
Glc L 51 ‘: X lateral
Model 2 ‘c 0 1 5 - 8 2 motion
- 6"0 —&n v —Y
1 o X
Model 3 c— O e e ey 4 =0 2 lateral
. ¢ —Y motion
v = 8‘4 o

TABLE 1
The tests were conducted over 4 procedures :

a. a roll sequence made of 3 time-slots of 15, 50 and 30 s duration with gradient
of 4°/s

b. a heading sequence represented by :

360° during 10
330° during 65
220° during 75
150°* during 80

made by the A.P. according to ¢ = K (v - ic)

)
)
)
)

c. a navigation with VOR/DMNE represented by
. initialisation at heading 360°
. capture of a 315° radial (VOR at a distance of 80 km)
. capture of a 225° radial (VOR at a distance of 40 knm)
. capture of a 150° radial (VOR at a distance of 15 kam)
da. navigation along real approach routes

These routes called Cl, l.l ( C for short trajectories, i.e¢ 54 km - L for long
trajectories, i.e 120°km) "will be defined later (see paragraph 4)

The xesults are summarized in Table 2 (next page).
Then the adopted model is defined by the following equations :

= in_the_vertical plane at_constant heading :

2
%nlv.c'-iqun-'r-rnln[;i-] -mV, -%-EL (1if¢)
i;l!'ulzc = F con (a+ e
3 a By wl “.'lll‘l.'f-l—'-l—a (drag)
4

l-v.l1n1+\rl“
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during a turn :

2 - cosy
P SV. cz ng Ty Fsein (a+w) m Va

[ Svi cx = Fcos (a+w) + mg sin y - m

o N N
-]
< QF
" o+

= g
v

V. cos § cos y + va

<.
]

V_sin ¢y cos vy + Vv

a b4

the following notations have been used :

t air density c )

p x coefficients (function of the angle of
8 : surface of reference C, attack )
V.x asrocdynamic velocity @ 1 engine setting angle
Vox ) Y t slope ¢ : roll angle
Vuy ) wind component on the 3 axis F : thrust (total) v : heading
v m : wmass of a/c
ve )

These equations suppose known the drag-lift curve of the plane, the thyust-consumption
curve of the engines, and the characteristic of the real atmosphere.

test 1 test 2 test 3 test 4
‘c sequence *c sequence short trajec- long trajec-
tory tory
Length of
trajectory 17 ka 17 ka 17 km 54 km 120 k=
Time flight
(w/model n®1) 230 s 230 s 230 s
errors between Long.error @ long. error:
models n®* t - 2 500 = S0 m 50 m 70 » 40 =
Lateral Lateral
error : 50 m error : 10 o
STEGEs Long.error i Long. error:
between models 29dis gt
Lateral Lateral
n*1-3 1250 = $eoLn 50 m erxor :170 m error : 50 b

TABLE 2
(Note : These comparisons have been made in standard atmosphere. It is assumed that

errors due to variations of atmosphere parameters are of the second ordar
and do not modify the conclusions )

3. ATMOSPHERE MODEL

This is a very important point; all the previous data concerned the a/c with regard
to the air, whereas the problem concerns the motion of the plane with regard to the
ground. Many parameters depend on the local air density, teuperature and pressure, some
of them are sensitive to the hygrometry of the air and all the data collected on board
are linked to these local parameters. A good atmosphere modelisation needs three phases :

1) the standard atmosphere model

2) the modelisation of the real atmosphere with regard to the standard atmosphere

3) the modelisation of the motions of the real atmosphere with regard to ground
(winds and turbulence)
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It is recalled that the standard atmosphere assumes that : the air is dry, the sea
level pressure is 1013.25 mb and the temperature 15°C; the temperature gradient is
«6.5°C/1000 m up tc 11 000m; above, the temperature is constant : =-53°C. These models
are worldwide utilized.

In this paper, we modelize the real atmosphere by introducing three variables
modifying the standard atmosphere :

- the ground pressure on the runway from which a sea level standard atmosphere is
computed

- the deviation from standard temperature

- for computation of temperature at flight level, it is sassumed that the temperature
gradient is the same in real and standard atmospheres.

The wind is basically represented by a fixed vector (of random direction and speed
between + 10 kts) to which a random vector is added. The two components of this vector
are supposed gaussiap with a o of 10 kts and a correlation time of 600 s. No vertical
component is considered. It is worth to note that the winés which are introduced in the
simulations of approaches have a "fixed vector” belonging to a random space.

4. ROUTES CONSIDERED

The trajectories are defined by their ground projection and constraints on the height
of the plane. Pour ground tracks have been considered [3] :

- two long trajectories L1 and L3 with entry level of :

190 for B 707

210 tor B 747

- two short trajectories Cil, C3, the starting point being the exit of the stacking of
Melun at flight level 70

TMA Orly (see Fig. 1)

Altitude constraints are : 2 = 3 000' at point C
Z = 4 000' at point D

The simulations have been made
- on trajectories L1 and L3 for B 747 and B 707
- on C1 and C) (injection in A) for B 727 and N 262

In this paper, only the results obtained on trajectories Cl1 and C3 are commented.

For each plane, the currently used descent trajectories have been considered for the
simulations. .
For example, in the case of the B 727, on trajectory Cl, the basic computations have

been made with the following assumptions (Fig.2) 1
- standard atmosphere

- alrcraft mass at entry point 65T

- £iight level 50

- entry speed 250 kts

- procedure 1

- flight along 360 MEL (VOR "from") ) flight level at constant CAS

- constant heading 308 ) descent at constant CAS - Residual thrust up
- capture of 76.3 of OL ) SeRi QOO ES

- flight along 76.3 of OL ) level off, deceleration up to 170 kts with

15¢ flaps at 220 kts up to glide interception
at 1000 ft

5. MODELISATION OF ERRORS DURING THE SIMULATED FLIGETS

8ix types of errnrs have been considered, the two first are due to the pilot when
he is fully responsible of the flight plane, the three lagt one are due to the ground
controllers when they interact with the pilot to monitor the navigation in the terminal
area, the last one is the error made on meteorological conditions estimation.

5.1 - Errors resulting from the control of the a/c

They are :

- a ctandard deviation ¢— of 3 kts is assigned to the prescribed
velocity
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- the error on the slope is proportional to the slope angle with a ¢~ of
0.125° in level and a ¢~ of 0.50 for a 5° slope

- a8 of 75 feet is assigned to the altitude

5.2 Errors due the on-board navigation instruments :

- for a constant heading on a VOR the error has ag—of 1.15* and for segment
at constant heading not pointed on a VOR, an error of 1° for O has been
introduced in the heading

- for the ILS, we take 0.2° at o—

- foxr the DME, we take 0.1 NM at o—

5.3 Exrxor attached to the moment of injection in the terminal area

Assuming that the arrival of the plane in the TMA is known a fev minutes
aheaaq, we take a precision of 10 s at 3 o— for the injection time
5.4 Exror of locationof the plane with regard to the ground grid reference

The error is supposed isotrope and constant along the trajectory 0.25 NM
at 3 o )

5.5 Error due to the reaction time of the pilot

We consider the time elapsed between the moment at which the controller has
a correct measursment of the position of the plane and the moment at which
the pilot reacts to the command transmitted by the controller to the crew
after the computation of this order.

A constant delay of 20 s to which a random delay of + 10 s at 30~ is added
takes care of the time for computation, time for transmission and time before
the pilot reacts,

5.6 Errors due to the wind

The winds indicated by the Meteorology are injected in the computer as a
first approach) errors are attached to thuse basic data. They are :

- a constant error along the trajectory with a random direction and a
velocity uniformly distributed between - 10 kts and + 10 kts

- two variable components along the two axes, with a zero mean value, a
deviation of 10 kts at 3 0 and a correlation time of 600 s,

- In the simulation, the meteo wind is supposed null.

6. PROPOSED CONTROL PROCEDURES

The basic assumptions are :

= the corrections, if necessary, are computed by the ground equipments because the
prescribed trajectory is known and assigned by the ground controller staft

= the data are transmitted by the normal VHP (voice channels)

= due to the occupancy of the frequencies allowed to the ground Control, we
assumed that only three reset commands can be radioed during the approach,
the duration of which is of the order of 250 - 350 s for ‘short trajectories
€1 or C3 and fast a/c (330 - 500 s for turboprop. slow planes) or 500 - 700 s
for long trajectories (4 or L3) and fast a/c.

- the resets must be easy to realisze, i.e they can concern only corrections in
velocity (with a threshold of 3 kts) or corrections in heading (with a threshold
of 1°)

For the best accuracy, on the expected time of arrival and easy control of the a/c
we suggest that the ) corrections be distributed as follows 1

- & velocity correction auring the level flight at the entry of the terminal sone
- & velozity correction during the descent
- & heading correction in level flight prior to the ILS capture
These corrections are referred to moments counted from the time of entry in the

sone of the a/c) then, if an erxror is noticed at the time of control, the flight profile
including these corrections is as follows (Pig 3.)

- acceleration (or deceleration) from the nominal speed Vy to a new speed Vj, computed
by using the mathematical model of the plane for which the actual parameters have
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been injected in the computer.
- level flight at vy
- descent at V; with idle thrust down to 3000 feet on €, (or 4000' on C3}
- deceleration in level flight up to point X at 230 kts

The chart t(AV4) : time to accelerate from Vy to V;, descent at Vj, deceleration
from Vi to Vp and the chart d(AVy) giving the distances have been modelized by polynomial
expansions of the 4th and 3rd degree, respectively.

If the correction is equal or inferior to 3 kts, the controller does not transmit
any correction.

For the second velocity correction, it is necessary to take into account both the
longitudinal error and the altitude error - Again, the functions t(vz,vl,h) and d(v,,
V,,h) are represented by polynomial expansions (3rd degree). The new profile
of descent is then as shown in Figure 4.

For the heading correction, the longitudinal and the lateral errors are taken into
account. If 4 and 4, (Figure 5) are the pro’ections along the ILS beam and along the
nominal ttljc&tory, he heading correctiondy to be assigned is derived from :

at = £, (8¥,4,) + £,(4y,4d,)

1
with '1 parabolic in Ay

22 linear with Ay
The correction must be lower than 15°

Fig. 6a and 6b indicate the times of corrections in roman figures (I,II,III) and

the measurement points on the route profile and height profiles (1,2,3,4,5) for one
of the plane simulated (B 727) of one of the trajectories (Ci)

7. RESULTS OF THE SIMULATIONS

For each type of the a/c and each approach trajectory, 200 simulations have been
computed : with the various errors described above, the dispersion of the time of
arrival results from these 200 cases [’l

The deviation ¢— has been computed for the 5 points indicated at Fig. 6. These
points are always the same for the different types of planes. Points 1,2,3 and 4 are
fixed with regard to time, point 5 is a geographical point located at 3000 ft on the
glide. Point 1 is 20 5 after the forecast time of sntry of the plane, into the TMA,
Point 2 {s located after the first velocity correction, point 3 after the second
correction. Point 4 is the point named X in paragraph 6; in this point, the fast a/c
are supposed to be at 230 kts and the slow a/c (N 262) at 150 kts.

For each point, the distribution of errors in altitvde, velocity, heading, position
(longitudinal and transversal) are represented. For point 5, the longitudinal error
is represented by the dispersion of the time of arrival.

It would be tedious to give the results of all planes considercd and the 4 trajec-
tories.

Below, one case (B 727 on trajectory Cy)is partially represented :

= Table 3 indicates the ¢ for the above parameters in points 1 to 5

B.727 on C

1

Point Altitude Speed Heading lateral error Longitudinal error

1 0.2 m 2.9 kts 0.6 * 21 m 460 m

2 37 B 8.7 kts 0.8 * 36 m 365 m

3 36 m 10. kts 6.8 °* 204 m 5286 m

4 9.9 m 5.4 kts 11,3 ¢ 368 m S15 m
S 17.6 m 3 kts 9.1 ¢ 391 m 251 m(242.5)
9 s = 810 m

Table 3
=In each case, o of the recorded error is indicated

= At point 5, for the longitudinal errox, the following additional parameters are indicated:

- averages time in seconds
- between brackets, the nominal time
~ @ {in seconds and its equivalence in distance
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- Figures 7, 8, 9, 10 and 11 give the deviation in point 5 only for the above parameters.
8. FLIGHT TEST

In order to verify in flight the results obtained by simulation, two series of
measurements were effected during regular flights, thanks to the collaboration of the
on-board officer M. Leluc.

For the first series, the following trajectories had been chosen :

Toulouse/Bordeaux (IT 7030) 06.45 07.25
Bordeaux/Roissy (1T 7030) 07.45 09.00
Roissy/Bordeaux (I 039) 09.35 10.45
Bordeaux/Toulouse (IT 039) 11.00 11.35

16 March 1977 ‘

Flights were made on Caravelle III (F~BNKJ), an aircralt for wuich the mathematical
model was not available. We therefore decided to simulate on Caravelle III the B 727
descent conditions for which simulation tests had already been made.

To that effect, we defined a descent rate(ft/mn) as a function of descent speed and level.
The on board mechanical engineer had therefor a table, an extract of which is given below:

s

levels Speed = 270 260 250 240 230
e L L N T .
150 2023 1917 1820 1735 1659 .
140 2005 1899 1802 1716 1640 :
130 1986 1880 1783 1696 1620
__________________________________ :
Table 4

The pilot kept constant the speed by acting on the slope; the mechanical engineer set
the descent rate in terms of the Table by acting on the throttle.

A special authorization had been regquested to the ground controllers before the TMA
entry in order to release the a/c of other traffic constraints.

The OK for descent and the two corrections during flight were given by a person (one
of the authors) located behind the pilot viewing directly the DME indicator, the
anemometer and having a chronometer.

Tables established for a quiet atmosphere allowed to give the necessary corrections
to be made to the pilot (the wind corrections were made later on according tc the meteo-
rological forecasts and ground local meteorology) the extracts of which are given in the
following paragraphs.

For the second series of measurements effected on the 24th June, the same trajectory
had been kept but to avoid the simulation of a B 727 on a Caravelle (with on-board
passengers), it was decided to make a rough longitudinal model of Caravelle IIX,

The same procedure was followed : during approach, the pilot maintained a full-
reduced speed (the mechanical engineer was not acting); the OK for descent and the 2 cor-
rections were given to him by a person (the other author)in terms of the DME, the
anemometer and the chronometer.

On the whole, these two series of flight, after corrections due to the wind, have
given almost similar results to those computed despite the difficulties of setting
the descent rate and the rather simplified computations (if compared with the ones made
for the N 262, B 747 and a B 727) in the second series of flights.

With respect to the first series of measurements, a few details are given below on
two trajectories (short ones requiring only two corrections) :

- the first one is the Toulouse Bordeaux flight for which the 1st correction was made on
speed and the second one on heading

= the second one was the Bordeaux Toulouse flight for which the two corrections were
made on speed.

Analysis of the Toulouse/Bordeaux flight :

a. Meteorological conditions : QNH 1017 mb
Winds 20,000 £t 180-200° 40-45 kts
Ground 160° 10~-12 kts
b. Landing runway in service ; 23

c. Forecast procedure : all distances are counted from the Bordeaux DME (114.4 MHZ)
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- Setting of descent : level : 160 = 31.1 NM
" 150 - 28.5 NM
140 - 25.9 NM

- Point of Entry in TMA : t = 0 located at 25.9 NN; then arrival forecast at t = 455 »

(7735"%) " at point Z = 3 000' on the glide

~ First set-up at t = 58 s_ : set-up of speed
nominal distance : 23.1 NM
= if the real distance is :

22.5 22.9 23.1 22.3 21.6
- then take (kts)
270 260 250 240 230

-~ Second_set-up at t_= 133 _s_(2'13"") 1 resetting of heading

- initial heading : 345°
- speed : 270 - nominal distance 21 NM

real distance 19.8 20.4 21 21.6 22.2
new heading 330 336 345 352 360
- speed : 260 - nominal distance 20.9 NM

real distance 19.7 20.3 20.9 21.5 22.1
new heading & 345 135 360

- spsed : 250 - nominal distance 20.8 NM

real distance 19.6 20,2 20.8 21.4 22.0
nev heading 3 338 345 352 360

- speed : 240 - nominal distance 20.5 NM

real distance 19.3 19.9 20.5 21,3 21.7
new heading 330 33e 345 352 360

- speed : 230 - nominal distance 20.2
real distance 19 19.6 20.2 21 21.4

new heading 330 338 345 352 360

4. Flight development

The a/c reached the TMA entry at level 140 to 350 kts with a mass of 38.12 T, the
OK for descent had been given at 25.9 NM.This point agreed also with the TMA entry,
t = 0 of time reference (local hour 07 16 58). The ETA (estimated time of arrival)
(3000' on the glide) was 7°'35",

At t = 58 s, the a/c was exactly at 23.1 NM (as to DME precision) so no correction
was necessary (speed was kept at 250 kts)

At t = 133 s, the real distance was 21.4 NM. The heading 352 was given to the
pilot.

The a/c, after lining up with the ILS, was 3000' up at 07 24 30, Li.e 7'42" after
the THMA entry.

Correction due to the wind

The meteorological forecast was indicating an altitude wind of 40 to 45 kts
(180 - 200)

The a/c was at 07:14 at Sauveterre's beacon. It had therefore received a 3/4 behind
wind whose axis component was about 28 kts for about 250 seconds.

Then, it received a front wind at 45°/55° on the left.
After computation, it was estimated that the net gain of time was about 20",

The correction on the a/c load (38.12 T) 4id not seem to be of great importance
on this approach (it was less than 5")

Finally, the analysis of the on-board recorder had shown a good stabilisation
of the descent rate but some fluctuations on the speed ( - 5, ¢+ 1 kts) around 250 kts)
then, after correcting the heading (352 instead of 345) a slight decrease of the average
spesd was observed : about 242 kts to which a slightly greater oscillation of about
*+ 5 kts had always to be added. Then the a/c had lost about 2% of the total time, i.e¢
about 9 seconds with reference to the prescribed time.

To conclude, we will say that the excellent rough coincidence (7'42" for 7'35")
stated) must be brought back to an error of about 18 s (7 + 20 - 9) for a nominal
time flight with all corrections made of 7'355", i.e 475 s (3,79%)
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Analysis of flight on Caravelle FBNXJ (flight IT 039 Bordeaux - Toulouse on 16.03.77)

a. Meteorological conditions : QNE 1020 mb - clear sky (CAVOK)
winds : 20 000ft 180-200° 20 kts
Ground : (at landing) 140° - 14 kts

b. Landing runway in service: 15

c. Forecast procedure : all distances are counted from the Toulouse DME (117.7 MHz)
- setting of descent : level 160 = 44.9 NM
150 42 NM
140 39.2 NM

250 kts had to be kept

- point of entry in the TMA 1 t = 0 located at 36.6 NM

then arrival forecast at t = 404 s (6'44") at point £ = 3 000’
on the glide

Nominal distance : 28.4 NM

- if real distance is 29,1 28.6 20.4 27.5 26.4
then take 270 260 250 240 230

- 2nd resetting at_t = 194 s_(3'14") 1 set up of speed

Speed : 270 kts - Nominal distance : 21.8

- real distance 21.8 21.5 21.1 20,9 20.7
nev speed 270 260 250 240 230

Speed : 260 kts - Nominal distance : 21.4

- real distance 21.8 21.4 21,1 20.7 20.4
new speed 7 230

Speed : 250 kts - Nominal distance : 21

- real (istance 21.8 21.4 21 20.6 20.3
new speed 270 260 250 240 230

Speed : 240 kts - Nominal distance : 20.6

- real distance 21.6 21.3 21 20.6 20.1
new speed 270 260 250 240 230

Speed : 230 kts - Nominal distance : 20.1

- real distance 21.3 21,1 20.9 20.5 20.1
new speed 270 260 250 240 230

d. .flight process : without entering into details, let us say that the a/c was at
level 150. The OK for descent was at 42 NM. Entry in TMA was at 36,6 NM (reference time
t = 0), then ETA = 404 s (6'44") later. The ist set up at 100 s brought the speed

to 255 kts. The 2nd set-up at 194 s (3'14") brought the speed to 245 kts. The a/c was
at the rendez-vous point (3000' on the glide) 6'40" after the point of reference t = 0

The wind corrections and lack of holding speed (recorder) lead to a 12" error,
i.¢ 2.97% ( it is to be noted that this was the fourth flight test made by the sanme
aircrew : the operating process was better especially the simulation of B 727 on
Caravelle III used for these fiights)

e, Analysis of other flights : they have given similar results, the error being
included between 3 to 4.2%, When writing this paper, the flight tape recordings on
24th June flight were not yet available, therefore not allowing a precise analysis.
The rough results remain coherent with the previous ones and show a slight improvement
(2.5 to 4%), that is, of course, if the tape recordings confirm this.

9. COMMENTS AND CONCLUSIONS

In the previous study, wvhen neither error was introduced in the wind nor in the
time of injection, the dispersion for a B.727 on Ci was 28 seconds. After the three
corrections, it amounted to only 9 seconds in spite of the additional errors introduced
(injection time and wind)

We have noticed that the average time of arrival was a little delayed with regard
to the nominal time : the corrections increased the average duration of an approach
of about one sigma. The results were about the same for aircraft of same velocity.
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To analyze in detail the influence of the wind and the inflience of the delay
between the time at which the measurement had been made by the controller and the time
at which the pilot reacted, two additional series of simulation had been performed
(B. 727 on C3). The conclusions were that the arrival time was not perturbed. Without
wind, the duration of the approach was 341 s, with a ¢ of 7 s (instead of 6.7 s).
Some results (343 s instead of 341 s; 0~ of 7.5 s) were obtained when no delay was
introduced in the simulations.

This means that the main cause of dispersion on the arrival time is the velocity
control and {ts follow-up by the pilot : simulations have shown that the dispersion
could be divided by 3 when corrections are accepted on a precast manner during the
approach (3 corrections); two sets of flights with regular commercial planes have shown
that the order of magnitude of the errxors computed wascorrect though the flight conditions
were not ideal (the SE 210 - Caravelle - was not modelized; its descent was adjusted
like the one of a B 727) .

This type of control made of 3 resets Aduring the approach could be implemented
soon because it doesnot need any additional equipment. It &s an intermediary step
before the automatic data link air to ground and ground to air appears .
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PROPAGATION INTEGRITY FOR
MICROWAVE INSTRUMINT LANDING SYSTEMS

Paul S. Demko
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Fort Monmouth, New Jersey 07703

SUMARY

Testing at airfields at microwmave landing system frequen-
cies, using typical realistic multipath geometries and proto-
typical microwave landing system antenna radiation patterns,
has indicated the existence of a multipath problem that must
be reckoned with if our next generation microwave landing sys-
tem, whatever it may be, is to provide the utmost in opera-
tional utility and safety. There is strong evidence to support
a contention that the choice of the correct polarization is
fundamentally the surest way to relieve our next generation
precision approach and landing systems fram the burden of un-
necessary miltipath signals. The data weigh heavily in favor of
circular polarization.

*Formerly US Ammy Avionics Laboratory
US Ammy Electronics Command
Jort Monmouth, NJ

Now Pa.lt of US Amy Aviation Research and Development Conmand
St. Louis, MW

INTRODUCTION:

Microwave landing systems require signals of the highest integrity if the utility and safety of the
system is not to be caompramised. It has become obvious through our multipath research over the last
seven years that the microwave landing system enviromment, in spite of the advantages offered by higher
microwave frequencies (when compared with ILS), is not a clean one. There will be, with few exceptions,
difficult and unique multipath situations to cope with wherever microwave landing systems will be an-
ployed. Certain system design problems we will be able to solve in a straightforward manner. One

phenamenon, ground lobing or ground multipath, can be controlled by proper antenna aperture size, height
and tilt for any frequency or polarization. Also, the required airborne antenna coverage can 11kely be
achieved with any polarization using contemporary designs and techniques. There is one adverse effect
remaining, that is, multipath generated by vertical structures or obstacles on the ground. It is this
problem that poses the single greatest challenge to microwave landing system designers and should compel
these designers to take advantage of every possible means to reduce miltipath effects to tolerable levels.
The choice of the correct polarization to reduce miltipath is fundamental. It is hoped that the evidence
presented in this paper will aid in making that choice.

1. Rationale or Purpose for Performing Propagation/Miltipath Research for Microwave lLanding Systems

It was determined prudent to investigate, as throughly as possible, the extent to which microwave
landing systems might be disturbed by multipath. It followed naturally that an investigation of the
relative merits of signal polarization should be a priority part of such an investigation, to determine
if one polarization or another could perform a useful role in reducing multipath interference to tolerable
levels. A successful multipath investigation would provide the sound data base from which an informed
choice of polarization could be made. Such a choice might determine whether or not the advantages in-
herent in our next generation microwave landing system could be utilized in a severe miltipath environment.

II. Specific Objectives of Research Performed

The primary objective of the microwave landing system propagation research was to provide a com-
prehensive data base for aiding system designers to choose the correct system polarization. To produce
such a data base, it would be essential to develop reliable techniques for performing 'real world'" multi-
path measurements at actual microwave landing system landing sites and to reduce the voluminous amounts
of data fram such measurements. If this could be acoanplished, the tools would exist that would allow
the system designers to make the correct polarization choice.

III. Technical Approach Selected and the Reason for its Selection

The approach selected to accomplish the sta.ed program objective was not as straightforward as one
might be led to believe from the stated objective. The first substantive test performed was a field teet
in which signals from a pulse modulated Ku-band landing system were reflected fram an airport hangar door
(Ref 1). This test was performed for two reasons: first to identify any multipath problem, if indeed a
problem did exist, and second, to demonstrate, if possible, any differenccs in multipath intensity between
vertical and horizontal polarization.




Results from this test indicated that the next logical step would be to determine and to catalog,
in some quantitative manner, the reflection coefficients of various practical building materials faor
those grazing angles which might be encountered in real world multipath situations. This was accamplished
by performing tests at Ku-band in an anechoic chamber (Ref 1).

Having now achieved sane quantitative '"feel" for the practical multipath physics and some ''feel" also
for the values of reflection coefficients for various building surfaces, it was next decided to see if
miltipath and polarization had any real significance in real, 'live'' microwave landing system precision
approach situations. Flight tests were therefare conducted by the Army Avionics Laboratory at Lakehurst
Naval Air Station, N.J., at Ku-band with a pulse modulated scanning beam landing system with horizontal
and vertical polarization (Ref 1). For these flight tests the microwave landing system receiver pro-
cessor was configured with video recording apparatus to record the beam envelope data and a strip chart
recorder to document the quality of guidance data presented to the pilot's flight instruments. The United
States Air Force has performed similar experiments at C-band using a vertically polarized doppler landing
system at Wright Patterson Air Force Base, CH (Ref 2).

The principal reflecting surface for the Army's Ku-band flight tests was a large metal corrugated
hangar wall. A site survey of civil and military airfields has revealed that a variety of corrugated
surfaces is quite common in all sorts of civil and military airfield environments. Therefore, it was de-
cided at this point in the research program to perform a rigorous analysis of the reflection properties
of periodic surfaces at microwave frequencies (Ref 3, 4, 5). The analyses performed applied to all three
system polarization possibilities, vertical, horizontal end circular and principally to system frequencies
of C-band and Ku-band. The behavior of both the specular and space harmonic modes of reflection was thorough-
ly examined. Analysis was also performed for smooth dielectric surfaces (Ref 6).

In the preceding tests, the location of the mltipath zones was predicted by assuming the simple ray
theory of radio propagation and applying trigonometric techniques to the camputation of the reflection
geametry. This seamed to be quite reliable. In fact, through analysis and camputational techniques de-
veloped during the study of periodic surfaces, even the lo~ation of the space harmonic reflections fram
corrugated surfaces could be predicted with great accuracy. However, to verify this procedure and to pre-
dict the behavior of microwave landing system propagation over runway humps or oSther such anomlies, an
optical modeling experiment was performed (Ref 7, 8). The optical modeling was later expanded to physical
millimeter wave radio frequency scale modeling of microwave landing system mul:iipath effects at 70 Giz for
both linear and circular polarizations (Ref 5). The principul reason for the 70 GH= tests was to obtain a
manageable means of expanding the reflection coefficient data base for periodic surfaces and to verify the
thecretical analysis of periodic surfaces performed earlier.

Up to now, no mjor consideration had besn given to the use of circular polarization to reduce micro-
wave landing system miltipath effects. It seemed that there might be same merit to the use of circular
polarization, particularly for reducing multipath reflections from smooth metallic surfaces. Therefore,
the next major work unit accomplished was a detailed system analysis of circular polarization (Ref 8).
This analysis, performed by Meyer Associates, Inc., under contract to the Army Avionics Laboratory, consid-
ered,in detail, circular polarization (CP) variables such as (P reflection coefficients, system degradation
due to antenna ellipticity and the feasibility of practical ground and airborne circularly polarized anten-
nas. During this analysis, a low speed computer technique was developed for determining the character-
istics of reflections fram conposite surfaces for any form of polarization. As will be seen, this tech-
nique was later expanded into a high speed data reduction and similation tool for determining the multi-
path signatures of landing areas serviced by a micromave landing system.

All of the preceding tests and analymes did, of course, produce a great deal of significant data, but,
even more importantly, they provided the background required to finally attack, in earnest, the stated
program objective. We were now prepared to conduct full scale microwave landing system multipath tests
with realistic system geametries, polarizations and frequencies at operational airfields of the type that
would most likely have a requirement for a micromve landing system. This was accomplished through a joint
program betweenthe US Air Force Flight Dynamics Laboratory and the US Ammy Avionics Laboratory with con-
tractor support from the Illinois Institute of Technology Research Institute (ITTRI) (Ref 10). The fol-
lowing measurement techniques were developed and used for this program: (first, a necessarily precise
method of perfarming physical surveys of candidate microwmave landing system sites suitable for use with
multipath analysis schemes; second, a method of performing short range static reflectica coefficient
measurements of airport structures; third, & method of performing short range dynamic reflectometry measure-
ments of airport structures; and fourth, a method of performing long range, practical geometry multipath
ratio tests with test antennas optimized to produce micromave landing system quality radiation patterns.
Also, through this effart, the low speed computer technique, developed during the circular polarization
analysis (Ref 9) wms streamlined and expanded to operate as a high speed data reduction and simulation
technique for determining the multipath signatures of airports to be equipped with microwave landing sys-
tems, With this joint effart, the techniques and data were produced so that the designers could justify
a polarization choice (for whatever system evolved) on the basis of providing the cleanest signal in space.

IV. Highlights of Work Performed

Early microwave landing system multipath tests were clearly significant in that they demnstrated the
existence of a multipath problem and provided same hints for the solution to those problems, Data pro-
duced has been used and corroborated by others such as the US Federal Aviation Agency and the U.K. Royal
Aircraft Establishment (Ref 11, 12, 13).

The highlight of the overall effort was the joint US Army/US Air Force test program (Ref 10) which
provided, with contractor support fram IITRI and Guidance Systams, Inc. (GSI), an expanded microwave
landing system multipath data base, a reliable technique for mking multipath measurements at actual air-
fields, and an efficient computer technique for reducing multipath data and modeling of the multipath
signatures of airfields, This technique has been tried and the initial results are encoursging. The cam-
puter program is in place, the program runs, and, so far, seems to generate valid answers. However, K the
technique does need to be exercised and validated. Nevertheless, the means have finally been made avail-
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able for analyzing the real world miwowave landing system multipath situation in a quantitative manner.
This joint test program revealed two additional important facts: microwave landing system multipath from
a supposedly benign airfield (WPAFB in this case) could indeed be severe and actual system siting could
indeed be a problem as can be shown in the results which follow.

V. BResults of Work Performed, Application of Results, and Problems and Difficulties Encountered

Overall, the results of 7h: test program show a clear prelerence for the use of circular polar-
ization, rather than either kind of linear polarization, to reduce microwave landing system multipath
to tolerable levels. For linear polarizations, horizontal usually offers a significant advantage in
terms of multipath reduction over vertical. The results show, further, that microwave landing system
siting may not be as straightforward as initially expected because of multipath and that multipath could
be mich less severe with the use of Ku-band rather than C-band.

First indications of the superiority of horizontal polarization over vertical polarization in reduc-
ing the effects of miltipath on microwave landing system performance were provided from the exploratory
investigations, anechoic chamber reflection coefficient tests, and the Army Ku-band flight testr, de-
scribed earlier in part III (Ref 1). In an operational sense, the Army's Ku-band flight tests indicated
that even a very simple receiver jrocessor without sophisticated time gates or tracking filters would be
able to perform successfully with horizontal polarization but not with more severe miltipath fram vertical
polarization. Flight tests at Wright Patterson Air Force Base by the Air Force at C-band, described in
part 111, demonstrated that any microwave landing systam, withowt sophisticatel and reliable receiver
processing, could fail completely because of severe miltipath with vertical polarization (Ref 2). It is
significant to note that this Air Force test was performed on an existing, active instrument runway. The
test was in no way contrived especially to produce multipath and, in fact, the multipath occurred in what
was thought to be a multipath free environment at microwave frequencies.

¥hile these results, so far, are indeed significant it is the following real world results fram the
Joint Army/Air Force test program which demonstrated the direct relevance of polarization to the performence
of a microwave landing system with regard to multipath. The operational airfields selected for this joint
test program were Felker Army Airfield, Ft Eustis, Virginia, Cairns Army Airfield, Ft Rucker, Alabama, and,
since microwave landing system multipath was earlier demonstrated there, Wright Patterson Air Force Base,
Ohio. The short range reflection coefficient data from airport structures at these airfields show that
circular polarization can show an improvement of up to 25 db over the worst of the two linear polariza-
tions. Horizontal polarization was always superior to vertical in rejecting multipath from vertical di-
electric surfaces. For other surfaces, such as metallic corrugat~d surfaces, there is a statistical ad-
vantage in using horizontal rather than vertical polarization. However, in same cases, particularly for
those metallic corrugated materials where the distance between corrugation peaks was large with respect to
the wavelength (ratio of 5 to 16) and grazing angles were larger than ten or twelve degrees, horizontal
polarization did produce more intense multipath than vertical polarization in the specular direction. Such
was the case at Felker Army Airfield. In all cases, miltipath could be reduced to scceptable levels by
selecting circular polarization over the worst linear polarization.

Figure 1 depicts the typical multipath test gecmetry employed for the long range tests. In this case,
the test geometry for Wright Patterson Air Force Base, runway 23, is illustrated.

It must be clearly understood that the reflecting surface (hangar 206, reflector) is within the cov-
erage of a typical microwave landing system and that an aircraft approaching the touchdown zone can re-
ceive both the correct direct guidance béam and the erroneous reflected beam (similar situations existed
for the Felker Army Airfield and Cairns Army Airfield test sites). Figures 2 through 4 and Tables 1
through 3 provide a brief summary of long range data for the three airfields tested. The 'specular multi-
path ratic" nutber is the ratio in amplitude between the reflected and direct beams at the receiver anten-
na height indicated, in the specular multipath region along the runway centerline. This specular multi-
path is dangerously near the touchdown zones for the Felker Army Airfield and Wright Patterson Air Force
Base tesls.

Data for Cairns Army Airfield in Figure 2 and Table 1 show that, for the particular test case chosen
Cairns appears to be relatively free from multipath that would be critically harmful to microwave landing
system guidance (See Figure 2 and Table 1). Nevertheless, it is clear that a substantial protection margin
can be gained by the use of other than vertical polarization for a guidance system which.must rely on the
integrity of the radiated guidance beam for accuracy and optimum safety and reliability.

Data presented in Table 2 show the superiority of circular over linear polarization for the multi-
path situation tested at Felker Army Airfield (See Figure 3 and Table 2). The cumparison of circular to
linear polarization is intentional, at this point, because in making the overall data comparisons for
Cairns Army Airfield (Figure 2 and Tavle 1), Felker Army Airfield (Figure 3 and Table 2), and Wright Pat-
terson Air Force Base (Figure 4 and Table 3), it begins to became apparent that the use of circular polari-
zation offers the least risk solution for reducing miltipath radiations to acceptable levels. As stated
earlier, een though short range data fram all test sites indicate a statistical advantage for using
horizontal linear rather than vertical linear polarization to reduce mltipath, more importantly, it shows
that the use of circular polarization always provides substantial protection fram multipath while one or
the other of the linear polarizations may not. The long range data, likewise, show this to be the case.

Data from Figure 4 and Table 3 for Wright Patterson Air Force Base is the most dramatic example of
destructive multipath for linear polarization for the cases tested (See Figure 4 and Table 3). As at
Felker Army Airfield, the use of circular polarization guarantees that multipath will be acceptably 1luw
(additional supporting data indicates that, for Felker Army Airfield, for some reflection geometries
other than noted in Figure 3 and Table 2, horizontal could produce less intense multipath than vertical
polarization but circular polarization still guaranteed that multipath would be acceptably low — See Ref
4, 5, 10). It is inmportant to note that at Wright Patterson Air Force Base the severe multipath occurs
at the most critical part of a Category III (zero-zero) instrument approach, i.e., during the transition
from the flare to the touchdown maneuver. Unless circular polarization is employed, even the best signal




processors are likely to be challenged or defeated by such intense multipath. Additional supporting
data (Ref 2) shows that this multipath region lasts for about 20 seconds for an aircraft at typical ap-
proach speeds. The multipath would last even longer for low speed STOL aircraft or helicopters per-
forming decelerating approaches to a hover.

The Wright Patterson data illustratc . another important point. Very subtle undulations in runway
profiles and terrain along the transmitter-reflector-receiver path can cause miltipath and vertical
beam lobing effects to cambine in such a manner as to turn the seemingly benign airfield into a hostile
multipath environment. This would indicate that the need for exact surveys and careful testing and site
analysis for multipath is indeed crucial. If anything, the multipath situation at Wright Patterson is a
relatively simple one in comparison with the potential multipath situations which might exist at same
of our large jetports such as JFK, Philadelphia International or Washington National.

V. Conclusions

At same point in the future, both civil and military operators will most likely have a microwave
landing system of some type. This system will have the potential of providing truly advanced operational
capabilities, reliability and safety for all users. Whether this system, in reality, will achieve its
maximm potential will depend on how carefully the system designers assess every system parameter and
use the best possible engineering judgement to achieve the required performance. Our testing reveals
that the microwave landing system propagation environment is not as benign as perhaps previously be-
lieved. While a 10 to 150 times increase in frequencies over ILS offers same potential advantages in
terms of antenna aperture sizes, site preparation, beam control, and overall multipath reduction, the
existence of problems because of severe multipath is a virtual certainty unless advantage is taken of
all known means, first, to reduce multipath to the lowest levels possible and, then, to nullify the ad-
verse effects of the remining multipath without restricting system coverage and utility.

Tracking filters, time gates and other receiver processing techniques intended to nullify the effects
of existing multipath can be successful to a certain degree in the right situations. However, these pro-
cessing techniques cannot be depended upon to reliably solve all the guidance problems which could result
fram the frequent, high level multipath possible during microwave landing system approaches. The worst

mst be expected. Accordingly, en des have the ibility to ate the ''cleanest"
ible s_iﬂi_.g in . Polarization mst be considered. system deficiencies such as multi-
patg vulnerable tions mist not be designed into our next generation microwave landing systems.

The cost of doing it correctly the first time is trivial in comparison with the cost and the hazard of
suffering with less than optimum performance from a system with such enmormous potential.



21.5

FIGURE 1.

TEST GEOMETRY FOR LONG RANGE MULTIPATH TEST
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FIGURE 2.

SUMMARY OF LONG RANGE DATA
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FIGURE 3.
SUMMARY OF LONG RANGE DATA
FELKER ARMY AIRFIELD
GRAZING ANGLE: 25.5 DEGREES.
REFLECTING STRUCTURE: SIMPLE BUILDING, TRAPEZOIDAL CORRUGATIONS, 12 INCHES BETWEEN
CORRUGATION PEAKS, RELATIVELY FLAT METAL BETWEEN CORRUGATION PEAKS.
RUNWAY: 14, ACTIVE FIXED WING AND ROTARY WING INSTRUMENT.
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FIGURE 4.
SUMMARY OF LONG RANGE DATA
WRIGHT PATTERSON AIR FORCE BASE
GRAZING ANGLE: 34.6 DEGREES.
REFLECTING STRUCTURE: MODERATELY COMPLEX FLIGHT LINE HANGAR, LARGE DOORS, MOSTLY
FLAT METAL.
RUNWAY: 23, ACTIVE PRECISION INSTRUMENT, 12,000 FEET LONG.
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TABLE 1
SUMMARY OF LONG RANGE DATA, CAIRNS ARMY AIRFIELD
Grazing Angle: 33.4 degrees
Reflecting Structure: Complex building, medium sized sinusoidal corrugations.
Runway: 13-active rotary wing runway.
Polarization Receive Antenna Height *Specular Multipath Ratio

Vertical 50 Ft -8db
Vertical 2.5 Ft -3db ,
Horizontal 50 Ft -8db
Horizontal 22,5 Ft -7db
Left Circular 50 Ft =17db
Left Circular 22,5 Ft ~15db
Vertical 50 Ft ~7db
Vertical 25 Ft =-8db
Horizontal 50 Ft =12db
Horizontal 23.6 Ft -15db
Left Circular 50 Ft -14db
Left Circular 2.5 Ft -14db

*—db Indicates Reflected Beam Weaker Than Direct Beam.

TABLE 2
SUMMARY OF JONG RANGE DATA, FELKER ARMY AIRFIELD
Grazing Angle: 25.5 degrees.

Reflecting Structure: Simple building, trapezoidal corrugations, 12 inches
between corrugation peaks, relatively flat metal between

corrugation peaks.
Runway: 14-active fixed wing and rotary wing instrument runway.
Polarization Receive Antenna Height *Specular Multipath Ratio

Vertical 50 Ft -6db
Vertical 40 Ft =7db
Vertical 20 Ft =7db
Horizontal 50 Ft ~6db
Horizontal 40 Ft -1db
Horizontal 20Ft +4db
Left Circular 50 Ft -4db
Left Cir:ular 40 Ft -6db
Left Circular 20 Ft -3db
Vertical 50 Ft ~7db
Vertical 301t -8db
Horizontal 50 Ft -2db
Horizontal 21,5t 0odb
Left Circular 50 Ft -11db
Left Circular 28 TFt -10db

*_db Indicates Reflected Beam Weaker Than Direct Beam, +db Indicates Reflected
Beam Stronger Than Direct Besm.

TABLE 3
SUMMARY OF LONG RANGE DATA, WRIGHT PATTERSON AIR FORCE BASE
Grazing Angle: 34.6 degrees

Reflecting Structure: Moderately complex flight line hanger, large doors,
mostly flat metal.

BRumwy: 23-active instrument runwy, 12000 feet long.
Polarization Receive Antenna Height *Specular Multipath Ratio

Vertical 50 Ft +3 to +6db
Horizontal 50 Ft +3db

Left Circular 50 Ft ~3db
Vertical 50 Ft +6db to +7db
Horizontal 50 Pt +7db

Left Circular 50 Ft ~10db**

*—db Indicated Reflected Beam Weaker Than Direct Besm, +db Indicates Reflected
Beam Stronger Than Direct Beam.

*4Reflected Beam At Least 10db Weaker Than Direc: Beam, Multipath Amplitude
Lower Than Receiver Noise Threshold.
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SUMMARY

The DME system, which has found a wide spread worldwide application in the civil
and military area as well, includes, due to its ingenious signal format and the very
economic channeling scheme, a considerable potential for additional applications. Todays
navigation and air traffic control systems have at least partly reached its limits of
improvement and extension as the call for a MLS proves. The growth potential of the ICAO-
standardized DME allows for various operational extensions by improving the distance
measuring system to PDME and using DME interrogations by direction finders on the ground,
measuring azimuth and elevation. The operational applications of these features are the
DME-based Landing System DLS, the FRGs contribution to the international MLS competition
of ICAO, the additIonal use of the DLS-A groundsubsystem as TMA-navaid, the extension of
this principle to the enroute-navigation called DENS for DME-based Enroute Navigation
System, the universal DLS/DME/DENS = DLENS airborne equipment and last but rnot least the
step into the ATC/CAS-field with DACS (DME-based Air traffic Control System).

The paper explains the systematic and technical background of this aeronavigational
system. An analysis of the various subsystems detailing this advantages compared to
today's installations dealing with the areas of operational performance and eccnomic
efficiency mainly, is given. The integrated aeronautical system, designed on the founda-
tion of the standardized DME-system, is the right answer to the challenge of ICAOs 7th
Air Navigation Conference, which initiating the international MLS competition asked for
"a totai system planning approach with due regard to operational needs, technical
feasibility and cost effectiveness, and that new systems be well integrated within the
total aeronautical system”,

1. INTRODUCTION

Todays air traffic particularly in the high density areas can only be mastered by
the use of high sophisticated navigation and air traffic control systems. For en-route
navigation of the civil aviation VOR radio beacons combined with the distance measuring
equipment DME are in general use since more than two decades; the military aviation
applies the TACAN system, which incorporates the same DME system as an integral part.
The problem of landing guidance was solved by the implementation and standardization of
the instrument landing system ILS, providing one single approach path to the touchdown
point for all approaching aircraft. The airforces overcame this problem by application
of the Precision Approach Radar (PAR). The air traffic control net relies mainly on
radar systems as the Surveillance Radar Equipment SRE and the Secondary Surveillance
Radar SSR.

All these systems operating at least partly since decades have continuously been
adapted to extended requirements by a steady running process of development and improve-
ment. However, the growth potential of some of these systems is limited so that a
substitution of these systems by more powerful candidates within a foreseeable period
of time has to be considered seriously. Qualification criteria for these new systems
concern items as mission success (accuracy, coverage, capacity etc.), integrity and
safety of flight, environmental protection and costs. Some additional tasks unsolved
hitherto concern roll-guidance, collision awoidance, ground-air-groun data exchange as
well as special tactical or operational military demands which have to be added to the
catalogue of requirements.

The internationally standardized system for distance measurement DME, which has
found a wide spread world wide application in the givil and military field as well,
contains a considerable potential for additional appiieationw. Due to the ingenious
signal format of DME and a very economic channeling scheme the DME system can be
extended in an organic way without creating conflicts with its basic application. Thus
it is designated to form the foundation of an integrated system for aircraft guidance
capable of satisfying most of the above mentioned criteria.

2. DME CONSIDERATIONS

Since the DME 1is in widespread operation all over the world in civil and military
aircraft as well, a description of the DME fundamentals being specified in ICAO's
Annex 10 can be saved in this context. Some important topics however shall be recollected
shortly in catchwords (Fig 1):

- Two way interrogation system, L-band operation;

- Airborne interrogator - ground transponder;
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- Gaussian shaped pulse pairs;

- Random access system;

- Simultaneous operation of more
than 100 a/c by one transponder;

- Airborne search/tracksystem substi-
tutes addressing system;

- Average system accuracy about
+ 0.1 NM;

r--—c- Baply Goi]bir
*
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- Integral part of military TACAN
system.

This standard DME-system contains a
considerable amount of potential for
improvement of the distance measuring
function as well as for application in

Pt Gl
other areas by using the DME signals '{___}'—‘ﬁ!'_‘
and frequencies. | S————— Yy ™

3. DISCUSSION OF THE DME GROWTH-POTENTIAL )‘
SEL

DME-System Blockdiagram ITT

Channeling, signalformat and the DME
principle present a lot of features, which
illustrate the growth potential inherent Fig. 1
in the DME system. The following advantages
are underlining t):is statements:

* The DME frequency band, as shown in
Fig 2, has 126 x~-mode plus 126 y-
mode channels, each consisting of
an interrogation-down- and a reply-
uplink, a well allocated and inter-
nationally agreed set of rf-channels, 3 Mt
which can be employ for various ! Xor Y arborne interrogahons
other services provided that inter- ! /AT (B
national DME-standards are kept. E W///Aﬂm

Jretes o feples X)

* By introduction of different WA A
spacings or other additional I oo )
codings the DME system offers the (MHz)
possibility of co-channel operation N h frequeny ¥

' A
resulting in a further increase in 962 w% gg ga 213
the number of operational channels.

* The DME uplink and the down link
are operating with very small duty
cycles. This fact opens the chance
of a time division multiplex use of
both 1links.

p T TACAN-DME Frequencypln | TT'T

* DME operates with a random access
mode serving several users simul-
taneously by the same ground
transponder. This principle in Fig. 2
combination with the ground-to-air
TDM-transmission allows for the parallel implementation of additional services
without limiting the basic DME-service.

* DME operates at L-band. This frequency is best suited for purposes requiring
precise propagation, long range, negligible weather penetration, while
allowing simple and small omnidirectional antennas as well as directional
radiating elements.

* The L-band technology does not preaent difficulties. Sufficient experience
is available, indicating that the technical risk for a system operating at
about 1 GHz can be kept very small.

* One of the biggest advantages of the DME is its capability of improvement
with regard to higher accuracy while keeping all figures of ICAO's DME
specifications.

While this list probably is still not complete, one has to look at the disadvantages
of the DME-system too, which might restrict its growth capability. Here it must be
recognized, that the DME system can be saturated by principle, that it operates with
the relativ small bandwidth of 400 kHz and that with respect to large aperture
applications a wavelength of 30 cm may be a restrictive factor.

The next paragraphs nevertheless will prove, that DME has a remarkable growth
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potential in showing, that the operational and technical advantages are overriding the
possible draw backs of the system.

4. EXTENSIONS OF THE DME SYSTEM

In the context of this report three essential extensions of the standard DME system
will be discussed in a certain detail:

- The Precision DME - PDME,
= the application of direction finding principles, using the DME signal format,
- the ground-to-air data transfer being integrated into the DME-system.

A survey on these extensions detailing PDME requirements, applications and realization
as well as principles and applications of ground derived direction findina using DME
interrogations and feeding back quidance data to the airborne equipment will be
discussed now.

4.1 The Precision DME (PDME), applications and requirements

Today's DME does a satisfying job with respect to accuracy as far as standard en-
route navigation is concerned. For some applications however such as landing guidance,
and 9 - 9 ~area navigation an error of more than 0.1 NM (~ 200 m) is unacceptable. If
the DME system shall become somewhat like a backbone of an integrated navigation system,
its performance must satisfy the most stringend requirements a subsystem of that inte-
grated navigation system would ask for. This demand can be derived from the operational
requirements for a microwave landing system MLS, if such a landing aid is part of the
integrated navigation system. Obviously the DME needs a significant improvement in order
to meet the MLS accuracy requirements., It has to be investigated how this improvement
can be achieved without getting in conflict with ICAO's DME specifications.

4.1.1 PDME realization

In order to reach DME-errors an order of magnitude smaller than those of the en-
route DME today (the MLS-OR asks for a 2o -quidance error of 12 meters) the error
sources have to be analyzed very carefully. This exercise was done covering the three
possible error areas:

* The airborne DME interrogator hardware,
* the a/g- and g/a-transmission path,
* the DME-ground .transponder hardware.
This basic investigations showed, that performance improvements could be achieved by

- accuracy improvements of DME-hardware, and
~ reduction of signal interferences mainly caused by multipath propagation.

To reach this goal various measures have been taken at the airborne DME interrogator
and at the DME ground transponder, some of them being worthwhile to be looked at in
more detail:

o It is essential for a PDME system to use DME-signals following the most stringend
requirements. DME pulses, which
satisfy this demand have reduced
tolerances regarding the pulse-
shape, as it is asked for by the
new STANAG-specifications 5034
for the DME.

© The technological progress rendered
the introduction of digital search-
and track systems as well possible
as the application of high frequency-
and high stability-clocks being
mandatory for high precision time
measurements as the basis of precise
slant range determination. Similar
considerations too apply for low
noise-figure receivers, fast AGC-
systems and accurate and stable local
oscillators.

0 In order to result in a DME-hardware
no§ dep7nd1ng on instable subsystem
delays (i.e. transponder delay) pilot ’ T o
pulse loops were introduced in ground- }"n Plotpdse‘am!m?labdlsa?m m
and airborne equipment including the
if-part of the receiver, the video
part and the transmitter. This measure Fig. 3
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reduced the bias error part drastically (Fig 3).
The reduction of multipath interferences was successfully attacked by the introduction of
* first-pulse-timing and
* the use of precision triggers.

While the first measure allows for a time-discrimination against multipath signals
arriving at the receiver antenna always somewhat later than the direct signal, the
precision trigger ensures the proper derivation of the trigger mark at the 50 t-amplitude
point of the leading edge or a DME pulse independent of the pulse-amplitude.

The realization of all these measures could be conducted without doing any harm to
the DME signal format being internationally agreed and specified by ICAO.

4.1.2 PDME performance

Following this results, SEL designed and built PDME ground- and airborne units. In
the course of the development of the
German contender to the international
MLS competition ground- and flight tests
were run for the PDME parameter too. The
results of these tests confirmed the
predictions made for PDME-accuracy.

Fig 4 shows as an example the PDME-
error referenced to a radar-cine-theo-
dolite-tracking system for a 10 nautical
miles radial. The result in this case is
a bias error of +1.2 m superimposed by a
20 -noise error of ¢ 15 m.

Thus the first extension of the DME
system was proven successfully, opening
the gate to a wide field of additional
applications, which can be handled while
fully keeping the ICAO DME specifications.

4.2 Direction finders using DME
interrogations

The second and even more important
extension of the DME-system is the combina- }‘ POME - error ITT
tion of DME interrogation signals and SEL over 3 10 NM radal agproach
direction finding equipment on the ground.
This principle permitts determination of
the angle of incidence of DME signals, thus Fig. ¢
amending the distance measurement by an
angle measurement., By this step the DME-
system, originally desiored for range
determination only, gets completed to a
system capable of delivering full position
information. o POME-interrogation

pise-
4.2.1 Basic principles of ground derived . .
position determination

The ground equipment capable of
determining the angle of incidence azimuth
and/or elevation of an airborne DME-
interrogation consists of the following
modules (Fig 5):

© One~ or twodimensional antenna array,
o receiver multiple,

o interface network,

o digital processor,

o output and encoding network.

Principle of groundderived
Each element of the antenna array is con- }"El direction finding m
nected to its individual receiver for
digital rf-amplitude and rf-phase measure-
ment. This is carried out simultaneously -~ Fig. 5
at all receiver channels sampling the <f~
DME-interrogation at the leading edge of the first pulse. The resulting data are then
transferred to a digital processor, where the necessary calculations for determination
of the angle of incidence of the DME-interrogation (azimuth and/or elevation) are
carried out. In the next step, the output and encoding network allocates the result of




this exercise to the correct DME reply pulse, thus initiating the ground-to-air angle
data transmission.

While accuracy and multipath resistance of the direction finding process heavily
depends on the aperture of the antenna array in charge, which means on the number of
receiving channels, the capacity of the system, which is the number of aircraft to be
served simultaneously, can be increased by parallel operation of several digital
processors. A failure of a single receiver channel therefore does not cause a break-
down up the whole system, but only a slight degradation in the system's performance.
A failure of a digital processor however has no effect on system-accuracy but causes
a slight reduction of the system capacity only.

The mathematical methods to be applied for evaluation of the angle of incidence
are not specially related to a particular design of the direction finding ground system,
but can vary widely in their complexity from simple interferometer methods to complex
algorithms for reduction of multipath effects. More sophisticated evaluation methods
apply procedures as Fast Fourier Transformations, application of virtual antenna
patterns and adaptive beam steering.

New ideas in the direction finding techniques as for instance the "lateral
diversity antenna” can be integrated intoc the system at any time without demanding
changes to the overall system concept. These facts indicate, that the ground-derived
direction finder extension of the DME-system ensures optimal matching of software-
and hardware effort to individual requirements resulting from the operational target
and the multipath environment.

4.2.1.1 Azimuth Measurement

The groundsystems employed for measurement of azimuth or elevation are nearly
identical. Differences concern the antenna systems and the processor program software.
Due to the horizontal orientation of the information gradient, ground derived direction
finders measuring azimuth apply horizontal antenna systems. Basically two types have
to be considered, linear arrays and circular arrays. While the first delivers "conical"
azimuth, the circular array generates "planar" coordinates by principle. The circular
array always allows for an omnidirectional coverage. To achieve this with linear
arrays two of them installed in a perpendicular mode must be applied, which then are
capable to deliver "planar" azimuth data too.

The determination of azimuth basically is executed by application of interferometer
procedures, which might be refined by additional real or virtual antenna pattern
shaping. The azimuth accuracy achieved depends on the aperture of the antenna array
and on the degree of multipath contamination. Even at large apertures, which principally
result in excellent accuracy data, heavy multipath signals can lead to a complete break
down of the azimuth measurement due to a break down in rf-phase ambiguity resolution.
Thus particular effort was spent in solving this problem by application of "phase-
scanning”- and "amplitude-scanning” procedures as Fast Fourier Transformations (FFT).

4.2.1.2 Elevation Measurement

Determination of elevation has its biggest importance in the field of generation
of approach and landing guidance information. Because of the vertical orientation of the
elevation information gradient the elevation direction finding ground system normally
applies vertical antenna systems. They are formed by linear arrays of different apertures
or of so called "lateral diversity"-antennas in the case of high performance systems
operating in heavy multipath environments.
Besides this difference in antennae the
direction finder groundsystem hardware
applied for elevation measurement does
not differ from that for azimuth measure-
ment. Even regarding the program software
there are several similarities.

In the elevation case too interfero-
meter processing refined by virtual beam
forming and shifting is applied. The
elevation measurement is a strong chal-
lenge regarding suppression of multipath
signals due to the relative low separa-
tion angles between wanted and unwanted
signals in azimuth and elevation. In
heavy multipath environment the empoly-
ment of a lateral diversity antenna is
recommended. Corresponding to Fig 6 this
antenna comprises a vertical and hori-
zontal aperture as well, while keeping
the number of aerials and receiver
channels compared to linear array of the
same vertical aperture, The picture also }‘ Lateral antenna and m
shows the antenna pattern of such a SEL anlerna pattern
lateral diversity antenna, which can be
scanned virtually in the vertical and
horizontal direction. Fig. 6
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4.3 Ground-to-air Data transfer integrated into the DME system

Position data, determined as described above, are required at the airborne
equipment mainly. In a three step process this angle data transfer can be managed using
the DME-reply-link:

- Allocation of angle data (azimuth/elevation) to the
corresponding DME reply,

-~ Angle data encoding and transmission to the airborne equipment,

- Decoding and processing (search/track/average) in the airborne
equipment.

Angle data ground-to-air transmission is executed by transmission of additional double
pulses having a position on the time axis
with reference to the DME-reply, which
corresponds to the measured angle (Fig 7).
After a basic time delay, a time propor-
tional to the measured angle is counted
and the angle reply is then initiated.
The azimuth and elevation replies are
transmitted in sequence, each double
pulse occupying a seperate time slot.

Using the process as shown in Fig 7

permitts the g/a-data transfer being i
—
P

]

completely integrated into the DME-reply
uplink and without the need for a

special address-system. L—1

i~

L

4.4 Airborne Date receiver

Bl =

The airborne unit of a system, which
has been scetched in the preceding
sections has to handle the following basic
tasks:

* Precision distance measurement to ¥ : Signal m
the cooperating groundstation, )‘ SEL O r-System: et

which comprises

transmission of DME interrogations, Fig. 7

pilot pulse service,

receiprt of groundstation replies,

evaluation of distance information using search-track-and filter systems;

* Angle Data determination consisting of

- receipt and decode of angle replies (azimuth/elevation),
- time intervall measurement,
- angle data evaluation using search-track- and filter systems.

Two different airborne concepts are under consideration. The first consists of a

standard airborne DME, which preferrably should easily be capable of being PDME-modified,
supplemented by an airborne attachment containing a random logic time intervall measure-
ment loop combined with a search-track- and filter system for angle data determination.
This concept is designated for retrofit installations.

The second concept is an integrated airborne unit comprising all functions
mentioned above in one box having form and fit of a standard airborne DME. In difference
to the retrofit version however, the integrated unit, being similar at the rf-part,
employs a small but powerful digital processor for evaluation of distance and angle.
Except time interval measurements carried out between each twin of received pulses the
decoding-, search-, track- and filtering task is completely solved by a much more
flexible software solution. This approach gives the first impression of the outstanding
economy of this concept, which combines the airborne DME- and angle-functions in one
equipment beiny much less expensive than a conventional VOR-DME- or TACAN-DME combination.

5. OPERATIONAL APPLICATIONS OF THESE PRINCIPLES

The combination of precision distance measurement (PDME) and ground derived
direction finding (GDF) has found a multiplicity of possible operational applications
in the field of radio navigation and air traffic control. Examples to be explained in
the next paragraphs will deal with:

= the microwave landing system DLS,

- the TMA- and enroute navigation system DENS,

- the superiority of the combined DLENS airborne equipment and

~ the potential of this combination for ATC- and CAS-purposes.



5.1 The DME-based landing system DLS

The DME-based Landing Eystem DLS is that operational application of the PDME and
GDF principles, which got the most attention including the development and test of a
trialssystem plus a big number of additional theoretical investigations. As the contribu-
tion of the Federal Republic of Germany to ICAO's international MLS competition DLS was
subjected on thorough assessment, which proved the claimed advantages in system integrity,
system cost, growth potential and several operational items as coverage and coverage
control, capability of self-calibration, frequency economy and unbeatable economy of air-
borne installations.

5.1.1 Basic concept of DLS (Fig 8)

DLS approach and landing guidance
data are obtained by

* use of improved ICAO-DME (PDME) for
omnidirectional distance measure-
ment,

* position determination in azimuth,
elevation or height of each indi-
vidual DME interrogation by the two
DLS-groundstations for azimuth/PDME
(DLS-A) and elevation/flare-height
(DLS-E) ,

* angle data transfer to the DLS air-
borne unit synchronized with the
related PDME-reply,

* transmission of auxiliary data
(DLS-A to airborne unit) using

further pulse triples added to Basic concept of OLS
the DME-replies, T " ITT

* acquisition, tracking and display Fig. 8
of position and aux-data after
decoding in the airborne equipment.

The signal flow of DLS starts with the transmission of a DME interrogation pulse pair.
(Rate: 15 Hz randomly jittered and increased to 50 Hz on final approach.) As described
earlier, the interrogation pulses are received and measured simultaneously (rf-amplitude
and rf-phase) at each element of the DLS-A~ and DLS-E-antenna systems. There elevation
and azimuth are calculated. The elevation data are then transferred to the DLS-A station.
The PDME reply pulspair transmitted from DLS~A after the specified transponder delay is
followed by pulse pairs additionally transmitted from DLS-A such that the spacing to the
preciding DME reply is proportional to the measured angle or height. The DLS airborne
unit is fully identical to that described above (sec. 4.4).

This short illustration of the basic concept of DLS indicates the extreme simplicity
of the DLS, which caused its superiority regarding cost effectiveness and integrity.

5.1.2 The DLS-A groundstation (Fig 9)

The azimuth subsystem DLS~A consists
in its most sophisticated version of two
horizontal linear arrays installed ortho-
gonally, with a maximum aperture of wave-
lengths. Each individual receiving ele-
ment, which is formed by vertically
staggered dipoles giving omnidirectional
coverage and vertical beam shaping, is
connected to a receiver for individually
measuring rf-amplitude and rf-phase of
the received signal. These measured
values are fed into a processor unit
in digitized form to calculate the angle
of incidence by interferometric rules
and virtual antenna pattern shaping.

The improved precision DME trantcponder

is incorporated in the DLS-A station

for transmitting DME replies together
with the coded angle, height and auxiliary
data. The achieved coverage is nearly
hemispherical with increased high pre-
cision angle data in the front and back
azimuth sectors (: 40° from centreline)
and to a distance of 30 NM.
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5.1.3 The DLS-E groundstation (Fig 9)

The elevation subsystem (DLS-E) contains a vertical arrangement of directive antenna
elements forming either a linear or lateral diversity array with a maximum vertical aper-
ture of 30 wavelength. The derivation of the elevation angle is performed similar to the
process in DLS-A. The direct measurement of the aircraft height above touchdown is in-
corporated in DLS-E without the need for an additional ground station. Data transfer to
the transmitter at DLS-A is made by use of a radio or cable synchronizing link. Coverage
of elevation data comprises the approach sector within *: 75° from centreline and up to an
angle of 75° to a distance of 30 NM. Flare height information is provided within this
coverage out to a distance of 1800 metres (5900 feet) from threshold to allow for a
smooth transition to radio altimeter guidance.

5.1.4 The DLS airborne equipment

The airborne subsystem consists of an integrated combination of the DLS and ICAO-DME
functions maintaining full compatibility with the latter and providing for full retrofit
capability with respect to present avionics. The basic function and the different
concepts have already been detailed earlier. The advantage of this approach lies mainly
in the concentration of all functions needed for approach and landing in one box. While
airborne installation for the conventional ILS consists of localizer/VOR-equipment,
glideslope equipment, marker receiver and DME, for DLS only one airborne equipment having
form and fit of a standard airborne DME is required. This advantage becomes even more
significant, if further operational tasks are undertaken by the same unit.

5.1.5 DLS performances and advantages

Although DLS had a late start in mid 1973, it achieved remarkable results in the
international MLS competition, which is a real hard test for any MLS contender. In more
than 20 areas the MLS candidates were checked against the MLS-ORs and against each other.
DLS run very well in this contest, got a superior position in 7 of 22 topics, such as
system integrity, system cost, system growth potential and some other. A lag in hardware
realization, due to the relative late start of the FRG MLS program resulted in flight
test data from a DLS trialssystem gained at a heavily multipath contaminated test site.
These results combined with data, which stem from studies and simulation done with the
final DLS-version clearly indicate, that DLS not only satisfies ICAO's MLS-OR, but more-
over shows equivalence in operational performances as accuracy, multipath resistance and
capacity with respect to its competitors.

However, there is one basic question AWOP did not answer satisfactorily till now:
Is the approach to substitute todays ILS by a pure MLS, which, at least in the foreseeable
future, will mainly be used like an ILS, the right way? We believe it is not, and that
todays MLS requirements are guiding us a one-way route, which will finally come out as
a blind alley.

A transition therefore from ILS to MLS will be justified only if the new system
will also allow for other functions in an aeronautical system as originally required by
ICAO's 7th Air Navigation Conference in 1972, If the provider and user on the ground
and in the air, can get rid of existing equipment in the future, thereby increasing
reliability, simplicity and cost-effectiveness of the system, only then such a change
to new systems will be possible on a worldwide basis. Simply replacing ILS by MLS is not
the right answer.

DLS as an organic step in the development of DME's growth potential is the right
answer, we think, because its advantages as

- low system cost, minimal airborne effort,

high system integrity in terms of MTBF and hazard probability,

high flexibility and adaptability and

- the applicability for TMA- and enroute navigation,
makes it to a preferred candidate avoiding to enter the mentioned blind alley.
5.2 TMA- and enroute navigation

The DLS-A groundstation provides two dimensional position information - azimuth and
distance - omnidirectinally. For approach and landing and for the missed approach, high
precision azimuth sectors symmetrical to the RCL are added (Fig 10).

With a range of 30 NM the DLS-A groundstation does the same job, which today is
done by a terminal VOR-DME combination or by TACAN, however not asking for an ILS or
MLS to provide full TMA- and MLS-service. In addition not only the ground installation
becomes simpler and much more economic, but also the airborne installation reduces to
one DLENS-unit substituting several other airborne equipment. The combined MLS/TMA-
navigation service moreover gives much more accurate THMA-navigation data than the VOR/DME
combination or TACAN is doing and the DLS-A groundstation, equipped for instance with
a circular antenna array of about 10 A diameter !~ 3,..4 meters), can easily b» employed
substituting VOR or DVOR and TACAN-beacons, while always offering combined precision DME
(PDME) and azimuth service. This service canh be used by the same DLENS airborne unit.
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Let's have now a little bit more detailed
view on the bunch of advantages offered
by this system.

5.2.1 Advantages of applying DLS-A for
TMA-Navigation

The DLS-A groundstation, which
generally is installed behind the stop-
end of the runway, offers advantages in
several areas,when operated simultane-
ously as an MLS in the DLS-mode and as
a TMA-aid in the DENS-mode (DENS = DME-
based Enroute Navigation System). These
areas concern operational performances,
economical features and logistic con-
siderations. Looking at the advantages
in the operational field, one has to
recognize the following facts:

* Guidance information for approach/
landing and terminal ravigation
regarding azimuth and distance
have the same source, the DLS-A DLS coverage
groundstation. This is an opera- }‘.H . Im
tional advantage compared to
conventional VOR-DME-ILS, TACAN-
ILS, TACAN-PAR or VOR-DME (TACAN)- Fig. 10
MLS solutions.

* The accuracy of TMA-guidance data generated by the DLS-A groundstation
is much better than that of conventional navaids. DLS-A in cooperation
with a DLENS airborne unit provides precision distance information with
about * 20 m (20)-error, which is at least 10 times better than that
achieved with a conventional DME. The error of the planar azimuth
delivered by DLS-A in its most capable version never exceeds : 0.2° (2¢0),
which is at least an order of magnitude better than that of VOR or TACAN
installations. These figures result from flight tests with a DLS-A test-
system gained under multipath environment conditions.

* Compared to TACAN or VOR as todays TMZ-navaids, which due to their small
antenna aperture are rather sensitive against multipath interferences,
the azimuth information of DLS-A is highly resistant against multipath
contamination. Operating in its most capable version with a minimum of
80 -aperture the DLS-A groundstation withstand multipath signal amplitude
of more than 80 % of the desired signal without remarkable performance
degradation. Thus DLS-A can be employed as a TMA-navaid at sites, where
TACAN or VOR installations have to quit service.

* Further operational advantages of DLS-A or TMA-navaid are equally important
for civil and military users:

- DLS~A is basically a silent ground system. In contrast to
TACAN-VOR, which are continuously transmitting, DLS-A
stopps transmission, if there are no decodable interrogations.
This fact might be of particular importance for tactical
applications.

~ DLS-A adds a ground:to-air datalink to the azimuth-DME service
for auxiliary data transmission. This way it becomes a self-
announcing beacon, which, besides identity, transmitts
characteristic groundstation data and can also transmitt
tactical data of general interest.

This remarkable collection of operational advantages, which makes DLS-A superior to any
existing TMA-/landing-aid combination, modern MLS included, must now be completed by
adding all the economical and logistic advantages.
* First a simple comparison of hardware subsystems on the ground required
for execution of the TMA- and landing guidance functions for todays service
and for a DLS installation shall be discussed:
- DLS installation

DLS-A groundstation: PDME, Azimuth, Aux-Data (Omni)
DLS-E groundstation: Elevation, Flare Guidance

= Civil installation

ILS-Localizer H Course
ILS~Glideslope H Glidepath
ILS~-Marker t two distances




Continuous DME
omnidirectional azimuth

DME-Transponder
(D) VOR-groundstation

- Military installation

ILS LOC )
ILS GS ) PAR
ILS Marker )
TACAN-Terminal

Course

Glidepath

two distances

omnidirectional azimuth and DME

- s 0s e

- MLS installation {(other than DL3)

MLS - AZ s Approach/missed approach-azimuth
MLS - EL1 B Elevation

MLS - EL2 fl rlare Elevation

DME~Transponder t Enroute DME (omnidirectional)

(D) VOR-groundstation : omnidirectional azimuth

Already this rather rough comparision shows, that there must be a significant
economic superiority of the DLS-solution, which does not need any further
comment, if the following items are considered:

o purchase investments,

o cost of infrastructure efforts, R

o life cycle cost, - DLS-A Sroundstation : .

o maintenance and logistic expenditures - OLS-E Greundstation : Viosenee, RS

o educational effort. - DLEWS Interregator 1 L-bend channe’ {~1 0h2)
* Another point connected tc economy P —

- in a little different sense - MS-Azimuth

indeed - needs attention, that is - MS-flevation | 1 Nchdimel;  (~Hl8%)

the frequency economy . Radio « RS-Elevation 2 1 1 Ku-band channel  {~ 10 Gz}

frequency bandwidth is like energy el e :::::;

a very costly and even more rare it vt v

element. Thus besides other items

frequency economy must be one of

the decisive issues, on which a ¢ Todays installation

system selection should be based. e i (LUt

Here again the DLS solution is - e ottt Tl

unbeatakle (see Fig 11), because each - DME-Transponder 1 L-bend chanoel  (~ ) GH2)

installation occupies only one - DME-Interroptor  : 1 Lobane channel  (~ 1 GH2)

L-band-channel (uplink + downlink}, = {DIVOR-Gromndstation: ¥ W -channel {~110 Wiz}

while for instance the civil

installation needs: VHF-Localizer

frequency + VHF-VOR frequency Y'El Comparison of frequency occupation

(both ~ 100 MHz) + 300 MHz glide-

slope-channel + 75 Mliz Marker-
frequency + I.~band DME-channel.
The MLS ianstallation is even worse.
This waste of bandwidth must be

Fig. 11

stopped and DLS shows how it can be achieved.

5.2.2 Extension to Enroute Navigation

Most of the considerations just given
for the DLS-A application as a TMA=-navaid,
applies for the DENS, the DME-based
Enroute Navigation System too. Its basic
concept is identical to that of the DLS-A
groundstation. The DENS antenna system
however is different. Instead of ortho-
gonally crossed linear arrays, here a
circular array of about 10 wavelengths
diameter is employed. The DENS ground-
station is rather similar to the trials-
system version of DLS-A, which also usea
a circular array and is shown in Fig 12.

The operational application of DENS
can be compared to that of a Doppler~-VOR
system regarding the azimuth parameter.
Both systems use circular arrays having
a horizontal aperture of about 10 wave-
lengths, which results in about the same
error margin of some tenth of a degree.(*)

With respect to multipath resistance

{(*)Ground- and flight tests with the
DLS-A trialssystem confirmed these
values,

Fig. 12
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DFv. .s somewhat superior to DVOR, because DENS is a pulsed system, which allows for
‘ime-discrimination against multipath signals, a measure not applicable to the CW-DVOR.
Although the electrical aperture of both systems are about the same (~10A) the dif-
ferent radio frequencies cause significant differences in geometric sizes, While the
DENS antenna hes about 4 meters diameter, the DVOR antenna is more than 35 m wide.

The DENS - due to its nature - always incorporates the PDME-transponder function,
thus deliverang azimuth and distance information from the same source. Here DENS can be
looked at like an enroute TACAN-beacon, however accuracy of both guidance parameters and
their multipath insensitivity is much better for DENS than for TACAN.

The implementation of a DENS groundstation can be managed as an organic and smooth
extension of a DME transponder operating for instance in colocation to VOR in a four-
step-process:

* Improve DME to PDME,
* Complete PDME transponder by DENS-DF groundsystem,
* Substitute airborne DME by new airborne DLENS,
* Introduce full DENS service, delete VOR.
A similar procedure can be applied to TACAN ground beacons or even (D)VOR groundstations.

As DLS-A in the TMA-mode, DENS incorporates a ground-air-datalink for transfer of
auxiliary data, giving DENS the capability of a self-announcing beacon. Due to the
interrogation character of DENS, the system is basically 2 quiet one. It needs airborne
interragations to start transmission, a fact, which might be of importance to possible
military applications.

Finally a short view to the economic pros and cons of the DENS. As a TACAN ground
beacon DENS comprises all guidance parameters needed for enroute navigation in one
equipment, which however will be less expensive. Besides the lower equipment cost, DENS
gains its economic superiority from two facts:

- The identity of approach/landing aid, TMA- and enroute navigation
aid, which simplifies maintenance and logistics remarkably,
resulting in a low cost of ownership.

- The unique DLENS airborne equipment, which applies for approach/
landing, enroute navigation including TMA and other tasks as well,
minimizing the airborne effort and cost while optimizing system
performance and integrity.

5.3 The DLS/DENS (DLENS; airborne equipment

The main features of this airborne equipment are already treated under section 4.4.
Only some additional comments regarding the superiority of a DLENS airborne installation
shall be given.

The use of the DLENS airborne unit for approach/landing, and TMA/enroute navigation
need not to be recalled. An additional possibility however is the application of the
processing part of the DLENS for R-nav calculations, which can be executed besides the
tasks, for which the unit was provided originally. This calculations can rely upon the
guidance data derived by the same equipment resulting for instance in a ¢ -9-or ¢

~ -area navigation, or, giving an other example, in a x-y-tracking system for DLS to
smooth the transition from approach to missed approach.

Finally a comparison of airborne installations, which indicates the superiority of
the DLENS equipment over operationally comparable installations regarding cost and
integrity. It must be noted too, that the DLENS equipment, concerning angle- and aux-
data, does neither limit the system accuracy nor add multipath distortions to the angle
data performance.

The DLENS airborne equipment., serves for:

* pPrecision distance information,

* Azimuth data,

* Elevation data,

* Flare-height data and

* Auxiliary data. e
This one equipment does the same job than 4 separate airborne equipment are doing in
todays installation, in the future MLS~-(other than DLS)~case and in todays military
installations. Moreover DLENS supplies additional information as aux-data, which turn

the DLS-/DENS-groundstations into self announcing ones, a feature available only in
the MLS case. The following airborne effort is reqr.red to satisfy approach/landing,
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TMA- and enroute navigation requirements:
a) DLS/DENS-service:
* DLENS airborne unit + L-band antenna

b) Todays radio navigation service:

* ILS-localizer / VOR-receiver + 100 MHz-antenna
* ILS-glidepath receiver + 300 MHz-antenna
* ILS-marker receiver + 75 MHz-antenna
* (P)DME-airborne unit + L-band antenna
c) Military service using ILS:
* ILS-localizer / VOR-receiver + 100 MHz-antenna
* ILS-glidepath receiver + 300 MHz-antenna
* ILS-marker receiver + 75 MHz-antenna
* TACAN airborne unit + L-band antenna
d) Future MLS service:
* Angle data receiver (az + el 1) + C-band antenna
* Elevation 2 receiver + Ku-band antenna
* PDME-airborne unit + L-band antenna
* (D)VOR receiver + 100 MHz-antenna

5.4 Further growth aspects

Solving the most important navigation tasks using one basic system and one (!) air-
borne equipment (instead of four) in a reliable, extremely cost effective way giving
high accuracy guidance data insensitive against multipath interferences, this is the
essential step to the DME-based universal radio navigation system. However the growth
potential of this proposal is not at all exhausted. Some other possible applications,
partly perhaps a little bit more in future, shall round off the picture.

First the possibility to employ the DLS as an aid for roll-guidance shall be
discussed. The demand for a roll-guidance aid is obvious, if a landing aid capable of
Cat IlIc-operation is installed on an airport. If such a MLS has successfully guided
an aircraft under extreme weather conditions to touchdown and roll-out, what happens
then with the aircraft? A Cat IIIc-MLS does only make sense, if it is combined with
a roll-guidance system, which enables the pilot to find the way to the allocated parking
position under zero-visibility conditions safely and reliable,

Here again ground derived direction finders could help solve the problem. Several
small DLS-A like groundstations installed distributed over the airport area, finding
the direction to the interrogating aircraft transfer this information to a control
center. Here position and velocity vector of the rolling aircraft is determined and
together with the appropriate guidance instructions transferred to the rolling aircraft
for suitable pilot's display. However it must be recognized, that a remarkable quantity
of additional problems (as passive airport surveillance, airborne display problem etc.)
have to be solved, before a roll-guidance system can be brought to operation, a consider-
ation casting certain doubts on the justification of a Cat IIIc-MLS-requirement.

An other area, where the DME-based universal radio navigation system will become highly
important in the future 1s the air traffic control (ATC) and collision avoidance (CAS).
The application of ground derived direction finders incorporates the availability of at
least the angle-coordinates of an interrogating aircraft on the ground. In order to make
use of these ground derived position data, they need to be completed by at least three
additional information:

-~ alr derived distance information (slant range)
- air derived barometric height information and
~ aircraft identification (address).

This requires an additional air-to=-ground data link preferrably combined with the DME-
interrogation. The groundsystem then is completely supplied with all information relevant
for execution of the followiny tasks:

* Full ATC service, if ground derived angle-data plus
air-to-ground transferred data are fed into central
processing unit, programmed to

* Run each controlled aircraft in the observation volume as
a dynamic model in the central processor, thus executing
a full ground-tracking. Ground-tracking then results in a

* Reducticn of number of aircraft interrogations to decrease
the traffic capacity while keeping the performance data.
Comparative ground-tracking and flight path extrapolations allow the
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* perivation of collision avoidance warnings, which then have
to be retransmitted to the endangered aircraft.

While most of the problems dealing with the ATC-data processing are already solved the
air-to-ground datalink combined with the DME-interrogation is the greatest technical
challenge and therefore obtaines high attention and deep investigations.

As derivatives of the DME-system, the roll-guidance-aid and the ATC-system were
denominated as:

- DRGA = DME-based Roll Guidance Aid

- DACS = DME-based Air traffic Cuntrol System
6. CONCLUSION
Todays ICAO-standardized distance measuring system DME has a manifold of additional radio
navigational applications. Following the basic rule not to design a pure MLS, but to
concept a universal radio navigation system as part of the overall aeronautical system,
the DME was found to be a solid basis for an integrated system satisfying a lot of
operational demands. Thus an integrated universal radio navigation system was composed
and named

O MILECS = Microwave Integrate Landing Enroute-navigation and air
traffic Control System.

The MILECS subsystems, which were explained in this paper, are:
* PDME: Precision DME - First DME-extension
* DLS : DME-based Landing System - Second DME-extension
* DENS: DME-based Enroute Navigation System - Third DME-extension
* DRGA: DME-based Roll Guidance Aid - Fourth DHE-extensioﬁ
* DACS: DME-based Air traffic Control System - Fifth DME-extension

All these subsystems operate with the same airborne equipment, the DLS/DENS-(DLENS) air-
borne unit. :

This concept possesses a broad variety of advantages in the operational, the economic
and the integrity area as well and therefore will obtain a growing attention in future.
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A desoription is given of oharacteristios of the miseion analysis
programs as carried out for the Royal Netherlands Air Force by the National
Aerospace Laboraiory (NLR). Although the program objeotives can differ from
trial to trial, they have a number of oommon properties: the use of on-board
mltmmentution/uoording equipment, no need for ground equipment, specifio,
high acouracy, teochniques for the determination of airoraft position with
the aid of aerial photographs eto.

All the programs are aimed at the analysis of relevant mission para-~
meters, e.g, low-altitude performance, navigation aocuraoy, exeoution of
attack manoeuvre, soore of the (wimulated) attaock. Apart from this primary
objeotive, the additional intentions ares a realistic training opportunity
for fighter pilots, the evaluation of new tactios and the acquisition of
realistio input data for simulation studies,

In the paper the most important mission analysis programe are dealt
with) main point in the desoription is not the military background of the
exercises but the techniocal set~up inoluding instrumentation and data re-
duction teohniques, caloulation techniques applied and typical results ob-
tained,

1. INTRODUCTION

One of the most important problems related to the execution of low-altitude training miesions with
military airoraft in a (quasi) operational environment is the recording and analysis of relevant miesion
performance characteristios, If reliable data on the charaoteristios, e.g. low-altitude performance, navi-
gation acouraoy and the soore of simulated bombing attacks are available, they can be ueed for many pur-
PoBeS, ©.g.t
— objective assessment of the execution of specifioc mission tasks (valuable information both at Air Staff

and at airbase level),
- improvement of pilot's mission performance (realistio truining opportunity),
~ evaluation of new tactiocs,
= use of the data as input for simulation studies,
- evaluation of new flight control, navigation or weapon delivery systems.

In this framework the National Aerospace Laboratory (NLR) has carried out s mumber of mission analysis
programs for the Royal Netherlands Air Force (see table 1), Although the aims of ithe exercises may differ
from trial to trial, they have one common approach in methodology: no use is made of ground equipment or
data links in the operational training area. To this purpose special instrumentation and recording units
have been developed whioh can be installed on-board operaticnal RNLAF fighter airoraft (F-104 G, NR-5A/B)
without interfering with the normal operstional tasks and status of the airoraft. This implies a quiock
installation/removal oapability and minimal modifioations to the airoraft, The process of data~reduotion
ansoolated with the analysis of the relevant mission charsoteristios under investigation is carried out
after mission execution. The turn-around time is dependent on the objeotives of the program: if a fast feed
baok of information to the pilot is required, an extensive analysis of the mission can be delivered within
2 hours after landing; if only soores of simulated attacks are of interest lo the pilot a prooessing time
of 1/2 hour can be realised. Although most of the analysis-programs in the past were set up for a limited
period, recent developments are aimed at long-term projects inoorporating regular reports and time histories
of the mission resultis.

This paper gives a desoription of the most important exeroises. Attention is paid to charsoteristios
oommon t0 all programs as well as to speoifio aspeots of instrumentation, recording and data-processing and
the applioation of special caloulation techniques. Typical results will be shown,.

2, OENERAL NISSION ANALYSIS APPROACH

As has been stated in the previous seotion the RNLAY/NLR mission analysis programs have one oommon
charecteristio: no ground cquipment in the operational training area. This aspeoct is considered to be very

important, because:
~ a wide spectrum of target types can be selected,
- undesired learning processes as coourring during missions to quite familiar Air Joroe training ranges oan

be avoided
- because no ground personnel is required, a relatively cheap and flexible set-up of the mission analysis

progream is possible
The absenoe of ground equipment implies speeial requirements to instrumentation and data anmalysis.
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Instrumentation and recording units have been developed whioh ocan be mounted on-board operational aircraft
without interfering with the nommal operational etatus of the airoraft, Use is made of existing on-board
systeme as much as poesible, For the realization of this approach the NLR is in the fortunate position of
being an aerospace research and development organization with great experience in airoraft instrumentationj
so expertise and facilities are amply available to solve the sometimes complicated technical problems
associated with the set-up of mission analyeis programs where airborne weapon systems play a central role.

Without ground equipment (e.g. radars, laser equipment, transponders) the determination of the airoraft
position relative to the ground (target) must be realized in an alternative way. In particular this aspeot
is relevant for the analysis of the score of a simulated delivery; the airoraft position at the moment of
delivery is an important and oritical (aocuracy)) parameter. To this aim use is made of (a) special photo-
camera(s) installed in the airoraft. For the determination of the airoraft position a photogrammetrio cal-
oculation technique has been developed which is desoribed in detail in reference 1, The only ground informa-
tion required for the application of this technique is the position of a number of reference points in the
target area. For the reference points special features in the terrain are used (mee figure 1), Only once,
the co~ordinates of these referenoce points in the target area have to be measured in a local co-ordinate
system. So, a large data base of targets can be oreated and all targets can be used at random in the mission
analysis programs. It has been proven that with the photogrammeirioc technique the airoraft position oan be
determined with an acouracy of 0.1 m in XYZ co-ordinates and the attitude with an acouracy of 0.1 degree in
Euler angles,

3. THE "INBREKER" (BUK}LAR) EXERCISES
3.1 Introduotion

The exercises "Inbreker" (transl,s *"Burglar") were initiated in 1966 by the HQ-RNLAF in order to permit
& gystematio investigation of parameters which were felt to be of influence on the survivability resp,
effectiveness of typical RNLAF military missions. Although similar looking exercises were held in the past
by other Air Foroes, it was doubted whether the results obtained were directly applicable to the RNLAF mis-
sions because of differences suoh as operational enviromment, airoraft type, and equipment,mission task and
pilot experience, Moreover, the Military Operations Research group of the NLR started — on request of the
RNLAF - a theoretical study towards mission optimisstion (see also reference 2), Realistio input data in
partioular ooncerning the RNLAF pilot-airplane performanoce during typiocal low-altitude penetration missions
were required,

Both phase I and II of exeroise "Inbreker" provided the necessary data, while at the same time a better
and objeotive impression was obtained of the operational exscution of RNLAF reconnaissance- (phase I) and
strike-mission (phase II) flown with RF- and F-104 G type airoraft respectively. The set-up and results of
these two analysis-programs will not be dealt with in further detail in this paper.

When the RNLAF introduced the Canadair Northrop NF-5 A/B for the ground-attack role, the manosuvrabil-
ity and advanced navigation equipment of this aircraft were believed to permit a better low—altitude pene-
tration performance. Also the need for an objective impression of exeoution and effectiveness of the ground-
attack phase of the missions was a reason to initiate a third phase of exercise "Inbreker". This phase will
be desoribed in more detail in the following sections.

3.2 The "Inbreker" III exercise objectivea

The following objeotives were formulateds:

a. quantification of operational low-level capability as a funotion ofs air speed, terrain roughness, pilot
experience, afo oconfiguration, a/o position in formation, mission phase,

b. analysis of navigation acouraoy at initial and pull-up point,

g, measurement and analysis of a% trajectories during standard RNLAF types of attack manceuvre,

d. measurement and analysis of aiming acouracy during simulated oonventional attacks.

A schematio lay-out of a typical pitoh-up attaock manceuvre iz shown in figure 2. The notion "aiming
aocouracy™ is defined here as the quaiification of a weapon delivery based on the distance between target
and computed impaot point,

The flight program consisted of a total of 31 missions flown with 2 instrumented a/o, 8 representative
targets and 14 partioipating pilots (7 formations) with total jet experience varying between 400 and 4000
hours.

3,3 The operational realization
Measurement techniques

For the realization of the objectives formulated the following measurement techniques were applied:

a. The measursment of the low-altitude penetration performance was obtained by on-board recording of
radar- and pressure altitude. The subtraction of the first from the latter also renders the correspond-
ing terrain-profile (see figure 3a).

b, The analysis of the navigation acouraoy was oonfined to the positional aocouraoy at those points of the

mission, which were felt 10 be of influence on the mission success (e.g. Initial Point, Pull-Up Point).

For this purpoee asrial photographs, taken by the pilots as close as possible to these positions, were

interpreted on standard geographical mape (see figure 3b). From Doppler regisirations the distance-to-go

and oross-track dietance were analyzed.

c. For the measurement of the attack trajectories a epecial method, using a simple strap-down inertial

system, was developed, The mothod, a detailed desoription of which oan be found in the references 3 and

4, requires on-board recording of the airoraft aocelerations and attitude as well as the acourate

knowledge of two positions of the airoraft at the beginning resp, end of the trajeotory to be measured.

These positions were calculated from aerial photographs, taken at the appropriats moments during the 3
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manoeuvres (Figure 30). For this purpose a speoial developed photogrammetrio method for airoraft position
determination was used (Ref.l).
d, The oaloulated weapon impact poeition was obtained by taking into aoocount the appropriate ballistio
tables in oombination with the "delivery parameters" beirg the initial oconditions of the weapon trajeo-
tory. The delivery parameters (true airspeed, angle of pitoh and heading) were recorded in~flight while
the airoraft angle of attack was derived from the airorafi asrodynamio tables. The position of the air-
oraft relative to the target was caloulated with the earlier mentioned photogrammetric method (see also

figure 3d).
Adroraft instrumentation

The aireraft position relative to the target at the moment of weapon delivery was calculated from
photographs, taken with a Perkin Elmer Minipan 35 mm panoramic cameraj this oamera wae installed in such a
way that it soanned the ground in a longitudinal directionj thue an excellent coverage of the target area
oould be achieved for a wide range of aircraft pitoh attitudes,

For the reocording of the airoraft position at those points where it ocould be assumed to be in approx-
imately level attitude, photographs were taken with 2 standard 70 mm Oude Delft TA-TM reconnaissance
cameras, looking in vertical resp. left-—oblique direction.

The cameras were positioned in a specially modified centerline standard store, which will be discussed
in more detail later on, The figures 4a and 4b present some typiocal examples of photographs taken with the
Minipan and TA-TM ocameras,

For the realization of the exeroise objectives, as stated in section 3.2, an extensive data recording
program was designed,

A distinotion was made between the parameters to be used for the analysis of penetration and run-in
phase of the miseions and those for the analysis of the attiack phase, The recording of the first group of
parameters was performed with a digital system (Sperry wire recorder, sampling 46 ohannels/sec) for easier
data reduction of the relatively long recordings with a duration between 45 and 90 minutes per airoraft and
per mission. For "quiok lock" purposes and ae a baock-~up this group of parameters was also reocorded on a
trace recorder (Beaudouin A~13).

The parameters necessary for the analysis of the attaok-phase were recorded on a second trace recorder.
This provided the flexibility of an optimal choice of the sampling frequenoy (= times per second that the
traces are digitized) afterwards, Due to the relatively short duration of the attack manceuvres the effort
in digitizing the analogue recordings could be kept within reasonable limits,

The most important parameters which had to be recorded were: radar- and pressure-altitude, Doppler
position (as determined by its components: oross-track-distance and distanoce~to-go), airoraft acceleration,
airoraft attitude, true airspeed, groundspeed and drift angle, For oorrelation of both analogue recorders
and the digital recorder a common time base was fed to each recorder.

Apart from the routine weapon release procedures additional actions had to be performed by the pilots
in order to activate the relevant recording-equipment (see figure 2). .

Summarized, the "Inbreker® III instrumentation unit oonsisted of the following elementss

- modified standard store, attached to the centerline pylon (see figures 5a and 5b), housing all cameras
and the radar-altimeter,

- recorder-rack, mounted in the left hand gunbay (replacing the left hand ammunition box, see figures 6a
and 6b); this rack oontained the 3 data recorders, Haydon olock, signal converters and signal-oondition-
ing eleotronics.

- acoelerometer-unit, also mounted in the left hand gunbay (figures 6a and 6b)j this unit contained the 3
acoelerometers as well as counters, indicating the filmlength used in the irace-recorders and the number
of frames made with the Minipan and TA~TM cameras.

Minor modifications of the NP-5A airoraft, mainly oonsisting of additional wiring, were required io in-
stall the instrumentation.

3.4 Results

The following results from the "Inbreker" IIT mission analysis program'can be mentioneds

» & large amount of data was aoquired concerning low-altitude performance during penetration and run-in, 4

typical example of a flight- and terrain-profile is gziven in figure 7a. All data together, split up in

different terrain oategories, permitted a spectral analytioal approaoh for the caloulation of power

spectra of flighti- and terrain-profilas {Ref.5). Figure Tb gives an impression of the groundclearance

performanoe, averaged over all missions (16 hrs tctal recording time history) and the *highest" resp.

"lowest® mission, Also, correlations between airoraft speed, pilot experience, terrain roughness etc. and

groundolearanoe performance have been established.

the navigation aocuraoy was in general good,

the execution of the attack manoeuvres was analysed thoroughlyj complete plois both in the horisontal and

vertioal plane were presented. An example of this presentation is given in figure 8, Correlatiors between

type of manoeuvre, pilot experience, diffioulty of target eto, and the "exeocution quality” (realized

manoeuvre vs presoribed manoeuvre) were analyzed, As an exampls a registration has been taken into acoount

which does not represent the average standard,

. From figure 8b it oan be seen that apparently as a result of an inacourate pull-up the pilot deteoted the
target only after reaoching apex. This explains the change in heading towards the target,

. the purpose of the weapon delivery analysis was to determine the delivery acouraocy as achieved by the
individual pilots in a (quasi) operational environment and to investigate possible deviations from the
planned delivery oonditions, Therefore a broad analysis was made concerning delivery scores and errors in
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delivery parameters (1.e, deviations from planned conditions). The analysis of the delivery scores was
split up for all targets and manoeuvre types. Interesting relations between delivery soores and manoeuvre
exeoution, target deteotibility, weapon type simulated eto. oould be established,

4. THE "MISSION IMPROVEMENT PROGRAM"

4.1 Introduotion

The results from "Inbreker" phase III inocorporating a complete mission analysis provide a thorough
insight in the operational exeoution of oonventional ground-attaok missions with the NP-5. It was realized
that the data obtained ocould also be of great value for pilot training provided a quiok turn-around time
of the results oould be realized. In fact, the instrumentation and reocording principles as applied for
"Inbreker” III needed only to be extended with an adequate set-up of data~processing. Such a "Mission Im-
provement Program" (MIP) would have to run for a rather long time in order to have optimal impact on pilot
proficiency. Furthermore, the flight instrumentation hardware and data-processing facilities should be set
up in such a way that servicing by airbase personnel would be possible.

By decision of the RNLAF the Mission Improvement Program had to be realized for the F-104 G type air-
oraft. The program started in 1975; more than 100 operational missions have been analyzed sinoce,

4.2 Objeotives of the program

The objectives of the Mission Improvement Program are as followss
a. improvement of the exscution and effectiveness of the visual-day air-to-ground missions of fighter
bomber aircraft F-104 G equipped with oonventional weapons, by a fast feed-baock of the numeriocal mission
results to the piloi,
collection of objeotive operational data of these ground-attack missions (related to mission aspeots likes
navigation acouraoy, low-altitude performance, delivery soore, manoeuvre exeoution etoj see also exeroise
wInbreker" III), These data can be used for debriefing the individual pilots, for determining average
operational profioiency of the pilots and as input for the RNLAF/NLR mission optimization studies oon-

cerning survivability aspeots (Ref.2),

The same mission profiles were selected as for "Inbreker" phase III} for a schematio impression of a
typical pitoh=up profile one is again referred to figure 2.

o
.

Till now, the flight program consisted of 108 missions (ca. 200 attacks analyred) with 1 instrumented
airoraft and 8 representative targets,

4.3 The operational realization

Measurement techniques

The moet important mission characteristios measured ares the low-altitude performance and the delivery
score, The underlying caloulation techniques are identical to those applied during exercise "Inbreker® III
(see section 3.3). For a survey of the output parameters am is referred to table 2, The attaok trajectory
is caloulated in a different way; for the R-104 0 airoraft data from the LN=3 inertial navigation system
oould be obtained, Speoial updating teochniques were not applied for trajectory caloulations, since the LN-3
system furnishes data aocourately enough for determining the trajectory during short time manoeuvres,

Airoraft instrumentation

One important requirement for the MIP R-104 G instrumentation is that the operational status of the
partioipating airoraft should not be affected; remodifications have to be carried out within a very short
time period %1/2 hrur), This requirement was met by making use of "quick release units" and by avoiding
extensive mechanical and elecirical modifications to the airoraft,

The special instrumentation unit necessary to colleot relevant flight data oonsists of:

a forward-looking photo oamera,
- a "Signal Conditioning Unit" (SCU) used as an interface devioe,
a "Flight Data Aoquisition Unit® (FDAU) whioh oonverts analog data (from SCU) into digital data,

- two magnetio ocassette tape reocordere,
The photo oamera has been installed in the nose-section of a pod mounted at the airoraftts oentre-line
bomb raoke.

The remaining instrumentation has been installed in two gas oane, oonnected to the T-raok in the eleo-
tronioc occmpartment.

The Signal Conditioning Unit has been built in one of the gus cans which is called the "Signal Con-
ditioning Can",

The FDAU and the two magnetio cassette tape recorders have been mounted in the seoond gas ocan whioch is
called the "FDAU Can".

The on-board wiring between the electronio oompartment cover and a position olose to the Centre-line
Bomb rack, is used to oonneot the pod with the gas cans. The installation of the additional wiring between
this point and the pod oan be considered as a special modification.

The instrumentation system is supplied by the airoraft®s power unit.

The camera and recorders are oontrolled with the aid of the trigger switoh and bomb release tutton re-
spectively, installed on the ocontrol stick; no additional pilot aotions are required,
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By using a "spliocing cable" flight data are tapped from the inertial system LN3 and the air data com=—
puter for recording purposes,

The figures 9a up to 9d give an impreesion of the MIP instrumentation package.

Data processing
A survey of the data processing of a MIP mission is presented in figure 10,

After oompletion of the mission the recorded flight data are transmitted from the airbase to the data
processing station (taking into account security aspects). This ococurs via the public telephone network
with the aid of a portable transmitter unit called PORDALI (portable data link). At the same time two
aerial photos taken at IP and at weapon delivery are developed by the airbase personnel. From the former,
the airoraft position at IP is determined and from the lattar the co-ordinates of the reference points of
the target area are measured, These data together with the information given by the pilot to ihe project
officer during a debriefing (target attaocked, weapon used and weather oonditions) are additional input data
for the mi;s:lon analysis program and are telephoned to the data processing station (i.e., the Computer-centre
of the NLR).

The results of the analysis program are telegraphed to the airbase (taking into account security as-
pects). These data enable the projeot officer together with the pilot involved to analyse the mission re-
sults within iwo hours after mission completion.

For statistical analysis the results are stored in a special date base whioch gives the possibility to
determine the average operational proficienocy over a number of MIP missioas.

4.4 Resulte

Runin phase

Groundspeed, low-altitude performance and navigation accuracy are available. As is shown in table 2
the minimun-, median— and maximum values of these parameters are given, Furthermore the actual run~in
trajeotory with respeot to the planned trajectory is given in a graph.

Attack manceuvre and weapon delivery
Airoraft's trajectory during the attack manoeuvre is given in a graph while delivery parameters such
as altitude above target, slant range to target, dive angle, heading etc, are given in a table (see table 2),

Weapon impaot
Weapon time of flight, weapon impact point (with and without wind) are presented, Airorafits position
at weapon impact (fragmentation envelope) is also given.

The weapon impaot point is presented in a separate graph,

General remarks

It is evident that these objeotive results give the projeot officer and pilot involved valuable in-
formation for disoussing and analyzing the exeoution of the mission in an extensive way.

5« NEW MISSION ANALYSIS PRO3RAMS

As desoribed in chapter 4 a speoial instrumentation unit has been developed for the R-104 G airoraft
to analyse the execution and effeotiveness of operational FPighter Bomber Attack trainings missions in the
framework of the Mission Improvement Program. Apart from the objeotives of NIP and the related specifio data
proocessing it is also possible to use the combination of F=104 G instrumentation set and data~handling com-
puter programs for the aoquisition of other data conoerning the operational mission execution. These data
can be related to the execution of standard P-104 G penetration and attaok tactics and also of alternative
6.q. new tactios for these mission ﬁnel. In this framework evasive manoeuvres can be recorded, low-alti-
tude performance oan be determined, the effectiveness of "range" miesions can be assessed, the effect of
new equipment (navigaiion sysiems, veapon delivery systems) can be analyred, eto., This slightly modified
MIP hardware system is called "Nission Data Acquisition System” (MIDAS) and is in operational use since the
mid of 1977.

An other new program is the "Delivery and Impact Analysie System® (DIAS}. This system is being deveioped
for the RNLAF for the asressment of the soore of conventional bomb deliveries, Basiocally it makes use of a
single ocamera attached to the aircrafi, With this camera a number of photo plotures is taken at the moment
of (simulated) weapon delivery; these photo's are processed in such a way that reference points in the tar-
get area can be read out with the photogrammetric ocaloulation technique as demoribed in reference 1 (see
also chapter 2), The system seems suitable for large soale installation. Data processing oan be carried out
at airbase level with the aid of some specific hardware such ass photo reading equipment, mini computer and
a graphic display. Statistical analysis of stored mission data will be possible if data storage is realiszed.

6. THE BENEFITS OF MISSION ANALYSIS TECHNIQUES

In relation to the exeoution of low=altitude military missions, the approach of mission analysis as
desoribed in this paper has the following benefits:

« 8 thorough insight in the most relevant miseion oharacteristios can be obtained. In partioular low-alti-
tude performance, navigation acouracy and weapon delivery of typioal low-altitude military missioms oan be
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Te

analyzed.

poseible imperfections in both airoraft and pilot performance during low~altitude missions can be deteo-
ted, If the procese of data reduction is carried out fast the pilot has a detailed overview of the mission
execution. / :

bomb scoring systems, like DIAS, can be developed without any/ need of ground equipment. Hereby use is
made of special photogrammeirio caloulation techniques for t};’e determination of the aircraft position and
attitude at the moment of simulated weapon delivery. H

new tactics with respeot to low-altitude navigation, manceuvting and weapon delivery with their impaot on
the erecution of a mission oan be evaluated.

a8 large amount of data can be used for further investigation }in the framework of other studies, For exam=
ple, measured airoraft manoeuvree are used as input in computier simulation models of ground-based air
defence systems in order to assess the vulnerability of airorhft exeouting those manoeuvres (see also
reference 2), \

the effect of new flight control eystems, navigation and weapon\_delivery systems on the operational mis=
sion exeoution can be established, In this way the evaluation of these systems oan be carried out under
(quasi) operational conditions. .

v

POINTS OF CONTACT

Those who like to have more information on the mission programs are adviesed to contact one of the

following points:

8.

2

3.

4.

S

Royal Netherlands Air Foroe RNLAF Wational Aerospace Laboratory NLR
Assistent Chief of Staff for Operational Requirements (AOB) Department of Flight
Seotion Operatione Research and Evaluation (ORE) Military Operatione Research Group
Prine Clauslaan 8 Ant, Fokkerweg 2
The Hague Amsterdam
The Netherlands The Netherlands
REFERENCES
v, Eck, M.A,A. The photogrammeiric method as developed for the '"Mission Improvement Program" to de-
termine the airoraft position and heading at the moment of weapon delivery. NLR Memorandum VG-77-022 L,
1977.
Bovy, M.H.W, The *Ground-attack/Penetration” models a Monte Carlo sim:lation model to assees the sur-
vivability and to evaluate tactics for low—altitude military missions in an environmeni of groundbased
airdefence systems. Paper nr, 12 of Proceedings 25th GCP/AGARD meeting, Dayton, Chio, USA,
Stahlie, T.J. and Veldhuyzen, R.P. The measurement of airoraft trajectories during manceuvres of short
duration with a simple strapdown inertial system., NLR Memorandum W-72-031, 1972.
Stahlie, T.J. An updating technique for correcting measured positions of an airoraft trajectory. NLR
Memorandum W=T2-040, 1972,
Veldhuyzen, R.P. and Hanekamp, J. A new approach to the generation of flight altitude profiles of low
level penetration missions (Confidential). NLR Memorandum VM-71-048, 1971,

Kame Period Mission type Airoraft type
"Inbreker® (Burglar) phase I June - August 1966 Visual-day Reoce RR-104 G
#Inbreker" (Burglar) phase II  April = June 1967 Visual-day Strike 104 G

"Inbreker” (Burglar) phase III May — August 1972 Visual-day ground-attaok NB-5A

"ission Improvement Program"
(m1P) 1975/1376 Visual-day ground-attack F-14 G

"Delivery and Impact Analysis
System” (DIAS) 197Te s Visual-day ground-attack NF-5A
(under development)

» "Miesion Data Aoquisition System"

(MIDAS) 1977... Recoe/Strike R-104 G

Table 1, Survey of RNLAF mission analysis programs.
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Table 2 Exomple of the presentation of the resuits of the

MIP F2104G mission anolysis

Fig. 1 Photograph taken ot weapon=delivery showing 5
reference points in the torget orea
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1 = ?PICKLE®' FOR PHOTOGRAPHIC POSITION RECORDING
(TA=7M CAMERAS) AND FOR INCREASED TRACE-RECORDER
SPEED DURING 60 SECS.
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Fig. 3 Inbreker I imeasurement techniques




Fig. §a NF <54 with instrumented siondord stors

Fig da Typical minipan ponaremic comers [ilmatrigs

Fig. 5b Close=up of nose-saction of standard store with
Perkin Elmer Minipon panoramic ccmere

VERTICAL

Fig. 46 Typicol recce—comera (TA=TM) filmstrips




Fig. 6o NLR instrumentation in left hand gunbay of NF-5A

Fig. 6b Close~up of recorder—rack (left) with 2 ‘Beaudouin’
trace recorders resp. "Sperry’ wire—recorder ond
accelerometer—unit (right)
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Fig. 7a Typical flight=ond terrain ~profile
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Fig. 7b Impression of ‘Inbreker' Il groundclearance
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239

ALTITUDE

APEX

TARGET ALTITUDE

TINE

Fig. 8a Altitude profile of typical pitch=up ottack
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Fig. 86 Horizontol projection of A/C trajectory during
exscution of typical pitch=up ottock (UTM~grid)
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A. MIP=MODIFIED F=104G WITH INSTRUMENTED 8. CLOSE<UP OF STANDARD STORE WITH SPECIAL
STANDARD STORE CAMERA

C. SIGNAL CONDITIONING UNIT AND FDAVU- D. CASSETTE RECORDERS IN FDAU=CAN

Fig. 9 The MIP instrumentation unit
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Fig. 10 Block diogram of the MIP date processing



EXPERIMENTAL DETERMINATION OF THE NAVIGATION
ERROR OF THE U-L NAVIGATION, GUIDANCE, AND
CONTROL SYSTEMS ON THE NASA B-737
AIRPLANE

by

Charles E. Knox
NASA Langley Research Center
Hampton, VA 23665

SUMMARY

A serles of flights were flown with the NASA B-737 airplane on an area navigation
test path. Ground-based radar tracking information was utilized to compute the error of
the airplane's position as estimated by an advanced experimental 4-D area navigation
system onboard the airplane.

Navigation error data from these flights are presented in a format utilizing three
independent axes - horizontal, vertical, and time. The navigation position estimate
error term and the autopilot flight technical error term are combined to form the total
navigation error in each axis. This method of error presentation allows comparisons to
be made between other 2-, 3=, or U4-D navigation systems and allows experimental or theo-
retical determination of the navigation error terms.

Position estimate error data are presented with the navigation system position esti-
mate based on dual DME radio updates that are smoothed with inertial velocities, dual DME
radio updates that are smoothed with true airspeed and magnetic heading, and inertial
velocity updates only. The normal mode of navigation with dual DME updates that are
smoothed with inertial velocities resulted in 2 mean error of 390 m with a standard
deviation of 150 m in the horizontal axis; a mean error of 1.5 m low with a standard
deviation of less than 11 m in the vertical axis; and a mean error as low as 252 m (approxi-
mately 1.4 sec) with a standard deviation of 123 m (approximately 0.7 sec) in the time axis.

SYMBOLS

ADD position estimate update mode based on dual DME radio inputs thatl
are smoothed with true airspeed and magnetic heading inputs

AXX position estimate update mode based on true airspeed and magnetic
heading only

CADC central air data computer

CPE circular pbsition error

CRT cathode ray tube

DME distance measuring equipment

D-DME dual DME

FL230 flight level 230 (approximately 7010 m (23,000 ft) above sea level)

FTE flight technical error, m

GS ground speed, knots

HER altitude flight technical error, m (see figure 8)

IDD position estimate update mode based on dual DME radio inputs that
are smoothed with inertially derived velocity inputs

INS inertial navigation system

IXX position estimate update mode based on inertially derived velocity
inputs

LAT latitude, deg

LONG longitude, deg

MAG HDG magnetic heading, deg

NCDU navigation control display unit

51 position vector
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R radius, m

SEPR time axis flight technical error, m (see figure 8)
TACAN tactical air navigation system

VOR VHF omnidirectional range navigation system

WPT way point

XTK crosstrack flight technical error, m (see figure 8)
X,Y,2 Earth-centered Cartesian coordinates

2-,3=- & 4-D horizontal, vertical, and time navigation, respectively
Y flight-ﬁath angle, deg
a standard deviation

1. INTRODUCTION

The rapld advances in the state of the art of microprocessors have allowed significant
advancement in the computational capabilities of navigation, guidance, and automatic-
flight control syotems. Area navigation systems may utilize a variety of inputs such as
air data computers, inertial referenced platforms, doppler radar, low-frequency navigation
systems, VOR, DME, TACAN, and satellite information to estimate the airplane's position
in space. The navigation computer can calculate guidance in the lateral, vertical, and
ground speed or time modes of flight. Guidance may be displayed directly to the pi‘ot for
manual flight or may be transferred to the flight control system for automatic flight.

Alrplanes utilizing navigation systems and flight control systems of various levels
of sophistication and automation will operate in the same airspace. It is, therefore,
imperative that the navigation and flight control systems on board these airplanes assure
compatible position estimates and delivery accuracy, both within the present separation
criteria and possibly with reduced separation. The overall commonality of these systems
must then be the navigation position estimate and the system's guidance and airplane
response characteristics.

This report will presr.at the results of flight tests where the accuracies of the
experimental navigation system's position estimate and the flight technical error of the
automatic-flight control system on board the NASA Boeing 737 airplane were experimentally
measured during automatic 4-D flights. A circular position error concept was used to
document the position estimate error so that the total navigation error could be specitied
in three axes independent of the flight-path geometry.

2. BACKGROUND
2.1 Terminal Configured Vehicle Program

The NASA Terminal Configured Vehicle (TCV) program was established to examine the air-
borne aspects of advanced aircraft systems and operational procedures for the fourth
generation alr traffic-control system. To accomplish the program's flight research in a
realistic manner, NASA acquired a Boelng 737, twin-jet commercial-type transport airplane.
The alrplane is equipped with an advanced electronic display system, an advanced navigation
and guldance system, an advanced flight control system, and an extensive data recording
system. The research pilots interface with these advanced experimental systems in a sepa-
rate, full-size research cockpit located aft of the conventional airplane cockpit.

The advanced navigation system is a highly sophisticated area navigation system which
operationally satisfiss ARINC Characteristic 582 (Mark 2 Air Transport Area Navigation
System) but was desigiied as a research tool with flexibillity achieved through software
control.

The final test to determine the effects that software modifications have on the navi-
gation and guidance system is the measurement of the airplane's navigational error. Hence,
a method of obtaining and specifying the navigation position estimate and the guidance
flight technical error was required.

2.2 Navigation Error Specification Guidelines

The total navigation error may be specified in various components to best sult the
engineering and certification process and to facilitate the user and airspace planners.
In choosing a method to specify navigation system error, it was desirable not only to be
able to document the effects that software modifications have on navigational accuracy of
the NASA B-737 navigation system, but also to be able to compare this system with other
navigation systems. Hence, the following guidelines were rollowed for choosing & method
to specify the navigation error: (1) Be able to provide independent, uniform accuracy
specifications for horizontal navigatinon (2-D), vertical navigation (3-D), and time navi-
gation (4-D). This will allow a sophisticated 4D navigation system to be compared to a
relatively simple 2-D navigation system in the 2-D mode of navigation; (2) Navigation
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system error specifications would not be dependent upon sensor inputs (not dependent on
rho/theta accuracies inputs such as with VOR/DME); (3) Navigation system error would
not be path dependent (horizontal error would not necessarily cause an altitude error
when on a climbing or descending flight path); and (4) Navigation system error could be
obtained with either experimental measurement or theoretical analysis, or a combination
of both.

3. DESCRIPTION OF THE AIRPLANE, EXPERIMENTAL SYSTEMS, AND RADAR TRACKING FACILITIES

3.1 Airplane

The NASA test airplane i1s a Boeing 737-100 twin-jet transport airplane shown in figure
1. This airplane was designed for short-haul commercial transport operations into minimum
facility airports with short runways. Although the NASA B-737 alrplane is used as a
research vehicle with separate experimental navigation, guidance, flight control, and dis-
play systems, all of the normal flight systems (flight control, navigation, pressurization,
etc.) and che conventional cockpit have been retained in a normal, functional state. This
allows changes to occur to any of the experimental systems without affecting the opera-
tional safety of the alrplane.

3.2 Experimental Research Flight Systems

The experimental research flight systems consist of a digital flight control system,
an electronic cathode-ray-tube (CRT) display system, and a digital navigation and guldance
system integrated into a separate two-member crew research cockpit. The research cockpit
shown in figure 2 is full-size and 1s located in the airplane cabin Jjust forward of the
wing. The research cockpit is configured for two-man crew flight operations. All of the
airplane's primary flight control surfaces (pitch, roll, and yaw axes) may be operated
directly from the research cockpit through the three experimental flight control computers.
The throttle, thrust reversers, flaps, and radios may also be operated from the research
cockpit. Speed brakes, autobrakes, and the landing-gear position may be signaled from the
research flight deck to the airplane's safety pilots in the conventional flight deck.

The safety pllots must then engage these systems.

The research pilots may fly the airplane manually through two augmented control modes
or they may select various degrees of automatic flight through the autopilot mode control
panel shown in figure 3. Autopilot flight options range from track-angle select and
flight-path angle select (or altitude hold) to fully automatic 4-D path tracking. The
autothrottle may be utilized at any time in an airspeed or ground speed mode in conjunction
with 4-D automatic path tracking.

Each of the researc' vilots has three CRT displays for airplane attitude, navigation
and guldance information, and for addressing the navigation computer. The electronic
attitude indicator (EADI) display gives the pillot basic airplane attitude, flight path
angle, potential flight-path angle, and, at the pilot's discretion, tlight director and
navigation-situation information. The electronic horizontal situation indicator (EHSI)
display gives the pilot an electronically drawn map of pertinent navigation informati~n
(routes, navaids, airports, etc.) relative to the airplane's position. The pilot may
display other information such as other airports, obstacles, route altitudes and ground
speeds, a time guidance box for 4-D navigation, and airplane horizontal-path trend informa-
tion. The third CRT display is used by the research pilots as an input-output display
unit which 1s used to address the navigation computer and to assist with navigation.

Figure 4 1s a simplified functional block diagram of the navigation, guidance, and
control process during automatic path tracking. The navigation and guildance calculations
are performed in a single Litton C-4000 digital navigation computer. Various navigation
sensor signals (including INS, CADC true airspeed, magnetic heading, VOR, and DME) are
input to the navigation computer. The navigation computer computes an estimate of the
airplane's position based on combinations of the sensor inputs. Horizontal, vertical, and
time (thrust) commands based on the airplane's estimated porition, velocity, and path
tracking errors are computed and transferred to the flight control system 20 times/sec.
The flight control system then commands the flight control surface servos.

3.3 Airborne Data Acquisition System

Data were recorded on board the airplane on a wide-band magnetic tape recorder at 40
samples/sec using the NASA Langley Piloted Aircraft Data System (PADS). This data
included ninety-three parameters describing the airplane's configuration, attitude, and
control surface activity. Thirty-two additional channels were used for recording para-
meters calzulated in the navigation computer. Video recordings of the EADI and EHSI
displays were aiso made throughout the flights. All recorded data on the airplane are
time correlated.

3.4 Radar Tracking System

Radar tracking was provided by the AN/FPS-16 ground-based radar tracking facility at
the NASA Wallops Flight Center. The radar utilizes a 4.2 m antenna for improved accuracy.
Slant range, azimuth angle, and elevation angle data were recorded continuously on mag-
netic tape for postflight analysis. Postflight analysis consisted of a linear removal of
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position drift as determined by a radar calibration at the beginning and end of each flight
and conversion to latitude, longitude, and altitude coordinates. An oblate spheroid Earth
model was used during these conversions.

4. THE NAVIGATION COMPUTER AND MAJOR SOFTWARE FUNCTIGNS

4.1 Computer Processor Unit

The navigation computer 1s a Litton C-4000 general purpose digital computer designed
for airborne computations and data processing tasks. It utilizes a 24-bit word length and
has a 32,000-word core memory which is directly addressable.

Major software routines in the C-4000 computer include the navigation position esti-
mate, automatic tuning of the navigation radios, guidance commands to the flight control
computer system, flight route definition, pilot input/output control, piloting display
system computations, and flight data storage for navigation purposes.

4.2 Automatic Navigation Radio Tuning

The normal mode of radlo updating of the navigation position estimate on the NASA
B-737 airplane 1is dual DME (D-DME). The DME's may be manually tuned or automatically
tuned. 1In the automatic radio tuning mode, the first DME 1s selected based on the way
points that define the flight path. If no flight path has been programed, this DME must
be manually selected.

The second DME selected must pass a gegmetry chsck in which the angle bhetween the air-
plane and the two DME's must be between 30  and 150 . This geometry check will be applied
first to all known DME's within a 40 n.mi. radius of the airplane. 1If no DME's are avail-
able within 40 n.mi., the radius is increased in 40 n.mi. increments up to 200 n.mi. 1If
no DEE's are available, VOR inputs may be selected. The geometry check 1s made four to
five times per second.

Before using the DME inputs of a selected station, a check is performed to determine
the difference between the estimated position of the airplane from the DME and the measured
distance from the DME, If this difference is more than 5 n.mi., the DME station will be
rejected and another one tuned. This check precludes an erroneously defined DME station
from influencing the navigation position estimate or selecting a DME station from a posi-
tion where frequency protection from other stations 1s weak.

A validity check 1s made on each radio input to determine that the signal is strong
enough to use. If the validity check fails, the input will not be used and another DME
station will be selected. Neither DME inputs will be used when the airplane is banked
more than 15 because of the possible effects from airborne antenna blockage. However,
neither DME will be reselected unless required by a geometry check.

4.3 Navigation Position Estimate

An estimate of the airplane's horizontal position in terms of latitude, longitude,
and vertical position above mean sea level is made by the navigation computer 20 times/sec
(ref. 1). The horizontal position estimate is8 obtalned by first calculating the north and
east components J>f the¢ position error determined from both radio inputs (normally D-DME)
and the previous position estimate. A system velocity is then derived from inertial north
and east velocity components summed with an error term developed from the radio position
error. Next, latitude and longitude update terms based on an oblate spheroid Earth are
calculated from the system velocity and the radio position error, These update terms are
added to the previous latitude and longitude terms to obtain a new position estimate. The
inertially smoothed, dual DME updated position, designated IDD, is theé normal mode of
position calculations.

If radio inputs are not avallable, the position error is set to zero. The position
estimate calculations continue with the solution tecoming entirely inertially referenced.
This position estimate update mode is designated as IXX., If the inertial system velocity
inputs are not usable, true airspeed from the CADC system and magnetic heading will be
used to generate north and east velocity components. This position estimate update mode
is designated as ADD or AXX.

The vertical position (altitude) estimate 1s based on a combination of vertical accele-
ration and barometric altitude. The quick dynamic characteristics of the inertial signal
are utilized during vertical flight-path changes to produce a more responsive estimate
of altitude. The long-term stability of barometric altimeter signals is utilized so that
the vertical position estimate is primarily based on barometric pressu e, This produces a
quickened response to altitude changes but retains the necessary vertical compatibility
with other barometric altitude-referenced aircraft operating in the airspace.

4.4 Guidance Calculations

The guidance commands for horizantal, vertical, and time navigations are developed in
the navigation computer. In all three axes (roll, pitch, and thrust), path-tracking errors
are computed and combined to give an acceleration command which, when obeyed, nulls the
tracking errors., In the roll axis, bank angle is assoclated with lateral accelaration so
that the lateral steering signal sent from the navigation computer is in the form of bank-
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angle command. In the pitch axis, the steering signal is commanded directly as vertical
acceleration. In the thrust axls, longitudinal acceleration is in the form of throttle
position command.

The path-tracking errors used in generating steering aignals are computed by vector
mathematics (ref. 2) by assuming a round Earth with a right-hand orthogonal coordinate
system in its center, as shown in figure 5. Though the position estimate made by the
navigation computer 1s based on the Earth represented as an oblate spheroid, pa.h defi-
nition and guldance calculations are greatly simplified by assuming a round Earth. Errors
in great circle distances and vector lengths that are used during gulidance calculations
are caused by using the round Earth simplication and are less than 0.33 percent (6 m/n.mi.).
These errors were considered negligible.

5. EXPERIMENT DESIGN AND PROCEDURES
5.1 Design

The NASA B-737 airplane was to be flown on a predefined, self-contained 4-D flight
path. The navigation-position estimate error was to be determined from a comparison of
the airplane's estimated position with the airplane's true position as defined by a
ground-based radar, Autopilot flight technical error (FTE) was to be established during
automatic flight from path-tracking parameters used in the guidance calculations. The
position estimate error and the FTE were to be combined statistically to form the total
navigation error.

The navigation-position estimate accuracy utilizing various navigation sensor inputs
was to be made for comparison purposes. These sensor inputs included D-DME with inertial
velocity smoothing (IDD), D-DME with CADC true airspeed and magnetic heading smoothing
(ADD), and inertial velocity inputs only (IXX).

5.2 Flight Procedures

At the beginning of each flight, the airplane would be positioned on a known reference
point on the runway for radar calibration. Once airborned, control of the airplane would
be shifted from the conventional flight deck to the research flight cockpit as soon as
possible for navigation to the start of the test path. Before passing the first way point
of the test path, the airplane would be stabilized in 4-D flight. During the automatic
4-D flights, the autopilot and autothrottles would be engaged before passing the first way
point of the test path. Arter the <est path was completed, the airplane was returned to
the reference point on the runway for postflight radar calibration.

5.3 Flight Test Path

The flight test path 1s a preprogrameu, self-contained 4-D flight path. The path 1is
defined three dimensionally by latitude and longitude refei'enced way points with altitude
assignments. A ground speed is also assigned to each way point. For 4-D flight, a time
profile from which time guidance can be calculated is developed by the navigation com-
puter from the ground speeds at each way point when a desired arrival time is specified
by the pilot for any one of the way points defining the path.

The flight path, shown in figure 6 requires approximately one hour to fly and varies
in altitude between 1829 m (6000 ft) and FL230. The routing of the flight path was chosen
due to radar coverage limitations, airspace restrictions, and air-traffic control con-
siderations. A large number of DME radio facilities were also available for good radio
updating.

Due to the local traffic-flow sonaiderationl, a rapid climb to FL230 after take-off
was required. This required a 300" turn while climbing at the airplane's maximum perform-
ance capabilities. If the winds aloft were above 20 knots while the airplane was in the
turn, a large time error would develop since the airplane did not have enough thrust
avajilable to increase its ground speed to catch the time guidance box. This was considered
a path design problem rather than an airplane system deficiency.

6. TOTAL NAVIGATION ERROR AND ITS COMPONENTS
6.1 Error Axes

The total airplane navigation error is the difference between the airplane's actual
position and the desired position. The total airplane navigational error was specified
in three axes - horizontal, vertical, and time, as shown in figure 7. Error specification
for each axis is independent to eliminate cross coupling effects of the error betw en axes
due to path dependence.

Each axis contains two types of error components. One type i1s assoclated with the
navigation sensor inputs and position estimate calculations. The other types are flight
technical errors associated with guidance and control'of the airplane in either the manual
or automatic mode of flight. Each of these compénents can be determined analytically or

measured experimentally and then statistically combined in a root-sum-square function
(o0 = ‘v olz + 022 L onz) to define the total navigation error for each axis.
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6.2 Position Estimate Error

The error component assoclated with the navigation sensor input and position estimate
in the horizontal axis is described as a circular position error, CPE. The CPE concept 1is
not limited to rho/theta {VOR/DME) type sensor inputs and may be uniformly utilized for
all types of navigation sensor inputs including self-contained (INS, Doppler radar, etc.)
inputs. The (PE is the horizontal distance between the airplane's actual position and
its navigation systems position estimate. Direction of th CPE may be obtained for
diagnostic purposes. However, the random nature of the C_E direction will require alr-
space utilization to be based on a circular boundary of position error. The equations
and method of determining CPE and its direction for a latitude/longitude derived position
estimate are presented in the appendix.

The CPE component consists of alrborne receliver errors, navigation ground station
errors, and navigation computer calculation errors. These errors may be determined
analytically and then statistically combined in a root-sum-square fashion to obtain the
CPE component. However, no attempt was made in this report to determine the magnitudes
of these errors since CPE was determined from radar tracking data.

When direct measurement of CPE is employed, any additional error caused by the system
that 1s used to determine the airplane's true position must be accounted for in the CPE
error. During the navigation tests described in this report, a ground-based radar was
used to determine the airplane's true position.

The tracking errors attributed to the radar are given in the following table.

Blas Noise
Range 2 m 2m
Azimuth angle 0.05 mrad 0.1 mrad
Elevation angle 0.05 mrad 0.1 mrad

Based on a maximum range from the radar of 60 n.mi., these angular errors are 5.5 m blas
and 11.1 m noise. The bias error was added to the CPE mean and the noise error was added
to the CPE standard deviation in a root-sum-square fashion.

In the vertical axis, true altitude may be obtalined in several different manners.
However, true-altitude information is not generally useful for specifying the vertical
axis error since all airplanes operating in the airspace use barometric altitude refer-
ences, Some of the more sophisticated navigation systems may employ vertical acceleration
or velocity to augment the altitude estimate, but this is only to improve the short-term
barometric response to altitude changes. Since the vertical estimate of altitude 1s based
primarily on the barometric altimeter, the sensor input error in the vertical axis can be
obtained from a standard altimeter calibration. In the NASA B-737 airplane, this altimeter
calibration showed an error of less than 6 m at FL230.

The sensor error in the time axis comes from the time error produced by the systems
time mechanism and the CPE. Most navigation systems that are sophisticated enough to pro-
vide 4-D navigation capabilities will use a digital time clock. These mechanisms provide
a relatively error-free time reference. However, the time sensor error input from a par-
ticular system may be determined from calibration. On the NASA B=737 airplane, the time
drift was less than 28 msec/h and was considered negligible.

Since the CPE must be thought of as a circle of error, its effects must be added to
the time axis navigation error. This necessitates that the CPE be converted to units of
time or that the time error be expressed in distance. In this report, time error is
expressed in length since the time axis guidance is derived from the distance between the
airplane and its desired point of time position.

6.3 FTE

Flight technical error (FTE) 18 defined as the accuracy with which the pilot or auto-
pilot controls the airplare, as measured in the success in causing the indicated airplane
position to match the desired position. During automatic flight, FTE includes the guidance
calculations errors and the autopilot/airplane response to commands which will nullify path-
tracking errors. Flight technical error was reported for the autopilot controlled flights
during the navigation system tests.

Three of the path-tracking errors used to develop path steering signals for the auto-
pilot were used to describe the FTE. These path-tracking errors, shown in figure 8§, include
the crosstrack error (XTK) for the horizontal axin, the altitude error (HER) for the ver-
tical axis, and the separation error (SEPR) between the airplane and its desired "time box"
position for the time axis,
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Crosstrack error is the perpendicular distance from the path to the airplane. On a
curved leg segment, crosstrack error is the air:lane's radial distance from the path.
The altitude error 1s the difference hetween the airplane's altitude and the altitude of
the programed path at the abeam point (the point on the path from which the crosstrack
error is defined). The separation error is the along track distance between the abeam
point on the path to the desired poirt on the path defined by the path ground speed pro-
file and selected way point times.

The separation error 1s specified in units of distance rather than time so that the
effects of the CPE may be added to obtain the total navigation error in the time axis.
In addition, the time guidance algorithms in the NASA B-737 uses the separation parameter
to determine the time error. The separation error may be converted to units of time by
dividing by the programed ground speed.

7. RESULTS AND DISCUSSION
7.1 Flight Summary

Table I summarizes the flight control mode and type of radio update and smoothing
inputs that were used to estimate the airplane's position for each of the navigation test
flights. Remarks were added for each flight where an anomaly that invalidated or adversely
influenced flight or radar data occurred.

Eight data flights were flown. Six flights utilized D-DME radio inputs smoothed with
inertial velocities (IDD) to determine the position estimate; one flight utilized D-DME
with true airspeed and magnetic heading for smoothing (ADD); and one flight utilized
inertial velocities with no radio updating (IXX).

Four flights were flown with the autopilot in the U4-D mode although one of these
flights was flown with manual throttles. The remaining flights were flown manually. The
FTE was not reported for the manually flown flights.

7.2 Horizontal Axis Autopilot FTE

Figure 9 shows that the mean crosstrack FTE on the four automatic flights were all
less than 150 m. This mean value 1s consistent wi:h the crosstrack errors obtained on
previous flights that were conducted to document the NASA B-737 guidance and flight-
control systems. When the crosstrack FTE mean 1is not zero, 1t 1s normally caused by a
constant standoff error due to airplane mistrim (fuel imbalance, thrust differential, etc.).

If the airplane is mistrimed, the airplane will roll to a small bank angle and slowly
fly away from the desired course. As a crosstrack error develops, the navigation computer
will command a small bank angle toward the path. However, the commanded bank angle will be
Just enough to compensate for the mistrim and the airplane will fly wings level with a
constant crosstrack error. With the horizontal-path control law gain® used on the flight,
the standoff error 1s equal to 110 m/deg (364 ft/deg) of bank angle mistrim.

The crosstrack FTE standard deviation was less than 100 m on all flights except f{light
5. This flight utilized true airspeed and magnetic heading inputs with DME updating to
determine the navigation position estimatc. In the ADD update mode, the position estimate
changed sufficiently fast and with large enough magnitudes that the flight control system/
airplane response could not react fast enough to null the guidance errors. This 1is the
only flight where the condition was noted.

The standard deviation of the crosstrack FTE can be reduced by increasing the gains
in the horizontal-path guidance equations. The horizontal path gains used in this flight
test were typical of those to be used for en-route flight where precision tracking, such
as required on an approach to landing, 18 not necessary. The mean crosstrack FTE can be
nulled by incorporating & forward path integrator in the horizontal path guidance equations.
Both of these methods of reducing the crosstrack PTE have been flight demonstrated for use
in the terminal area.

7.3 Vertical Axis

The mean and standard deviation for the vertical-path deviations experienced on the
automatic, 4-D flights are shown in figure 10. The mean altitude FTE due to the autopilot/
airplane response was less than 3 m, The standard deviation of the altitude FTE for all
the automatic flights was less than 5 m except for flight 1. The standard deviation for
this flight was 10.8 m. On this flight the standard deviation was higher due to a noisy
signal on the recording system.

A slight altitude deviation occurred at way points where there was a change in the
programed flight-path angle. This was a normal characteristic of this system since no
programed flight-path-angle change lead information is used by the vertical guidance
algorithms. As the airplane would pass a way point where the flight-path angle changed,
a vertical-path error would have to develop before the vertical-path guldance control law
could command & flight-path-angle change. The magnitude of the vertical error was a
function of the airplane's ground speed and the amount of flight-path-angle change but
has not been observed to be greater than 60 m (200 ft) in the en-route operation.
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7.4 Time Axis

Three of ‘the automatic U4-D flights utilized the autothrottle. However, time guidance
problems developed in one of these flights and resulted in no usable separation FTE data.
Figure 11 shows the mean and standard deviation of the separation FTE for these two flights.
For flight 1, the mean and standard deviation was 356 m (2 sec) and 1066 m (5.9 sec)
respectively, and for flight 2 the mean was -9 m (0.05 sec) and the standard deviation
73 m (0.4 sec). The times specified above are based on a constant ground speed of 350
knots.

Althouvgh bo:h flights demonstrated good time delivery accuracles, the relatively large
differences in the separation FTE were due to winds aloft coupled with large path direction
changgs. A separcation error would occur on the second leg of the test path (fig. G) where
a 300, climbing turn was programed. As the airplane would make the ¢limbing turn, a tail
wind would develop from the predominantly westerly winds aloft and the airplane would pull
ahead of the time guidance box. As a result, the autothrottle would reduce the thrust and
airplane's ground speed to recapture the time box. As the airplane continued around the
turn, a head-wind condition would develop and the airplane would then have to increase its
ground speed by an amount more than double the wind aloft speed (tall wind to head wind)
to remaln with the time guidance box. (The recorded inertial winds aloft for flight 1 were
45 knots, for flight 2, 20 knots, and for some of the other navigation flights, greater
than 100 knots. Since the throttles were almost at maximum thrust settings to make good
the climb and programed ground speed increase between the way points, little excess thrust
was avallable to stay with the time guidance box.

A large separation error also developed on flight 1 on the last leg of the navigation
test path. It was found that the airplane did not have enough drag to slow down and
descend as required by the programed path unless the pilot extended the speed brakes,
flaps, or landing gear to increase drag. Unless the drag was increased jJust as the air-
plane started the last leg of the path, a separation error would build quickly.

Of the three navigation error axes, the FTE in the time axis was most sensitive to
path design and wind effects. Time-axis performance must be analyzed with consideration
of the airplane's capabilities with respect to the flight-path design and environmental
conditions.

7.5 Navigation Position Estimate Error Results

The mean and standard deviation of CPE for all the flights except flight 4 are pre-
sented in figure 12. The CPE in flight 4 cannot be calculated since a time error occurred
in the airplane's data recording system during the initialization of the airborne systems.
While the FTE data are usable, it is not possible to accurately correlate the ground-based
radar data and the airborne data to calculate CPE.

Flights 1,2,6,7, and 8 used D-DME updating with inertial velocity smoothing to obtain
the navigation position estimate. The mean CPE for these flights was approximately 276 m
and the standard deviation approximately 131 m. Examination of the CPE vector for each
leg of the path did not show any error trends due to path geometry. No particular
inaccuracy trends were noted during turns where the DME inputs were not used because the
airplane was banked steeper than 15 .

The CPE mean and standard deviation for flight 3, where only inertial velocity inputs
were used to derive the position estimate, were 924 m and 478 m, respectively. While the
standard deviation appears large for the entire flight, the standard deviation for each of
the paths legs was less than 180 m and indicated a steady drift to the west.

Flight 5 utilized D-DME updating, smoothed with true airspeed and magnetic heading
inputs. The mean CPE for flight 5 was 1350 m and the standard deviation was 1295 m. Part
of the large mean and standard deviation was attributed to the automatic navigation radio
tuner. The radio tuner malfunctioned intermittently, which resulted in only a single DME,
or no DME, input updating the navigation position estimate during much of the flight.
D-DME updating was accomplished on 40 percent of the flight, single DME accomplished 28
percent, and no DME accomplished 32 percent.

The CPE vector data were examined to see if the radio updating or the true ajrspeed/
magnetic heading inputs were causing the large errors and rapid changes of the poaition
estimate. It was found that the navigation position estimate war quite sensitive to small
fluctuations of the DME inputs while in the D-DME update mode. This was caused by more
weight being put upon the radio inputs when deriving the navigation position estimate
while utilizing true airspced and magnetic heading for smoothing rather than vhe more
stable inertial velocity inputs.

While in the single DME and no DME update mode, the navigation estimate is based on
true airspeed and magnetic heading. Little or no compensation for winds aloft is made and
can result in substantial error of the navigation position eatimate. This error is pro-
portional to the amount of time that no radio updates occur and the magnitudes of the wind
aloft. The wind aloft at PL230 fci- this flight was from the west at 30 knots.
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The CPE magnitude and rapid changes were substantial enough that smooth path guidance
commands could not be generated. Possible solutions to smoothing the navigation position
estimate while in the ADD update mode include filtering the DME inputs before using them
in the position update, changing the gains of the radio inputs, and, when D-DME 1npu§s gre
not utilized, incorporating the last known winds alcft into the posltion estimate calcula-

tions.
7.6 1Inertial System Drift

Table II shows the total flight time from the preflight to postflight radar calibra-
tions for the navigation test flights using D-DME updates with inertial smoothing to obtain
the navigation position estimate, The final radio updated position error may be compared
to inertial system position drift for the total flight. Though only velocity inputs from
INS 2 are used by the navigation computer for position updating purposes, the internally
computed positions of all three of the inertial systems may be compared. It can readily
be seen that the 1lnertial drift is considerably greater than the final radio update
position estimate.

Flights 1 and 7 are of particular interest since the inertial system used by the navi-
gation computer had an excessive amount of drift; 2.25 n.mi. and 7.13 n.m., respectively.
Inertial long-term errors do not significantly affect the navigation solution when radio
updates are applied. This implies that the very accurate inertial acceleration inputs
required for inertially derived position are not required to derive a position estimate
when D-DME radio updating is also used.

7.7 Total Navigation Error

Table III shows the total navigation error for the horizontal, vertical, and time
axes for the flights flown by the autopilot (flights 1, 2, and 5). The total navigation
error in the horizontal axis was calculated by summing the crosstrack FTE and CPE means
with the radar bias error. The standard deviations of these parameters were combined in
a root-sum-square fashion.

Flights 1 and 2 were representative of D-DME updating with inertial velocity smoothing
flights (IDD). Based on previous navigation flights to document autopilot FTE, the
expected error in the horizontal axis would have been less than 390 m for the mean and
less than 150 m for the standard deviation had all the flights been flown in the automatic
mode.

Flight 5 utilized the D-DME update with true airspeed and magnetic heading inputs for
smoothing (ADD). The large mean and standard deviation for the horizontal and time axes
were due to the large and rapidly changing navigation position estimate.

The total navigation error in the vertical axis for all flights was found by summing
the means of altitude FTE and the barometric altimeter error for FL230. The standard
deviation 1s the same as that obtained for the altitude FTE since the barometric altitude
correction was treated as a hias.

The total navigation error in the time axis was found by summing the means of the CPE
and separation FTE with the radar bilas error. The standard deviation was found by com-
bining the CPE, separation FTE, and radar error in root-sum-square fashion.

8. SUMMARY OF RESULTS

A method of specifying total aircraft navigation error into independent horizontal,
vertical, and time axes by utilizing circular position error and flight technical error
was presented. Some of the important features of this method include the ability to
directly compare navigation accuracies of both sophisticated and relatively non-sophisti-
cated navigation systems in 2-, 3-, or 4-D modes of flight. The navigation error
specifications for each axis are not dependent upon particular types of navigation sensor 5
inputs such as rho/theta (VOR/DME) nor upon path geometry. The errors may be determined
experimentally or theoretically.

All three axes, including the time axis, have their errors specified in units of !
length. It was advantageous to specify the time axis with units of length since time
guldance was derived based on distance between the airplane and desired position and speed |
rather than directly by time, The units of length were easily converted to time units by
dividing by speed.

Navigation accuracy data were presented for flights with the NASA B-737 airplane
utilizing its experimental navigation, guidance, and flight control systems. The data
showed that D-DME radio updating with inertial velocity smoothing results in a mean navi-
gation position estimate error of approximately 276 m with a standard deviation of
approximately 131 m.

T e it

The 1nertial system drift data implied that low-quality inertial inputs can be used
with D-DME radio updating to obtain an acceptable navigation solution.
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TABLE I. FLIGHT CONTROL AND NAVIGATION MODES AND SYSTEMS STATUS AND EFFECTS SUMMARY.
Flight Flight control Navigation Remarks
mode estimate update

1 4-D, automatic Inertial, D-DME None

2 4-p, automatic Inertial, D-DME None

3 4-D, manual Inertial only None

L] 4-D, automatic Inertial, D-DME Time correlation problem,
navigation estimate data
invalid. Time path guidance
problem, SEPR invalid; XTK
and HER okay.

5 3-D, automatic Alr data computer, Autotuning malfunction inter-

Manual throttle D-DME mittently; caused portions
of flight to utilize no or a
single DME update only.

6 4-D, manual Inertial, D-DME Several flight control-system
anomalies occurred, FTE data
invalid on certain legs.
Navigation estimate data okay.

7 4-D, manual Inertial, D-DME None

8 4-D, manual Inertial, D-DME None

TABLE II. TOTAI, DRIFT ENCOUNTERED ON AREA NAVIGATION FLIGHT TESTS UTILIZING DUAL DME
UPDATES WITH INERTIAL SMOOTHING.
Total Drift, n.mi.
Flight
Flight time Navigation
number (hours) eu?i?ate INS 1 INS 2 INS 3
a
1 1.43 0.19 Inoperative 2.25 0.86
2 1.59 0.25 1.40 1.07 0.82
4 1.62 0.10 5.81 .57 1.58
7 1.56 0.57 1.72 7.13 0.81
8 1.27 0.38 1.81 0.41 10.04
(|

aNavigation estimate uses inertial velocity inputs from INS 2 only.

TABLE III.

COMBINED ERRORS OF THE NAVIGATION POSITION ESTIMATE, AUTOPILOT FLIGHT
TECHNICAL ERROR, AND RADAR TRACKING ERROR FOR THE TOTAL AREA NAVIGATION TEST PATH.

Flight

Total error Total error Total error

in horizontal in time in vertical

axi=, m axis, m axis, m

mean .5 mean (] mean (]
392.0 153.1 709.8 1074.2 -1.5 10.8
250.1 131.7 252.1 123.5 =1.0 2.6
1451.5 1391.2 1597.2 1733.9 0.2 5.2
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Figure 1.- Twin-jet commercial type transport
test airplane.

Figure 2.- Research flight deck.

Figure 3.- Autopilot control mode panel.
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Figure 4.- Navigation, guidance,

and control systems.
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Figure 5.- Round earth and Cartesian reference
system used in the navigation computer.
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Figure 9.- Mean and standard deviation of autopilot
lateral axiz flight technical error for
total navigation test path.
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Figure 10.- Mean and standard deviation of autopilot
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Figure 11.- Mean and standard deviation of auto-
throttle flight technical error for
total navigation test path.
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APPENDIX
CALCULATION OF CPE AND ITS DIRECTICN

Calculation of CPE.

CPE = Fi - Fr

in which

P is a position vector (fig. 13) drawn from the origin of the Earth-centered Cartesin
coordinate system to the navigation computer's estimated latitude/longitude position
of the airplane

Fr is a similarly drawn position vector to the radar defined airplane position.

P, = (Rg + H) (sin(LATi)I - s1n(LONG,) cos (LAT1)3 + cos (LONG, ) eos(LATi)ﬁ)

where

i = pr for radar defined airplane LAT/LONG

i = n for nav computer defined airplane LAT/LONG
RE = Earth's radius (6,366,753.2 m)

H

= airplane's altitude above sea level

Calculation of CPE Direction with respect to True North

RV CPE
ITPE|

where the North pointing unit vector NV is

CPE direction = cos'l[

N = cos(LAT)i + sin(LAT)sin(LONG)3 - sin(LAT)coe(LONG)ﬁ

1
0 |
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1. INTRODUCTION

Direct 1lift control (DLC) means control of wing circulation by flap or spoiler deflec-
tions without any remarkable change in angle of attuck. A change in circulations results
primarily in a corresponding variation of 1lift besides some effects on drag and pitch
moment .

Transport and fighter aircrafts are usually equipped with direct lift control surfaces
such as flaps, slats or spoilers. In conventional operations (e.g. landing approach)
these direct lift controlsare only set into certain discrete positions but not used in
a continuous control.

In principle two essential advantages of DLC can be expected: improvement of handling
qualities and gust alleviation.

- Particularly quick variation in 1lift, accompanied by fast vertical
acceleration can be realised by DLC without remarkable pitch deviations;
this will result in improvements of handling qualities, especlally for
heavy transport aircraft.

- Compensation of gust induced 1ift variation should be possible during
flight in turbulent air; this will alleviate undesirable vertical
acceleration and will improve passenger comfort and handling qualities.
In addition the aerodynamic load of the aircraft structure due to the
gusts can be reduced.

Many scientists and engeneers have become involved in order to make use of DLC. However,
most of the results have not been very encouraging. What are the reasons for this poor
outcome? The main reason is the coupling of desirable 1ift change with undesirable
change of drag and pitch moment. This leads to unfavourable cross couplings with respect
to handling qualities. Another reason is a design problem that can occur due to the high
actuator rate, required for the DLC device. High actuator rate leads to high costs of
the control actuator and actuator power supply as well as to drawbacks in the relia-
bility of the system.

The purpose of this paper is to illustrate some of the problems, to point out the main
cause of these problems and to indicate when DLC can be used successfully.

2. LIST OF SYMBOLS

h initial acceleration normal to the flight path

L 1ift

W weight

g gravity acceleration

t time

[ air density

v air speed

S wing area

CL 1ift coefficient

Aa angle of attack deviation from the steady state value

GDL direct 1ift device deviation from the steady state value

CD drag coefficient

Y flight path angie

0 steady state acceleration parallel to the flight path

k change of drag to 1ift ratio due to a direct 1ift device
deflection (see equation (8))

kg =1 - gf%%% ;ﬁi (see equation (18))

Ug horizontal gust velocity

W vertical gust velocity
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AILm:x max. DLC deviation rate
e efficient gust frequency
A ort t g it
i shortest gust wave length
L characteristical gust wave length
D drag,
4 deviation from the steady state
Q ratio of r.m.s. cost values of integrated
control system with and without OLC
SUSCRIPTS
e equilibrium (ste:dy state)
a angle of attack
$pL direct 1ift device deflection

3. MANODLING QUALITIES

A good quality criterion for a DLC system is the response of the aircraft flight path
resulting from a step input deflection of the direct 1ift device.

The flight path response can be simply described, if only the initial response (high
frequency response) and the steady state is consldered. The initial vertical acceleration
h (t=o) is proportional to the difference between 1lift L and weight W

"
h . L _, . AL
(1 (E)t=o R I - ol
vwhere the 1ift is defined as
L 2
(2) L = % VES(Cp, + Cp Ba + Cporr 800)

and where Aa and &p;, are the deviations of the angle of attack and the direct 1lift
device deflections from the steady state value. At the constant angle of attack the
initial vertical acceleration is proportional to the direct 1ift device deflection.

(3 (E)no = 5 V2§ Cppp oL

The resulting initial flight path h(t) can be approximated by a parabola (fig 1, part I).
The steady state response of the flightdepends on the forces parallel to the flight path.
The steady state flight path angle Tice is

7 C

..Y,F_"D

() Yem TTEYWOT
where the drag coefficient CD is defined as

(5) Cp = Cpe * Cpgta * Cpspr, fpr -

Equ. (4) shows that the steady state flight path angle is proportional to the 1lift to
drag ratio, which depends mainly on the aerodynamic properties of the DLC. For small
flap or spoiler deflections, the lift to drag ratio can by 1iniarised as

°p _ Cpe * CpepL ®pL _ Cpe CpspL CLspL
(6) T, T +¢C P = el (1 [ Spr = E= bpy)
L Cre * CrLspL ®oL ClLe De Le
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A change of the lift to drag ratio as a result of a flap or spoiler deflection leads to the
following change of steady state flight path angle

C

c Cn. ,C
D pe (CpepL _ CLepL

(7 by = - A g2 = -2 (e - 8
Ty CLe( De Le )

. %Lepr . Cpe (1 - CpspL | CLe) s
e  CLe CLebL  Cpe’! DL

——r——
X

[of
) Kz - G20k Le
L&DL De
c o}
L&DL De
(7a) Ay = ¢« ==— k §
cLe CLe DL

Positive values of k result in a positive change of flight path angle (fig.1). It is
obvious, that negative values of k lead to non minimum phase response, which reduces
the handling qualities. It can be expected for proper handling qualities, that a direct
1lift control system using spoilers (CDGDL/CLGDL < 0) gives better results than a system

operating with flape (CDGDL/CLGDL > 0).

4. GUST COMPENSATION

After the brief discussion of the influence of DLC on the handling qualities, a short
introduction of gust compensation by means of DLC will be given.

Theoretically, an increase of 1lift, caused by atmospheric disturbance can be eliminated
by a proper deflection of the direct 1ift device, such, that the resulting lift remains
constant (AL=0).

Corresponding to equ. (2), the deviation of 1lift is a function of the horizontal (U
and vertical (wg) gust velocities.

g’
P 2 L
(9) L =L, +aL=5§(V, + U 8(Cp, - Cpy Vg + Cpopt Spr)

for ideal gust compensation (AL=0),

U, c WoC
AL _ _ La , L§DL £
(10) e 2 -2 e =0

e Le e Le

the required change of lift device deflection GDL is
”
e

From equ. (10a) it becomes apparent, that for

2 CLe U CLa

(10a) 5 = - +
gL CLsDL Vi CLepL

(11) 2, = Cpy

the horizontal as well as the vertical gust components effect the 1lift to the same
amount . Extremely slow aircraft (e.g. STOL) primarily responds to horizontal gust.
Common fighter and transport aircrafts operate on C values greater than 2 CL . In
this case, the vertical gust portion of 1lift change % is predominant. .

o W
_L“_..vg for C

>> 2 C
CLep. Ve e

(10b) Spn ~ o

The required deflection of the DLC surface $pL, is proportional to the gust induced
angle of attack
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g

which is high at low airspeed. The required maximum DOLC deviation rate GD ax for ideal
gust compensation is proportional to the maximum DLC deviation and tne highgg
efficient gust frequency o

g
(12) ®pLmax = “g  ®DLmax
where the gust frequency depends on the airspeed and the minimum gust wave length xmin
(13) vg * T V

min

Therefore, the required rate for complete gust compensation can be derived from equ.
(10b), (12) and (13)

. CLa 2«
(14) [ o w
DLimax LeDL *min ©

Equ. (14) shows, that the required OLC rate is indepencent of the airspeed.

The shortest efficient gust wave length is about 0,3 of tha characteristical gust wave-
length [1,2]

(15)

At flight levels higher than 300 m, the characteristic wavelength is about L = 150 m
for average weather conditions [3,4]). Therefrom the shortest efficient wavelenght can be
calculated as xmin ~ 45 m,

A ~ 0.3 L

min

The required DLC deviation and rate is given in table 1 for medium turbulence [2,3,4)
and a common transport aircraft in final approach configuration

xmin : U5 m r.m.s.-value max. value
E(W)} = 0,9 m 8™ o o
.1 E{dp} = 3,2 §pp, ~ 10
Ve = 65ms . .
. E(oy ) = 26° 871 8y~ 80° 877
La_ . y
cLGDL
|
Table 1

Table 1 shows that the required DLC surface deviation will not necessarily exceed the
operational limjfs whereas the rate can become unrealistically high. For servere turbulence
(E(wg = 1,8 m 87 '}) the required values are twice as much.

The DLC deviation § L required for gust compensation with respect to constant 1ift
(Equ. (10a)) as wel? as the direct Influence of the horizontal and vertical gust leads
to the following change in drag (similar as equ. (10))

u C w C
Da D&DL
(16) Reagf-g2 fe gy
e e De e De DL

Substituting §pp, by use of equ. (10a), results in

c c u ¢ c c W
aD DSDL “Le Da DSDL  “La
(17) E B (1 cimetik) ol a1 - et
5; ( L&DL De) Vg De ( L§DL Da) vg
k k,




The change in drag results in a forward-backward acceleration, accompanied by poor
passenger comfort. If an autothrottle system is in operation, the throttle-activity
will be increased by the change in drag.

The effect of horizontal gusts is compensated, if k=0 (see also equ. (8)). The drag re-
sponse to vertical gust disappears, if

c c
D8DL CLa

(18) K, =1~ )
1 CLepL Cpa

This means, that a complete gust compensation (ksk,=0) can be expected only if the air-
craft is flying with minimum drag speed CD CD“ 3

%L e

Discussing the flight path response (chapter 3) and the gust compensation, the impor-

tance of the change in the 1lift to drag ratio as a function of DLC deviation is obvious.

Guidance and gust alleviation will be improved, if CDGDL . This indicates, that a
<0

L&DL
DLC system using spoilers will give better results than a system using flaps.

5. DIRECT LIFT CONTROL AS A PART OF AN INTEGRATED FLIGHT CONTROL SYSTEM
5.1 CROSS COUPLED CONTROL OF ELEVATOR THROTTLE AND DLC

The discussions of handling qualities and gust compensation have pointed out that the
drag characteristics of the direct lift device are of great importance. The effect of
pitch moment is obvious. The strong cross coupling between flight path to aircraft
velocity and pitch attitude requires DLC elevator and throttle actuation at the same
time. The question has to be answered: what is the ideal combination of elevator,
throttle, flaps and spoilers and which efficiency with respect to handling qualities
and gust compensation can be achieved.

The combination and cross coupling of different control surfaces demand additional
signal processing and control design effort. The modern control theory gives hints for
optimal control structures and calculation methods. The optimal structure of a con-
troller is the complet .tate vector feed back. This can be accomplished within an inte-
grated flight contrc system [5]. Fig.2 shows the control law structure of the inte-
grated flight control system FRG70 of Bodenseewerk [5). The optimal integrated flight
control system is based on a certain quality criterion and particular input functions
for guidance-commands and turbulence. Fig.3 shows typical input functions for a curved
steep approach at medium turbulence. There is also a windshear of about 7 kn/100 ft.
An adequate quality criterion has to include a fair compromise of accuracy in flight
path, airspeed and angle of attack as well as in throttle activity and passenger com-
fort. The appendix gives a detailled description of this quality criterion.

The quality criterion can be expressed in terms of r.p.m.-cost value. For example, a
Dornier Do 28 D aircraft controlled by the Bodenscewerk FRG70 integrated Flight Control
System without DLC will react due to the different input functions as discribed in
fig.3 in the following portions of r.m.s cost values

change in flight path command 3%
change in angle of attack command 3%
wind shear 10 %
horizontal and vertical gust 84 %

100 §
Table 2. Portions of the r.m.s. cost value

This relation is realistic for curved flight path, medium turbulence and strong wind
shear. Under heavy turbulence and a conventional rectiliniar flight path, the relative
r.m.s. cost value due to gust increases from 84 £ to 95 %£. Therefore the performance of
gust alleviation appears to be a very important property of an integrated flight control
system,

Taking this stronf influence of gust alleviation into account, the important question is:
How is the reduction of the r.m.s. cost value of a control system including DLC compared
to a system without DLC, when the input functions, the quality criterion and the aircraft
are the same?
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Becauge of the complexity of the integrated flight control systems it is difficult to
describe the performance gain in an explicite form, which can be achieved by use of
DLC. But the comparison of the results for both systems with and without DLC leads to
some important answers.

All influences with respect to DLC have been investigated in a parameter study. Both,
parameter of the aircraft and the control system (including sensors, control parameters,
actuators) have been considered. The individual systems are optimized (minimum r.p.m.
cost value). It is a surprising result, that only three of the great amount of para-
meters are of significant influences:

1. Compensation of pitch moment,
2. drag to lift ratio of the direct 1ift device,

3. limitation of the DLC contrecl surface deflection
and its maximum rate.

5.2 PITCH MOMENT COMPENSATION

Piteh moments, as a side product of DLC, must be compensated by adequate elevator deflec-
tion. In the design process for an integrated flight control system the pitch moment com-
pensation will be effected by the optimisation procedure. The result is much dependent
on the control surface layout. This explains the disadvantages of some gust alleviation
systems, especially those of tailless delta wing aircraft, where the pitch moment com-
pensation is limited because of the control surface configuration. DLC systems including
strong pitch moment couplings cannot operate without a proper pitch moment compensation.

5.3 DRAG TO LIFT RATIO

The influence of drag to 1ift ratio of the DLC device on the control quality is ex-
tremely strong. This result could be expected from the discussions on handlung qualities
(chapter 2, fig.1) and gust compensation (chapter 3). In fig.4 the ratio Q of r.m.s cost
values in an optimal integrated control system with and without DLC is plotted versus k
(see equ. (8)), a function of the drag to lift ratio of the DLC device. The strong in-
fluence of the drag to lift ratio on the relative r.m.s cost value Q is obvious. The
beat control qualitz, which is represented by the minimum point in fig.4 can be obtained
with k ~ 3 and Q = 40 %. This optimal amount of cost reduction and the corresponding im-
provement in control qualities are rather high. The desirable value of k ~ 3 can be re-
alised with drag spoilers only. The smallest reduction of cost value (maximum in fig.d4)
is obtained by Q = 90 % and k = ~l4. A value k = -4 can occur when landing flaps are used.
The amount of cost reduction is so small, that the additional axpense for the DLC system
is not worthwhile. In case of a conventional autopilot and a DLC subsystem using landing
flaps, the result can be even worse than with an integrated control system using no DLC
(Q > 100 %). This explains the disadvantages experienced by such DLC systems.

When the drag to lift ratio increases considerably (Ik'l‘ > 15), the relative cost value Q
approaches a value of about 0,5 (asymptote in fig.4). This means, even with the use of
plain drag flaps (cLeDL= 0,]k[= =), the relative cost value can be reduced down to 50 %.

The surprising result, plottet in fig.4 is difficult to analyse in all its consequences.
Two important outcomes shall be pointed out.

1. non minimum phase-effect in flight path control
2. phase correct drag forces to reduce throttle ativity.

5.3.1 NON MINIMUM PMASE EFFECT

The non minimum phase effect in flight path control has been discussed in principle in
chapter 2, fig.1. This effect shall be discussed more in detall with regard to a step
input in flight path command. A typical step response in flight path of an integrated
flight control system is plotted in fig.5. The corresponding DLC deflection ‘DL is
plotted in fig.6 for different values of k. It can be seen, that optimal DLC deflec~
tion is roughly proportional to the commanded vertical acceleration h. The greatest DLC
movement is obtained at k = 2 (spoiler), a value that is close to the optimum value of

k ~ 3 (see fig.4), At k = -3 (landing flaps) the DLC movement is small. Stronger DLC-
activity at k = -3 would only decrease the result. At k = -7 the flaps are even retracted
if the aircraft is forced to accellerate the climb.
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5.3%.2 PHASE CORRECT DRAG FORCE

In contrast to pure gust compensation systems, as discussed in chapter 3, only the
medium and lower frequencies are weighted particularly in an integrated flight control
system. Seeing the results, one should have in mird, that the integrated flight contrcl
system is designed for a major portion for gust alleviation by a strong weighing of
throttle activity (table 2).

It has become evident for integrated flight control systems without DLC, that there is
a close coupling between flight path accuracy and throttle activity [5] (see equ. (4)).
The more accurately flight path control is required, the higher throttle activity has
to be tolerated and vice versa. This coupling can be eliminated by DLC. Therefore the
DLC system can take over the part of the autothrottle control system if medium and high
frequency forces parallel to the flight path (]k| > 15) are produced.

An optinal combination of low and medium frequency autothrottle function (equ. (4) and
high frequency gust compensation function (equ. (7) and (17)) can be obtained by bDLC

systems u§ing spoilers (k = 3). A DLC system using high drag landing flaps (k ~ -4)
operates its autothrottle function and its gust compensation function in the wrong phase.

5.3.3 REALISATION OF THE OPTIMAL DRAG TO LIFT RATIO

The optimal drag to 1lift ratio of the {LC device at k =~ 3 can be realised via

- the design of the DLC device
- combined deflection of flaps and spoilers

Assuming, the deflections of spoilers 6Sp and flaps 6F1 are proportional to GDL

$sp * SpL bpy = m &pp,

then lift and drag derevatives can be termed as

(19) c = C +mC

L&DL L&§Sp L&F1

(20) CpspL * Cpssp * ™ Cperi
(21) W =1 - Le Cpesp * ™ Cpera
“pe CrLssp * M CLer1

By the choise of m, desirable values of k can be adjusted as long as

C i ©
(21a) CDGoE + CDGFl

L&Sp L&F1
No problems occure for combinations of flaps and syoilers, because the drag to lift
ratio of spoilers is CDGSp/cLGSp > 0 and of flaps is CDGFl/CLéFl < 0. This can be

achieved, if the flap and spoiler interference is small enough.

5.4 LIMITATIONS OF THE DLC CONTROL SURFACE DEFLECTION AND RATE

The investigations discussed previously are based on unlimited control surface deflec-
tion and rate. It is obvious that a limitation in deflection and rate will strongly
influence the control quality and therefore the Q-value. In the extreme case of

SDimax B Dinas & O the DLC system is without any effect (Q = 100 %). Principially the

function between the degree of 1imitation and Q can be seen as plotted in fig.7. For an
unlimited system (|6DLmax| |GDLmax| = ») the Q-value is identical with that of

fig.4. The effect of the limitation will be marked as significant, if the vaiue cf Q
is increased by more than 10 %.

The integrated flight control system FRG 70 with OLC has been flight tested in ar air-
plane type Dornier 'Do 28 D Skyservant'. This airplane operates during landing approach
on k = 0,5 (see triangle in fig.4). The corresponding value of Q is 60 %. The signifi-
cant influence of limitations is given in table 3,
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6DLmax ;DLmax DLmax
igﬁggg?tggstem 60 2’50 5—1 3’50 5-2
%gszé %giiecg?pensation 10° 80° s-l .
ratio 1,7 32 —
Table 3. Significant influence of limitation

The required actuator deflection and rate of the DLC-system are remarkably small in
comparison to those required for total gust compensation. Even the required maximum

acceleracion with |6DLmax = 3,60 g"2 is so small that the effect of the inertia forces

of the DLC system can be neglected.

There arises some doubt that the requirements, usually known for the DLC actuation, are
effected by unrealistic requirements for ideal gust compensation.

Remarks

The datas presented here are proved for o n e example of airplains. Simulation-results
confirm the effects for other types of aircraft.

6. CONCLUSION

It can be stated that control quality, especially gust alleviation, can be improved
remarkably by direct 1lift control, if its drag to 1lift ratio is optimal. Spoilers are
to be recommended compared with flaps. Using flaps with a high drag to lift ratio the
control quality improvement is negligible. This explains the disadvantages experienced
by this type of DLC. For all DLC systems a pitch moment compensation has to be included.

The required DLC activity can be kept much smaller than it is expected for ideal gust
compensation. Therefore, direct 1ift control can be applied successfully and economi-
cally.
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APPENDIX QUALITY CRITERION (5]

A flight control system will always be a compromise between conflicting requirements.

It is required from a flight-control system that any deviations from the commanded
flight path and the commanded 1ift coefficient are as low as possible and that, at the
same time, a sufficient low throttle activity and an adequate passenger comfort will be
obtained. These contradictory requirements can be defined by quality criteria. The con-
trol system structure and contrcl parameters can be such determined, that the control
system will in the best manner meet the .equirements, defined in the quality criterion
by means of an automatic optimization procedure. Thereby, the response to command inputs
and to disturbances as well as the system stability will be determined. For the deter-
mination of the quality criterion by weighting factors an arbitary devision is made
concerning the relation which shall exist between the individual cost items. In this way
the priorities are defined for competitive control parameters. We have to decide for
instance, whether a deviation of the lift coefficient of AC; = 0.05 and a flight path
deviation of ah = 12 ft have the same unfavourable effects. Increasing the weighting of
the C,-value will improve the precision of the C -value control but at the same time

the quality of aititude hold may be deterioratgd and vice versa.

The control of the C,-value and the flight path by means of an integrated flight control
system provides highTaccuracy also for curved steep approaches.

A control system based on extreme control accuracy however may be poor with respect to
passenger comfort and low throttle activity. The requirements for low throttle activity
is based almost exclusively on psychological reasons because engines roaring up and down

a) disturb the pilot as any frequent changing of the engine thrust is
considered as a typical indication of an inexpert pilot;

b) alarm the passengers who suspect engine failures. This impression is
still increased if the cabine pressure changes in synchronisn with the
engine changes;

c) disturb the residents in the neighbourhood of the airport. Investigations
made in Berlin have shown that constantly changing engine noises are
perceived by the residents living in the vicinity of the airport to be
much more troublesome than uniform noises of constant intensity;

d) increase the fuel consumption and reduce the l1ife of the engines.

A suitable measure for throttle activity is the thrust rate.

Besides throttle activity and guidance accuracy in flight path and aerodynamics, the
pilot and passenger comfort is the fourth important performance for the quality of a
flight control system. The pilot and passenger comfort consists of two elements inde-
pendent of each other:

a) translational accelerations on the pilot and passenger seats (h,) whereby
the passengers far behind the centre of gravity are particularly croubled
due to gust.

b) pitching motions. The pilot is disturbed by pitching motions induced by
gust especially under good visibility conditions, if the apparently moving
horizon is clearly perceptible. During bad visibility conditions the pilot
reacts more to the feel of vertical accelerations.

Both elements of the pilot and passenger comfort can be described by the modified c*-
criterion (%]

-~ 2 . 2 2
C*e = +

hy (Up q)
where h_ is the weighted acceleration on a typical passenger seat, q the pitch rate
and U the speed at which both elements have formally the same value. The relation
beLwegn vertical acceleration and pitch angle rate is fixed by U_ which is independent
of the aircraft type and the mission range. P

The requirements of low throttle activity and high passenger comfort, and the opposing
requirements for very accurate C,-vaiue and flight path control, are contradictory since
very accurate guidance in flight“path and aerodynamics call fcr more elevator and throttle
activity. The combination of these contradicting requirements is made by a compromise
based on the specifications of the user. Passenger comfort and low throttle activity must
be given priority in passenger aircraft as the control system would otherwise get a bad
pilot rating and be rejected. In this case, the weighting factcrs for low throttle activi=-
ty and bigh passenger comfort must be increased to the inevitable detriment of the accura-
cy of CL-value and flight path hold. In military aircraft pricority is however frequently
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given to a high guidance control accuracy disgarding the piiot's comfort. The weighting
factors can only be determined on the basis of flight tests particularly for throttle
activity and passenger comfort. Simulations and flight tests with different weighting
factors for the quality criterion show that there is a very close relation btetween the
C;, -value accuracy and the pitching rate (pilot's comfort) on the one hand, and the
f‘&‘ight path control accuracy and low throttle activity on the other hand. The close
correlation between accuracy of the C,-value or the angle of attack and the pitching
rate is dependent on the relation bet&een flight path angle, angle of attack, pitch
angle and the vertical gusts. High frequency disturbances of the angle of attack can
only be balanced by violent and undesired pitching motions. By an appropriate selection
of the weighting factors it will be possible to ensure that the medium and low frequen-
cy disturbances of the angle of attack and the C_-value will be smoothed out accurately
and that any undesired high frequency pitch atti%ude changes will be avoided by the use
of an integrated flight control system. The relation between flight path control accura-
cy and low throttle activity can be shown in a simple manner by means of the known
equation for forces parallel to the flight path.

©
T=W(Elfw)

Any flight path disturbance results in a change of the flight path angle whose compensa-
tion requires a thrust variation for a constant aerodynamic flow condition (C./C,= const.
High fiequency flight path changes inevitably cause undesired rapid thrust vaPia{fions
and the associated throttle activity. In contrast to conventional flight control systems
consisting of damper, autopilot and autothrottle, an optimal integrated flight control
system provides the desired frequency distribution between elevator and thrust [5]. An
optimized integrated flight control system operates according to the principle of gener-
ally balancing the high-frequency disturbances of flight path and aerodynamics via the
elevator and using the thrust only for low frequency disturbances if energy variations
are necessary.
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SUMMARY

The paper considers the navigation task in low altitude missions. It first examines
the requirements deriving from accurate weapon delivery in enemy controlled areas. It
investigates in detail the requirements imposed on precision, integrity and safety and
stresses the need for an integrated navigation system. Principal design criteria for low
altitude flight are suggested.

Deriving from mission task and integrity requirements a typical system will be de-
ployed, The importance of combining navigation as the master in the horizontal plane with
Terrain Following/Radar Height Hold as the master in the vertical plane will be outlined.

The paper will then examine the requirements for a high integrity system, necessary
to avoid ground hazards and to achieve mission success in low level operations. Conclu-
sions are drawn only in connection with the navigation task, the flight control system
itself not being subject of this paper. The redundancies requircd in their varying im-
portance for either crossmonitoring or reversiondry purposes are described.

The monitoring task will then be diversified into test circuitry designed to trace
detectable failures and those for undetectable ones. The need for system monitors will
be deduced, stressing their effect on system integrity and safety. The navigational para-
meters like attitude, speed, drift, incidence etc. and the vertical parameters like TF
elevation or Radar altitude, which are of particular interest in that aspect, will be
discussed in detail. Also some views are cast on the Pilot and his displays in the loop
to assist in this particular duty.

From the daily technical experience arising when developing such a system to matur-
ity and from flight test results providing inputs on dynamic properties of the system,
design steps are described which have been used to overcome the impact of sensor behav-
iour on the system concept, that is for the crossmonitored or unmonitored reversiorary
case. It will be stressed in that context, that nuisance pull-ups can impair safety as
much as ground proximity and the reduced requirements for the unsonitored reversion will
be pointed out.

The limitations of the system are described and suggestions are made on future trends,
e.g. how nuisance pull-ups can be avoided, how sensors can monitor each other in highly
integrated systems.

1. INTRODUCTION

The paper considers the navigational task in low altitude missions and the require-
ments deriving from accurate weapon delivery in enemy controlled areas.

The Navigation System here is understood as i'upport for the flight control system
in both the horizontal and the vertical plane. It shall control the flight profile and
execute the flight to avoid hazards from enemy defences on one side and ground contract
on the other.

It shall therefore be precise, integer and safe. (The design of the Flight Control
System itself is not subject of this paper.)

The display system is understood to assist the Navigation System in performing this
task by presenting head-up and head-down information, which can also be used for further
improvement of the integrity.

The following presentation is based on the design, development and partly flight
test of the Tornado-Multi Role Combat Aircraft program, but outlines also proposals and
future trends as seen with the personal view of the author.

2. DEFINITION OF THE MISSION TASK

To carry out single pass attacks at high speed and deliver stores with high accur-
acy is a need for modern air combat, as worldwide experience has shown recently. You can
no longer afford to pull-up in order to acquire targets and perform a dive attack on them.
If you remain at low height and near sonic speed or above, you can be certain that it
will be difficult to detect or even hit you, even for advanced low level air defence sys-
tems. Therefore it is a vital need to reduce vulnerability to enemy defences in penetrat-
ing enemy controlled areas only at the lowest height possible and at high speed. There
is of course a physical height restriction to about 200 ft over land due to power cables,
television areals, etc.. Over sea this limit may be reduced to about 100 ft. There is no
limitation on speed up to the aircrafts performance limits (Fig. 1).
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Battlefie!d hazards can be partly avoided by selection of an appropriate track. How-
ever, tactical defence systems cannot be overcome that easy and deviations from planned
track is not aiways possible nor desirable as the overall timing for the strike might
suffer. Therefore it is important to fly as much as possible on the planned track, which
in turn requires low height, high speed and precise knowledge of present position. An im-
portant factor lies here with those, who are responsible to plan the aircrafts route,
possibly in between through two enemy defence areas.

Therefore we had to design a system, which is precise, integer and safe enough to
get the aircraft at low height and fast to the planned target on time. This implies pre-
cise Navigation in the horizontal and in the vertical plane (Fig. 2).

Especially at low heights, the problem is one of continuous dynamic control in both
horizontal and vertical planes relative to the terrain.

2.1 Horizontal Plane Considerations

For various operational reasons, such as avoidance of enemy defences, intelligence
points, etc. a carefully chosen flight plan is needed. The final track for instance will
be selected to facilitate target acquisition taking account of tactics being used, stor-
es to deliver. Although increasing vulnerability, in some cases an initiating vertical
manoeuvre might be required for some attacks either for visual acquisition, position fix-
ing/target aiming or just as transition from Terrain following to a dive attack. In these
cases the timing must be perfect to minimise exposure during that transition phase.

Therefore the navigation task is, to control the flight path in the horizontal plane
very accurately. Position fix techniques may or may not be &vailable or usable during
the last phase of the mission, what has to be born in mind when choosing the navigation-
al sensors and defining the Navigation System. Steering has to be equally precise in
keeping the aircraft on the planned track and allow prediction of time-on-target or time-
to-go within the accuracy required. Vital navigational parameters here are position (la-
titude, longitude), track and speed.

2.2 Vertical Plane Considerations

For the control in the vertical plane, commonly avajilable navigational information
like baro/inertial altitude or radio height are unusable. For precision reasons, a Ter-
rain Following System will be used over land and a Radar Altimeter System over sea (i.e.
Radar Height Hold). The choice of sensors is here already apparent. The vital parameters
are inclination, bank, vertical speed and height.

3. INTEGRITY CONSIDERATIONS (Fig. 3)

Low level operations require a high integrity system. For the flight control system
itself this is usually achieved by multiplex sensors and computations. The Navigation
System which provides the basic navigation inputs could on its side also contain multi-
plex sensors to achieve integrity. We have, however, for cost and other reasons adopted
the philosophy to choose a dissimilar redundancy concept, which offers the advantage of
crossmonitoring between sensors of differing error behaviour thereby minimising the
chance of a faulty monitoring process and easying the possibility of deciding (with the
help of the crew, but automatically too) which the faulty sensor was. In an assimilar
redundancy concept the method of majority voting must be used. However, this increases
complexity even further.

As long as the monitor does not signal a discrepancy, this solution offers a high
confidence level, however, if it does the disadvantage of this concept lies in the fact,
that continuation of the mission is deferred to a lower confidence level.

This leads either to less safer heights, as system performance may have been reduc-
ed whereas system functions have been maintained. Also the monitoring function is lost,
if the situation leading to the warning is not recoverable. (Note: We will see later in
the paper what sort of problems can turn up to cause recoverable and non-recoverable
monitor flags.) Without the monitoring confidence again greater heights must be adopted,
which in turn are less safe from the enemy defence point of view.

Only a narrow gateway leads to an optimum design of an integer system. If the TF-
system would fail (vertical situation), only an immediate escape manoeuvre is possible
to climb to a safer clearance height. As this again is dangerous in rendering the air-
craft vulnerable to enemy air defence, a highly integer system is required. Nuisance
pull-ups must be avoided. Of course, the supporting navigation data need to be as inte-
ger as the rest of the system, as accurate navigation and track keeping were still re-
quired even with a failed TF-system. On the other hand, a proper working TF-system still
protects from ground impact, even when the navigation performance is degraded.

3.1 Consequences on Navigation

For low level flight, the following parameters are essential for control of the
vertical plane:

Bank angle - The TF-Radar is rollstabilised.

Drift angle - The scanning centreline of the TF must
be offset by drift to look along track.
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Turn rate = 1In turning flight special turn rate allowance
is required.

Inclination - As the aircraft is pitching, this parameter is
needed to derive TF elevation (depression angle).

Inrcidence and groundspeed are needed for calculation of commands.
Tt elevation angle and Radar Altimeter height are required from the Terrain Follow-
ing System for computation of commands.

For control of the horizontal plane the following parameters are of major importance:

Present Position - to stay on route
Track . - to keep it
Velocity - to compute correct time and arrive in time.

All these parameters need to be integer. Therefure they are at least derived from
two different sensors and monitored/or updated.

3.2 Concept for Monitoring

Principally the following requirements emerge for every system and sensor involved
in-flight control. The probability of the occurence of a hazardous situation should be
low. An equipment fajilure shall be detected with high probability. Therefore, every sen-
sor must have a built-in-test monitor, which detects any type of equipment/sensor failure.
However, the rate of undetected failures which is still an accountable percentage of the
detectable ones needs to be low, as undetected failures of above parameters may lead to
dangerous situations. They are at least involved in flight safety, if not safety-critic-
al. Therefore additional system monitors have been provided, which either crossmonitor
the critical parameters directly or use other system outputs to detect potentially ha-
zardous situations. This monitoring can be split into three categories.

1) Sensor self monitoring (BITE) which will serve for

- prime mode integrity, where no reaundancy is provided
- reversionary mode selection, if redundancy is provided
- reversionary mode integrity.

Therefore the overall system integrity depends on'the self monitoring facil-
ities provided within the sensors.

ii1) Signal cross monitoring which provides integrity with respect to BITE-undetect-
ed errors.

ii1) System performance monitor, also taking the crew within the monitoring loop.
This provides decision aids for pilot (replacing sensor majority voting) and
of course warnings (reminders of unobeyed commands).

3.3 Safety Aspects

For mission safety it is vital to detect errors, but the warning generated could
cause the abandoning of the mission. Therefore we have tried to diversify the various
warnings in those which require to abandon mission and those which still provide a safe
system but alsd guara.tee mission success.

Sometimes it may even be safer to continue the mission at low level, than abandon
and pull-up. The redundancy required must be such, that you may continue with reasonable
accuracy at medium confidence.

The monitoring required must be such, that all possible warnings are given but that
they do not necessarily cause a pull-up and that nuisance pull-ups by faulty monitors
are completely avoided.

Therefore the redundant navigation sensor provides for three important requirements:

= cross-monitoring of flight safety important parameters

- achieve mission success upon sensor failure in providing reversionary,
but unmonitored modes

- avoid nuisance pull-up.

It is therefore apparent, that in the prime mode monitored data will be available;
if the monitor or BITE signal warning then simplex data from either source or a reversion
to fixed values will be available.

The reversionary mode of course is degraded apart from the missing monitoring func-
tions and a compromise for the set clearance height has to be found, respecting safety
implications on one and mission success on the other side.

For the three reasons above, the secondary redundant navigation sensor should be of
a different type (not two Inertial Navigators) but not of a too different quality (maxi-
mum of factor 3 is accepted).
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3.4 Crew Assistance in Monitoring

Some less safety involved parameters may also be cross-checked by the crew using
head-up and head-down displays (HUD-HSI-ADI) in order to gain additional confidence.
This of course implies that the data displayed derive from different sensors. The para-
meters concerned are A/C bank angle (cross-check HUD-ADI), any sort of track keeping or
track acquiring information (cross-check HUD-HSI) and flight director information (HUD-
ADI).

Such a highly integer system, using different sensors to achieve redundancy for re-
versionary and monitoring purposes, and in addition to that requiring supplementary sys-
tem monitors can only be achieved by an integrated navigation system.

4. DEFINITION OF CHOSEN SYSTEM (Fig. 4)

Summing up all the aforesaid, the Navigation System supporting a Terrain Following
System is made up as follows.

Primary navigation information is provided by an Inertial Navigator. Secondary navi-
gational information is provided by an Attitude and Heading Reference and a Doppler Sys-
tem, all data being fed to a central computer. The Navigation computer processes all
data to provide optimal steering information, which in turn feeds a Flight Director and
Autopilot or serves the pilot via head-up and head-down displays to control the aircraft
in the horizontal plane. It carries out additional functions like navigation updating
and moding, i.e. it selects automatically the next reversionary navigation mode, if the
prime mode fails indicated by an equipment BITE. As will be described further down this
computer also serves in a monitoring function. For improvement of navigation data itself
an open-loop Kalman Filter has been implemented, which works on the basis of velocity
comparison between Doppler and Inertial Platform as well as on navigation fixing data.
This filter mechanism will be used to provide useful monitoring information for the Ter-
rain Following System.

On the other side, all information in the vertical plane are dealt within the Ter-
rain Following Computer, where data from the Radar Altimeter and Terrain Following Radar
are used to provide control information for the Flight Director and Pilot/Autopilot in
the vertical plane. We know now the principal sensors needed in the system to provide a
functioning Terrain Following System. We also know from previous explanations the criti-
cality of some of the parameters in order to obtain a successful and secure TF System.
And we also know that some of these parameters may fail or at least show unexpected error
behaviour, which could corrupt the system. The possible error sources will be dealt with
in detail later. Here we want to outline the monitors designed to make the system safe.

4.1 The Attitude (-Signal) Monitor

Bark and Inclination angles are important parameters in flying low level missions.
First, oecause the Radar antenna is rollstabilised and second, because inclination is an
importar.t parameter when computing TF commands together with the TF Radar scan angle.
Therefore we have actually implemented two attitude monitors, one in the TF computer and
one in the Autopilot/Flight Director Computer. The principal monitor is build as shown
in Fig. 5 for the Autopilot. First the status of the information source is checked for
internally detected or transmission faults. The reason for checking the central computer
status will be seen further down when talking about the derivation of secondary parame-
ters in the computer for monitoring purposes. When every status is good the attitude mo-
nitor is entered. If the monitor yields positive results the best available data, i.e.
Inertial Navigator data will be used on a monitored basis. If the attitude heading refer-
ence or the computer fail, then unmonitored single source IN data will be used, whereas
upon failure of the Inertial Navigator, unmonitored AHR data are the only ones available.
Only in the case of an all sensor failure or with a genuine monitor failure with no in-
dication of a sensor BITE an Autopilot disengagement will be initiated and a pull-up com-
manded. A manual re-engagement on single data source is possible. If the autopilot was
not engaged a fly-up command will be displayed on the Attitude Director Indicator and
Head-Up-Display for Pilot's action.

The philosophy previously outlined is such, that only in case of total data loss or
in case of uncertainty about the reason for the monitor discrepancy, a pull-up will be
initiated. The special System Monitor-IN Data will be described later. At this stage it
is only important to say that it provides an additional mean to decide, whether to use
unmonitored IN data or rather not. If unmonitored data are used the clearance height for
the low level flight is usually increased to a safer value accounting for the unmonitor-
ed signal and its relative accuracy. A similar attitude monitor is contained in the pro-
cessor unit for the Terrain Following Radar but will be described in the context of the
overall TFR monitoring circuit.

4.2 Independence of Primary/Secondary Data for Monitoring

As apparent from previous considerations the attitude signals from the Inertial Na-
vigator and the Attitude and Heading Reference are compared with each other. The failure
detection probability of the BITE for both equipments is about 80 & which leaves a cer-
tain amount of undetectable errors, i.e. slowly changing attitude by unexpectedly high
drift behaviour of the vertical gyro. In order to detect discrepancies caused in such a
manner on the safe side, the AHR needa to be indepedent of any IN data. This is done by
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resolving the Doppler velocities (airframe fixed coordinates) with the attitude and head-
ing information provided by the AHR and computing earth rate and transport rate compen-
sation terms for the AHR in using these velocities. Although the attitude is slaved to
the local vertical by eletrolytic switches the use of these compensation terms are ne-
cessary to improve and achieve the required attitude performance, which allows to make a
cross comparison with good quality inertial data. The heading is also slaved to a magnet-
ic compass, however in its directional gyro mode highly accurate compensation terms are
also required. Thus the Doppler and Attitude/Heading Reference are a closed loop, inte-
grated system making use of the central computer (Fig. 6).

Also latitude, which is required for earth rate corrections, will not be taken from
the Inertial Navigator but integrated velocities from Doppler/AHR will be used. Defining
the system in this manner renders all secondary navigation data completely independent
from the primary ones. In addition, a secondary, reversionary navigation mode is auto-
matically available in the computer and can be entered at any time, when required, i.e.
failure of the Inertial Navigator.

Here we would like to outline some further properties of this secondary navigation
mode. As this mode is a complete navigation mode in every sense it certainly offers to
calculate any sort of parameters which would be needed other than only latitude/longitude,
velocities, heading and attitude. For instance drift, incidence, vertical and ground
speed or turn rate might be derived. For a low level flight (Terrain Following) all these
parameters are of vital importance. Therefore we designed the system such, that these
additional parameters will be used to crossmonitor the corresponding prime data from the
Inertial Navigator. To compute a good turn rate, however, we used input data from the
aircraft strap-down gyros, otherwise needed for the Control Stability and Augmentation
System. Because all these computations are done in a computer we also implemented a
Doppler noise check. This guaranteed that no Doppler data would be used for further com-
putations if they were not nolcy. This was achieved by comparing the follow-up data for
change within a certain limit. In addition, the Doppler indicated itself when it went
into memory. This is a double safeguard against using wrong data.

4.3 The TF System Monitor (Figures 7 and 8)

Apart from the attitude being monitored in the autopilot/flight director computer,
the attitude is again monitored within the Terrain Following Computer, respective Map-
ping Radar which are sharing a processor unit with each other. In addition, we want to
monitor system data like Drift, Incidence, Groundspeed and Turn rate. Drift is required
to stabilise the antenna in the track direction and turn rate is needed to stabilise the
antenna correctly when turning, i.e. looking ahead in sidewise direction. Incidence and
Groundspeed are required for computation of Terrain Following commands and also define
the flight vector, which is itself an important property.

Therefore the TF system monitor for the horizontal plane actually consists of two
parts, an attitude signal monitoring part and a monitor for primary and secondary navi-
gation data. The attitude monitoring part is principally identical to the one in the
autopilot, except for the fact that the IN channel to the Terrain Following Computer is
duplicated in order to avoid safety implications by transmission problems on one line.
The same strategy has been implemented as before, that is, a pull-up is only commanded,
when either both data sources (IN Primary) or Doppler, Attitude/Heading Reference, Com-
puter (Secondary) have failed, or a monitor trip occurred when all equipment signalled
functioning. If one data source only fails (Computer and Attitude/Heading Reference
taken as an entity), TF may be continued on single source information being unmonitored.
However, in case of an Inertial Navigator failure the set clearance height shall be in-
creased to account for the reduced performance of the secondary data source and Warning
will be given accordingly. .

If primary and secondary data sources are available and functioning properly, which
is always checked by BITE-Information, transmission parity and special discretes signal-
ling the alignment state or lock-on state of the relevant equipment, a system monitor
will be entered to cross compare primary and secondary information on Groundspeed, Drift,
Incidence and Turn rate. If this monitor fails fixed data will be used to continue TF,
although of course with increased clearance height to account for the incorrectness of
fixed data. If the monitor performs as expected primary data will be used for computa-
tions of TF commands. The turn rate itself will be furthermore checked for exceedance of
a set maximum value. In case it does the pilot has to take action to bring the aircraft
back to the maximum rate allowed.

The TF system monitor for the vertical plane shall only be outlined here for com-
pleteness, as the TF system itself it not subject of this paper. After Radar Altimeter
BITE and data crossmonitoring of the two Radar Altimeter channels a low height monitor
will be entered to check Radar Height against the set clearance height. If this is too
low, a warning is generated and pull-up initiated. If good and TF data are available
then TF commands are computed using TF data, speed, attitude etc. to achieve a desired
flight path. The Radar Altimeter as back-up itself generates also commands using the set
clearance height. The most nose-up signal will be used to generate the vertical acceler-
ation demand for use by the autopilot. If the Radar Altimeter has failed TF may be con-
tinued exercising the required care when flying without Radar Altimeter back-up, espe-
cially when flying in bad weather or over grounds with low reflectivity such as water.
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4.4 The Kalman Filter-Inertial Navigator-System Monitor

In Figure 7 an IN Data Good-Monitor was mentioned which shall now be explained in
more detail (Fig. J).

The fact that we had already implemented an open-loop Kalman Filter in our central
processor unit led us to an additional system monitor which is quite useful. As we have
seen before, the Inertial Navigator can show an undetected, unexpected error behaviour
by slow drifting vertical gyro. This might happen due to various IN-internal reasons
such as badly stabilised temperature, corruption of drift compensation etc. but will not
be detected by the Built-in-Test-Equipment. The attitude monitor will, due to its wide
limits, not even have spotted this discrepancy. However, the Kalman Filter which is bas-
ed on velocity comparison between IN and Doppler to establish a measurement vector will
actually see a growing disparity between the velocities of the two sensors much earlier
than a relative unsensitive attitude monitor will see. The Kalman Filter's state vector
of the most predominant error variables which we modelled contained misalignment error,
Doppler scale factor error and others. The initial covariance matrix Po was propagated
through time and at a certain time after the last measurement the expectance for any er-
ror, for instance velocity error was limited by a circular error probability. If this
error limit was vastly exceeded by the measurement, then an indication for a strange be-
haviour was given. We have checked the Doppler input for BITE detected errors, lock/un-
lock copiition, made the noise and a drift value check (Drift was to be expected smaller
than 30") in order to prove the reasonability of the Doppler data. We also checked the
inputs {rom the Inertial Navigator for BITE errors and Navigation mode being correctly
selected. If all data were good and still the error covariances were exceeding the set
limit for a certain amount of repetitions then a visual warning was given. If the situ-
ation did not recover after an additional time the KF auto-deselected itself thereby re-
verting to the next available Navigation mode. In this case we assume, that the IN was
causing the effect and therefore IN data for Terrain Following were declared faulty. If
a genuine IN Drift fault occurs, this indication is useful, as it is given well in ad-
vance of a consequently following attitude monitor trip.

This is also the philosophy we pursued. In case of an IN Data Good failure detected
by the Kalman Filter nothing is done at first. However, if the Attitude Monitor fails we
check the IN Data Good Information. This serves as a decision aid whether to engage on
primary (IN) or secondary (AHR) data source for the following unmonitored flight. The
feature of the Doppler to be a longterm reliable velocity source has here been used to
also monitor the IN outputs in the long run. A drift-corrupted Inertial Navigator exhib-
iting for instance a velocity error of 15 feet/sec., after a short time would have auto-
deselected the Kalman Filtering processes very soon. The warning of the immanent KF de-
selection again provides the crew the possibility to check for any sort of faulty oper-
ation, i.e. land/sea switch of Doppler in wrong position. If everything is set up cor-
rectly but the warning persists, then this is a powerful mean to detect a possible pro-
blem and you are not surprised when sometimes later this velocity error has integrated
to an attitude error of sufficient amount to make the attitule monitor trip.

4.5 Monitor for Horizontal Navigation Data

As previously outlined some lesser safety involved parameters are navigation para-
meter like present position derived from velocities, velocity itself and heading/track.
Apart from the velocity monitor which is implemented in the Kalman Filter and which has
been described already above, there is no similar monitor for present position. Therefore
it will be updated at regular intervals by highly accurate position fixes which also
serve for updating of best drift and heading. All these update programs are processed
through the Kalman Filter to obtain optimum estimates. The improvement which we obtain-
ed on Inertial Navigator position accuracy was 70 § in using both velocity and fix in-
formation for update.

5. IMPACT OF SENSOR BEHAVIOUR ON INTENDED DESIGN

So far it looks like a perfect system. Once you come to see the practical aspects
of such a highly integrated and mutually monitored system you find more problems to solve.
Therefore I would like to outline now some of the interesting problems which showed up
during the development and flight test of this system and how we tried to cope with it.

Therefore let us have a look at the various navigation sensors which were involved
in our system and outline their particular failure behaviour which became apparent during
the development and let us also describe their impact on the system as it was designed.

5.1 1Inertial Navigator (Fig. 10)

The detectable errors by Built-in-Test Equipment are no longer of any concern here,
because the system enables detection and provides redundancy. The usually known undetect-
able error, i.e. azimuth or attitude drift caused by faulty temperature stabilisation or
erroneous drift compensation will now at least be detected by the Kalman Filter, as long
as the Doppler works. Therefore it is now reduced to an undetectable equipment error but
no longer constitutes an undetectable system error. Still, as it reduces overall system
capabilities it is not acceptable that such shortcomings show up too often and therefore
need to be reduced to within the limit of 20 8 undetectable equipment errors. During de-
velopment testing of the IN we found some unacceptably high drifting platforms probably
due to drift corruption problems. This affects navigation performance in general as well
as the attitude monitor, where it will cause a monitor trip, but has been rectified by
hardware modifications.




The next problem we found was a high level of noise on digital outputs. This may
affect the system in two ways. First it might cause a nuisance monitor trip of any sort
of monitor where it is involved, or when used in conjunction with a stabilisation loop
as the bank angle stabilising the Radar antenna or with a display system, like attitude
angles, climb angles being displayed on the Head-up-Display, it will cause an unaccept-
able jittering. Here is no remedy other than reducing the digital noise to an acceptable
level.

The next problem encountered during tests is the stiffness of the servo loop of the
outer Roll, which is a problem directly related to other hardware, the attitude and head-
ing reference. As this one is a three gimbal version, the roll servo of that platform
may have a high gain and is therefore providing a stiff servo loop. The Inertial Naviga-
tor, however, uses a four-gimbal platform and has to cope with the non-linearities of a
gimbal flip. Therefore the gain of this loop is smaller and a discrepancy may occur when
flying a fast turn with high rates of changes of bank angles. Comparing the two inform-
ation results in a possible monitor trip because the output from the Inertial Navigator
is lagging the one from the attitude reference system.

Another not less important problem was encountered with the IN in the vertical chan-
nel (Fig. 11).

The inertial velocities and height are mixed with an input from the Air Data Comput-
er, i.e. pressure altitude. Interesting enough, this pressure altitude was fairly good
during the flight and did not give any raise to problems then. However, in the initial
alignment phase due to power switch over from ground to a/c power, a short invalid alti-
tude input would corrupt the whole vertical channel. Even if the pressure altitude input
was corrected immediately thereafter, the velocity was still wrong up to 10 feet/sec.
vertical speed when standing on ground. Due to the rather large time constant involved
in the vertical channel loop, it took a rather long time to reduce that error. Also we
had mechanised a vertical channel capable to assess error characteristics of the verti-
cal accelerometer during the gyro-compass-alignment phase of the platform. Any acceler-
ation error deriving from comparison with the pressure altitude on ground and the know-
ledge, that velocity in the vertical is zero was attributed to the accelerometer bias.
Having indeed inserted faulty information from the Air Data Computer these estimates were
wrong and would lead to faulty information during the whole flight. Faulty information in
the vertical channel, however, influence elevation incidence, climb angle via vertical
speed which in turn may cause a monitor trip in the TF system.

The last IN problem was associated with the threshold setting in the vertical chan-
nel for switching between the level flight mode (as shown in Fig. 11) and the climb/dive
mode. In the climb/dive mode the height output is mainly derived from inertial data al-
though a certain amount of slaving to the barometric input is still available. In the
level flight mode the inertial output is damped by the pressure altitude input. Due to
noise on the digital output signals and actual vertical aircraft excursions the original
setting of 9.6 ft/sec. vertical speed was not high enough and a permanent change of modes
occurred. After extensive investigations we had to raise the threshold setting to 26.4
ft/sec. which then provided an optimum vertical channel. i

5.2 Doppler Radar (Fig. 10)

Here we were faced again with development errors or problems. What was uncompensated
drift data, noise, servo loop or vertical channel problems there, here it was lock-on to
internally reflected signals, transient outputs or scale factor errors.

Due to the fact that the Duppler Radome was not an integral parv of the Doppler an-
tenna but part of the aircraft skin and therefore separately mountecd, it was important
that this radome was properly harmonised. A skewed mounting can cauwse beam deflections
which result in a faulty ecale factor. Isolation problems caused .uternal reflections
which gave a fixed velocity output when normal returns were too wesX. This could be cur-
ed by hardware modifications.

A problem, however, which can not be cured is of course the fact, that the Doppler
may lock on to clouds, when flying well above them. In para. 6 we will propose a possible
solution to overcome this problem in making use of our Kalman Filter. However, so far we
considered this problem small, as flying Terrain Following missions is usually at low
level and either well below the clouds or within, but not above. Then we found intermit-
tent transients on one or two beams which might have been caused by terrain of different
reflectivity (Fig. 12). For instance flying over sea with little wind, the water surface
is very smooth. If one beam now hits an island or the coast line we find transients in
this beam, usually affecting two velocity outputs. These transients were of short dura-
tion (approximately up to 20 seconds) but could be large in amplitude up to 200 ft/sec..
Navigation basically was not affected, however, the secondary Navigation data which were
used in TF monitoring encountered the very same transients on Vertical speed and Ground-
speed and therefore caused monitor trips which were not justified.

Both this and the locking to clouds are normal Doppler phenomena and little can be
done in the Doppler itself, unless you change to beam-lobing technigues. The system con-
sequences for the Kalman Filter were negligible as the Kalman Filter would not accept
large transients as valid measuremeat values. The effects on Transport Rate Compensation
terms for the attitude and heading reference are probably also small as time duration is
short. The effects, however, on the Terrain Fo)lowing System are of more importance and
shall be highlighted in the next two subparas.




5.2.1 Effects of Doppler Transients on Crossmonitoring

In prime mode operation of Terrain Following the Inertial Navigator data are cross-
monitored by the secondary Doppler derived navigation data. If the data diverge signifi-
cantly exceeding the set monitor threshould, then a fixed value reversion is selected and
of course a rather poor Terrain Following performance will be obtained. Depending on
flight condition, particularly at high speed the degradation in performance is extreme
and safety 1s impaired if the pilot does not take action. Over rough undulated terrain
this is even more important.

5.2.2 Effects of Doppler Transients on TF Calculations/Performance

If due to any reason the prime sensor has already failed, then secondary data de-
rived from Doppler are the only information available. In view of the reduced system per-
formance, this mode is only allowed at a higher set clearance height. Still, a large er-
ror on ground speed can cause significant degradation especially over rough terrain. At
low speed simulations show, that a maximum negative fixed error of 80 ft/sec. is accept-
able. At higher speed, this value may be increased. Errors, however, up to 200 ft/sec.
especially if they occur in the negative sense are significantly impairing Terrain Fol-
lowing performance.

A large positive ground speed error is critical if performing let downs over very
smooth water under Radar Altimeter control. At high speed, excessive undershoots may
occur.

Incidence of course is also effected by errors in ground speed or vertical speed
and simulations show that an error of 1.5° in incidence cause a noticeable variation in
the clearance height. Even at higher set clearance height an undetected transient on
Doppler data is causing significant performance degradation.

Next affected by Doppler transients is the drift angle, which in turn causes a
wrong positioning of the Radar antenna in the azimuth plane; any error larger than a
predefined value would cause the radar beamwidth not to illuminate the terrain ahead
of the aircraft in straight flight.

It is quite apparent that these errors can impair the Terrain Following performance.
Even though they might occur very rarely, the circumstances prevailing when these tran-
sients occur cannot be dismissed completely, as the TF system will operate both in blind
and over water coastal area conditions! Reverting to fixed value or pull-up is also not
the optimal solution. We will see in para. 6 what solutions can be proposed to detect
this occurrence and to optimise the reaction.

Another problem, which we found during flight tests was the along-heading scale
factor. Having been established on ground during tower measurements the so found scale
factor was known exactly to within 0.01 % and measurements showed repeatedly the same
value. However in real world, the effective beam centre does not seem to be the geome-
tric centre, but somewhat lower in the order of 8 '-10' boresight angle. This causes an
average scale factor error of about =-0.64 $ which we found out with our Kalman Filter.

The state vector contained scale factor error as a variable and during all flights
a mean value of about -0.6 § was found. Therefore the Kalman Filter has found an unex-
pected function as aid in Doppler development flight test. The scale factor could be
corracted by hardware therefore improving secondary navigation data significantly and
brincing their accuracy within specification limits.

5.3 Attitude and Heading Reference (Fig. 10)

ihe last sensor which contributes one way or the other to the TF performance is the
attitude and heading reference. The AHR is operating in two modes, a directional or free
gyro mode and a magnetically slaved mode. The mechanization is shortly outlined in Fig-
ure 13. In slaved mode the signal from the flux gate is used to drive the heading gyro.
The synchro reference excitation signal is gain scheduled in such a manner, that the
lowest possible field strength of the earth magnetic field which will be sensed amounts
to 0.1 Qersted. Operationally this covers most of the =2arth except for polar regions,
where the horizontal component of the earth field vector reduces, of course, to lower
values. In order to obtain a test facility for a proper functioning of the flux gate and
a valid input for the heading gyro, this horizontal field strength, as measured, was
used to indicate failure, when below 0.1 Oersted. Under dynamic flight conditions, how-
ever, with a dip angle of the field vector of 60° - 70°, there are specific heading
angles when the flux gate's measurement plane will be perpendicular to the field vector
and no field will be sensed. In such an occasion the BITE will provide a warning and
fail the slaved mode. This in turn fails the secondary Doppler/AHR mode which is to pro-
vide secondary navigation data for Terrain Following.

In the prime mude condition of TF this means, that unmonitored IN data will be used
without crossmonitoring and a warning will be given. This of course is a nuisance, as
really nothing his gone wrong.

In the reversionary mode after an IN failure this would even lead to a pull-up com-
mand, which is unacceptable. Therefore we changed the mechanization of the AHR.
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Whenever a bank or inclination angle larger than 5° was detected by the electrolytic
switches, the FLUX GATE BITE SIGNAL was disengaged and could not affect the validity of
the Doppler/AHR mode. The Flux Gate signal itself was of course disengaged as well.

Transients on digital data output for bank or inclination have been recorded. They
were caused by an overload situation in the synchro-to-digital converter combined with
the Flux Gate BITE warning and led to monitor trips of the attitude monitor.

Disrecqgarding the small problems usually encountered in a development program, we
have only highlighted the most significant ones affecting the availability and perform-
ance of the Terrain Following mode. In the next para. we will outline the proposals to
cure the shortcomings of the system, where a hardware modification could not solve the
problem.

6. EFFECT ON MONITORS AND PROPOSED DESIGN CHANGES

Those parameters which are safety involved or critical have been engaged in cross-
monitors. In the original design these monitors had a set threshold limit which ~vas main-
ly derived by theoretical investigations. Conclusions for the threshold settings have
mainly been drawn from the allowable error limits in connection with a certain confidence
height and speed and of course from the relative equipment accuracies given as specifi-
cation values. Apart from the fact that specification values do not always reflect the
real world behaviour particularly under dynamic conditions, as it is for instance for
the attitude and heading reference, they also do not account for particular error behav-
iours as outlined above.

It is therefore not surprising that the initial bandwidth setting of the monitor is
not optimal. During our flight tests we sampled plenty of results which we shall review
now briefly.

6.1 Monitor Threshold

The relative performance of the secondary and primary navigation data sources have
been assessed when the aircraft was flying in a typical "TF environment". We were inter-
ested to see the number of samples for the different intervals and of course the number
of exceedances for the set monitor bandwidth. Therefore we plotted histograms of the con-
cerned parameters using as much flight data as possible in order to obtain a good statis-
tical meaning (Fig. 14).

This allowed also to evaluate the effect of varying the limit settings for the thres-
hold. The figure shows a typical example for the differences between attitude angles from
the Inertial Navigator and the attitude and heading reference. The quantised differences
were used to draw the histogram. They were also used to produce probability curves which
provided statistical data on the crossmonitoring performance. Also it could be reen, that
the differences between secondary and primary data approximated to a normal distribution
and a standard deviation figure could be obtained. For a good TF system operation thres-
holds should be as low as possible, but still for correct system operation all results
should fall within these limits. It is obvious that by widening the limits, exceedances
would be completely banned but the monitor would become ineffective. Therefore we had to
set the limits such, that good performance was always ensured and the normal error di-
stribution of the parameter as found during flight test, was lying within the setting of
the upper and lower threshold limits.

For the bank ahgle for instance a wide threshold can be accepted, as the performance
tolerances on this parameter are expected to be large. A nuisance trip from this parame-
ter should no longer occur. Not so with inclination, where the threshold setting must be
smaller.

6.2 Monitor Timer

Due to the previously described transients or ordinary threshold exceedances, a
single transient can cause an unwanted monitor trip, if the data are not filtered. There-
fore one idea we pursued was to change the monitors to introduce a timer of a set limit
which again we tried to find by using data from flight test. A typical time histrogram
is shown in Figure 15 which shows the number of exceedances of the set threshold value
and the duration for which it lasted. They were related to three different flights, when
the inclination monitor exceeded, in one flight, however, twice. Introducing a half a
second filter in the monitor would remove the two short duration transients, however,
the 1.5 sec. transient would still cause a break-away cross. It is apparent that a very
well balanced approach between monitor limit setting and monitor timer (filter time con-
stant) has to be adopted in order to define a correctly working system.

Bank and inclination results have been descri“ed above. A similar behaviour could
be established for drift angle, elevation incidence, turn rate, ground speed and verti-
cal velocity. However, even after having re-defined monitor thresholds and/or timer some
monitor trips occurred. They were associated with degrading Doppler velocities before
unlocking or Doppler noiie or due to the Doppler transients described above. Use of an
prolonged time filter would not reduce the likelihood of this form of monitor trip.
Therefore we had to devise means to overcome that remaining problem.
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6.3 System Changes and Future Trends (Fig. 16)

The basic idea here is, to make use of the system's capabilities to detect invalid
signals from either source before the monitoring process is entered and to declare them
invalid.

The second basic idea is, to avoid the pull-up command, when either the monitor
threshold was exceeded or the signal from one source was declared invalid, by timing the
warning flag or introducing an escalation theory.

The third basic idea is to ask the crew for additional assistance in visually cross-
monitoring the information on redundant displays, like for instance attitude being dis-
played on the self-contained Attitude Director Indicator and on the Head-up Display,
there deriving from the Inertial Navigator.

Coming back to the first part, it is important to recall that some rare transients
on ground speed, drift or elevation incidence have been caused by Doppler transients,
which in fact seem to be related to physical phenomena. Having mechanised a Kalman Fil-
ter processor oun the basis of velocity comparison between Inertial Navigator and Doppler,
this can be used to monitor Doppler velocities on short term, as opposed to using the
Doppler velocities to monitor IN data in the long term. Therefore a Kalman Filter moni-
toring flag would be provided which gives a warning to the Terrain Following monitor
whenever it detects unreasonable exceedance of a set bandwidth within the Kalman Filter.
In such a case, a monitor trip would be disregarded. If the exceedance of the monitor
threshold endured, then of course a genuine problem of either of the two equipment seems
to show up and a warning was provided to the crew to check for correct mode settings etc..

Due to the attitude performance of the Doppler especially over water, we have model-
led the Kalman Filter such, that Doppler gain was a function of attitude and altitude
and even cut-out, when a certain bank or inclination angle was exceeded, even when the
Doppler itself still showed lock-on. This was provided in order to avoid a possible cor-
ruption of the Kalman Filter and thereby the IN Data Good Information.

Last not least what can be done in that area is to introduce a special software
which makes account for faulty Doppler measurement over water due to water surface move-
ment caused by wind. This is principally not so important for Terrain Following as this
is usually not lasting for a long time over water surfaces, however, for let-downs over
cliffs and a following Radar Height Hold mode over sea leads to similar requirements.

Talking about the second idea and in view of the marginal performance of the present
monitor mechanization, it has been considered to change the monitor so, that after ex-
ceedance of the first threshold the warning is not yet given. Either a reversion to single
source IN data is being considered for a limited time before reverting to fixed values or
a two level comparator where the most nose-up signal from either primary or secondary
data source is used after exceeding the first threshold and a system disconnect after the
second wider limit. This second wider threshold has been chosen to give a reasonable per-
formance degradation in the safe side, but cannot completely avoid nuisance monitor trips,
1f the difference is excessive. However, the fixed value reversion for a possibly only
short term nuisance trip is a big penalty, becawse higher set clearance height will be
required and pilot's action as well. Therefore, hecause a nuisance trip is much more like-
ly than a genuine one, we have chosen to adopt the two level comparator for certain para-
meters where the flight test results indicated its use. This one will reduce effects of
nuisance trips on overall mission success, but still not endanger the aircraft when a
real fault has occurred.

Concerning the crew assistance, it is important to indicate to the crew in which
mode they are:

- Primary, monitored

- ! uygle source, unmonitored, either IN or Doppler/AHR
- FIXED VALUE

= DISCONNECT.

It is also important for the crew that they use every additional crossmonitor in-
formation which they may obtain themselves when monitoring the displays (HUD-ADI) in or-
der to distinguish between genuine or nuisance trips. The Kalman Filter indications here
are of vital importance, because they provide the crew with information of possible dis-
crepancies at an carly stage ~r if this warning does not show, they provide the crew
with trust that the short term nuisance trip was only caused by a transient condition.

7. CONCLUSION

In order to define a highly integrated redundant Navigation System for Terrain Fol-
lowing missions, an approach of dissimilar redundancy was chosen. The disadvantages en-
countered by using the different sensors could be used advantageously to improve the in-
tegrity of the whole system, not only from the point of view of safety but also of ful-
filling the mission success rather than abandoning it or expose unnecessarily to the
enemy. The price for it is complexity, however, in software only.
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