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STATISTICAL ANALYSIS OF THE OUTPUT DATA
FROM TERMINATING SIMULATIONS*

Averill M . Law
University of Wisconsin

ABSTRACT

In this paper we preci sely define the two types of simulations

(terminating and steady-state) with regard to analysis of simulation

output and discus s some common measures of performance for each

type. In addition , we concluac from talking to a large number of

simulation practitioners , that a significant proportion of simula-

tions in the real world are of the terminating type. This is con-

trary to the impression one gets from reading the simulation liter-

ature, where the steady-state case is almost exclusively considered .

Although analyses of terminating simulations are considerably

easier than are those of steady-state simulations , they have not

received a careful treatment in the literature . We discuss and

give empiri cal results for fixed sample size , relative width , and

absolute width procedures which can be used for constructing con-

fidence intervals for measures of performance in the terminating

case.

*This research was supported by the Office of Naval Research under
contract N00014—76—C—0403 (NR 047—145).
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1. Types of Simulations wi th Regard to Analysis of the Output

We begin by giving a precise definition of the two types of

simulations wi th regard to analysis of the output data (cf.

Gafarian and Ancker [4] and Kleijnen [6]). A terminating simulation L
is one for which any quantities of interest are defined relative

to the Interval of simulated time [O ,TE ) ,  where TE l  a possibly de-

generate random variable (r.v.), is the time that a specified event

E occurs. The following are some examples of terminating simula-

tions:

a) Consider a re ta i l  establishment (e.g., a bank) wh i ch closes each even-

ing (physically terminating). If the establishment is open from

9 to 5, then the objective of a simulation might be to estimate

the quality of customer service over the 8 hour period . In this

case, E = (8 hours of simulated time have elapsed).

b) Consider a telephone exchange which is always open (physically

nonterminating). Since the arrival rate of calls changes wi th

the time of day, day of the week , etc., it is unlikely that a

steady-state measure of performance (see Section 2) which is

defined as a limi t as time goes to infinity , will exist. In

this case the objective of a simulation might be to study the

system during the period of peak loading , say, of length

hours, and i~ = {t hours of simulated time have elapsed).

c) A system consists of mechanical and electronic components ,

each of which is subject to failure . The system itself falls
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when certain specified subsets of the components fai l and the

objective of a simulation might be to estimate some character-

istic of the time to failure of the whole system. In this case,

E = (the system fails}.

A steady-state simulation is one for which the quantity of

Interest is defined as a limit as the length of the simulation goes

to Infinity . Since there is no natura l event to terminate the simu-

lat ion , the length of the simulation is made large enough to get a

“goodTM estimate of the quantity of interest. Al ternatively, the

length of the simulation could be determined by cost considerations.

The following are some examples of steady-state simulations:

a) Consider a computer manufacturer who constructs a simulation

model of a proposed computer system. Rather than use data

from the arri va l process of an existing computer system as i npu t

to the model , he typically assumes that jobs arri ve in accord-

ance wi th a Poisson process wi th rate equal to the predicted

arriva l rate of jobs during the period of peak loading. He

is interested in estimating the response time of a job after

the system has been running long enough so that initial condi-

tions (e.g., the number of jobs in the system at time 0) no

longer have any effect. (Assuming that the arrival rate is

constant over time allow s steady-state measures to exist.)

b) A chemical manufacturer constructs a simulation model of a pro-

posed chemical process operation . The process, when in

- . _ _ _ _ _ _
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operation , wi l l  be subject to randomly occurring breakdowns. The

input rate of raw materia ls to the process and the controllable

parameters of the process are both assumed to be stationary

with respect to tine . The company would li ke to estimate the

production rate after the process has been running long enough

so that initial conditions no longer have any effect.

The remainder of this paper is organized as follows . In Sec-

tion 2 we discuss some common measures of performance for both

types of simulations and in Section 3 we present our findings on

the relative occurrence of each type in the real world. A number

of procedures which can be used to construct confidence Intervals

for terminating simulations are discussed in Section 4 and , finally,

in Section 5 we summarize our findings.

2. Measures of System Performance

To the best of our knowledge , nowhere in the simulation liter-

ature are measures of performance for terminati ng simulations ex-

plicitly defined . In this section we define and contrast several

common measures of performance for terminating and steady-state

simulations by means of examples. (Because of the diversity of

terminating simulations , it is not possible to give one definition

that fits all cases.) For the examples that we consider, it is

possible to compute analytically measures of performance. Further-

more, the same examples will be considered In Section 4 where we

discuss stopping rules for terminating simulations.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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A. Averages

Consider first the stochastic process {D;,i~l} for the N/Mu

queue with p < 1 , where D. is the delay in queue of the ith cus-

tomer. The objective of a terminating simulation of the M/M/l —

queue might be to estimate the ~çp aver~ge delay of the first

m custome rs given that the number of customers in the system at

time 0, .v(O), is zero. The desired quantity , which we denote by

J(mIN(0) 0), is then given by

d (mlN(O) 0) E1~~ !~~ ?!IN (0)0
L~ 1

= E ~~[- ‘,. !N(O) 0]/rn

(Alternatively, if one is interested in estimating the expected

average delay of all customers who arrive and are served in the

time interval [O,~], then the desired quantity is given by

PI t) 1
J(t~v (O)=O) = E~ P . ’M (t)IN(O) Oj

Ll~ l

where M(t) (a r.v.) is the number of customers who arrive and are

served in the interval [O,t]. Note that in this case the expectation

and summation are not interchangeable. Thus , the label “expected

average delay ” is more genera l than “average expected delay ”.)

Note also that the quantity J(r’dN(O)=O), which is often called a

transient characteristic of the stochastic process (D.,i~ l), expl ic-

itly depends on the state of the system at time 0; i.e., d( ’~i ! N ( 0 ) i )

$ d(mIN(0) J) for i ~ j.

~~LL. ~~~~~~~~~~~~~~~~~~~~ -- --a . 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

- ,
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The objective of a steady-state simulation of t:~11i~ lJ for

the N/N/l queue would be to estimate the steady-state expected av-

erage delay 1, which is given by

= lim i(r1 j~V (0)zf) for any 1=0 ,1 ,...

Observe that is independent of .v(0). In Figure 1 we plot

d (mlN(0)=O) as a function of p’:. (The ~irrival rate \ = 1 and the

service rate ~ = 10/9, so ~ = .9.) Th .~ horizontal line that

-j J (HN(0) 0) asymptotically approaches is at height

As a second example consider the stochastic process {E ,. ,:~ l}

for an (.~ ,:) inventory system with zero delivery lag and backlogging,

where i~’ . is the expenditure in the ith period . This system is

described in detail in Law [8]. A possibl e objective of a terminat-

ing simulation would be to estimate the expected average cost for

the first “: periods given that the inventory level at the beginning

of period 1 , i-i , Is

=

The objective of a steady-state simulation of {~
‘1, f~l} would be to

estimate the steady-state expected average cost:

= lim 
~~nI~~~

i) for any ~=O,~l ,±2 

We plo t t ’(m 111
=S) as a function of ..~ and also e in Figure 2.

L 
_ _  _ _  _ _ _ _ _

-- — -
----- ~—_~iT~ ~
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Our third example is quite different from the first two. In

the reliability model shown in Figure 3 it is desired to send a

message from ~; to .; this will occur if component 1 works and either

component 2 or 3 works. If is the time to failure of the whole

system and the time to failure of component 1(1=1,2,3), then

-“ ~~ mia [:11 Inax(:2 :’3)]

We further assume that the ‘ .‘s are independent r.v. ’s and each -“i has a

Weibu ll distri bution wi th shape parameter cc= .5 and scale parameter ~~l .

(A distribution al assumption for the 2.’s is needed in Section 4 where we

present simulation results for this modeL) The objective of a termina ting

simulation might be to estimate the !~pected time to failure of the

sy~stem given that all components are new, F’(~~all components are new).

If we assume that the system is not repaired when it fails , then

a steady-state simulation makes no sense for this system. Such

could be the case if this system were part of a space probe .

B. Proportions

The usual criterion for comparing two or more systems is some

sort of average behavior. However, different kinds of information

may be of more value in some situations. For example , a bank manager

may be concerned with estimating the proportion of customers who

experience a delay in excess of 5 minutes . Since proportions ar~
really just a special case of averages , we wil l illustrate them by

means of the M/M/ l example.
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In a termlnatinq simulation of the N/N/i queue the objective

might be to estimate, instead of an expected average dei&y, the

expec t d p _i~pprt~ion pf the f i st “
~ customers whose dei~ y Is less

than or ~q~ial to (a specified number) given that ,Y(0) 0. Denote

the desired quantity by . ‘(
~~ 
,.~IN(0)L0) and let

1 if 
~~~
.

for 1 1 , 2 

[a I t  : .

Then ~‘(~~ -~.v(O)~O) i~ ~iiven by

~‘(~~xj.V (0) 0) :~~~ 
..: Iv (0)=O]

= 
~~~~ :~[ ‘ . 

~~ 
.v(O) ~0]/~1=1 -

E

For a steady-state simulation , the objective would be to estimate

the s tt’a¼ly -stat ‘ t’xp ’cted pro~ortion of custome rs whose de1a~y

less thai- i or~~qLla1 to .r:

F(”;,.rL V(U)f) for any i O,1 

3. Relative Importance of L-i~h Type of Simulation

Reading the simulation literature leads one to think that

steady-state simulations are more important ; almost every paper

written on the analysis of simulation output data deals wi th the 

~~~~~~~~~~~~~~~~~~~~~ ~: :i a~~~~~~T.T T ~~~~ ~~~~ . . . . . . .
~~ ~~~~~~~~~ _ __
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steady-state case. This may be a carry-ove r f rom mat hema t i ca l

queueing theory where only a st ~th-~tate analysis . generally

possible. However , we have dtscovered by talkin g to a l arge number

of simu lation practitioners that a significant proport i on of simula-

tions In the real wor ld are actua l h- of the terminatin g type. The

following are some reasons why a -~teady-st~i te ana l y sis may not be

appropriate:

a) The system under cot~ iderat  ion is physical I ~ termin at i n~i . In

this case , le ttin ~ the 1t ’n~th of a s i mu~ati on he arbitrari ly

large makes no sen ’.c.

b) The input ~1is t ribut ion s f o r  the s~st e ; chan~e over time . In

this case, steady-state measures of performance wi l l probably

not exist.

c)  ~ e is often inte rested in studyin g the trans ient beh avior of

a system even if steady-state measures of performance e\ist .

4. Stopping Rul es for TerMinating Simulations

In the following three ~ub sect ions we consider procedures

which can be used to construct confidence intervals ¼ c .i. ’s) for

measures of performance for term inat in~ siri~i1ation s. We wi l l not

consider the steady-state case since it has been widely discussed

in the simulation literature . b r  surveys of fi~eJ sample si:e and

sequential procedures which can he used to construct c. i .’s for

steady-state measures of performance , see Law [9] and Law and

Kel ton [10], respectively. The random numbers used in the remainder

of this pape r were generated from the generator discussed in [5].

~ - - - A



- 9 -

A. Fi xed San~ le Size Procedures

Suppose we make ‘~ Independent replications of a terminat ing

simulation . The independence among renlications is accomplished

by using different random numbers for each replication and by

starting each one with the same initial conditions. If 
~~~

. is the

estimator of interest from the :th replication (f=l, L~,... ,n), then

the .~.s are independent identic ally distributed (i.i.d.) r.v. s.

(For the M/M/l queue . ~~~. might he the average Y 2.I- or the pro-

port i on y y.(x)/”~.) If , in addition , the ~.‘s are normally dis-

tributed , then a l00(1-.~)% (0<c~ 1) c. i . for ~ ~(v) is given by

~:— l, l— ~ 2
’
~~~

’
~~

’ I ~l)

where 
~~~~ 

and ~.2(.. l are the usual sample mean and variance , re-

spectively, and 
~~ 1 l ’ ’  is the 1 - ,\‘2 point for a distribu-

tion with •;-l degrees ~f freedom.

In practice the X .’S will not be normally distributed and the

c.i . given by (1) will be only approximate . To invest igate the

• effect of nonnormality . we simulated the three stochastic models

of Section 2. For the M/M/ l queue with ~ = .9 , the (&~,~~) inven-

tory system , and the reliability model , respectively, the quantities

of interest were ~(25I.v(0)=0) 2.12 , .‘(1 2( l~~
) 99.52, and

~(7’Ja1l components are new) = .778. (See [81 for a discussion

of how to compute the first two quantities.) For each model we

performed 500 i ndependent simulation experiments , for each experi-

ment we considered ‘: = 5, 10. 20. 40, and for eac h ~: we used (1)
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to construct a 90% c.i. for the desired quantity . In Tables 1 ,2,

and 3 we give the proportion , ~~~~, of the 500 c.i. ’s which covered the

desired quantity , a 90% c.i. for the true coverage, and the average

value of the c.i. half length divided by the point estimate over

the 500 experIments for the three models. The 90% c.i. for the

true coverage was computed from

± l.645v~3 (-l-p)/500

Observe that for the M/M/l queue and the (s,S) inventory system the

coverages are quite close to 90%, but for the reliabilit y model

there is a significant degradation in coverage, apparently caused

by a severe departure from normality . To see if this is indeed

the case, we generated 1000 X 1
1 s for each stochastic model and

estimated the skewness and kurtosis. These estimates , whi ch are

presented in Ta ble 4, indicate that the x~~s for the reliability

model are cons idera bly more nonnormal than are those for the other

two models. This conclusion was reinforced by plotting histograms

for the three sets of data.

B. Relati ve Wi dth Procedures

One disadvantage of the fixed sample size approach to construct-

ing a c.i. is that the simulator has no control over the c.i. half

length; for f i xed n , the half length will depend on the population

var iance a2 = Var(x). In this subsection we consider two sequential

procedures which allow one to specify the “relative precision ” of

~ 

-
-
~~~~~~

— - - -.—- - - -  
~~~~~~~ —~~ - - —  ~~~~~~ ~~~~—~~~~~-— .~~~~~~
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a c.1. Both assume that X1,X21... is a sequence of i.i .d. r.v.’s

which need not be normal.

The first procedure has been suggested for use In several

different contexts; see Iglehart [5], Lavenberg and Sauer [7], and

Thomas [13]. The objective of the procedure is to construct a

lOO(l-ci)~ c.i. for ~i such that the difference between the point

estimator ~(n) and ~ is no more than 100 yX of ~(n), that is ,

~
. y ~(n)~ for O<y<l . (2)

Choose an initial sample size n0 ~ 2., let

= t~ _ 1 , 1 _ ~12 Ie~ ( n ) / n  ~

and let

~N11 1 (y,cx) minft : 
~ ~~ 

~~~~~~ 
~~~, 

rl~ ( )  ~ . (3)

(Note that N ,, 1 (y, c~). which is the required number of replications ,

is a r.v.) Then use

1 ~~~~~~~~ 
= (y, c~) )

~
6r .l (~

Vr,i (y,cz) ,ct) ,~(N 1 (y,c*))+~ , 1 
(lV
r ,l ~~~~ ~~~

as an approx imate 100 (1-c~)% c.i. for p. It easily follows from

~3) and (4) that •i 1 (y,c~) satisfies the criterion given by (2).

Furthermore, us ing an argument s imilar to the one employed by

Lavenberg and Sauer in the context of the regenerative method for

steady-state simulations , we have been able to prove the tollowing

theorem. 

~~~~~~~~~~ 
,~~

-i
~~~~~~
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• 
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Theorem 1. If 
~ 
$ 0 and o ~~ < ~‘, then lin i PU,C (y,~)} 

H

2 1  Lt .

The objective of the second procedure . which is due to Nadas

[11], is to construct a c.i . such that

~ N~I for 0 s .. 1 . (5)

Let

(n) ~l + ~~~ [~~.-~~( ‘ ; ) ] ~~ ~ = (1 r ) + (‘~-l)a
’(r)/n

( : 1

~ ‘~:— 1 1~~,2v’~~~zT,’~

and
~~ 2~~~’~~~ ~

~~ 
~~~~~~ --j

~
.c--- yi ~

Then use
r~(-~ (~~.~~

) )  .~(iv ,(y, x )) 1 
•
+

• . • , ~_ !~~.~_j (6)

as an approximate lOO( 1-c~) - c .i . for u. From (6) it is easy to

show that : .,( ‘,,c ) satisfies the criterion given by (5). Further-
7 ,‘-

more, the fol l owing theorem was proved by Nadas.

Theorem 2. If ~i ~ 0 and 0 - ~ “, then lim + 1l~i C 
~

‘

1,

2 1 —

In order to compare the two procedures and to determine the

effect of non-infinitesimal ‘, on covera ge , we once aga i n simula ted

the three stochastic models. For each model we performed 500 inde-

penden t experiments , for the M/M/1 queue and the reliabilit y model

~i~- T ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ :~~~~~~~~~~ - - - -— - -- -
~~~~~~~~~~~~~~
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we considered y = .2, .1 , .05 for each experiment, and for the In-

ventory system we considered y = .2, .1, .05, .025, .0125, .00625

for each experiment. In all cases , n0 5. In Tables 5, 6,and 7

we give point estimates and 90% c.i .’s for the true coverages , point

estimates and 90’~ c. i. ‘s for b’ (N .(’1 ,~t) }(:~=1 ,2), and the average

c.1. half lengths over the 500 experIments. We considered more

values of -y for the inventory system because It appeared from our

empirical resul ts that a smaller y is required for the coverage ui-
H timately to converge to the desired level . (A smaller y is required

for this model to get a large value of N .(y,c~).) Note also that

convergence of coverage does not appear to be monotone .

We repeated the above 500 experiments using the same random

numbers and n0 = 2. For procedure 2 the results were identical ;

however, for procedure 1 there was a significant degradation in

coverage due to premature stopping on replications 2,3, or 4. For

examp le , the coverage for the M/M/l queue wi th y .2 was .798.

c. Absolute Width Procedures

In this subsection we present two procedures which allow one

to construct a lOO (l-ct)% c.i. for ~ such that

(7)

where ~ is a specified positive number.

The f i rst procedure , which is due to Chow and Robbins [1], as-

sumes that x11 x2 ... is a sequence of i.i.d. r.v. ’s. Choose n0 ~ 2. 

—-—. . — — 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~ r -

— - ——--— — 
~~~~~~~~~~~~~~~~ 

•
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Let v2 (n) be defined as in Subsection 4.B, let

H ( 2

N 1 (c ,~ ) = min~n:n ~ n , v2 (n) 
~ 

~‘ 
)2a, 0 n-l ,l-~/2 

)
and then use

I
a i

(c ,cz) = [
~
‘(N a l (Ci

~~
)) - c,~ (N 1 (c ,c L ) )  + a]

as an approximate l00(1-ct)% c.i. for p. It is clear that Ia i (c.cz)

satisfies the criterion given by (7). The following theorem was

proved by Chow and Robbins.

Theorem 3. If 0 < ~
2 < ~~~, then u r n  p{p c I 1 (c ,ct) = 1 -

a ,

For an empirical evaluation of the above procedure under the assump-

tion that the X..’ s are normal , see Starr [12].

The second procedure , which is due to Dudewicz [2], assumes

that the X.’s are i.i.d. normal r.v. ’s. Initi ally make

replications of the simulation and compute ~(n 0) and s
2 (n

0). Let

Na 2 (
~
•,c:
~*) = max {n0+l ,1w 2s2 (n0)1}

where w = ~ 1 1 2’~ 
and 1~1 is the smallest integer ~ z. Make

, af

N 2~~’~~ 
- n0 additional replications of the simulation , let

a,
N ~~~~

P(N(Z2 (c,a)
~
n
O) 

= 
.-

~~~~~~

and let 
~

(N a 2 (c
~

C 1 ) )  = a1~(n 0) + a2~
(N a 2(c,ct)-n0), where

• 
- ~o F f~~~~~~2 (c ,c~) / N

a,2
(C
~~

) -

a1 
- 

N 2(c,cI) [
1 + V - 

~s,
1 - w2s2 (n0)

—c- •~ 
-

~~~~~~~ -
--- 

- 
---

~~
- - ,,-------—-—

~~~~~~~~~~~~~
.-— • • 1

‘ - - ~~~~~~~~-
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and (22 
= 1 - Then use

J (~
., c t)  = [i~(N 2 ( , a ) ) — c., iV 2(a ,

cz))+o]
a, -~~,

as an approximate l00(1-t )~ c i .  for p . Dudewicz has proved the

following theorem.

Theorem 4. P {p C I 2 (~
,a)) = 1 - a for all > 0.

To compare the sequential procedure of Chow and Robbins and

the two-stage procedure of Oudewicz , we performed 500 independent

experiments for each model . To make the absol ute width results

somewhat comparable to the relative width results , we chose the

values of ~
. to correspond to the values of y; that is , for eac h y

we chose ~ yp. For the Chow and Robbins procedure we chose

n0 
= 5 and for the Dudewicz procedure we considered = 15 , 30, and

60. (Dudewicz [3] recommended that be at least 12.) The re-

suits of the simulation experiments for the three models are given

in Tables 8, 9,and 0.

5. Summary and Conclusions

We have defined terminating and steady-state simulations and

have discussed some common measures of performance for each type.

In addition , we have concluded from talking with simulation practi-

tioners that a significant proportion of real-world simulations are

of the terminating type. This is fortunate because it means that

classical statistical analysis for i.i .d. observations (e.g., con-

fidence intervals , hypothesis testing , rank ing and se lec ti on, etc . )

- - 
:T::~~~~

;-
~~~~ 

• .  

J
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is applicable to analyzing many simulations . On the other hand ,

in the steady-state case there is still not a totally acceptable

procedure even for the relatively simple problem of constructing

a c.i. for a steady-state expected average .

We have also considered procedures for constructing c.i. ’s

for terminating simulations. If one is performing an exploratory

experiment where precision of the c.i. may not be overwhelmingly

important , then we recommend using a fixed sample size procedure.

However , if the x .’s are highly nonnormal and if the number of rep-

lications n is too small , then the actual coverage of the con-

structed c.l. may be considerably l ower than that desired (see

Table 3).

If one wants a c.i. having half length that is small relative

to the point estimate , then a relative width procedure may be used.

We recommend using Procedure 2 (due to Nadas) ~ui th n0 ~ 5. Proce-

dure 2 appears to give slightly better coverage, its criterion (see

(5)) is more intuitive than the cri terion of Procedure 1 (see (2)),

and Procedure 2 does not seem subject to premature stopping even

for n0 
= 2. (On the other hand , Procedure 1 uses a more intuiti ve

ex press ion to cons truct a c . i .)

If one wants a c.i. for which the half length is a specified

number , then an absolute width procedure may be used . We recommend

using the Chow and Robbins procedure with ~ 5. The ir procedure

generally requi res a smal ler avera ge sample s ize , the variance of

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~
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the sample size is smaller , and its coverage seems to be less af-

fected by departures from normal ity ( see Table 10).

In general, we believe that relative width procedures are more

useful than absolute width procedures due to the difficulty in

specifying the absolute width a for most simulation experiments .

When using either the Nadas procedure or the Chow and Robbins pro-

cedure, we believe that it is advisable to choose a y or a which

will cause the procedure to run until the sample is at least of mod-

erate size; perhaps, at least 30. (Since both procedures are based

on the central limit theorem , it is unreasonable to think that they

will work well in general for a small sample size ; see the results

for ‘~ 
= .025 in Table 6.) Finally, we mention that precise c.i.’s

may be unaffordable in the real worl d due to the high cost of mak-

ing a single replication .
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Table 1. Fixed Sample Size Results for d(251N(O)=O) 2.12, M/M/l
Queue with p = .9.

n coverage avera ge of c.i. half length

• :- 5 .880 ± .024 .672

10 .864 ± .025 .436

20 .886 ± .023 .301

40 .914 ± .021 .212

Table 2. Fixed Sample Size Results for e (12111 S) = 99.52, (e ,S)
Inventory System.

n coverage average of ~~~ h~~f~Jength

5 .908 ± .021 .048

10 .904 ± .022 .031

20 .880 ± .024 .021

40 .894 ± .023 .014

Table 3. Fixed Sample Size Results for E(TIall components new)
= .778, Reliability Model . -

coverage average of c. i . half length

5 .708 ± .033 1.163

10 .750 ± .032 .820

20 .800 ± .029 .600

40 .840 ± .027 .444

_ _ _ _  _ _ _ _  _ _ _ _ _  _ _ _ _ _ _
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Table 4. Skewness and Kurtosis for the Three
• Stochastic Models and the Normal Distribution .

• StoChastic Model 
[
Skewness Kurtosis

Norma l Distribution 0* 3*

M/M/l Queue 1.66 6.43

~~~~ Inventory System .45 3.76

Re li ab ill t~ Model 5.18 54.39

*Theoretjcai Values
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Table 5. Relative Width Results for j(25~N (O)0) = 2.12, M/M/l
Queue with p .9.

Procedure 1 Procedure 2

‘v- ~{N 1,1 (-r ,a)} coverage 
~~~~~~~ 

E{ !
~
’
r 2 Nia)} coverage i a?:n~~i.

• .2 42.3±0.9 .842’.027 .414 41 .9±0.8 .862~.025 .437
.1 175.2±1.7 ;.860±.026 .211 174.5±1 .7 .868±.025 .213
.05 704.4±3 .5 [.884± .024 .106 703.7±3.5 .882± .024 .106

Table 6. Relat ive Width Results for 
~
-(12Iri=s) 

= 99.52, (s,S)  Inven tory
Sys  tern.

Procedure 1 Procedure 2

,r E{N~, ~
(y,a)}

~
coverage i~~ 

~~~~~~~~~~ ~~~~~~~~~ coverage av
~~

a?e c.
~ .l

.2 5.0±0.0 .902~.022 4.89 5.0±0.0 1.0 20.74

.1 5.0±0.0 .902± .022 4.86 5.0±0.0 1.0 10.06

.05 5.9±0.1 .892± .023 3.97 5 .7±0. 1 .962± .014 4.99
.025 13.3±0.4 .834± .027 2.35 12.3±0 .4 .858± .C2~ 2.48
.0125 51.0±1.0 .856± .026 1.23 49.8±1.0 .862± .025 1.24
.00625 206.3±1.8 .872± .025 0.62 205.4±1.8 .876+ .0241 0.62

Table 7. Relative Width Results for F (-:jall components new) = .778,
Reliability Model .

• Procedure 1 Procedure 2

_______________ 

covera ge ~~ lf  ?ength ~
tI. 1.,2(’~ 

,c~)} overage 
____________

.2 213.7±4.5 .876~.024 .152 214.1±4.5 .908±.021 .160

.1 907.4~ll.2 .898± .022 .077 908.6±10.8 .902±.022 .078
• .05 372O.5~23.7 .882~.024 .039 3720.0±23.7 .884±.024 .039
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Table 8. Absolute Width Results for •~(25~~(0) 0) 2.12 , M/M/l
Queue with p = .9 .

— ti~5~ ~ind Robb fn~ c z________

E~iI ~- ‘ ~77T I i -~~~~~~15 49.912.l .85O~.026.425 38.0±1.2 .800±.029 30 48.2~l.3 .9l2 .020
_________ _______ 

60 62 .1~0.4 .92€~.0l9__________ _______- - TS ~~~~~~~.212 173.5±2.5 .89a±.o22 30 185.7~5.6 ~.88~~.02360 l82.9 4.0 L894i .023
Vs 7~6. 34~~~~7~6T ö ~~.106 706.8±4.8 .906±.02l 30 741 .1’~ 2.6 .878±.024
60 730.? 15.7 J.898±.022

Table 9. Absolute Width Results for &- (l 2 i -
~~
) 99.52, (s,:)

Inventory System .

T a ~~1~~b~~~ 1 
___—

- 

~~~~~~~~~~~~~~ 
•

~~~~

•
-

~‘

.

-
.

‘
-
- ( flTc~~~ áge 

-

~ 1 - ____

15 16.0±0.0 .936~- . 018
19.90~ 5.0±0.0 1.0 •3O~ 3 1 .0±0.0 .878± .024
_____ 

6~ 61.0±0.0 .888- . 023_ _ _ _

9.95~ 5.0~0.0 1 .0 3~ 31 .0±0.0 L880±.024
I ~60 61.0 0.0 .890±.023

T 1 l ~o.O~~ ~~2~± .020
4.98 5.7~0.1 .976± .011 30 3l.0~0.i) .882±.024

60 61.0~O.0 .886±.023
15

2.49 12.3±0.4 .880±.024 30 31.0±0.0 .894±.023
60 61.0±0.0 .882± .024 

• • -~~~~- - • - • • — ---

l.24~ 48.3~1.l .872-’ .025 30 55.0±1.3 .912± .020
I 60 62.9~0.4 j.902±.022

I~0.62 204 .4± 1.8 .896~ .022 30 217.9 ±5.1 j .898± .022
L _____ ____ 

60 211.5±3.4 1.912~.020



• Table 10. Absolute Width Results for E (Tlall components new) = .778,
Rel iability Model.

_____ 
Chow and Robbins 1 Dudewicz

c EINa 1 (c IcL)} covera ge 3~ E[Na 2 (c,c*)J coverage
15 246.0± 27~~ .704±.034

.156 179.5±7.0 .774± .03l 30 220.8± 17.0 .772±.03l
____ ___________ ________ 

60 231.7± 14.9 .812±.029
T~ ~981.8±109.O .728± .033

.078 888.0±14.5 .900±.022 30 880.6± 68.0 .794±.030
_____ ____________ _________ 

60 922.2± 59.6 .838±.027
• T~ 3925.6±435.8 .772± .031.039 3672.1±32.9 .884±.024 30 3520.9±272.0 .788±.030

_____ ____________ _____ ~~ 3687.2±238.5 .832±.028

- - —• ~~-~~~~~ - - - ---~~~~---•-~~~~~~~~~~~~ ---~~~~~~~~~~~~~ •~~~~~~~~~~~~~~ - • • _



Figure 1. d ( m l N ( 0) = 0 )  as a Function of rn for the M/M/l Queue
wi th p = 0.9.
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Figure 2. e (rn~I1=8) as a Function of m for the (o,s) Inventory
System. I
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Figure 3. Reliability Model .
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