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Preface

This thesis is the result of an investiration of guad-

rature clock modulation (QCM) versus binary and quadrature
phase shift keying (BPSK and QPSK) in the presence of inter-
symbol interference (ISI). QCM is a modification of normal
BPSK in which the alternate data bits are transmitted on an
orthogonal carrier. QCM, when compared to BFSK, was found
to improve the data performance of a communication system
which is limited by intersymbol interference. QCM, when
compared to QPSK, was found to be slightly inferior in data
performance. The carrier tracking characteristics of QCM
and BPSK were also investigated in the presence of ISI, and
QCM was found to have the same carrier tracking character-
istics as BFSK. 1In addition, the energy penalty for track-
ing a QPSK sipnal versus a binary modulated signal was ob-
tained under no IST conditions. This penalty, tcogether with
the almost equal data performance of QCM and QPSK, sugeest
that QCM could possibly be used as a back-up system to QPSHK.

I would like to thank my committee members, Captains
Gregs Vaughn and T.R. Hadley, for their valuable assistance
and advise rendered to me durinc my work on this thesis. 1
would particularly like to thank my thesis advisor, Captain
Stanley Robinson, for the enthusiasm, guidance, and valuable
insight that he provided.

None of this thesis could have been accomplished if not
for the love and consideration that I received from my fam-

ily. Pirst, to my sons Allen and David, who kept the TV
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low during the early evening hours, thanks. Finally, but

foremost, I would like to thank my wife, Bernice, for her
total unselfishness in putting my academic needs first for
the past two-and-a-half years. This has allowed me to a-
chieve a personal goal that I have wanted for almost twenty

years.

Gary A. White
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Abstract

\

Quadrature Clock Modulation (QCM) is a binary phase
shift keying (BPSK) technique in which alternate bits are
transmitted orthogfonally. Compared to normal RPFSK modula-
tion, QCM improves the performance of a communication sys-
tem which is limited by intersymbol interference (ISI).
Compared to quadrature phase shift keying (QPSK) for the
same information rates, QCM is slightly inferior in data
detection performance. The average carrier tracking cap-
ability of a QCM scheme is equal to that of BPSK for the
same closed-loop bandwidth and time bandwidth product (BT)
of the channel filter at a specified signal energy to noise
ratio (Eb/No).

The data detection performance for QCNM, BPSK, and QPSK
is analyczed by comparing the one-shot probability of error
conditioned on a phase error as a function of Eb/No and BT
for a specifiea channel filter. Carrier tracking perform-
ance for QCM and 3PSK is analyzed by obtaining an average
phase errcr variance for the linear model of a Costas loop.
In computing beth the probability of errcr and phase error
variance, the intersymbol interference is modeled from a
truncated data sequence. In addition, the bit energy pen-
alty for tracking a QPSK signal versus a BFSK or QUM signal
with no ISI is examined.

QCM offers an advantage in data detection performance
over BPSK for low 5T products, and an apparent advantage

over QPSK in better carrier tracking in the presence of a
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noisy reference signal.
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QUADRATURE CLCCK MODULATION VERSUS

BINARY AND QUADRATURE PH

NCE OF INTER

IN THE PRES]

I. Introduction

The probability of error of a data communication system
can be made ardbitrarily small given enough signal enersy or
signal duration. However, in the real world, the constraints
of limited signal energies, increasing information rates, and
finite bandwidths place upper limits on the performance that i
can be obtained. In satellite communications, data rates

.

must be high because of the large volume of information that

/,
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is transmitted. Also, the frequency al

tem place a definite limit on the channel bandwidths that
can be used. This two-pronged constraint of increasing data
rates and fixed channel bandwidths becomes manifest in a
phenomena known as intersymbol interference (ISI). There-
fore, alternative signalling schemes must be sought that
yield the best system performance for the lowest cost.
Intersymbol interference is caused by passing a data se-
quence through a filter of finite bandwidth. This effect

can usually be neglected when the bandwidth of the ¢

is much larger than the data rate. However, as the data
rate approaches the bandwidth of the filter, the effects of
ISI become more pronounced. The degrading effects from ISI

are twofold. First, the power is reduced in a given datum

epoch by the smearing and distortion caused by the filter.




If not compensated with an increase in transmitter power,

the resulting performance of the system will suffer. Sec-
ond, reinforcement or cancellation of the desired decision
variable from the other data pulses occurs on a random basis.
The net result of this random process is reduced system per-
formance.

Various methods have been employed in an attempt to re-
duce the effect of intersymbol interference. Linear equal-
izers can reduce intersymbol interference; however, some
additional noise is introduced that reduces the total ef-
fective signal-~to-noise ratio of the channel below that of
an ideally wide channel (Ref 1). Nonlinear decision feed-
back equalizers introduce less noise; however, they only
consider past data bits. Other techniques, such as partial
response and coding schemes, have also been used to reduée
the effects of ISI.

Another method, quadrature clock modulation (QCM), in
which fhe alternate data bits of a binary phase shift keyed
(BPSK) system are transmitted orthogonally, has been sug-
gested as a means to reduce the effects of ISI (Ref 2).

A comparison of QCM to BPSK has been mades (Ref 3).
However, because of the increasing emphasis on multiphase
systems and since QCM requires the additional complexity of
a quadrature channel, QCM should be compared to quadrature

phase shift keying (QPSK) (Ref 4:1333).

Background

The Defense Communication Agency (DCA), the directorate
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of the Defenue Satellite Communication System (DSCS), has
proposed QPSK and BPSK as the modulation techniques for DSCS
Phase YII. The system will utilize surface acoustic wave
(SAW) filters with a combined receiver and tranamittor band-
width time product of 1.0 (Ref S). The impulse characteris
tics of the SAW filters is rouphly equivalent to a five-pole
Butterworth tilter. Nielsen modeled these system filters as

gix-pole, 0.1 dB ripple Chebyshev bandpass filter and eval-
uated the performarnice of BPFSK versus QCM for BT products of
0.5, 1, and 1.5. Because BPSK is essentially the back-up
modulation scheme for DHCS-111, QCM should also be compared
to QPSK to see it any improvement can be made in reducing
the effects of I51.

In addition, the carrier tracking performance for a QCM

system has not been investigated. Tt is not known it this
will introduce additional problems beyond the carrier track-

ing difficulties encountered in a BPSOK or QPSK system.

Froblem Statement

The purpose of this thesis is to determine the relative
performance of BPSK, QCM, and QPSK under time and bandwidth
constraints that produce significant amounts of intersvmtol
interference; and to investigante the carvier tracking per

formance of QUM versus BPSK and QINK.

Problem Analyei

The proovlem analysis is divided into three peneral areas.

First, the system description of the signal set and data




detection and carrier tracking components for the three mod-
ulation schemes are discussed. Second, the various view-
points of analyzing intersymbol interference are examined.
Third, the scope and limitations of the problem resolution
are stated.

System Descrivtions The sipnal sets for the three mod-

ulation schemes are shown in Figure 1. The signal set for

QPSK can be thoucht of as two independent binary channels.

For this reason, QPSK has half the data or symbol bandwidth
of BPSK for the same information rate.

Quadrature clock modulation is a binary modulated trans-
mission scheme in which the alternate data symbols are trans-
mitted on an orthogonal sirmal. Thus, GCM has the same data
bandwidth as BPSK for the same information rate. 1In this
thesis, a BT of 2a for QPSK corresponds to a BT of a for
BPSK and QCM at the same information rates and using the
same channel filters.

A modulation scheme for QCM is shown in Fipure 2. The
logical data sequence, the I signal, is transmittied alter-
nately on the sine or cosine channel. For this thesis, the
sine channel corresponds to the odd data pulses and the co-
sine channel corresponds to the even data pulses. Because
the data is transmitted orthogonally, the effects of inter-
symbol interference are reduced. In particular, the ad-
jacent interference of the previous and past data pulses
are transmitted on an orthogonal carrier and are not ap-

parent to the data detector if perfect phase coherence can
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he maintained. Even if perfect phase coherence cannot be

maintained, the effects of ISI can still be significantly
reduced for phase errors of less than n/4 radians.

The data detector for these modulation schemes is shown
in Figure 3. For BPSK and QCM the output of the VCO is the
reference signal. In the case of QCM, the reference signal
is shifted by n/2 radians with every datum pulse. This
clocking of the reference signal causes the data to always
appear on the cosine leg of the Costas loop.

Since BPSK and QCM are binary modulated, the carrier can
be tracked as shown in Figure 3. For QFSK, however, with
its quadrature modulation set, a reference signal external
from the data detector must be provided to resolve the mod-
ulation ambiguities and recover the carrier. A Costas loop
that tracks a quadrature signal (N = &4 Costas loop) is shown
in Figure 4.

Intersymbol Interference. The effects of intersymbol

interference on data performance and carrier tracking is the
main subject of this thesis. The problem of system evalua-
tion is how to calculate the probability of error or carrier
tracking parameters so as to include the effects of inter-
symbol interference.

For the data detection problem, the major efforts have
been in two areas. First, various authors have attempted
to find density functions or bounds on the probability of
error which include the effects of intersymbol interference

(Refs 6,7,8,9,10). Four types of btounds have been suggested
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(Ref 9). The worst case bound assumes that all interferers
add in phase; therefore, this bound is too pessimistic to
represent a data detector. The second is the Chernoff bound
(Refs 7,8). These bounds are difficult to obtain when the
number of signalling phases is greater than four. Also, the
Chernoff bounds tend to be a fairly loose approximatiocn and
become more inaccurate as the number of poles in the filter
increases (Ref 9:51). Another method is by a pair of con-
verging bounds where a lower and an upper bound are found

in terms of marginal distributions (Ref Q). These paired
bounds are difficult to obtain as the number of signalling
phases increases. Also, they do not model or represent the

errors due to crosstalk between the in-phase and quadrature

channels that appear in QPFSK. The fourth type of bound as-
sumes that intersymbol interference can be treated as addi-

tive Gaussian noise with the same power. However, work by

Shimbo, Fang, and Celebiler discount this last method. Den-
sity functions, approximating intersymbol interference, have
also been generated (Ref 10). The density function method .
appears to have merit; however, based on observations of
different pulse responses, this author questions the par-
ticular series representation of the intersymbol interfer-
ence. It would appear that the coefficients in the series
would have to be matched to the specific filter being modeled. 7
The second apvroach that has been suggested is to numer- ﬁ
ically calculate a finite number of interference terms (Ref

11). The major limiting factor in this method is the number

10
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of computations increases exponentially as the level of mod-

ulation simals increase. The finite calculation

also an approximation to an exact solution which c¢

method is

ontains

an infinite number of terms. For BPSKk and QFSK the combin-

atorial possibilities are within reason, and finite calcu-

lation will be used for this thesis. Also, this method of

numerical simulation lends itself to easily evaluate an ex-

pressien for the phase error variance of the BPSK

or QCM

carrier tracking loop in the presence of intersymbol inter-

ference.

With this method it is necessary to determine

how many

bits of a truncated sequence to include. Jones has found,

except for small BT products, satisfactory results

can be

obtained with the adjacent intersymbol interference terms

(Ref 11:1260). For this thesis, the data stream wi

11 be trun-

cated so as to include intersymbol interferers that are with-

in a specified power threshold relative to the major datum

pulse.

Problem Solution. The major obdjectives that will bde

resolved by this thesis ares (1) Compare BPFSK to QCM for

various BT products and siimal-to-noise ratios. (2) Com-

pare QPSK to QCM for the same information rates, filter

bandwidths and transmitter powers. (3) Obtain expressions

for phase error variance of a carrier tracking loop for

BPSK and QCIM in the presence of ISI. (&) Compare

requirements for the carrier tracking of QCM and !

QPSK.

11
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Fundamental Assumntions

Assumptions must be made to narrow the problem to one
which can be easily solved. Those assumptions c~lobal to
the entire system are given here; assumptions needed to de-
velop a specific equation or concept cf the mathematical
models will be stated as required in Chapter II.

Because data performance and carrier tracking are in-
terrelated, an exact solution would require a simultaneous
nonlinear analysis of the problem. However, for practical
applications, the carrier tracking performance can be sep-
arated from the data detection problem. The basic assump-
tion to this approach is that the carrier tracking device
is initially in lock, a*t some offset phase error, and re-
mains constant over the range of specified signal-to-noise
ratios. Another way of stating this is that the carrier
tracking device continues to track for a few d3 of signal
to noise degredation beyond which the data detector rails.

The data detector of Figure 3 is assumed linear so su-
perposition is valid and a baseband model can bte analyzed.
The phase errors are assumed to be small so the carrier
tracking loop can be replaced by a linear model as shcown in
Figure 5. Also, exact timing information is assumed for
proper operation of the integra®e and dump circuits and for
the n/2 phase shift of the VCO output for QCM detection.

The noise process added to the signals prior to detec-
tion is a zero-mean, stationary, Caussian random process

with a two-sided power spectral density of No/2 (watts/Hz).

12
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The final assumptions concern the data. Each bit of

continuous data 1s assumed to be statistically independent
and identically distributed. The one-shot probability cf
error is computed assuming an uncoded data stream for both
the BPSK and QCM cases. For QPSK, a Gray code is assumed
so as to compare a QPSK bit probability of error to the
other cases. Also, any phase ambiguities in phase tracking
are assumed to be resolved by differential encoding of the

data.

Research liethod

First, all of the necessary mathematical models will be
developed to answer the major objectives of this thesis.
These models will then be prosrammed for numerical analysis.
Case results for data detection performances will be ob-
tained for QCM versus BPSK for BT products of 0.5, 1.0, and
1.5 and with fixed phase errors of 0°, 10°, and 20°. Q¢W
and QPSK will be compared at the same information rate, fil-
ter bandwidth and transmitter power for BT pairs of (0.5,
1.0), (0.75, 1.5), and (1.0, 2.0). The carrier tracking
phase error variance for BPSK and QCM will be given for BT
products of 0.5, 1.0, 1.5, and infinity. Finally, the car-
rier tracking penalty for a QPSK system under no ISI con-

ditions will be investigated.

bt oo
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II. System Model

In this chapter the system model for evaluating the per-
formance of BPSK, QCM, and QPSK is developed. First, a spe-
c.fic Chebyshev filter is described that will be used in the
analysis of all three signalling schemes. However, the per-
formance equations for BPSK, QCM, and QFSK derived in the
presence of ISI contain a general filter term. The phase
error variance for the N =2 Costas loop is derived in the
presence of ISI for both BPSK and QCM. PFinally, the energy

penalty for carrier tracking of a QPSK system versus BPSK

or ICM 1is obtained.

Chebyshev Filter Responge

The effects of intersymbol interference are character-
ized, in part, by the pulse responses p(t) of the channel

filters. The use of numerical analysis dictates a decision

[

for the model of the filter. DCA has proposed a system that
utilizes surface acoustic wave filters that have a response
similar to a five-pole Butterworth filter. However, the im-
pulse response of these filters was not available for use in
this thesis. It has been shown that, in general, intersym-
bol interference increases with an increase in the number of
poles for both Chebyshev and Butterworth filters (Ref 11).
With the philosophy of obtaining a close upper bound dy in-
creasing the poles by one, Nielsen chose a six-pole Cheby-
shev filter to model the channel filter.

In order to correlate the recults of this thesis with




those of Nielsen, the filter response that he chose will
also be used here. The transfer function of the six-pole,

0.1 dB Chebyshev filter is

GbO
H(s) = (1)

8 % bead + Bhs® + B9sd + Bee + bis + bo

where G is the gain and

b0 = 0.20713 b3 = 2.77908
b1 = 0.90176 bl = 2.96575
b2 = 2.047¢ bs = 1.71217

and the frequency is in radian/second (Ref 12:290, Table A.
2)+

The pulse response of the filter is obtained by using
two computer programs. Factors of the denominator poly-
nomial are obtained from FOLY (a local polynomial evaluation
routine). These factors are then used to evaluate the step-
response H(s)/s with PARTL. PARTL is a local Heavyside par-
tial fraction expansion and time response program. Both of
these programs are briefly discussed in Apvendix A. The

step-response of the filter with unity gain is

r(t) = 1.0
+ 0.94211 exp(-0.31334t) sin(0.77339t + 116.168°)
+ 0.25237 exp(-0.11469t) sin(1.0565t - 19.727°)

+ 2.32050 exp(-0.42806t) sin(0.28310t + 229.341°%) (2)

The pulse response is obtained from p(t) = A(r(t) - r(t-1)),




where A is the normalized voltage magnitude of the response
and T is the pulse time duration; A will be varied to ob-
tain appropriate signal to noise ratios for the plots.
Equation 2 is modified to obtain a step-response in
terms of BT products. Applying the frequency scaling factor
in the form t = BT2%t', where t' is the new time variable,
yields an expression in terms of BT products. The BT prod-

uct is defined to be one when the one-sided bandwidth 1is

one Hz and the pulse duration is one second.

The pulse-responses for three BT products for this fil-
ter are shown in Figure 6. This figure illustrates the in-
creased distortion or spreading caused with lower BT pro-
ducts. Also apparent is the delay that must be applied to
the integrate and dump circuits to maximize their outputs.
This time or group delay can be obtained in a number cof ways.
Jones evaluated the derivative of the phase function of the
filter (Ref 111126, Eq 41). However, Hansell suggests the
use of a finite difference method whenever a baseband nmodel
is employed (Ref 13). Both methods are suboptimum in obh-
taining the minimum error of probability because they fail
to consider the nonlinear phase terms.

Nielsen integrated numerically with a constant one sec-
ond interval in increasing increments along the pulse re-
sponse until a time delay was found that yielded a maximunm
output. However, the time delays that Nieclsen obtained for
his filter are suspect by observation of his Figure & (Ref

3120). It is surmised that Nielsen had an error in his

&g




R PO el S B el e e e e . ——
o 8
% 5
“ BB / -
LA T S g
T 2N e f
:1. W 'l‘ [ 9 £
“rhB
« T oW
A g -
! = 8 w . .(3.
c &5 3§ ©
s
PR p—— H
8
w
L
G
-
(‘0
W
L W
[
hG
"
v 8
- g
1l
| S 3
m
€
8
‘:’,ﬁ LB an o o 'T—v‘v-v—v-‘gw—vﬂ-v-q—v‘ﬁ-ﬂ Lﬂ—w—v"vv-v-v-v—v vﬁ-v—ﬁ-vw*v—roo'
w ~ © - © -«
- - o ¢
B DRI ( © 1. S S A
Fig. 6 Pulse-Response for a One-Second, One-Volt Input
Fulse for Various BT Products
18




program which resulted in a narrow window of integration

time rather than the one second interval. This is because

his delay times correspond to the peak of the pulse-response.
By duplicating the method that Nielsen used, corrected

values of time delays for this filter were obtained. The

results are shown in Table I.

Table T

Filter Delay

BT T, sec

Nielsens Corrected
2.0 * 0.38
1.5 0.65 0.52
1.0 1.6 0.74
0.75 # 1-0“
0.5 2:0 1-60

*Not computed (From Ref 3:119)

BPSK

The probability of error equation for BPSK with no in-
tersymbol interference is first developed. Although this
result is well known, the development serves as a blueprint
for BPSK, QCM and QPSK in the presence of intersymbol inter-
ference.

Transmitted BPSK signals may be represented as

x(t) = \F § m; (t-1T7) cos(wt + o(t)) (3)




where mi(t) is a T-second rectangular pulse of unit ampli-

tude with sign b 1 depending on the ith

data value, and o(t)
is a random process representing phase instabilities. For
this th~ 's, T will always be one second. The received sig-
nal is y(t) = x(t) + n(t), where n(t) is zero-mean, white-
Gaussian noise with power spectral density No/2 (watt/Hz)
(Ref 41 Chapters 5,6) or (Ref 15: Chapters 1,4).

The baseband product of y(t) and the cosine reference

signal r(t) after lowpass filtering is
yi(t) = V§'§ m(t-it) cosd(t) + nl(t) (&)
i

where @(t) is the phase error between the incoming phase
8(t) and the estimate of 9(t) made by the VCO.
The i™ qata signal out of the integrate and dump (I/D)

th

circuit is di = ﬁr(-)dt. where I is the i data time iT + T

to iT + v + T seconds. For this thesis, the data will be
obtained in the 0th data interval. Assuming that the Oth
data bit my = 1, and that ¢(t) is constant over the integra-
tion interval, the output from the I/D circuit is dy =
TV5-cos® + N, where N is a Gaussian randem variable with
zero mean and variance NoT/2.

The probability of a decisicn error, based on the hy-
pothesis that the 0th data bit is one and the phase is
constant, is P(error|my = 1,Q) = P(TVP cosg + N < 0). But
this is just the "tail” of the Gaussian density of the ran-

dom variable N integrated from nerative infinity to -TVF cosg.

In terms of an error function complement []
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o) =

orfc(\’zz cos@) (5)
No

The total probability of error conditioned on the phase

P(error|m, = 1,@) =

error is then
1 Eb
P(errorl@) = erfc(\’NE cosQ) (6)
for equal a priori probabilities.

BPSK with Intersymbol Interference

In the previous section, the conditional probability
of error equation was developed for BPSK where the trans-
mission filter was assumed wide relative to the data band-
width. This assumption is no longer valid as BT products
become smaller. The i’ modulation pulse term, mi(t-iT),
is distorted and spread in time as it passes through the
filter.

The input to the data detector with m interfering pulses

is

-3

y'(t) = VP g p(t-mT) cos(wt + 6(t)) + n(t) (7)

where p(t) is the pulse-resyponse of the filter convolved
with the Oth data pulse. This expression shows the addi-
tive nature of the intersymbol interference relative to the
desired data epoch (m = 0).

With the sign of p(t) held positive, corresponding to

a one being sent, the noiseless output of the I1/D circuit is

S = \PT cos¢[ [ |p(t)|dt + 3 ﬁ;)(t-mT)dLT (8)
1 m
m>xQ




where the last term represents an infinite swmmation of the
oth

interferers seen in the desired data epoch, and I is the
interval from v to T + T.

For computational purposes, a truncation of the m in-
terfering data pulses is necessary. The number of future
pulses (or bits) are determined by the group delay of the
filter for a desired BT product. Past bits are contiguously
included for the worst BT case until a power threshold rela-
tive to the desired data pulse is reached (20 dB down).
Table II shows the past and future bits considered in the
numerical computations for BPSK and QCM. The number of bits

for the QPSK case is discussed in that section.

Table IX

Number of Bits (K3)

BT Past Bits (KP) Future bits (KF)
0.5 7 2
0.75 Vi 2
1.0 3 1
1:5 8 1

KB = KP + KF

The probability of error for 5FSK conditioned on a

phase error and a truncated data s2quence is

1 Eb .
| P(e|®,data) = 3 erfc(\Jﬁz cos@(.,I ‘p(t)ldt +

KB
zJ‘Ip(t-mT)dt)) (9)
mﬂb
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where the truncated summation includes only those XB in-
terfering bits from Table II.

With the weak assumption that intersymbol interference
and phase error are independent, the probability of error

conditioned on the phase error is approximated as

KB

1 P
—= &
1=

P(e|®) = KB

P(e|®,data,) (10)
1 +

where the conditioned error equation is summed and averaged
over all possible bit combinations for a data stream of

length KB + 1.

QCM with Intersymbol Interference

The received signal for QCM is an alternating quadra-
ture signal that is binary modulated. The QCM signal is
best represented as a BPSK signal in which the carrier is
shifted by »/2 radians every datum pulse.

The input to the data detector is

y'(t) = VPL £ p(t-mT) cos(wt + 0(t)) +
even

$ p(t-mT) sin(wt + €(t))] +n(t) (11)

m

odd
where p(t) is the pulse response resulting from the convo-
lution of the desired datum pulse m(t) with the impulse-
response of the transmission filter as in the previous sec-

tion. The receiver of Figure 3, page €, has a clocked

23




reference signal so as to always output the data on the co-

sine leg of the Costas loop; exact timing for the clock is
assumed.

Again, with the sign of p(t) held positive correspond-
ing to a one being sent, the noiseless output of the I/D

circuit is

S = V?T[coS@(ﬁllp(t)ldt + g pr(t-mT)dt) +

even
m#0

sin@(z.& p(t-mT)dt)] (12)
ogd

This equation, when compared to Eq 8, shows the reduction

of the odd interferers relative to the desired datum epoch.

This result, when compared with Eq 15 in Nielsen's thesis
differs in the addition of the sin® term. This term was
included because it represents the demodulation distortion
caused by the sine channel when perfect coherent detection
cannot be maintained. As the carrier tracking phase error
increases to w/4 radians, the QCM signal from the I/D cir-
cuit degenerates to that of the BFSK case. The one-shot
probability of error for QCM conditioned on a particular

phase error and data sequence is

1 b v N )
P(e|d,data) = 5 erfe( V%% {cosQ(fI]}(t)l dt + g III(t~mT)dt)+

even H
m # 0 !

sind(Z J] p(t-nT)dt)]}] (13)
ogd
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QPSK with Intersymbol Interference

As shown in Figure 1, page 5, QPSK can be represented
as two independent binary channels. The probability of a
correct decision is P(c]¢®) - (1--}‘(&‘C|\:\\.){l—}'\x‘ql\r”. whete o
and eq are the independent cosine and sine channel errors

and where the phase error is the same for bdoth channels (Ref

L1333-330). In writing this expression, it is assumed that

v

the decision variadles from the sine or cosine I./D circuits
(ds or dc’ are independent. This is valid since the noise
variablesa N‘ and N: are uncorrelated Gaussian random vari-
abless hence, they are also independent.

The signal input to the data detector is

y'(t) = VFLZ p_ (t-nT) cos(wt + a(t)) =

A

£ p.(t-nT) sia(wt + 90t)) + n(t)  (14%)
s Py

3 . th 5 ;
{th the sign of the 0 cosine datum pulse held posi-

tive, the output from the cosine I/D circuit is

j%
"

o “1'[(‘0;:@“‘1lpc(t”dt + ¥ J‘Ipc(t—nl"."dt +

m
m# Q0

sin®(Z S p_(t-mM)dt)? + N (15)
m 18 1

where the first term is the noiseless signal §_ from the
\

cosine I/D circuit. Alternately, with the sign of the Cth

sine datum pulse held positive, ¢, = S+ N and N, and N,

AL
] s < 1

are independent Caussian noise terms with zero-mean and

ro
n
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variance NoT/2.

Writing the modulation set for the two independent
channels as m, = t 1 and mg= t 1, where the subscripts c and
s refer to the cosine or sine channel, the probability of

an error for the cosine channel is P(ec|®) = P(mcr +1)-

P{e|m, = +1,¢,data) + P(m= -1)P(e|m=-1,0,data). With
m, and m both being identically distributed, the one-shot

probability of an error is

1 Eb
- - Naas ~ad (P +) .mm +Ya
Ple | @,data) = 3 erfc[VNo (cost (S [p (t)fat + 2 [ P (t-m2)at):
m# O

sin®(Z [ p_(t-mT)dt)}] (16)
m IS

Averaging over all possible values of a truncated data se-
quence for both channels,
" oKB+1
P(e | @) = ;;g;figq»P(eclé.datai) (17)

which, by symmetry, is also the probabtility of error for
the sine channel. Using the equation for a correct deci-
sion, the probability of a total symbol error for QFSK con-
ditioned on the phase error is P(e|d) = 2P(ec|®)-P2(eclé).

In order to make a fair comparison between QFSK and
QCM, the symbol error for QPSK must somehow be related to
the symbol error for QCM. If the QFSK symbols are encoded

with a Gray code, then the bit error probability for QFSK is

P(ey,|®) = F(el@)/logyN (18)
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where N is number of QPSK symbols (four) and the symbol error

is small (Ref 14:31006). Since the symbol error for QCM is
also the bit error, a common denominator now exists for a
comparison of the two systems.

In order to numerically compute Eq 17 in a reasonable
amount of time, the number of truncated bits considered in
a channel must be reduced from those in the binary cases.
The number of bits considered in Table II were determined

from the worst case situation (BT = 0.5). Inspection of
the pulse-response for the worst case for QPSK (BT = 1.0)
shows that interferers within 30dR can always be included

for this filter when one future bit and three past bits are

considered.

R e vrriar Mwaeckine Porformancs
I arrier Tracking Performanc

For a received BPSK sifmnal plus noise as given in equa-
tion 3, the inputs to the multiplier prior to the loop fil-

ter in Fig. 3 are

A(t) cos® + nl(t) (cosine ley)

A(t) sin® + n,(t) (sine leg) (19)

where ni(t) and n:(t) are zervo-mean independent Gaussian

noise processes with variance NoR and A(t) = (FIp(t-mT) is

the sum of all interfering pulses and data secen in the de-

sired integration time, and is assumed to pass through the

lowpass filters in the loop with no distortion. The two-
-

sided dbandwidth of the lowpass filter, 28, is assumed to be

one Hz so as to correspond to the bandwidth of a matched




filter for one second data pulses.

The output from the multiplier applied to the loop
filter is
o

A<lx)

e(t) = sin2@(t) + A(t) cos®(t)n,(t) +

ro

A(t) sin@(t)ni(t) + nl(t)n:(t) (20)

where ¢(t) and nl(t} and n:(t) are independent of each other.

The last three terms represent the total effective noise
signal n'(t) which consists of additive Gaussian noise and
intersymbol interference applied to the loop with an auto-
correlation of (Ref 14:252 Eq 8.5.3)

r} + B® {7 (21)

R = R R
R, ir) wn;r R, ( '

For phase errors that are small 0:3007. sin2® of the signal
term is well approximated by 2@, and the Costas loop can be
represented as a linear system as shown in Figure 5, page 13.
Inherent in writing the effective noise term at the input of
the Costas loop are assumptions concerning the noise and
phase error processes. In general, the noise process n'(t)
is a function of the phase error @(t); however, with 9(t)

assumed to be slowly varying with time (i.e. constant over

several data intervals), n,(t) and §(t) can be shown to be

il
effectively independent of eacht other (Ref 14:251) and (Ref
15181 Eq 3-32). This allows the total effective noise n'(t)

to be superimposed back throush the amplifier with an appro-

priate gain at the input of the loop.
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Now A“(t) represents the time averaging of the error

™

signal over the coherence time of the loop filter. For the

simulaticn of the loop filter in this thesis, the coherence
time of the loop filter was chosen to be ten seconds. This

corresponds to using ten data pulses to contribute to the

o}

error signal that drives the VCO.
The variance of the phase-error due to the intersymbol
interference and additive Caussian noise and conditioned

on a particular data sequence is approximately

where By is the closed loop bandwidth and the power spectral

. ~
Qe

density of the noise S(f) is assumed constant over ?L (Ref
143251 - 253). This assumes that the closed loop bandwidth
BL is much narrower than the bandlimited noise processes

nl(t) and n,(t).
'S

{ 2 . S 1 2
Computation of A(t)=. The time average of the inpu

signal to the loop filter is

-

: 4k -~ ‘ .
A(t) =5 [T s p2(t-mD)dt + JTL S § p(t-mT)p(t-nT)dtl(23)

T m o n
Lo " 0 m#é

where the received signal power P is ascumed constant over
the coherence time of the loop.

From this equation, it can be seen that the net effect
of ISI is to reduce the average dc signal that is applied

to the VCO and to cause a random variation of the error

29
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signal.

.(0)

Computation of Sn Applying the Fourier transform

to Eq 21, the approximate power spectral density of the ef-

fective noise seen by the loop is

s+ (0) = N8 g, (0) + (19)2 (24)

where RA(O) is the total average power or the expression for

A%(t) that was developed in the preceding section.
The phase error variance conditioned on a particular
data sequence and due %to IST and additive Gaussian noise

is rewritten as

2 - Noy2 1 . No-
0p,data = Bx LBFT)” 2 * FTJ
T
where I = [nngpz(t—mT)dt + 4>L2 Zp(t-mT)p(t-nT)dt] (25)
mn

m=n

Averaging this conditional variance over all of the possible
combinations of data pulses in the coherence time of the

loop,

ARLYAN
2 _ 1 2 )
GQ R ZlTL7TSJ % Oé.datai (26)

where [TL/TS] is the greatest integer value of the effec-
tive number of symbols used by the loop in making a phase
estimate. For no ISI, I is just one and Eq 25 reduces to

Eq 8.3.13 as given in Stiffler (Ref 1L4:247).
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QCM Carrier Tracking Performance

For a received QCM signal plus noise as given in Equa-
tion 11, the inputs to the multiplier prior to the loop

filter of Figure 3 are

Ae (t) cosd(t) + Ao(t) sind(t) + ni(t) (cosine leg)
Ae(t) sind(t) + Ao(t) cosd(t) + nz(t) (sine leg) (27)
where Ao(t) and Ae(t) are the summations of the odd and

even interfering pulses. The output from the multiplier

applied to the loop filter is

e(t) = (Ao%(t) + Ae2(t)) sin20(t) + (Ae(t) sind(t) +
2

Ao(t) cos@(t))ni(t) + (Ao(t) sind(t) +

Ae(t) cos@(t))nz(t) + nl(t)nz(t) (28)

where ¢(t) and ny (t) and n,{t) are independent as before.
Also, Ao(t) and Ae(t) are assumed to be independent since
they are formed trom a series of independent data pulses.
The last three terms represent the total noise signal n'(t)
which consists of additive Gaussian roise and intersymbol
interference and has an autocorrelation of

R (1) = R_ (TR, (1) + R, (1) + RS (1) (20)

n ny Ao Ae ny

The autocorrelations of Ao(t) and Ae(t) are easily ob-

tained from the autocorrelation of A(t) for the BFSK case.

The square of A(t) is written as the sum of the odd and

bb!




even terms squared, e.g. Az(‘t) = Aez(t) + Aoz(t) +

2Ao(t)Ae(t). Therefore, the time average of the input

signal to the loop filter, Ao2(t) + Ae?(t), is just AS(t)
from the BPFSK case minus all of the terms of odd times

even products in the second integral of Eq 23. Likewise,

o
| the total average power [Rpae(0) + Rpo(0)] is Ao%t)*-Ae“(t).

Tracking Penalty for QPSK versus BPSK/QCM with no ISI

Although an expression was not obtained for the phase

error variance of an N = 4 Costas lcop, the energy penalty
for tracking a quadrature versus a binary phase shift sig-
nal with no ISI can be used as a design consideration. The
motivation for developing this expression is as follows:
Since the error performance for QCM is very close to that
of QPSK for the same data rates and transmitter power, per-
haps QClM could be used to an advantage where phase instabil-
ities are a problem. The bandwidth of a QCM carrier track-
ing loop can be increased so as to obtain a faster response
time to these phase changes than can be obtained from QFSK
for a given transmitter power. Alternately stated, when
the maximum phase error and response time of a system is
specified, what is the increase in Eb/No that must be ap-
plied to a QPFSK system so it has the same tracking charac-
teristics as a QCM system?

Equating the expressions for phase ervor variance for

BPSK (also QCM) and QPSK under no ISI yiclds

~

7B [1/(2-a) + 1/2(2-2)27 = 1y [1/2 + 9/2 2°+

6/22 + 3/2 z“} (30)




where 2 is the bit signal-energy-to-noise ratio for QPSK,

TS and Tgsaro the symbol intervals, and FL and H&Jaro the
bandwidths of the closed loops (Ref 14t Eq 8.3.13). For a
fair comparison of the two systems the information rates
are the same (’I"s = TS/Z). and the responses of the track-
ing loops are the same (R'L = RL).

Fixing the right hand side of Eq 30 at some signal-
energy-to-noise ratio Zo and then making the change of

"”

variable Z - a = X produces a guadratic equation in X.
2 1
A(Zo) X* - X -5 =0 (31)

where A(Zo) is tnhe richt hand side of Lq 30 in brackets
evaluated at Zo. Because the energy sighals cannot be
negative and the discriminant is always greater than zero,
the signal-energy-to-noise ratio of the QCM case is

1+ “1 + QAZ'.:_‘ZOS
X = 2A(Zo)

for the same phase error variance, response to phase insta-

bilities, and information rate as the QPSK case.

33




i,

e

IXYX. Numerical Results

In Chapter II, equations are given for the conditional
probabilities of error for BPSK, QCM, and QIPSK in the pres-
ence of intersymbol interference. Also given are the aver-
age phase error variances for BPSK and QCM, and the energy
penalty for tracking a quadrature versus a binary modulated
signal. In this chapter, numerical results from these equa-
tions are obtained in order to compare QCM, BPSK, and QFSK
systems. First, the philosophy for including only those in-
terfering pulses within a certain power threshold is discus-
sed, and a comparison with Jones's results is shown. The
conditional error probabilities are then compared for RBFSK,
QCM and QFSK. Following that, the phase error variances
for BPSK and QCM are examined. Finally the energy penalty
for tracking a QPSK signal versus a QCM or BFSK signal is
presented. The overall conclusion is that QCM performs
better than BPSK and is only slightly inferior in data de-

tection performance to QPSK.

Truncation of Data Sequence

A major problem in this thesis was how many interfering
pulses should be included to obtain sufficiently accurate
numerical results. Jones has stated that, except for low
BT products, satisfactory results can be cbtained in eval-
uating error probabilities by considering only the most ad-

jacent interferer from the past data bit (Ref 111125). How-

ever, he did not state at what BT product this assumption t




becomes invalid. The number of past bits (KP) used for the

binary modulation schemes for this thesis was chosen to be
KP = 9 - KF, where the future bits (KF) are determined from
the group delay in Table I, Chapter II. With this algorithm,
the power levels of all pulses outside of the truncated data
sequence are at least 20 dB below the power of the current
datum pulse for a BT of 0.5 (the worst case of ISI). While
this results in including terms below the 20 dB threshecld
for higher BT products, their inclusion should only serve

to increase the accuracy of those results.

The power threshold of 20 dB was verified by comparing
the conditional probability of error for BFSK for two ad-
jacent interfering pulses and for the nine interfering pulses
from Tadble II. These results are shown in Table 111 for a
bit signal-energy-to-noise ratio of 10 dB. This comparison
shows the necessity fer including more than two adjacent
bits as the BT product approaches 0.5 to obtain more than
one significant figure of accuracy. The -20 dB power thres-
hold is assumed to be adequate with the following reasoning:
The two adjacent bits for a BT = 1.0 correspond to including
2ll pulses within a power threshecld of only -15.5 dB. In-
creasing the number of bits to nine for a BT = 1.0 results
in considering all pulses within a threshold of -42 dB;

~

however, this only changes the fourth significant digit in
the probability of error results. Thus, o pewer threshold
of -20 dB for the worst case (BT = 0.5) was arbitrarily

chosen to lie between these values, and is expected to ¢
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Table III

BRPSK Conditional Frobability of Error

(Phase Error = 0°)

P(eld)
Two Adjacent Nine
Pulses Pulses

BT KP = KF = 1 KP + KF = 9 KF K

'y

0.5 1.6730(-3) 01(=-3) 2 7
1.0 ] 5.1155(-5) 5.1181(-5 1 8
1.5 | 2.1854(-5) 2.1943(-5) 1 8

Note: The nefative integor in parentheses
following each entry represents the power of |
ten by which the entry should be muitiplied.

produce probability of error results that are accurate in

the third significant digit. Similar reasoning was used

in the QPSK case; however, the threshold was arbitrarily

established at -30 d4B.

* The BPSK case for no phase error is compared to Jones's

| Fig. 6. This comparison is shown in Table IV as an increa:

H in the sifnal energy (8Zb) from the ideal case of no ISI
(BT = =) required to maintain a bit probability of error of
10° -6 with perfect coherent detection assumed. It should be
noted that Jones defines his BT on the basis of a two-sided

bandwidth; therefore, his BT of 2.0 corresponds to a BT of

1.0 as used in this thesis. This comparison was important

36
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for three reasons. First, the correlation of the two methods

served to verify that the programs in this thesis were oper-
ating correctly. Second, the increasing difference between
the two methods as the BT 1s decreased verified Jones's con-
clusion that more than one adjacent bit is required for low
BT products. Finally, for BT levels of 1.0 or less, more

than one adjacent bit should be included to obtain suffi-

ciently accurate results.

Table IV

Signal Energy Required to Maintain
F(el®)

of ISI (Phase Error = 0°)

10‘5 for BPSK in Presence

it

BT SEDb
Jones's Thesis
Method Me thod
(dB) (dB)
0.5 5. 4.8
1.0 1.1% 1.3
1.5 1.0% 0.9

*Interpolated values for a six-pole
filter (Ref 111126 Fig. §).

=

Conditional Probability of Error

The conditional error probabilities of BPSK, QCM, and

QPSK averaged over the truncated data stream and conditioned

o

on phase errors of 0°. 109, and 20° are compared. These
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conditional probabilities are also examined relative to the

ideal sigfnal case (no intersymbol interference and perfect
coherent detection).

BPSK versus QCM. In Figures 7, 8, and 9 the conditional

error probabilities of the BPSK and QCM signals with phase
errors of 0°, 10°, and 20° are shown. These probability of
error plots show the improvement over normal BPSK by using
QCM. The degrading effects of an increasing phase error are
apparent when these figures are compared to each other.
Tables V, VI, and VII compare BPSK and QCM for selected
signal-energy-to-noise ratios. The tables show that al- |
though QCM has a lower probability of error than BI'SK, it
is more sensitive to a change in phase error than 3PSK.
Nielsen compared these two modulation techniques with
an improvement factor defined as the Zb/No (dB) a QCM sig-
nal requires to obtain an error probability of 1072 minus
the Eb/No (dB) a BPSK signal needs to produce the same prob-
ability of error (Ref 3:29, Table VI). He found an extrem-
ly high improvement factor (greater than 25 dB) with a BT
of 0.5. This author feels these are a result of the in-
correct group delay and the missing term in Nielsen's Eq 15.
For this thesis, an improvement factor, 3, is defined
as the difference in Eb/No (dB) for two signalling schemes
in order to produce the same specified probability of errvor.
A power penalty is defined as the additional power (dR) be-
yond the ideal case (BT = ~) required to maintain the same

specified probability of error. In Table VIII, this im-
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Table V

Conditional Probability of Error

For a BT of 0.5 |

Eb/No Phase Error, P(eld)
dB degrees BFSK ' QCM
0 0 0.1375 0.1280
0 10 0.1409 o.1210
0 20 0.1514 0.1440
6 0 0.2369(-1) 0. 1181 (=1)
6 10 0.2508(-1) | 0.1326(-1)
6 20 0.2968(-1) 0.1834(-1)
10 0 0.2070(-2) 0.1907(-3)
10 10 0.2316(-2) | 0.2700(-3)
10 20 0.3210(-2) { 0.6634(-3
12.5 0 0.1281(-3) | 0.1156(-5)
12.5 10 0.1532(-3) | 0.24¢572(-5)
12.5 20 0.2585(-3) | 0.1379(-4)

Notes The negative integer in parenthesis follow-
ing each entry in the table represents the power
of ten by which the entry should be multiplied.




Table VI

Conditicnal Probability of Error

For a BT of 1.0

Eb/No Phase Error P(el ¢) ;
dB degrees BPSK QCM ;
0 0 0.1008 0.9960(-1)
0 10 0.1042 0.1030
0 20 0.1149 0.1139
6 0 0.5935(-2) 0.5119(-2)
6 10 0.6535(-2) 0.5751(=2)
6 20 0.8906(-2) 0.80L4(-2)
s 10 0 0.5118(-4) | 0.2456(-4) 3
1 10 10 0.6418(-4) 0.3280(-4)
10 20 0.1238(-3) 0.7473(-4)
:
12.5 0 0.1571(-56) 0.2566(-7)
12.5 10 0.2306(-6) | 0.4426(-7)
12.5 20 0.6994(-5) 0.2038(-6)




Table VII

Conditional Probability of Error

For a BT of 1.5

Eb/No Phase Error P(elQ)
dB derrees BPSK QCM
0 0 0.9239(-1) | 0.9163(-1)
0 10 0.9574(-1) | 0.9502(-1)
0 20 0.1062 0.1056
6 0 0.4320 0.3890(-2)
6 10 0.4840(-2) 0.4397(-2)
6 20 0.6731(-2 0.6264(-2)
10 0 0.2194(-4) | 0.1290(-4)
10 10 0.2830(-4) | 0.1740(-4)
i0 20 0.5914(-1) 0.4102(-4)
12.5 0 0.3091(-7) | 0.8284(-3)
12.5 10 0.4791(-7) | 0.1440(-7)
12.5 20 0.1699(-6) | 0.6893(-7)

bl




Table VIII

Conditional FPerformance

For P(elQ) of 10'5

BT | Fhase Error Eb/No,dB 8,dR | Fower penalty
depgrees BESK QCM QCM,dRB
o 0 Q, 54 Q.54 (@A) 0.0
o 10 9.80 9.80 0.0 0.0
o 20 10.10 10.10 0.0 0.0
1.5 Q 10.40 100 0.30 0.56
1.5 10 10.50 10.20 0.30 0.40
Te5 2 10.90 10.70 0.20 0.60
1.0 0 10.80 10.541 0.39 0.87
1.0 10 10.97 10.60 Qe 0.30
1«0 20 r1.35 11.00 0.35 0.90
0.5 Q 1“.39 11.61 ?.b? 207
0.5 10 14.36 11.90 2.46 2.10
0.5 20 14 .46 12:67 1.79 257
b5




provement tactor, 8, is shown for an error probability of
10‘5; also shown is the power penalty of QCM for the ideal
case. This comparison illustrates that QCM has little value
over normal BPSK for BT products of 1.0 or larger, and clear-
ly shows the convergence of QCI towards BPSK as the phase
error increases towards o/4 radians.

PSK versus QCM. In Figures 10, 11, 12 the conditional
probabilities of symbol error for QPSK with phase errors of

00

- 100, and 20° are shown. The BT products for the QFSK
plots are chosen to correspond to the same information rate
for the QCM plots. Tables IX and X compare QPSK and QCM bit
error probabilities for selected signal-energy-to-noise ra-
tios for the QCM/QPSK BT pairs of 0.5/1.0and 1.0/2.0. These
comparisons of QFSK and QCM illustrate the almost equal per-
formance that can be obtained from QCM relative to QPSK.

In Figure 13 the conditional bit error probabilities are

/

plotted for QCI/QPSK signal pairs of (0.5/1.0), (0.75/1.5),

and (1.0/2.0) with coherent detection assumed. This ficure
shows that, although QPSK is better, QCM may perform with
about the same probability of error with a BT of 0.75.
Table XI gives the improvement factor for QCM versus QFSK
for selected bit probabilities of error and a BT pair of
0.75/1.5. Here, QCM has at most an EH/No penalty of 0.26
dB, at a bit probability ot error of 107 1 when compared to
QPSK.

The almost equal performance between QCM and QPSK cuggest

that QCM could be used to an advantage over QPSK where car-
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For a QCM/QPSK BT of 0.5/1.0

Table IX

Conditional Probability of Error

Eb/No Phase Error P(el @)
dB degrees QPSK QCM
0 0 0.5571(-1) 0.1280
0 10 0.9873(-1) 0.1319
0 20 0.1083 0.1440
6 0 0.5918(-2) 0.1181(~1)
6 10 0.6563(-2) 0.1326(-1)
6 20 0.8866(-2) 0.1836(-1)
10 0 0.5118(-4) | 0.1907(-3)
10 10 0.6418(-L4) 0.2700(-3)
10 20 0.1237(-3) 0.6634(-3)
12.5 0 0.1571(-6) | 0.1156(-5)
12.5 10 0.2305(-6) | 0.2457(-5)
12.5 20 0.6993(-6) | 0.1379(-4)




Table X

Conditional Probability of Error

For a QCM/QPSK BT of 1.0/2.0
Eb/No Phase Error P(eld)
dB degrees QPSK QCM
0 0 0.8486(-1) 0.9950(-1)
0 10 0.8789(-1§ 0.1030
0 20 0.9731(-1 0.1139
6 0 0.3631(-2) | 0.5119(-2)
€ 10 0. 0932-23 0.5751(-2)
6 20 0.5787(-2 0.8044(-2)
10 0 0.1283(-4) 0.2455(-4)
10 10 0.1687(-4) 0.3280(-%4)
10 20 0.3732(-4) | 0.7473(-4)
12.5 0 0.1065(-7) | 0.2566(~7)
12.5 10 0.1709(-7) 0.4426(-7)
12.5 20 0.6711(-7) | 0.2033(-6)
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Table XI

Conditional RBit Error Performance For

QCM/QPSK with a BT of 0.75/1.5

(Phase Error = 0°)

P(el®) Eb/No,dB Bg,dB Power Penalty
QPSK QCM QPSK,dB

0.1(-1) 4.59 L.77 -0.16 0.57*
0.1(-2) 7.49 ?.75 -0.26 0.98%
0.1(-3) 9.15 9.37 -0.21 0.70%
0.1(-5) | 11.30 | 11.40 -0.16 -

*#Jdeal bit probability of error for QPSK was ob-
tained from Lindsey and Simon (Ref 16:232, Table
5-3).
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rier tracking instabilities are a problem. As an example,
in a low signal-to-noise environment where transreceiver

instabilicies, Doppler phase shifts, and random variations
in the modulating signal cause inherent difficulties in

tracking the carrier of a quadrature modulated signal, the
carrier of a binary modulated signal can still be tracked.
This will be discussed further when the E£b/No penalty for

tracking a QPSK signal versus a QCM signal is examined.

Phase Error Variance

The average phase error variance is obtained by a nu-

merical evaluation of Eq 24 for BPSK and QCM in the presence 1

of ISI. The phase error variance is plotted as a function
of the signal-energy-to-noise ratio and filter BT preducts
times a closed-loop bandwidth in Figures 14 and 15. These
plots also show the phase error variance for no ISI (BT = ~).
For data rates corresponding to BT products of 1.0 or higher,
the phase error variance is approximately the same as that
for no ISI. For a BT of 0.5 with signal-energy-to-ncise
ratios of 6 dB or more, the phase error variance is in-
creased by at most (.18 Rad/Hz over the ideal case of no

ISI. The 6 dB signal to noise ratio was arbitrarily chosen
to correspond to a probability of errer of 0.05 for BPSK
operating with a phase error of 20°. This is expected to

be the worst data performance that could be tolerated with

direct data detection (no encoding).
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QPSK Tracking Penalty

The bit signal energy penalty for tracking a quadrature
modulated signal versus a binary signal with no ISI and the
same phase error variance and loop response is illustrated
in Figure 16. The energy penalty is defined as the addi-
tional bit signal-energy-to-noise ratio Eb/MNo in dB that a
QPSK system would require as a function of the BPSK Ebt/No.
While this energy penalty was obtained under no ISI condi-
tions, it is assumed that it can be used as a rough approxi-
mation for the tracking penalty QPSK would suffer over QCM
under ISI conditions.

In order to best understand the importance of this energy
penalty consider the fellowing:s In the desisn of any car-
rier tracking loop, the closed-~loop bandwidth is made as
narrow as possible so as to minimize the effects of the
noise process on the phase error, but still wide enough so
the loop will respond to the various phase instabilities
(Ref 15:133-134). 1In this design process, it is tacitly as-
sumed that the carrier tracking portion of the receiver has
a sufficient front-end signal-to-noise ratic to maintain the
loop in a locked condition. For a decreased input signal to
noise ratio, the closed-loop bandwidth can be decreased, but
only at the expense of reducing the response of the filter
to the phase variations. In general, linear loop analysis
predicts that this trade-off between the noise and phase
processes becomes more critical as the number of signalling
phases increase (Ref 143247). 1In some situations, a low

received signal-to-noise ratio (SNR) combined with excessive

-1 4
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random phase processes will prevent proper loop tracking.
These random phase processes are the transreceiver instabil-
ities, Dopprler phase shifts, and variations in the phase
modulation (Ref 151 Eq 4-8).

When improper loop tracking occurs for QPSK, an altern-
ative signalling method such as BPSK can sometimes still be
tracked. As shown in Figure 16, a BFSK signal with an Eb/No
of 5.0 dB corresponds to a QPSK signal with an Eb/No of 7.4
dB for the same information rate and loop tracking charac-
teristics. Suppose, for example, a QPSK system was plagued
by phase instabilities such that it fell out of lock with
an Eb/No of 7.3 dR. A binary modulated system could be
switched in at this point and still continue to operate un-
til nearly 5.0 dB before it also fell out of lock. This
procedure, i.e. switching in PPSK as a back-up to QPSX, has
been proposed for DSCS-III. Naturally, because of the lower
Eb/No, the probability of error will increase.

Because QCM has a superior performance to BPFSK and bo-
cause QCM is also a binary modulated signal it should be
considered as an alternative back-up signalling scheme for
QPSK. Clearly, only a slight improvement could be gained
by using QCM versus BPSK as a back-up scheme where BT prod-
ucts of 1.0 or hirher are used. However, for data rates
corresponding to a BT = 0.5 up to a 2.7 dB gain in data
performance could be realized over the BPSK system. OQOb-
viously, no strong conclusions can be made concerning QCM

as a back-up system for QPSK until the tracking penalty for
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a QPSK system is obtained in the presence of ISI.
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IV. Conclusions and Recommendations

Conclusions

QCM gives better performance than BPSK when used in a
communication system limited by intersymbol interference.
For data rates corresponding to BT products of 1.0 or more,
the actual gain over BPSK is negligible. However, for an
increased data rate corresponding to a BT of 0.5, an im-
provement of 2.69 dB is obtained for an error probabvility
of 10'5. Thus, a change from RPSK to QCM could allow one
to maintain the same probability of error at almost double
the data rate.

QCM was found to be inferior to QFSK when compaved on
the basis of equal bit information rates. However, the dif-
ference between QCM and QPSK is small. For example, QCM
suffered at most a 0.8 dB penalty when compared to QPSK for
a BT pair of 0.5/1.0 and an error probability of 10"2. And
for a BT pair of 0.75/1.5 the performance of QCM was almost
equal to that of QPSK. This almost equal performance sug-
gests that QCM, and not BFSK, should be considered as an
alternate signalling scheme if phase tracking cannot be
maintained for QPSK.

QCM introduces no problems in the carrier tracking
capability of a Costas loop, and, in fact, the average phase
error variance of a Costas loop was found to be essentially
equal for BPSK and QCM for the BT products considered in

this thesis. For data rates corresponding to BT products
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of 1.0 or more, the phase error variance is close to the
ideal wideband case (BT = ). For a BT of 0.5, the phase
error variance is increased from the ideal case by at most
0.18 rad/Hz for received signal-energy-to-neise ratios of

6 dB or more.

Recommendations

Other aspects of QCM versus BPSK and QPSK should be in-
vestigated. A comparison of QPSK, BPSK, and QCM should
be made assuming that the timing information is in error.
This timing error could possiply be modeled as a random
variation applied to the group delay, T.

Another area of investigation is a comparison of the
three modulation schemes with an additional method of re-
ducing intersymbol interference. As an example, does the
application of equilization to the three signalling schemes
cause any reversal of the hierarchy of performance that was
obtained in this thesis?

A third area of consideration is a comparison of the
rhase tracking characteristics of QCM versus QPSK in the
presence of intersymbol interference. Although this thesis
has shown the Eb/No penalty that a fourth order loop sutfers
over the b<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>