




w - -
~~~~.~~’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ M~~~~~

- 
~~~~~~~~~~~~~~~~ ,~

~i~i~1II2
Semi-Annual Technical Report PTR-1061-78-6 (I)

Contract No. MDA9O3-78-C-0127
ARPA Order No. 3488

Period Covering December 1, 1977
to May 31, 1978

Report Date June 1978

1.
AUTOMATED COMPUTER SUPPORT OF

-

. 

C3 FUNCTIONS IN SMALL TACTICAL UNITS: I

PART I ADAPTIVE INFORMATION SELECTION
I AZA D MADNI
1. RANDY STEEB

DAVID RUBIO

1. Ci4~~~

I Prepared For:

j ADVANCED RESEARCH PROJECTS AGENCY
• I Cybernetics Technology Office

1400 Wilson Boulevard
Arlington, Virginia 22209

~ ~ ~~~~~ ~~ ~ ~ :~

PERCEPTRON I Cs un1~nut~~ -

$271 VARIEI. AVENUE S WOODLAND HILLS S CALIFORNIA 91367 5 PHONE (213) 554-7470

?8~~ 7 i C~ k 28  1 1



- ~~~~~~~~~~~~~~~~~~~~~~~~~ -~ ~~~~~—-~~~~-----. - • - -- --~~~~~—~~~~~~~~~~—-“~~~~~~~~~ --- --
- ___ • -_~__~ J . 

—— - .w-• • - ‘•~ - 

- 

• -.-
~
--—-‘-

~ 
— --,—. -—

UNCLASS IFIED
T s i r n~~ Ct.A$$IPSCAt~ON O~ TN~$ PA G E (5~ .Ø D~ *I IsI.’.d)

3 WS hA~~~b~ ?A ? I t U I  DAI C ESAD D~$TRUCT1ONS
v~~~ r~~~~~ u ~~~~~~~~~~~~ ~~~~ ‘~~~‘ ‘ suoiz cOMPL.E1Th0 ro~ i

7 
— 

~~ — - - - - •~~~--— ~~~~~~~~~~~~~~~~ 
— — 

-

i ~~ 4PTR- 11~1-784’~~~1~J 
. ~~~~~~~~ k~~ t.. ~~~~~~~~~~~ ~~~

- 72-
I ~~~~~~~~~~~~~~~~~~~~~~~ OF ç3 !UNCTIONS IN S. 

~~~~ T31 7~ ~I ~ ~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
I PINFONMINO ORG RIPOR1 NuuR(~

—~~ -. S. CONTRACT ON GRANT NUMItN(I)

~~ 
>
J~~:ndall~ Steeb 7 ~~~ 

,LMDA9O3
~

78
~

C..,
~

l27 J/A~~ ~
L-

~-1 ( David/Rublo I ~~~
~~~~~~~~~~~~ 

UJI~~~ NIi*? lON NAME AND ADD RESS lb. PROOPIAM LtMEHT. P~~OJ5~~L -
~~~~ 

____ •

Perceptronics , Inc .~ ARPA Order No. 3488
62 71 Variel  Avenue

4 Woodland Hills. CA 91367 __________________________

% I .  CONTROLUNO OFPICI NAME AND *00*111 ,‘ t~~- flUI Ir1 iZ.L~

DARPA - Cybernetics Technology Office ( 1! LJun
~~~~

78hj 1400 WIlson Blvd. i it” i r Es :. 
- -

Arljrwton._VlrQini&_22209 ____________________________
4 M0141VOIINO AOEP4CYkAMI I *00*111(51 dm.~w~ 1mm CmumSIffi~ Offic.) II. SECURITY CL ASS. (p1 iJ~ii ~~~~~~~~~~ —i

I r~~~/) U’1’.:U n c la s s i ft ed _./i
Tii . DECj. AS$IFICATI 7bO~~IGW~ t~1W~IICNEDULE

~a. DIITRISUTION STA T EMEN T (.5 IllS. R.p.fl)

Approved for Public Release; Distribution Unlimited

I * 7 .  D5STRI•UTSDN S TA T E M E NT  (of Ill . ab.**ac~ mil•r•d Sn blodll 30. 55 dIII. ,.nS 5mm R.pofl)

I I ~:-
IS. SUPPLEMENTA RY NOTES

1 Approved by:
______________________________________

J IS. K EY WORDS (Con S rnal on r..~r.. .id• II .,.c..u ,,’ ond Id.nH ly by block Numb.?)

Adap tive Information Selector (AIS) Training Al gorithm
Multi -Attribute Evaluation (MAE) Marine Corps Tactical Systems Support

I ~ C3 Systems Activity (MCTSSA)
Tactical Combat Operations (TCO ) Marine Tactical Command and Control

System (MTACCSL -1. . ,~ 
.- —

I ~O~~~ SS?NA CT (Confine. on r.vous aid. U n.c....ry ond td.nUfy by bI..* nu 5’1L ~~~~~~~ C~c~i.1rz.c~L ~~~~~~~~~~~~~ ~~~t

This report covers the fi rst six months of a one-yea r research ~id~\ 
- -  

-
~~~~:

development program directed towards the design and Incorporatio n.
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I with special emphasis on the Tact ical Combat Operat ions(TC sys tem.
A multi-attribute evaluation model is used to determi ne the proper
dissemination of TCO messages . The development of an in- house simulation
using the existing Tactical and Negotiations Game is discussed . A background
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— —~~rat1onale is given to present the need for such an aid. The MTACCS
Interim Test Facility within which the Adaptive Information Selector will -

eventually be implemented-, is discussed in detail. An anal ysis was
performed to determine the attributes availabl e from the messages and
message headers resident in the MTACCS Interim Test Facility Database. A
training scheme is developed tailored to the actual operator actions
performed during exercises at the Test Facility . The principal functions
making up the AIS are defi ned and their interfaces shown in a functional .•

information flow diagram. The database management system used at the
MTACCS Interim Test Facility Is discussed including the definition of some
of its data structures. Finally, an estimated burden of the *15 as it

• wil l be Impl emented on the MTACCS Interim Test Facility Is presented .
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1. SUMMARY

1.1 Objectives

This report covers the fi rst portion of a one-year program of
research , development , and software design . The program is directed
toward (a) the development of a general purpose methodology of adaptive
information selection (AIS) for C3 systems ; (b) the development of
software and procedures for A IS implementation in specific C3 sytems ,
e.g., the Mari ne ’ s Tactical Combat Operations (TCO) system . Specific
objectives of the program included :

(1) An analysis of TCO operati ons and identification of the
specific functions to be performed by the A IS.

(2) Development of the overall structure of the A IS model ,
specification of pri ncipa l functions , formulations of data
structures , and definition of model attributes accessible
from the simulated TCO messages resident in the data base
of the Marine Tactical Coninand and Control System (MTACCS)
Interim Test Facility .

(3) A preliminary estimate of the operating burden of the AIS.

(4) A review and ana lysis of the evaluation measures planned by
the Marine Corps Tactical Sys tems Support Activity (MCTSSA)
for the coming MTACCS Interim Test Facility exercises in the
light of AIS evaluation procedures .

These obj ectives were met by reconciling and integrating the Adaptive
Information Selection Concept w ithin the framework provided by TCO and
Interim Facility-related documents. In particular , the present adaptive

I
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multi -attribute evaluation model utilizes a tra i nable utility (evaluation )
estimator prev i ously developed for computer aiding of dynamic decision
processes. This estima tor has been modified to train in a simulated TCO
env i ronment on the Mar i ne ’s Interim Test Facility .

The program is being conducted with the cuntinu ing close
cooperation and support of the Marine Corps Tactical Systems Support
Activi ty (MCTSSA )~ Mari ne Corps Base , Camp Pendleton , California. MCTSSA
will provide battalion test scenarios , access to their Interim Test
Facility, and Marine evaluation personnel . Selected support functions will
be developed and evaluated within the framework of the Tactical Combat
Operations (TCO) system .

1.2 Technical Approach

1.2.1 Support Requirements. Modern tactical warfare presents a complex
• and dynamic environment , Involving computerizec~ weapons systems , fast

• ground and air vehicles, and , most important , a surplus of incoming
information . The battlefield of the mid-l980 ’ s wil l  be characterized by
a combat intensity never before seen . As expressed graphically by
MCTSSA ( 1977):

“The’ p r o l if era tion ~‘f sop hi~ tiL’ated weapons and e~uipmf ~;t ~~~~~the great powers as well as t ; e-f r o ’i,~’;f ~ta? ~-s :.‘ f 7  blur a ’:
distinction between low and n? id-ir te, :~~n4 oo~f Zf o t s .  The
introduction of precision ar..~ guided itio ’:s wi~~ give t~~f

~~~ v ~.dua I I a~~~~~ zn ~e ~I es r ruo t I ye •rv~xrs f o  .~r .~~ .

only by crew-servea weapo n8. In addit ion , speed of rr~neuver .‘f i i
be greatly enhanced by use of armored/motor ized/me chan ized f .’roe ’.’~.
Adding to the conf t4sion inherent in such an environnle ’2t L ’I Z ?  ~~~

‘

the vaZ uminc~.s ~ nL~~’:ts of dat a p rovL1.ed ~‘~i oo~~I .x i ’:f ~~’xn L ”:
ccl leo tion , processi ng, and report I ‘:~ ~ ter:~~”.

The performance of tactical conmanders in such an environment is h ghl y

dependent on their decision making behavior , in terms of their ability
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to generate, evaluate, and select among alternative courses of action -- for
example, to allocate weapon assets, countermeasures, etc., whilej considering the specific situational constraints and payoffs. Decision
making behavior is, in turn , largely dependent on the comander’s ability
to manage the ever-i ncreasing information load under conditions of severe
time constraints and environmental uncertainty .

“The comander ’s iP1fc r ’iation requirements on this modern , f a.~t-
• r~oz ’~ng, 7- er ~aZ ha t t le ’ fie  I d wi ll  gr ea t l y f~z a ~ e. urre’:t ”~er 1’d~are In ~ z~ff i o i t - ’: t in prot’-fdf~zg him with tf~ie~~ , aecurote, and

complete informa tion in a usable for m. The time compression
~aotor wil be such tha t the conr?an der ~.‘i Z Z  need the f astes t
~os~ ihle p  ntation of re~ i.I red ~~~~~~~ ion to a. 7-o~.’ theru~rj mwn t ‘~e ~ J i~~~~O1~ ,7k~ k i c ~ t ~ie’ a~ ? fqh t I’.q of ~.‘ri tioal
I te~~ m’ ented 1’: an easi 7-u ~~~~~‘stocd ~z’~d use ul ~

‘
~~~~~~ t ; and

• the supp ression of e~ ti~ ncc~s items ”.

Computer support of the information management and decision making
function appears to be the most promising path to performance improvement.

“.4:4tomation is being intro toed ‘:to rr ~, aI  Z~ e~’er ~. f ~.~:ot “~a
area of o~rr? and and oon t ro 7: f ~ re s~~r crt , a -

~ 2’ cont ro
intel l i gence , log istics, and manpower. In the ~~~ t ir?c f a: ’v
the unprecedented voiwne of information from these s~ste”~s thatis ~er tz  ne”:t to tact ical aeoz sions cannot be reoe~ t ’ed and
p r ocessed at op er a t Ic’: con t e:’s ~.‘i t hcz~t t ~c aid of a:. t aria tb ’: ” .

An issue of particular concern is computer support of small units ,
• i.e., at the battalion and company levels. Currently, these levels of

conmand do not have any organized automated support for information
management or decision aiding. Since battalion and companies furnish
major inputs to high-level C3 systems , any errors and delays on their part
may lead to significant reduction of overall conmand effectiveness. Thus ,
the small unit c omander is both in need of help and pivotall y important

to overall system performance. Accordingly, techniques for al leviating
some of this problems have a high payoff potential. In this program , the
focus is on the Marine battalion c ormiander.

T .1
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1.2 ,2 Automated Information Management. The goal of the proposed 12-
month program is to apply Perceptronics ’ A IS methodology to the Marine
TCO system as represented on the MTACCS Interim Test Facility . The A IS
wil l aid TCO operations by managing transfer of critical information among
front-line sources , tactical data bases , and system users . In brief ,
the AIS functions by characterizing messages along a measurable set of
attri butes . The attributes comprise suc h factors as message content ,
area , age , accuracy , and geographic locale. The information selection
policies of different users are then modeled for each tactical situation -

as distinct vectors of attribute weights . The set of multi-attribute 
- -

models inherent in the AIS serve the following functions:

(1) Automatically routing messages from sources to various users .

(2) Automati cally repriori tizing the queue of messag es as c oumand
- : situations change .

(3) Scanning the data base for crit ical situation relevant data.

Attri bute weights are estimated adaptively from observed user behavior.
This methodology is discussed in detail in Chapter 2. 

-

1
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2. TECHNICAL BACKGROUND

2.1 Overview

Automated information management in support of C3 functions of
small Marine units focuses on individualized evaluation and distribution
of information . Multi-attribute models are used to take into account
data characterist ics , operator responsibilities , and situational demands.
This chapter describes the tact ica l  decision making environment , di scusses
a methodology for automated information management , and presents plans
for experimental val idat ion of the decision aids.

2.2 The ICO System and its Environment

The Marine Tactical Comba t Operation s (ICO) system is one of eight
functionall y oriented tactical and training systems inc luded in the Marine
Tactical Comand and Control Systems (MTAC CS) concept slated for operation
in 1985. The other seven are :

( 1) Marine Integrated Fire and Air Support System (MI FASS ) .

(2) Marine Air C oninand and Control System - 1985 (MACCS-S 5).

(3) Marine Air-Ground Intelligence System (MAGI S) .
~

(4) Position Location Reporting System (PLRS~ .

(5) Marine Integrated Personnel System (MIPS).

(6) Marine Integrated Logistics System (M ILOGS).

(7) Tactical Warfare Simulation Evaluation and Analysis System
( TW SEAS).

2-1
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The ICO System supports comanders and their staff in carrying

• out functions in the areas of operations and intel l igence , including
planning, intelligence production , and the monitoring and direc ’ing of
tactical operations. The system provides this support to ground elements,
air elements , and Marine Air -Ground Task Force (MAGTF) Headquarters .

TCO functions can be grouped into five top-level functional
areas:

( 1) Operational Support
(2)  Intelligence Support
(3) Fire and Air Support
(4) Logist ics Support
(5) Personnel Support

MTACCS Interim Test Facility . Alternative approaches to the
automation of MTACC systems will be tested on the minicomputer -hosted
MTACCS Interim Test Facility . The MTACCS Interim Test Facility will
provide for:

(1) The capability to support the evaluations of automation

concepts for the TCO and other MTACC systems.

(2) The representation of the tactical environment in which the

MTACC system.~ are expected to function .

(3) Control ol this representation by means of graphic and
alphanumeric terminals manned by Marine Corps personnel
acting in an ,nteract ive man -machine mode.

The MTACCS Interim Test Facility car. be considered an
operationall y-oriented laboratory where requirements are defined , tested ,

2-2
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refined , and analyzed before they are implemented on the battlefield.
As such , it should be an ideal test facility for evaluation of proposed
decision support systems . The software functi ons performed on the MTACCS
Interim Test Facility are included in Figure 2-1.

The exercises performed will consist of activit i es supported by
a sequence of events and data inputs that emulate an actual military
operation . The scenario for the coming year is based on an infantry
battalion as part of a large fo rce , i.e. , Mar ine Amphi bious Force (MAF)
making an amphibious landing across the beach at Camp Pendleton . Thi s
constitutes the friendly side of the scenario. The Interim Test Facility
will not have any simulated air support. Consequently, the scenario
picks up wi th operations ashore . The aggressor or enemy force will be
a mythical force tailored after likely adversaries . All information
pertaining to the aggressor will be obtained from the Army aggressor ’ s
handbook. The basis for definition of friendly forces will be the Landing
Forc e Operational System Study (LFOSS). The LFOSS is a document that
provides a descri ption of fri endly forces in the future (e.g. an estimate
of fri endly forces fifteen years in advance can be obtained from LFOSS).

2.3 Automated Information Management

2.3. 1 General. To meet the requirements of modern computerized C3
systems , Perceptronics has developed and demonstrated an on-line Adaptive
Model for automatically selecting information . The model is an extension
of on-going information management programs developed for C3 systems
(Same t, et al , 1977), and for advanc ed a i rcra ft opera ti ons (S teeb , Chen ,

* and Freedy, 1977). The model conceptualizes messages or data i tems as
mul ti-dimensional entities which can be characterized by a set of
measurable attributes . The model computes an aggregate multi-attribute

- 
~~~• evaluation (MAE) of the message as a selection criterion . The model will

be used to aid in the trans fer of tac tical i nformati on among sources ,

database , and users .

S

1.
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2.3.2 System Organization. Figure 2-2 shows the major components of
the selection system in block diagram fo rm. Three stages are present:
(1) determination of the additive attribute level s for each message;
(2) resca ling of the levels using multiplicative factors; and (3) weighting

• and aggregation of the constituent attributes according to the specific
user and comand situation . Each of these functions will be treated in
turn.

2 .3 .3 Attribute Definition. The additive attributes are those factors
which act in a trade-off fashion (an increase in one factor will compensate
for a loss in a second factor) and discrimi nate between user policies.
As shown in Figure 2-2 , the attri butes are derived from the message
headers and from the database. The attri butes and thei r derivation
follow :

Attri butes A 1 to A 5: content area . Each message is categorized
in the header according to content area . Approximately 100 numbered
descriptors or data unit identifiers (DUIs) are currently used for this
categorization . Table 2-1 show s a subset of this list. By analysis ,
the set of DUIs can be partitioned into a set of 4 - 6 meaningfully
distinct content area s for each user. These membership a rea s define the
content ottributes. Presence of a DUI in a given content area resul ts
in a unit level for that attribute, a zero level otherwise.

Attri bute A6 : message age. The message header l ists the time
of origination of the message. The age is derived using the system
clock.

Attribute A 7: message length. The number of bytes of text is

obtained indirectly from the header.

Attri bute A8: user familiari ty. The number of times t - ‘ user

has seen the message . This is maintained in an interna l table.

I
2-5
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- TABLE 2-1

- REPRESENTATIVE DATA UNIT IDENTIFIERS

• (1) World Area

(2) Program Ind icator

(3) Installation Identification Serial Number

(4) Basic Encyclopedia Number

(5) Ta rget System

(6) Target Identificati on

(7) Target List Part

(8) ABCA Target Identi ty

(9) Theater Target Number

(10) Document Source

F
I
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The multiplicative factors are simply overall coefficients that
raise or lower the evaluati on of a message. The multiplicative form is
required since a zero on the factor level results in a zero overall
evaluation . No additional estimation is required , since each factor
influence is assumed invariant wi th respect to user responsibilities and
conriand situation . The factors and their origin follow :

Factor K 1: priori ty. Occasionally a high priori ty tag is
assigned to a message. Presence of such a tag results in multipli cati on
of message importance (K i>1). A 

~l 
of unity results otherwise.

Factor K2: accuracy/credibility . An accuracy estima te is
provided when unreliable i nformation sources are used . O<K2<l.O prov i des
a suitable range.

Factor 1(3: geographic relevance. The geographic location
associated with a message is encrypted in a 5 - 7 digit code on the
header. Thi s can be matched with a coded listing of the primary
geographic responsibility of the user . Matches between header and user
listing result in a unity value for K3, while non-matches result in a
degradation of importance; Oc K 3<l.

The above set of additive attributes and multiplicative factors
is considered to make up a feasible set. All of the factors are directly
accessible from the message headers and the database. The set appears
suitable for implementation although add iti onal fac tors may be eas i ly
added if required .

2.3.4 Attribute Wei ght Vector. Each user is assumed to have a policy
of information selection that depends on his responsibilities and on the
current comand situation . This policy is reflected in a separate vector
of attribute weights for each distinct situati on. For example , an

1

2-8
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intelligence officer may have a high value for political information
during a surveillance situation but less so during an attack. Of course ,
all combinations of user and coninand situation need not exhibit a disti nct
weight vector. Figure 2-3 shows how a given weight vector may be comori
to several different comand situations. Minimizing the number of weight
vec tors in this fashion reduces the required training time .

Estimates for a convnander ’ s attri bute weights , or his utility
for that attri bute , are provided by the adaptive porti on of the model .
The weights are lea rned (or trained) during session s where a comander
performs the tasks required in the scenario by choosing freely among a
menu of possible information items . The model begins wi th equal weights
ass igned to each attribute and then dynamically adjusts them in
accordance with a simple training rule.

The dynami c utility estimation technique is based on a trainable ,
multi—category pattern classifier. Figure 2-4 illustrates the mec han i sm.
As the user performs the task , the on—line utility estimator observes
his choices among the available information ca tegor i es or messa ges , and
views his decision making as a process of classifying patterns of
information attributes. The utility estimator attempts to classify the V
attri bute patterns by means of a linear evaluation (discriminant)
func tion. These class ifi ca ti ons are compa red w ith user ’s choices.
Whenever they are incorrec t , an adaptive error-correction training
algori thm is used to adjust the utilities. A comprehensive discussion
of this technique can be found in Freedy , et al (1976), or Steeb, et al ,

( 1977).

Training Algor i thm. On each trial or training sequence , the model
uses the previous evaluation weights (W

i
) for each attribute ( j)  to compute

the multi-attribute evaluations (MA E1 ) for each available information
category (1).

2-9
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MAE~ = j~l W~ A,~1

The model predicts that the user must always prefer the available
information item wi th the maximum MAE value . If the prediction is corrac t
(i.e. the user chooses the information item with the highest MAE), no

adjustments are made to the utility weights . However, if the user chooses
a message having a MAE less than that of the predicted message, the model
then adjusts the evaluation weights by pairing the chosen category with
the predicted category and apply ing the error correcti on training
algorithm. In this manner , the evalua tor “trac ks” the user ’s information
selection behavior and learns his utilities or weights for information
attributes . The training rule used to adjust the weights associated wi th
each of the attributes is illustrated in Table 2-2.

The training takes place in response to two types of behavior:
(1) routing of messages to the various nodes, and (2) v i ew ing or
di scarding the messages by the users. These two functions are illustrated
in Figure 2-5. The first , routing, is shown in isolation in Figure 2-6.
Here , a sequence of messages is generated from the scenario file , eac h
wi th a distribution list of nodes to which it will be routed . The
messages will be treated two at a time by the training algorithm . For

each node , the messa ges will be evaluated acco rding to the node ’s weighting
pol icy. If a discrepancy between the predicted routing and the actual
routing occurs , an error correcting adjustment will be made . For example,

node 1 i s sc heduled to rece i ve message 2 but not message 3. If an
evalua tion of the two messages using node l’ s weights does not correctly
predict this advantage , a correcti on of the weight is necessary. In

abbreviated form, the adjustment is as follows:

rw ~ ~ new - rw ~ 
-
~ 
prev i ous

L 11’ 12’”’ lN~ 
— L 

~~ 12’”’ lN~

-x ~[A21, A22,...A2N ] - [A 31, A32,...A3N)}
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TABLE 2-2

WEIGHT-TRAINING RULE

_________________________________________ 

p
CORRECTION DIFFERENCE

Chosen Pred icted
Adjusted Previous Adjustment Information-Source Information-Source

Wei ght We ight Factor* Attr ibute Level Attribute Level

= W 1 + A . (A 1~
) - A 1~)

= W,~ + A - (A
~ 

- A~~)

= WN + A - (ANC - ANP)

* A is a constant which infl uences the rate of training.

j 2-13



— 

~~~ 
:__ - — - - - --

Scenar io Fi le
+

Message 1
Message 2

Messa ge N
4

Routing

/ ~~~~~Node 1 Node 2 Node N
Queue Queue Queue

User User User
Response Response Response

/~ \View Hold Discard View Hold Discard View Hold Discard

FIGURE 2-5
MESSAGE HANDL ING BEHAVIOR S o n,n i P
IN INTERIM TEST FACILITY rs.~. r i

2-14



- _ 
-~~~~~~~~~~~~ -~~~~~

- -- - - ‘ ! “~~~~~~~~~~~~~~~
‘ 

~~~~~~~~~~ ~~. •,~.W r~~-~~~- —-. - --- -- ---- -.-~~~ ~~~~~~~~~~~~~~~~~~~~~~~~ III
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Message 2 1 , 2 [A21, A22,. ..A2N]Pa i r
2 Message 3 2, 3 [A31, A32,. ..A 3N]

H

Node 1 Node 2 Node 3

i. Weight ing  rW ~ rw w w ‘ rW w wPolicy L 11’ 12’’” 1N~ 
L 21’ 22’” 2N~ 

L 31’ 32’”’ 3M
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I
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Continuing in the example , node 2 is sent message 2 but not message 1 ,
and node 3 is sent message 3 but not message 2. Adjustments are made
to the node 2 and 3 v~cight vectors if the predictions are incorrect. In
this way , model predictions for each node are evaluated for each pair
of messages , and systematic corrections are made for errors .

The second form of behavior , use r res ponses to the messages
received , results in a similar process of observation and adjustment.
As shown in Figure 2-5, a given node will receive a sequence of messages.
The operator will ei ther view a given message or hold it for later viewing
or discard it wi thout viewing. The viewing is essentially an acceptance
of the routing, while the holding is a rejection of the routing. Each
pair of message comi ng to a user is evaluated by the model and a
prediction made as to the relative importance. If the user discards a
message of predicted high importance , and holds one of low importance ,
an error correcting adjustment is made as before.

These types of adjustment , according to routing and according

• to response , are made in concert. Each adjusts the same sets of user
pol icy weights. The use of two sources of behavior speeds the adjustment
process and provides inputs from both router and user as to distribution
policy .

2.4 AIS Functional Description

The AIS serves the fol lowing functions:

(2) It automatically routes messa ges from front line sources
to various nodes within the system .

(2) It automatically priori tizes the message queue for each
user as command s ituati ons c hange.

2—16
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(3) It scans the database for cri tical situation specifi c

messages .

Figure 2-7 illustrates the AIS aiding of the TCO information dissemination
function during the conduct of an exercise on the MTACCS Interim Test
Facility .

During a typical TCO exercise on the MTACCS Interim Test Facility ,
• the computer system serves the exercise players at tactical positions and

members of the Control and Simulation Team (CST) at control positi ons .
The data processing system supports the entry and transmission of messages
originating from both the pre-established simulation file and the live
operator positions. Exercise operators assigned to each tactical position
perform their normal military functions. They respond to stimuli from

other operators , from CST members and from outputs of the simulation file.
The system contains routing tables to control the distribution of
messages. The routi ng tab les are based on message type and or igi nat ing
node. They provide the prelimi nary distribution list for each message .
The operators can add one recipient to the message distribution list
wi thout having to change the standard routing table. They possess
temporary manual override capability on the standard routing table by
designating a specific destination for a message at the time the message
is sent. FCirther, for eac h user , separate message queues exist for each
message precedence category .

The Adaptive Information Selection wil l  aid the projected TCO
routing channel (in the performance of these exercises on the test
facility ) by automatically routing the messages and prioritizi rig the
messages in each user ’ s queue by utilizing the multi-attribute evalua ti on
model approach. The specific functions of the various elements of the
A IS as shown in Figure 2-7 are discussed below .

I
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(1) Message Attribute Extractor. The message attribute
ex trac tor “extracts ” the attribute levels from each message
(suppl i ed by the pre-established simulation file and line
operator positions) based on its header, con tent area , and
tags. This information is partly contained In a table
look-up format for each message ID.

(2) Familiari ty Indicator. This is a counter for determining
the number of times spec i fic users have viewed a particular
message. It assigns a value to the familiarity attri bute
level base d on thi s count.

- I (3) Multiplicative Modifiers (M~~. Based on message headers
resident in the TCO database , the MM function outputs scale
factors to rescale the attribute levels before sending the
message to the MESSAGE EVALUATOR . Two of the MM, viz

— accuracy and cri ticability are user independent , whereas
geographic location or locale is a function of the specific H
user. H

• (4) Message Evaluator (ME). The ME function weights and
aggregates the consti tuent attributes according to each
specific user and command situation . Using a set of
multi -attribute evaluation (MAE) models , it performs the
following two functions :

(a) It determines (1) distribution list of recipients (user

1, d, g in Figure 2-7 ) for each message which it
recommends to the exercise operator (manual router).
The exerc i se opera tor reta i ns the preroga ti ve to acce pt
or reject this recommendation . (2) it prioritizes or
ran ks the messa ges i n each user ’ s queue accor di ng to

I
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changes in the command situation as reflected by
corresponding values in the weight vector provided by
the WEIGHT VECTOR UPDATE FUNCTION .

(5) Wei ght Vector Update (WVU) . The WVU function selec ts
appropriate weights per attribute for each user as the
c ommand situation changes.
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3. EXPER iMENTAL STUDIES

3.1 Automated Simulators

- - It is planned to subject the AIS to two stages of exploratory
test ing i n the current year ’s work. The fi rst stage will entail automated
simulations wi thout human subjects. Sets of attri bute vectors will be
generated and presented to a “model operator”. The model operator will

• be programmed to make decisions according to a set of pre-set weights.
Refinements of the adjustment rules , training procedures, situation- I structuring, and model form can be made quickly and easil y using this
type of automated simulation.

3.2 Operational Simulation

Software is currently being written to use the Tactical and
Negotiations Game (TNG) as a preliminary “gauge-test” of the capabilities
of the AIS. The TNG is an in-house simulation of ~ tac tical messa ge
distribution situation . The intent of this exerci se is to demonstrate
the effectiveness of the AIS in compari son with an operational Adaptive
Aiding System (a precursor to the AIS).

The software of the Tactical and Negotiations Game (TNG) was
carefully reviewed . it was determi ned that its structure is somewhat
incompatible with the type of C3 messages and environment existent on
the Interim MTACCS Test Facility . The messages do not contain the

I perti nent header informati on necessar y for proper di scr imi nation i n the
Multi-Attribute-Evaluator (MAE) model . Timing information and distribution
information are s imi larly not ava i lable concern ing the 1MG messa ges.
These messages are currently being modifi ed to incorporate this necessary

• information .

•

rL 3-1



~~~- • -~~~~~~~ - — --
~~~

•.-
~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - --‘I

The in-house operational simulation currently being implemented
will consist of two phases. The first phase concerns the training
subsystem. Here, the parameters (user weights) for the MAE model are
determined during a training session . These weights will be specific
to the subject and the command situation. The system will display a pair
of randomly selected messages from the entire message pool on the screen.
The subject will indicate his preference for one of the two messages
depending on his information preference and the current command
situation . After a sufficient number of trials for each command
situation , the subject’s weights will converge to a stable set. At least
two subjects will be trained before going on to the next phase. A logical
description of the Master Scheduler for the training subsystem is
presented in Table 3-1.

The second phase of the operational simulation concerns the
testing subsystem. During this phase, the testing will take place to
determi ne if the system trained weights conform to actual informational
preferences. The system will continually route messages to at least two
di fferent subjects. The messages will eventually form a queue at each
subject’s terminal.

The system will then select a message from the visible queue to
present to the subject. The subject can rate whether the message
selected from the queue for him was the one he would have preferred under
the given command situation . in this manner duri ng the testing phase,
the system can gather statistics on how well the MAE model was trained
to automate the routing and prioritizing function for a particular
subject. A logical description of the Master Scheduler for the t~sting
subsystem is presented in Table 3-2.

0;
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TABLE 3-1

PDL - DESCRIPTION OF TRAINING SUBSYSTEM

Master Sche duler

getatt Read all attributes
Initialize weight matrix

crtset Iritia lize subject CR1
For (COMMAND SITUAT ION 1 ,N)

CON VERGt ’FAISE ’
W hi l e not(CONVERGE )

slect2 Select attri bute-vector pair
Display attributes
Process subjec t res ponse

trnmau Conditionally train current weights
If (training occurred )

normli z Normalize weight
Update training statistics
If (criteria met)

CON VERGE= ‘TR UE’

Wri te weight matri x on a file
End

3-3
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TABLE 3—2

PDL - DESCRIPTION OF TESTING SUBSYSTEM

Ma~ter Scheduler

getbias Calculate message byte-biases

getatt Read all attri butes
Read weight matrices

crtset Initialize both CRTs
Reset clock and statistics
Get scenario from operator
(including optional control cases )
For (CONTROL CASE 1, MAX)

COMMAND SITUATION=FIRST
IF (CO 1~iAND_SITUATION�LAST
Sleep N seconds
Increment clock by N
If (T ime for nex t message)

Randomly select a message
route Route it

subjmon Monitor subj ectl
subjmon Monitor subject2

If (Time to change)
Get next command situation

Print average rating

End
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3.3 Transfer of AIS

It was agreed that the best approach for implementing the AIS
at the In te r im MTACCS Test Facility would be to recode the modules of
the AIS in Fortran at the Test Facility itself. The inhouse simulation
i s be ing coded i n the C langua ge under the UNIX opera ting system. The
Test Facility uses a PDP 11/70 computer running uder the lAS operating
system. Perceptronics has a PDP 11/45 running under UNIX and does not
possess the Data Base Management System (DBMS-li) used at the Interim
MTACCS Test Facility . Without DBMS-li , no attempt can be made to
implement the entire AIS in-house. The effort will therefore be
directed towards checking out the individua l modules of the AIS at
Perceptronics and then transferring them to the Interim MTACCS Test
Facility . The major effort involved in implementing the AIS will be
in interfacing with the existing software of the test facility . This
interfacing is best accomplished at the Interim MTACCS Test Facility
itself. We have received confirmation from personnel at Camp Pendleton
that this is the best approach. In this way, the program effort can
concentrate directly on the Marine application.

3.3.1 Eguipment. The MTACCS Interim Test Facility system comprising
a minicomputer networ k w il l eventually cons i st of:

1 DEC PDP-1 1/70 minicomputer
8 DEC VT-52s (terminals)
2 Vector General graphic devices (CRTs)

Software. The software for the new MTACCS Interim Test Facility
system w ill cons i st of:

(1) A CODASYL-type database management system (DEC DBMS-il

Version 2).

I
e
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(2) A powerful and flexible operating system that provides rea l-
time , periodic time-sharing and batch operations (lAS
Vers ion II).

(3) Ava i lab le languages i nc lude COBOL , FORTRA N, MACRO, CORAL-
66.

3.3.2 ICO Database Structure. The TCO database wil l  be a distributed
database containing the aggregate of the data stored at all TCO centers .
The distri buted aspect will be transparent to the user. Applications
programs making up our AIS model wi l l  access the database and so wil l
users through the Database Query Language. Our portion of the database
wil l consist of the tables for routing and the data structures for the
weight vector information.

The Data Base Management System greatly facilitates the
organization and management of information used at the Interim MTACCS
Test Facility . It rel ieves the applications programmer , wri ting software
suc h as the A IS , from the burden of having to know the physical structure
of the data base. The programmer would normally have to use the
capabiliti es of the operating system to perform all his input and output.
This involves knowing all the possible access methods , the proper syntax
for using these access methods and , in genera l, very bothersome details.
With the Data Base Management System , the user need have only an
application -ori ented or logical vit~w of the data base and not worry about
how it is physically stored .

The Data Base Management System being used by the Inter im MTACCS
Test Facility is Digital Equipment Corporation ’s DBMS-l i used on a PDP
11/70. DBMS-li is an implementation of the CODASYL data base language
specifications. It provides data base facilities for both PDP-ll COBOL
programs and programs wri tten in other languages . The DBMS-li Data Base

I
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Control System provides data control and manipulation functions that
application programs use to manipulate data stored in the data base. A
COBOL program invokes these functions through the COBOL Data Manipulation
Language (DM1) statements. A non-COBOL program must access these functions
via an external subroutine CALL statement. The generic interface program
which manipulates the data base will be written in COBOL . This program
interfaces between the AIS which is written in FORTRAN and DBMS-il.

DBMS-li supports both network and hierarchical types of data
structures which are used on the Interim MTACCS Test Facility . These
data structures are defined using a language facility which is part of
DBMS-li. DBMS—il provides separate language facilities for the description
of data and for the manipulation of data . This separation removes the
data description function from the scope of application programs . Also ,
the separation of data description facilities allows integration of all
data and data relations into a data base that is common to all application
programs that use it. This reduces data redundancy and improves data
consistency . The data description features of DBMS-il provide for the
descri ption of the complete data base and for descriptions of portions
of the data base. The descri ption of the complete data base is referred
to as the schema , while the descriptions of portions of a data base are
called subschemas. While there is only one schema for a database , there
may be any number of subschemas , each describing a portion of the data
base used by one or more applications programs such as the AIS.

A subschema allow s an application program to have access to only
the particular part of the data base that concerns it. The Data Base
Adm inistrator (DBA) creates the schema and subschemas using DBMS-li’s
data descri ption languages (DDLs).

The following are important concepts about schemas and subschemas:

a.

L. 3_7

_ _  _ _ _  ~~~~~ --~~~~~~~~~



r~~~ 
— -_ — — -— -

~~ 

-_ - -- — ~~~~~~~~~~~~-_ _  
-

(a) The schema is established i ndependently of any user program
or any subschema .

(b) A subschema is a consistent and logical subset of the schema
from which it is drawn .

- Cc) Any number of subschemas can be treated and are independent
of each other.

(d) A user program invokes a subschema and can reference only
those data base records defined in the subschema .

Perhaps the most important feature of a data base management
system is the ability to support logical data relati onships . It is this
capability to relate record occurrences to one another that reduces
duplication of stored data and provides direct access to associated
records. The set is the mechanism by which a logical relationship is
established between two or more record types. It is a concept that permi ts
the construction of a variety of data relationships . Each occurrence of
a set includes one occurrence of an owner record type and zero or more
occurrences of one or more member record types. Any record occurrence
can parti c ipate in any number of set rela ti onship s as either an owner or
member. This feature allows the construction of complex integrated data

• structures.

A diagram of a portion of the schema definition for the Interim
MTACCS Test Facility is shown in Figure 3-1. Each box represents a record
type and the di rected arrows define a set relationship. The tail of the 

-

•

arrow touches the owner record type and the point of the arrow touches the •
member record type. The labels and acronyms on the arrows name the set
relationships and provide information on how the records are ordered
wi thin the set. They also provide information on wnether or not new record s
of a particular type are automatically or manually included within the set.

L 3-8 
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This organization of the data base facilitates intellig ent access

by a variety of users . Data control and access has evolved from the H

earlier notion that each program creates and manipulates its own data
i ndependent of other data that exists in the computer system. The concept
of a data base , shared among severa l programs concurrently, places
additional requirements on the computer system that has access to that

• database:

(a) Data must be accessible in a form and order that is best
suited for each individual program.

(b) Data must be concurrently accessible to all executing
p rograms .

(c) Data integrity must be protected from undesirable results
of concurrent access by different programs .

(d) Data must be protected from unauthorized access.

The DBMS-li seems to prov ide acces s and contro l of a data base in
acco rdance w ith the above requi rements.

The operating system designated for the test facility is the t
Interactive Applications System ( lAS). lAS is a multi-functional
operating system for the PDP 11/70 and 11/45 computers . It supports the
concurrent execution of three processing modes: Interactive , Batch , and
Real-Time .

Real-time applications operator on a priority basis , w h i l e

Interactive and Batch jobs are time-shared.

I
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3.4 Estimated Burden of AIS

The following is a breakdown of the costs of operating the AIS.
These cos ts i nvo l ve the additi onal memory needed for the software and
the added response time due to the AIS. In the memory forecas t, (Table
3-3), total cos t i s reflec ted in the predi c ted number of lines of Fortran

• code needed to implement each pri ncipal function. The total number of
lines is then translated into a memory estimate in bytes . This does not
include I/O routi nes or other system functions which should already be
in memory . In addition , the extra data areas needed are g iven , such as
for the attribute level tags associated with each message .

For the response time calcu l ati ons , a wors t cas e exam p le is gi ven
wi th the assumptions of a message pooi of 105 messages with eight
attri butes each and three users receiving the messages. The Router and
Familiarity Indicator programs should add minimally to the response time
of the AIS because much of the code involved in these routines should
already exist. Essentially, the only additi on to response time is due
to the Message Evaluator and Prioritizer. The calculations of execution
time involved in these routines is shown in Table 3-4.

As of now, the wors t case MCTSSA es tim ate for messa ge delay on
the TCO is 5 seconds (based on former test facility), and the amount of
memory allocated for the test facility is 300K bytes. Our prediction
of the AIS response time is about .05 seconds , which compared to the

existing response time , is negligible. Al so, the 24K bytes of memory
needed for the AIS i s small compared to the ava i lable storage. It appears
that the impact on the system of the added response time and memory of
the AIS will be minimal.

a
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TABLE 3-3. MEMORY FORECAST

Principal Function Lines of Fortran Code

Critical Message Scanner 150
Familiarity IndIcator 100
ModIfier 100
Weight Vector Updater 100
Message Evaluator 50
Prioritizer 100

Total Lines 600
Number of Bytes 20K

Data Areas 4K
TOTAL MEMORY 24K

TABLE 3-4. AIS RESPONSE TIME (WORST CASE)

SAMPLE 105 messa ges
8 attributes
3 users

MAU CALCULATIONS:
105 X 8 X 3 X (LOp Sec . + 2.5p sec .) Floating Pt. add & multipl y
— 8.8m sec. + lOm sec. (overhead execution time)
l8.Bm sec.

To priorit ize messa ges :
• ios 2 X 2.Op sec . (for a com pare & load )
* 22m sec. + lOm sec . (overhead execution time )
— 32m sec.

Total MS response time • 51m sec.

I
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