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A B S T R A C T
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associated life cycle costs of air~ crne dig ital

computer systems, bcth the hardware and the programs

necessary for successful operat ion or the system . Ih€

scope of the study is limited to tne compute r system ,

not tae sensors, keyboards , displays and other

peripheral equipment.
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I. EXECUTIVi~ SU~%MAk~’i

A. PUEPCSE

The ~ur~ ose cf this study is to assess the impact of

Large Scale Integration (LSI) of electronic circuits with

respect to future airborne digital systems . Althou gh the

findings are applicable to any airborne system , the focus of

th i s  s tud y is t h e  VSIOL aircraft projected for develcpment

and  ~roduc ticn  in the  1985 t iwe f r am e .

E. SCOPE

The study addr esses the design , i m p l e m e n t a t i o n , testing,
servicing and the associated life cycle ccsts of aiLborne

digital ccm~ uter systems, both the hardware and the prcgzams

necessary for successful operation of the system. The scope

or the study is limited strictly to the dig i tal  c o m p u ter
sy~i tens  and  does not inc lude  the  sensors , w h i c h  p r o v i d e  the
data , t h e  disp lays, keyboards , and sw i t ches  which  p rov ide
the human interface, or the effectors whicn help carry out

the acticni ot the system .

Pf
~ECZI~I14Q p~~~ ~~~~~
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C. ~.~lJEL ’IIVE

The study provides information for decision wakir .g on

the fu ture course of action in the bighly volatile

eJ.ectronic circuit industry. The study also provides a

design phi~ csosphy, an analysis methodology useful for

program design , and a life cycle cost analysis ~€thod

applicable tc simila r studies.

~~~. M E T U C E  OF A P P R O A C H

The s t u d y  f i r s t  explores  the  i m p l i c a t i o n s  of ti’e
technologica l changes  whic h are b rougn t  a b o u t  by Large Scale

Integration. Although the technolog ical changes relate to

narduare , these changes imply corresponding changes in

sys ta~ architectur es and programming . Cne of the most

impor tant cost components is the software design. The study

describes a set of software design principles which

emphasizes uniformity, homogeneity, and a testable design .

The design principles are applicanle particularly to

tactical systems which are known to be complex and difficult

tc tes t.

We separate the softwa re design from hardware

i~ pl~ wentaticn. The software design can te carried out

without committment to a specitic comput er hardware. The

cpera tional programs can be developed ar .d tested on

developmental systems which are specifically suitEd fcr

program development.

Sof tware design , implementation and test ing is a tim~

14
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c o n sun in ~ ~~~~~ a n d  ~ u m a j o t  uy~.t tm s takes ytat s t o

de v .Lop. UcC~~~ions on wh i ch  c o m p u t o i  har~twai.~ to us~ can be

m~td ~ a t  a p o i n t  in tim e near t h e  01~I1 0 1 t h e  d )vei cpmen t

cyclt~. lhi~ i nsu r e s  an up—t o—dat e haidwat ~ imp iemt nt ati on

and an improved transferab ility Ct sottwaie rtoducts .

~~ ~~oo t w o  m dj o r  t r e n d ~ in  ~ i r t o r n e  ~ y~~t e m ’s
aic t~ c tuta� ~. rh~ s~ alterua tiv os Icr haidw ~are

i m p t o m e n t a t i c u  t t ~~~: t h o  h o m o q en e o u s  a n u  the h t t e r jtn~ ou~

~ys t ~~ms. I.~ hotuo~itnecus  ~ yst~~m Co n s i s t s  OX ~ c o l l oc ti c n  of

c U W I ’UtIi L~~
. t~3Ch ot w h i c h  is fu n c t i o n a l ly  ident  i ca l .

h o t  ~. u n ~ ou~ syst oms conta in at lea~;t t wc t u n c t  i c n a l l y
dt tt~~rent ty~ e~ ci compu t~~i:~;: the “ m u ow~~ut t r~ ” a n d
th  “ .~n t h t d~ie d” co~u p u t o t ~; .

[ii c u .t~ i to d~~v o lop  a l i t  o cycle  co~ t ~i n a l y ~.i t cr t •~~~~

t w o  m~t j c  t desi~in  a I t o r n at  ivc~;, we t iis t d~’vo1o~’ t Lu

uo j oct o~t t unct 10 na I requ ii om~’ nt :~ t o t :  the V :~ ~0L ( at t ack

V~~L s l o f l )  t a c t i c a l  sy st ~ ’m .  Ueca u~~. t h t  t u t ~c t l c n ~~l

‘ u i r e m .~nt~ ot V L~ N ) L w i l l  ~e s i m i l~i r  t & ~ t h e  p r e~~e n t l y

o r a t i o n a l .  4ttack ~t i k C L ’ i  t t , Ae~—~ , we ~.tudy the A b— ~ in

t e a t  d o t i i l .  F r o m  t u e  d e t a i i s d  dat ~ w~ c a n  e st iu t a~ e w cr s t

C~ i~~~t~ sxecutic n times , t h e  n u m b e L ’  ot  V~t L  iat los shartd by

~~~~~~~~~~~~~~~ t h t ’ n u n l ~er el i n s t t u c t ion  ~ , constants m d

v4 L i . t b L ~ i n  t h e  ~~U 0 ¼ ~ L ams. by k n o w i n q  t h e  ~~xe c u t  i on  t i m

l e t  p a t  t i c u l e t  ~.n s t t : u c t i o n~ on ~ g i v . ? n  c o m p u t e r , we c~tn

~~ .t  i w a t e  the ~~~oc nt i o n  t i n t  ~ ot ~t ’ ~ t :ani s e qm ~~n t s  ~x e cu t e d on

t h a t  ce.u~~ut.’~~.

prom thi da~ •t w t ~ c.m n ~~‘i p a r e  t h ~ cmo~ en eou~ and

b~’t~~
Loq

~’n~ ~~~~ im limont ~t t  ion .m It orna tiv es tot t h e  A t 3 — l ~ or
10 . 4 pti ’j. ct~ d : . y st i ~m ~.uch as t h e  VSTOL . The 1 it e cyclt

c o t  t ’~~t 1~Lt t  • ~~~~. •1 . v ’ t o ~~. ’~t ~ ~ no ~t L t L H a t 1 v I I ~~.

on  t h t ’ .tnaIy~~~.; e~ t t i e An—h sy~ ton , it t~~

• •
~ •~ t~ I i h~ • t t hat ~ ~ ‘n t ~y m i t .  k~~t e l  L :~ c ~‘nI p U t •~ t ~ ~ an  

~~

~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~



used  to ~ a p i e m ~~tit t h e  sy s t t m s .  W e d ev e l o p  ccst coz a pa i i son s

wn ich  U~iE pr~ sen tly available cost data. ~e project ti’e

cost c om p a r i s o n s  i n t o  the  1985 t i m e f r a m e  b y  st r u c t u r i ng  t w o
scenarious and  thr~~ cases within eacn: the “most liktly ”,

t n e  “optimis tic ’, and the “pessimistic ”.

£ .  M A J U ~~~ F I N D I N G S

1. 
~~~ ~~~~~~~

ih e n  we disc uss the cost of sof tw a r e , we d i s t i r g u i sh
b e t w e e n  s o i .t wa re  d e v e l o p men t  costs a n d  s o f t w a r e  a gu i s i t i on

costs. Ih~ develcpment is a “human inten sive ” acti v i t y and
i t s  cost is hig h in cou tp ar i scn  to p r o d u c t i o n  costs cf L~~I
circuits. Al tnoujn prcgraut developtnen t costs  are  v a r i a b le .
the variability is g e n e ra l l y  bounded  by  $5 — £10 per

i n s t r u c t i o n .  The p r o g r a m  a~~u i si t io n  cos t  i~ d e p e n d en t  on
the number of potential users of the ptcgrata . So~ tw a r e
development tools such as editors. assemblers , c o m p i l e r s ,
d€~ uggers and operating systems can be bcuyht for £30 —

$1000 per program. rti e aquisiticn cost per instructior for

widely used programs ranges trout £.~)d1 
— $ .02 , a b o u t  t h r e e  L

tc tour ciders of m a g n i t u d e  d i fr e r e n t  t r c m  t h e  p r o g r a m
producticn costs. Th~~zefore custom built scftware , w h i c h  i~~
exclusively designed tcr the N i vy (CtiS—2 compilers , A N/ UY K—7

op eratin~i systems , AN /UYK— 20 operating systems) is high in

aguisit icn cCst in comparison ‘~~) widely used compilers and

opera ting systems . To minimize sottware costs it is

importan t tc avoid custom built software as mu ch as

possible .

2 .  ~~~e ~~~~~~~~~~~~ ~~~~~~j i t ioD  ~~~ S
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he again distinguish betw~~ n hardware dev elopm ent

costs a n d  ~i a r d w a r e  aquisition costs. Har dware deslgr and
developm ent is a “ h u m a n  intensive ” process , hence the design

and development cost is high. rIte hardwar e aguisiticn cost

v ar i e s  widely. If a distributeu comp ut er system is built

tr out modular L3 1 s i ng le  board computer systems whic h t~~e

w i d e l y  used , the aquisition cost per ccaputer is in the

ran ge from $500 — $2000. If the com puter is a custom

de s i gn , t h e  p r i c e  pet  c o m p u t e r , even  it  L S I  ch ip s  a rt  u scd
in t h e  desigr , jumps to the range $20,000 - $50 ,0 0 0 .  To
minim ize aquisition costs it is importa nt to avoid custom

designs and custom built hard~ ate ~s much as possible . In

tht highly ccmpetitiv€ LSI hardware utar ket , the wi de ly used

hardware aquis ition costs are likely to drop and ma ke the

tutur e cost differentia l between custom designs and widely

accepted uesigrs even greater.

I .  
~ is D~~

Changes in softwat~- hav e an extreme ly hig h ccs t ~er

in struction . Literatur e quotes a range from $500 — $~~000

per iHS tiuctiOn. The cost is d~’pen dent on h o w  modul ar the

pro gram s art , how we l l  t h e y ar e  docu me n ted , th e complexity

ci ptogt.ams, the l a n g u a ge used , etc.

Any errors in the program w u i c h  pass t h e  a c c ep t a n c e
tes t s  4Lt particul arl y expensive because the tudin t ai n eLs

have to b~ coutt as tami liar with the ~Legram as the

originators. Exha ustiv e acceptance tests , on t h e  cther

h a n d , are imp o ssible to conduct (There are approx lwat~ l y
10k’ pos~ii~ le program paths in t h e  k b — h  prcgram ) . Mcdular

design and thoroug h modul e testing is the way to a c h i e v e

~ uc c oes .  

17
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1n~ cost differential netween homogeneous and

heterog eneous syst ems for maintenance and u~ date ot softwar e

d ep e n d s  on the languages used to construct the software. It

cnly a single higher level language is used , the Cost

differen tial is small. Assumed here is that the bigher

level language compiler aguisi ticn cost h45 b e e n  included in

the sottware aquisition cost. If assembly languages are

permi tted , the educatrcna l cost of software maintainer s wiil

vary in proportion to the numbe r of distinct computer types

used in the system.

4~ ~ he H a ; d w a~~e Main tenance  Cost

ihe hardw are maintenance cost ditferential between

hcmogenecus and heterogeneous systems is large. The

educational Costs of maintenance personnel ate proportional

to the number of distinct computers in the system. The test

ptoc~ dur es and test programs necessary vary in direct

p zop crtxon w i t h  t h e  n u m b e r  of distinct compcnent computers .

Ihe  s p a r e  p ar t s  i n v e n t o r y ,  t h e  p a p e r w o r k  in t h e  s up p l y
system , and  t h e  d o c u m e n t a t i o n  at the repair facility — all
the se costs are multiplied by the nun~ er of dis tinct

cowpu ter~ in t ac  s y s t e m .

D .  ~~C 5t  ~~U t ~~ ~~ Qj~~ flOfl

Fi gure I. 1 presents the estimated cost comparison

be tween two igpleutentation alternatives: the homogeneous and

the heterogeneous. The homogeneous alternative consists of

a system of identical LSI computers in a hom oqenecus

network. These computers are commercially successful and
satisfy m ilitary standard requirements iutpo~ ed by the severe

environ ut— nt in which the y must function. Three examples or

18 J
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presently existing systems are: Digital Equipm ent

Ccrporation ’s L~ I 11 , INrEL ’s 8080, Texas Instruments ’ 9900

family.

Ih e  h e t e r o g e n e o u s  a l t e r n a t i ve  ccns i s t s  of a

so—called “mission computer ” surrounded by a variety of

possibly distinct senscr embedded LSI computers which act as

pre~ processors to the s y s t e m .  The system is connected by a

time—multiplexed data bus , such as the military standard

1j 53 . P r e s e n t  examp les are the P— iS , and t h e  F—18 tactical

sy stems.

Ihe hardwar e ccsts ate substantially affected ly the

passage ct tim e , hence they are estimated rcr 1q77 and 19o5

to illustrate t h a t t h e  advanta ge to the hom cgeatous system

becomes even grea ter as time passes. The software costs

illustrated are bas ed cn the navigation , Lallistics , and

ccu~m a n d  mod~ l.:s abstracted in this rep ctt t r o i n  t h e  A b — E
operational n igh t  proyran . ~h i le  no t a complete picture of

the V SICL operationa ’ flight progrus, since that program is

no t yet ~pccif ied , it does provide a r~~iscnabl e

representation of the core set of comp utaticns common ecross

all V STU L variants.

19 _ 
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figur e I. 1 show s t h a t  th e  estliated soitw aLe

aguisition costs dc not d i t ~~er  sub ~~t a n t i a l ly  in  t h e  t w o

alternatives. Eh~ re are uncertuintie~ dependent or tn~
aguisition strat-~gy . l~ the Navy special language Cf~~—~ is
a reguir ement tot all programs , in~-ludinq emkedded processor

program s , then a C~MS— . compil er would have to be written for

each compute r . ~e assume that this will not be done sad

that a variance will be granted for the periferal computer s .

if a widely used highe r level iangua~~ (FO~~Tt~AN , ~ASIi) is

permitted , a relatively small aqui.~i.ticn cOst is a s so c iat .~J
with the compilers for the LSI computers.

The differenc~s be tween the bomogenecus and

heterog eneous alternatives are greater for the har dwa re

aguisiticn ccst estimates. A special purpose design fcr the

Nd Vy cannot be cost—shared and hence the hardwar e aquisition

CCbt fc~ the “mission ” computer is high ($50 , 0 0 0)  . Tn~
e&b€dded computers are low cost items ir no unif o rmity

requirements are impcsed and eacu subcontractor USES “his
own ” favorite embedded computer. In  t h - ~ ~~ m og~~n~~ou~ -•

alternat ive embedded coalputers must nt identical , h~ nce a

higher aguisition cost is required if the embedd ed systems

m u s t  be r e d e s i g n e d .  The  e s t i ma t e d  h a r d w a r e  aquis ition cost s
for the heterogeneous system is nevertheless higher.

The software waintenanc~ cost estimate is higher for

the aetercgeneous system. The cost aitterence is greater if

assembly language programs are used in the ~m tedd~d

computers.

Ihe hardw are mainten ance cost t s t i m a t e  h a s  t h e
largest diffrre nc e between the homogeneous and heter~ gtneous

alternativ es. If the har dwar .~ reliauili ty is as hi gh as Is

€x~~ ct ed , then t he  total estima ted m aint enanc e cost will ~~
lower than cur present exper i.~nce  i nd ic at e s .  T h e  d i  t ~ t 

-- • - - -~~ - -J~~~~~~~~~~~
-
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in to tal costs between the des~ qn alternatives hi~~1

th~~r~~toz~ be less proncunce d than shown ~n f igure 1. 1.

Not included in this summary but sp-?citied in

chapter IX is the additional Cost ot aircrazt overdesi~~n ~or
th e extra weig ht inherent in the mission ccmputer et the

he terogenec us alternative .

Ihe total cost estimate compariscn betw ee r t~~~t

system ’s alternatives shows that the homogeneous system has

substantial advanta ges over the heterogeneous alternativ e .

However , t o  ca~~ry out the homogeneous desi gn ccncept

requires a high degree of d i s c i p l i n e  an d  c o o p e r a t i o n  t~~tw~~~n
ccutractcr s , subcontractors and the Navy project ottioe .

eccause ~rcjects are fund~ u on the basis or aquisitic u cOsts

rather t h a n  lifecycie costs , the homogeneous syste~ must

show its advantag es durin g the aguisit~~on p h as e , whi le ~~C S t

c~ the ccst differential will appear during the m aintenance

p h a s e .

1
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1. ~3 A C A ~~ CU t ~D

Al tX~ough analcg d€vices which mig h t be called analog

comp ut ers nav e beer ustd in airbcrne applications tot a long

time , di~;itai cow~ uttr~ have reen used only rt .centiy , in the

late 19o0’s and early Ig7~i ’s. The Navy attack tircratt AD— S

a:~u Al— hjVe a c o mp r e h e n s i v e  t a c t i c al  s y s t e m  t~a s € c  on a

gen eral ~urpcse diy~ tal computer. The a n t i s u t m a r i n e  w a r  t a r e
aircra~ t, t h e  kJ— ~ and Si— A , the ra dar surveillance

a i n c r a r t , e~~— C , and  t h e  e lt - ct r o n i c  w a r t a n ’ e a ir c ra :t  E b — ~ al l
d~ p€nd on a general purpose digital computer system as a

vit al p a rt o: t~~e w e a p o r ~s system . 8ecause o~ d e o r e a s i n g

costs , weights , and pow er requirements and i nc r ~~a s i n y
teliabil~ ty •mnd capability or dig ital electncnics , the trend

t o w a r d  a c r e  use  ci dig i ta l t e c h n o l o g y is c le ar .

T h er e  is also an ot~se r v ab l e  t r e n d  in  t he  s y s t e m ’s
archite c tur e of t h e  N a v y ’s p r e s e n t l y  a c q u i r e d  s yst e a s .  Th e
k— 18 typifies tht concept ot the tactical system consistin~i

a cen tral “mission compu ter ,” a dual Cpu A N /UYK—l~~, which

is the so called airborne Navy “standard” computer ,

surrou ndtd hy a distributed set of “embed ded ” comput ers ,

each ot which is dedicated to some nixed tunctional tasp~
such as navigat ion , tii~ ht control , or ti Le control. T~ e

“mission ” computers together with the “embe dded” compr tc rs ,

which tra y o~ difrtr~ nt from eacn oth er , mak e u~ ~
“heterogeneous ” digital system.

1~
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In lignt of tee rap idly changing I.arge Scale Integration

(151 )  technology, there are nu m e r o u s  choices to i m p l e m e n t
future airborne systems . Which choice is made will have

impcrtant ccnseguences in cost, weight , reliability, and

capability. Ihis study addresses two major alternatives or

system ’s impl€mentaticn: the honcgen€c u~ alternative

consisting of a system of funct ionally identical processing

e l e m e n t s  c o nn e c t e d  i n tc  a r e g u l a r  n e t w o r k ;  t he  h e t er c g e o u s
alternative which contains a central “missicu computer ” with

a mix oi “ew~ eddeu ” prccessing elemen ts connected ir.tc a

network by a serial time multiplex data bus , such as tne

~~L S I D  1 5 5 3 (e ) .

The technical feasibility of the homogenecus alternative
is subject tc guestion , because there is a bElief that the

currently available LSI processing elements are too slcw and

too small tc carry out t he  tasks demanded by a real time

tactical system . A substantial part of this repcrt is
d€v cted to e s t a b l i s h i n g  the  t echn ica l  f e a s ib i l i t y  or t h e
homog enecus alternative.

Several reports have addressed the iap lew entaticn ot

tactical systems 
- using LSI processing elements. Tue

Hcneywell report [ 13] represents a view which anticipates

that tee airborne computing will  soon be ccme distributed

among identical LSI processors which are ccnnected by a data
bus of high dat a rate . The report r€ccmm ends that we

proceed with laboratory models instead or paper s t u d i es .
although the study anticipates microprocessors of some

capability, the authors in 1973 did not anticipate the

powerful single chip ccmputer s available in 1977.

~exas Instruments , ( ‘4 3 produced a report in 1975, which

accurately projected the availanility of 16 bit

micrccoaputers wit h multiply and divide functions executed

at the speeds which are realized in 1977. Their analysis

21e 
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accurately ~ rejects costs, develops ~~sign •ethodolc ~~ t~~r
di stributin g computing aaon~ a collection ot .0

1ade~~P n 4 t L t l y  o p e r at r i . g p r o c e s sor s  connected by a local buz.

inte ar ;tfl i t y groups . -r ht atti n ity j r e u p s  in t u t n  a~~e

connected by a glo bal bus to form the tdctical system . rite

report inc lude~ ana iysi~ and design tce1~ which ale ~er k ~~u
o u t  i n  g r e a t  d e t ai l  an d  p r o v i d e  a d e s ign e r w i t h  u s e f u l  t o ol s

tc tapl~ m ei~t a tactica l system with p ie~ ent ly ~ V d 1 l d t ~it
cc~ipu ters . ih~ ir r~ pcrt clcsely ~aralltls t h e  analy sis

: c u r a  in  t n i ~ r ep o r t .

~ r~~~cr t  b y ~cOcr .r i e l l — ~~ou q l a s  (
~~

] represents t h e  v~~~w

t:~at a c ?n - t r - a l  mission com put er , surrounded b y  the specLi l

pu rpo s e ecaputer s is the pre ferred design. Ci str ibut ±rq tn~
proces se s  a m o n g  m a n y  small computer s cr~ a t~ s reliatil i t 1
pte~ le ms, acccrdin~i to their report.

Sp e r r y  U n i v a c  s t u d y ( s )  c o n c e r n s  i t s e l t  ac re  w i t h  ce~~~-~;n
m e t h e d o 1 c~~y r a t h e r  t h a n  a n y  p a r t i c u l a L  i m p l e m e n t a t i o n .  1~~e
me thodol ogy su gq~~sts a or seven ste~~ wh ich tends to

s ep a r a t e  t h e  s o z t w a r e  d e s i qn  t u o m  t~~e ~ar d w~u e

iaplem entaticn. the O rat ional zli~~ht pr ogram is de~
in te rms ~ r de comp o sit ion al un its whic ~ ar e at th e  t i t~al

stages or design napped i n t o  hardware or tita w are .

A m ore general report which addresses t h e  ta ct ica l

c o m p u t e r  n e E d s  not  o n ly  t ot  a i r b o r n e  c o m p u t t i s  b u t  t a o t t c a l
system s used in the ’ Ar m y and Navy, was published in 1~ 7t, -

‘

( 3 ) .

The A : a y , ’N a v y  ~o a pu t e r  F a m i l y  A r c h i t e c t u r e  I C F A )
S~~i€~~t iC i~ ~ C t r n r t t e t ’s n i n a l  r e p o r t  r e c o m m e n d s  the us e  cr  t~~~~~

’

P~~~P — 1 1 , 1b ~t s, J 7~ D or 1ntetd~ ta 5 ’ 3 . ~, b ased on ~t ro:~~tectur~tl

suitability, support so:tware avaxlab~~lity and lit e cy cl e

C c s t z ; . ib i s  r i n a l  i e p c r t  r e c o m m e n d e d  t o  ~ c t h  t h e  A r m ~ ~~. e
the Nav y a suitab le fi sil y of comput eis to i u pleaent 
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tact .~.cai ~- y ~~t~-m~~. ~~~~ c o i m it t c . ;  ~~~ ~~~~ coii~~id€r L~ I

o c m p u t ~~r s  • ~~~~ i~ .~~ e~ ust ~~oi e  ot these compu t t~r s  h~~i n c r

tE~~L aiu.ou~~ t a~ ~~~~ t tr ~~..- the e c m m i t t e e  s t a it ~~d its work.

How ever , t h e  ~~~~~~~~~~~~~~~ icc ommenia tions ar~ lar4ely bas~~J

ci~ t~~e avarlarilit ~ o: sup~ o i t  s o i t w a r t  r o r  t h t ~~~ s~~s te i s

w a i c n  a r €  a r c  i t~~o t u r a l l ~ a c cep t ab l e .  t h e  ex i s t i n o  N a v y

stanaard con~ uters , ~,‘U 1r~—7 and A N/UY~ — 2 Q  r s i l e d  to  q u a l i r y

archite ctura ll y .indei the or~~teiia used b y t h e  c mi t~~€~~,

a n d  w o u l d  r~ pcoi ch oro~~ ~- eoiu s~ t a c  su ~ p c z t  s o f t w a r e  b a sc ,
ev~ n at this p o int ~~~~, i s  i n a a e y u a t € .  Th e  c om~~i t te~
did ~ot a n t i c i p a t e  t n ~ ~~p i o t  t h a t  L SI  c o m p u t e r s  nave Fa d on

t h e  cost  o r  su p ~ or t  so :t w a r e .  ~he committee did not
dirtereatiate o e z w e e n  t h e  developme flt cc~~t of su pp ort

s o t t w a r~ a n c  sa les  p r i c e  of s u p p or t  s o r t w a r e  w h e n  t~ie

c u s t o m e r  b a s e  is l a r g~~. rh e  comm itte e tacitly assumed that

s o t t w a r e  d e v e l o p m e n t  w o u l d  be c a r r i e d  c u t  on t h e  sane
c c m p u t e t s  t h a t  ar~ u s ed  t o t  t h e  ap~~l ic at i c n .  r h e r ~ is

g ent i al  a g r e e m e n t  t h a t  p r o g r a m  d e v e l o p m e n t  is best  d o n e  on
sp e c i a l  d € v e l o p ~i en t a l  s y s t e m s , as is t h e  ca se  w i t h  n a n y  L S1
oonpu tet~~.

~ 111CC FC~ ~~~I~~TIN~ VSTOL ’S NE~~ S

~erore can reulistically compar e alternative sy stem ’s

i i p l e m en t a t i o n s , w e must estimate program size , Cx~ cUtio~i

speed requirem ents , an~ dat~ flow re.~uirements .

introduct nethodolo~ y based c:i graph theory, wh i c h  p e r ~~i ts  a
detaile d analysis or execution speeds and data flows. ~e

a~ ply tnese techniques to analyse the A o—E oper .aticnal

n ight pr cgram .

if t h ~ e x e c u t i o n  speeds  fo r  the instructions of a

particula r computer are known , then we can e s t i m a t ~
a c c u r a te l y  t h t  e x e c u t ion  t i m e s  that a prog t a m  so~~m e n t  w ou l d
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require it executed on that coinput sr. Similarly, it we know

t f l e  data bus d a t a  t r a n sf e r  speeds , w e can a c c u r a t e l y
e s t i m a t e  t n ~ t i m e  r e gu i r t -d tc  t r a n st e r  da ta  b€t w€ eu

computers . eased on this analysis , we can accurately

estimate the number or processors needed to carry out the

A — ~ o k erational fliqht progra m using a homogen eous

distributed system or a heterogeneous distributed system.

because system ’s needs for VSTO L are similar to fixed

wing aircraft which carry out the same functions , we can use

ru e Ab— ~ tactical program as a starting point for

€itrapoiatinç the operational program requirements for

VS TOL., attack version. Similarly, ths 53—A can be used as a

starting point for estimating the system ’s requir ements for

vs’r o i. u s ed  as an antisubmarine aircraft.

~y establishing feasibility of homoqenecus distributed

system s with presently available comm ercial 1ST proc€ sscrs ,

it is citar that the imp rov ed ca~ ability of the 151

cclnput crs by 1980’s will reduce the number or proc€ sscrs

rEquired and also reduce the presently experienced hard ware

ccsts •

C. Ok~GANIZA1I ON OF T H E  REPOPT

Cha~ ter III describes t h e  so—called LS.I revolution , its

ia~ licaticn both in hardware and software developm ent. Tue

industry trends in process ccntrcl applic aticns and emb edd ed

ccmputing are discussed and related to the future of Navy

airborne tactical c~ mputinq .

Chapter IV  states the problems posed b y  r a p i d l y  changing

technolo gy. Dtciqn princi ples applicabl e to aitbcrn ~
t tctical system ’s software and harJ w ar~ desi~ n ire st at i~d.

27
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The two m a j o r  design a l t e rna t i ve s:  b cm o g e neo u s  and

heterogeneous are discussed in detail.

The methcdology for the analysis oi distributed systems

is given in Chapter V. Execution time analysis techniques

and data f l cw analysis are both based on the concept of

grapns. From tnis analysis execution times can be

estimated , data flow requirements between procEssing

elements can he determined and partitioning strategy can be

formulated.

Chapter VI applies the analysis methodology to the A6—E

system. A detailed association of computational steps with

program segments is obtained from the A6—~ operaticnal

flight program documents. Data flow requirements between

suggested prcgran partition elements calculated and

program size estimates are given in bcth higher l€vel

languages and a machine language. Estimates of the VST~ L
operational flight progra m are obtained.

The systems implementation alternatives are considered

in Chapter VII. A proposed homogeneous distributed system ’s
design using presently available LSI processors is ccupared

with a hetc-rogeneous design. The implementations with

improved technology in the future will allcw more capable

:1 systems with smaller ccmputer s, less weight and at less

cost.

Compariscns in the reliability of the designs are

considered in Chapter VIII. Economic analysis with two
scenarics for future possibilities are considered in Chapter

Ix.

28
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A . £~ CHN0LCGICAL CHANGE AND LSI I~iPLICATICNS

The technology of Large Scale Integraticn is one of the

most significant technological events in the twentieth

century. A machine can now be endowed with “intelligence” .

Although computers have been in existence for more than

thirty years , cnly very special machines could afford

“intelligence ”. For example , the ~1ars lander was one such

machine. In the near futute many machines will have

capabilities of tie liars lander.

The agriculture industry ’s tractor which converts

chemical energy into mechanical wor k has made it possible

for two percent of the popul.aticn in the United States to

feed nct only the entire population of United States but

millions of cthers. At the turn of the century sixty

percent of the  population was required tc feed the rest.

~iiailarly, with “smart” machines , the productivity of Each

of us can increase to such an extent that cnly a minority of

wcrkers ate required in the direct producticn of the wcrld ’s

goods, the test could be employed in services or information

processing. Radical changes will taxe place in tct~ tne

social structure and our value s as a consequence of a

silicon chip which can be made into a willing slave , a

skilled pilct , or a deadly weapon.

The technology of Large Scale Integration affects

military airrorne syst ems in three major ways:
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1) ihe cost of the hardware is pctentially radically

reduced.

2) The system ’s weight and power requir ements are

radically reduced.

3) The system ’s design distributes the computing among

several ccmputers. Distributed system ’s architecture allows

t U t U L ~t add— ens to be made in an crderly way.

In crd€ r to gain insight into why the radical cost

reductions in hardware are possible , we start with cost

analysis cot LSI technclogy.

In prcducing any product , the cost can be divided into a

ncnrecurring cost , NRC , and a recurring ccst per unit item ,

RCU. It we produc e N items of a certain type , th e n  the
sales ~:rice per unit , SU , should be such that the in ccme on

the left Cf the inequalit y exceeds

N * SJ > N*RCU + NRC

producticn ccst on th~ right. In general , the quantities in

this formula are time dependent , sc that each should be

expressed ior€ accurately as N(t) , SU(t), hCU (t), N~C(t).

In order tcr the producer to continue successful operation

in the lcng run , at scwe point in time

.1. 1•

S
)
N t * S U (t dt >~ N(t) *RCU(t)dt +SNRC(t) dt

0

It depends on the company ’s pricing policy whether or not

the inequality holds at several points in time or strictly

in the long run. Fcr companies which do not change theit

sales price , the above formula simplifies tc
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SU > RC U + N R C / N ( t )

To frame the coA L issues in LSI technciogy by this

inequality, first note that the microelectrcnics issue of

the Scientific American (21) breaks down the manufact~ t€r ’s

~e cu r r in g cc~ t of producing the LSI chip as follows.

Cost Compon ent Cost/Chip Cum Cost/Chip

Unt~~ ted chip £0.10 ~0.10

on a water

Iest~ d chip $1.00 ~1. 10

assuming 20~ yiela

Eackaqing and package $0.50 $1 .uO

testing a chip

A~ s€m bliny chips $1.00

cn a circuit board

100 circults,board

Caninet ~nd power ~0.35

supply icr a 20

~carJ ~iystem

The ncnr€cu rrin g costs ar~ measured intc the mi lli cns of

dcUars . These costs include: the cost of mark et surveys to

decide what to make , the log ica l design , the layout design ,

the documentation tor the design , design of tests tot each

chip, the writing of users manual s, adverti ring and  p
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LI
disseminat ing information about the prod uct , life testing ,

user educaticn etc. An estimate for the nonrecurring costs

associated with the very successful INIU 8080 ct~ip is

45,000,000.

The 8080 chip sells from several distri tutors at $15 per

cnip in single quantities. Putting the numb er s into the cost

torinula

$15 > $1.6 + $5 * 106/!4(t)

shows that sales of the number of 8080 chips to date has

totalled at least about half million. Later in this report

a sales estimate of abcut 6 * 106 microprocEssor devices for

the industry is made. With INTEL holding abcut 30% of the

market , that would b€ roughLy l.~ * 106 devices or a total

ccst per chip of $5.

It is very important to understand that Large Scale

Integration by itself will nct reduce the ccst of computer

hardware . It is only when a chip or a system beccmes

popular that the sales price drops to recurring production

cCsts. As an examp le, the AN /UYk— 14 is built frcn 1.51

chips. The total estimated production cost for the chips

is:

MEmory 65K x 16 = 65 chips , 16K bits each HC~ U = 144 chips

1,10 channels = 32 chips

Miscellaneous = 20 ci~ips

Tctal =131 chips

x $3.00

Estimat ed recurring

L :: ~~~~~~~~~~~~~~~~~~~
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pro ducticn cost = $393

hhule it is true that military specifications require

different packaging and additiona l testing of the chips,

which causes a cost escalation by a f a c t o r  Cf  2 — per
c h ip ,  the estimated recurring production costs would still

range frcm $~ 00 
— 31200 per system.

The present a~ uisition cost of the AN/UY K—14 is

approximately $50,OCO . There is no reason to suspect

excessiv€ profits simpl y becaus e the nonrecurring dEsign ,

test, documentation and custome r education ccsts are high

and the potential sales volume is relatively low. Hence

even witn a contract strategy which separates develcpme nt

from prcductio n phase s, as with the AN/UYK—1 4 , the

ccntractor is still prcnably amortizing development costs in

the producticn phase of the contract .

In order to make effective use of the LSI technology, it

is important to select a system which is widely used. The

ncnrecurziag production costs can then be shared am cng a

large population of users.

A massive use of a system has also impcrtant
implicatiens in softwar e costs. The same ccst formula can

be applied tc software production.

SU > RCU + N R C / N ( t )

-rhe ncnr€curring cost is estimated to be in the range ~5
— $80 ?Gt instruction . The recurring cost usually involves p
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duplicat ing a Laagnetic tape , a paper t , a floppy disk , or

a deck ~c cards . In all cases the recurrin g cost is a lm os t
negligible . Therefore , the aquisition cost of a pr cgra~a

which has a large number of users becomes small. For

e x a m p le, a floppy disk operating system , including utility

programs such as assembl .~rs, e3itors, debugg ers , comp ilers ,

tc~ an INtE L 8080 system sells for 575 per ccpy. The length

of the pt~~gta i n  is about 30,000 instructions. Therefore the

aquisiticn ccst per instr uction is 4.0025. Typical sales

prices rcr F0RTj~AN , BASIC , COBOL compilers range betw een

$500 — £1000 per compiler. Thi s  contrasts with the Kavy ’s

estimated aquisition cost [ 3 )  ot $44,900,000 for the CNS— .~
language compiler. Even if there are 100 Navy program

development centers using this compiler , the cost to the

user is 449,000.

~~. 1NDU51~ 1 TRENDS IN EMBEDDED CONPUTIN~

licroprocessors ate architecturally designed to perm it

max i~aal use of the chip area. The continui ng trend is tc

place mcre and more circuits on a chip. The trend is in

three directions:

1) The microcomput er on t he  chip (INTEL 80(48, TI—S940) .

2) Greater arithmet ic capability on the CPU chip

(rx—9900) i.e. 1 bit multiply a~d divide function cn one

chip.

3) 8yte slice chi ps  which can be used tc build ccmp ut ~~rs
Cf arbitrary word l€n3th (INTEL 3000, AND 2900)

A few years ago the microcomputer system contain ed a

board which had the CPU with additionil chips to cotnm uric at,

- 3(4
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with mem cry and input /~utput. The memory and input/cutput

pcrts were on separate boards. The single board computers

combine the C1~U, m em ory ,  and input/output circuits cn one

board. The iatest trend is to put the CPU , m em o r y  an d

input/output circuits cm a single chip.

Undoubtedly the moSt useful chip will be the one which

is arithmetical ly powErful , contains a sufficient amount of

memory hhich can be ext€nded and has input/cutput

capability.

C. THE iUIU~ E OF NAVY AVIONICS

If the single chip compu ter of the 1980’s will have

8K— lóK bytes of memory , it will, be powerful enough to

perform each of the modular functions which are currently

implem ent€u in airborne tactical systems.

The leading micrcccmputer manu facturers have developed

parallel time multiplexed bus technology (INTEL—MUITIEUS ,

tiC UNIbUS, I I  TILINE). The hardware bus technology is

supported by distributed single board r eal .  time executiv e

software so that the user need not involve himself with

anytning but appli caticns programming.

8y the first half of the 1980’s pow erful distributed

systems consisting Cf a network of single—chip computErs on

cne board sill be replacing the present single bcard

com puters.

Auxiliary memory in the form of magnet ic bubbl es and

charge ccup led devices will provide essentially unlimited

auxiliary memory for these applications where auxiliary

memory rrcvides memory space for occasionally used proçraais .
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The presently limited hum an capability of writing p :cgtams

will be the only dela y in the process ct creating rseful

systems.

the Navy has an opportunity to use this new techrc logy

te its fullest. It cannot afford to dc so by c o n t i n u i r ~ to
create its cwn special brand cf computers (AN/U YK— 1 (4) and

con tinue to use its own special brand of languages (CL!S—2) .

the dedicated airbornE tactica l systems can be designEd and

imp l ement ed by the use of distributed LSI processcrs.

Cnap ter IV ~nd C nap t er  V I I  s h c w  in det a i l  how this can be

accompl i shed  tor t h e  A u — i  s y s t e m , or s y s te m s  s i m i l a r  in

function , VSTOL . Cur design makes use ct th9 presently

available LSI processors in crdc-r to t e t ab l i s h  r~~a s i b i li ty .
T h e  m o r e  p o w e r f u l  LSI p rocessors  l i ke l y  tc  ex i st  by  1%5
will ma ke future system ’s design easier , the total systems

weight susbstantially smaller and the ccmpu ter system ’s

reliability Ugher.
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I V .  ~~~~~~~~~

L ~~~S X G N  P N 1 N c l ? L ~~S

1. 
~~~~~~~~~~~~~

lhxs section ui uss~ s some pr~ nciples l o t  t n e

d~:~;i~ u o t  large , special purpose comput er systems such as

occur on aeroplanes , sbi ps, and cther l a r~~ - , c o m p l e x  s~~stems

i n v o l v i n g  i n f o rm a t i o n  ~a th e r i n q ,  t n s t u n a t i o i ~, an d

tr ansm ission.

~irst , the w cLd~ “large ” an d ‘~~~~tem ” im ply a

~~~~t .~ms d t s i g n  a p pr o a c h , w h ’. ch  i n  t u r n  m e a n s  t h a t  hE .i5~~,

“~~h a t  m u  w~. uc? ”  r a t h e i t h a n  t h e  usual,, “~~h at  c an  W e  do?”

Cr c o u r st  in  t n e  end w e  m u s t  be a b le  t o  c a r r y  c u t  t a t ~

Jes  ign , b u t  u n d o r st ~~ndi i i g t h e  sy st e ms  c c n s t r a i nt s  sh ou l d
p r ecede ~utt tnq som ething toqether to see i t  it  “ w o r k s ” .

S~ cond , we have learned from ~ t st experienc e that

a m a j o r  proble m in comput ing ~-ys tems . W b y is

testing ~c hard ? At the bottom is tno simp le tact th at the

g r o w t n  ot the numb er or combin ations o: t h e - v a r i ou~- pai ts or

a t y p i ca l  c o m p u t e r  s y s t e m  (both  h a r d w a r e  an d s o t t w a r e )  is
astronomical; it is totally impractical to try ev ery

com bi n at ic a to see it it works . For exam ~’lt , a m i lli o n

c c m p u t e .~ w o r k i  tor  a m i l l i~~ y e a r~. at a mil lion t i m ~’~
cUiren t s~ e,d (a mi llion op€r ations ~~ ~tccnd) can ~k

than one iili iouttt or the ~‘~~~~ t~le n~ b it t~y u b i t  

:~~ _____ _____ - - -- - -
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mu ltip licati on :;. Th a s  U t  c a n n o t  nopt:- to test t ht efl t i~~ t

c o m p l e x  sy stem as a w h e l e , we can  o n ly  v e r i t y  t h a t  f c r  an
iatini t~~ isa! fraction or sp*-~oial sjtud tlcflS the system

works , and t ~~n h o p e  t b a t  t h e  r~~st  is correct. rhe— r€tor ~ ,

we must act~~v c l y  seek  des i g n s  t h a t  m a k c  i t  ~~ ss ib le tc test

tti t pa rt~ separately, and t h e n  t e s t  t h e  i n t e r c o n n e c t  i on s  .tt
the int er tact’s one by  ore at most.

A~ a pract ical examp le or this comb ina tori al ~rewtn

c o n s i d e r  t h e  t a c t  t h a t  i t  is casier to  des  i~i n  i n

1o t -~~ r a t t - J  c i r c u i t  t h a n  it is to design the tests ror it;

tha t it is easier to manu facture an i n t e q r a t e L ~ c i r c u i t  t h a n
i t  is to  t~~st  i t  a f t e r w a r d s  to see i t  i t  op e r a t e s  p ro~ € rl y;

that it is easier to build scrtware and oth et t~ro~ir am s than

i t  is to  t e s t  t h em .

As an e x a mp l e  of t w o  d i t i er e nt  a~~pr o a c h e s  to  t h e
d e s i gn  ot  ~ s c r t w a i c  packa~ie  c o n s i d e r  t h e  p r c L l e m  or  w r i t i n g
a p r o g r a m  to  i nt .~~r at e  a ~ar t i c u 1 ar  second order no n—l in ear

ordinary ditterent ial ~guation . IL you ocqin by wr iti n q a

ge uer~ l puz~.ose integration routine , then you can te St it

usin g V A L 1 O U S  standard tunctions like sines an~ cosines ,

g r o w i n g  an d  d e cay i n g  e x p o n en t ia ls , besse l  t u n c t i on s , et c .
.ith a wid e variety of well known Lunctions y o u  can p r c b a b l y
c ov er  m e st  or  t h e  p a r t i c u lar  aspec ts  or t h e  e~.j u a t i c n  y c u

h a v e  to solve. F i n a l l y  by sp e c i a l iz in g  t h e  q e n o L i l  purpose

routine to th e  p a r t i c u lar  p r o b l e m  , you • i l l  h a v e  a gr e at

d e a l  m o r e  c on f i d e n c e , at a lot  less labor , t h a n  w i t l  t n t

d ir e c t  a p p r o a c h  to  t h e  ~~ t’cial  case. or  cou r s e  t h e  g e n e r a l

p r o g r a m  m a y  we l l  oc s l cwer  a n d  u se  m o i e  s t o r a g e  t h a t  t~~
.p tiaal, special purpose routine , but by going the gene ral

purpose path you have gained a lot in b cth reliab ility an d

sa v in g s  in  t h e  e f f or t  in t e s t i ng .

I h e  same a~~~lies  to  h a i d w a r e .  It  h a s  been cb~~er v ed

in  t h e  i 1 t e L C t u r ~’ that it is t’~~~5i~~~V to te~~t a com put em h i t h  
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a “random access storage” device than it is cn~ with a “read

cnly stcrage ” d e v i ce .  I n  t h e  l a t t e r  case y c u  m u s t  p r c v i d e
E itEflS jVe testing E g u i p m e n t  o u t s i de  tac  c o m p u t e r  to  dc tne
testing ; in tLie general purpose case you can use the cevice

it s elt  to aid i.ii much cf the testing .

From these examples we extract three principles :

1. ~e m u s t d e l i b e r a t e l y  seek de s i g ns  t h a t  m a k e  t h e
tes ting , bcth of har dware a n d  s o f tw a r e , as easy as pcssitle;

no t only initially rut over the life of the system w ith its

z a n y  c h a n ges and u p~ ra~ es.

. .  deneral purpose hardware and software cfters

flexibility at tae testing stages , .iad tu r t l~ermore it tends

tc be cocp-zse d of reiatively independ ent parts. Thetefo~ e

at  every stage th~ g eneral purpose system should be

c cn s i d er € d  i~~s tead  of specia l  p u r p o s e  t r i c k s  t h a t  a p p e a r  to
s a ve  m o n e y  a n d  e f f o r t  at t h e  m o m e n t .

i. A homogeneous system , b o t h  h a r d w a r e  and
sot tNar e , tends to be easier to test , b o t h  i n  th ’~ d e s i g n i n g
of tti e t es t s  and t h e i r  e xe c u t i o n .  F u r t h e r m c r e , there is a
great degre e of self—testing of the homogeneous structu rE as

i t  is used  in t h e  varicus ways in the who le systen . Any

er r o r s  t h a t  are f o u n d  and  r e m o v e d  are there b y removed from

all their ap~~ear ances  at t h e  same t ime  — they need nct be

zcund again and again if the correcting is d o n e  to t h e
sys t~ m , nct to the detail where it is t i r s t  t cu n d .

E u t  it is obvious that the prcnleti to be solved by

the whole ccuputer system is highly varied. Ther eforE the

underlying prcblem is to contine this variability as much as

possible , and to ccnstruc t as regula r a sy s tem as p o s si b le
sc tn a t  t n e  r e g u l ar  s y s t em  may  b e t e s t e d  r e l a t i v e l y
indep endently of the p a rt i c u l ar  det a i ls  ot t h e  sy s t e T  w~

2R)



r a c e .

I t  i t  is st i l l  d o u b t e d  t h a t  testing is t he  p r c b l e m ,
tae~ cons id e r t h e  endless number or field changes that will

c c c u r  d u r i n g  t h e  l i f e  Cf t h e  s y s t e m .  r h e  cost of these

c h a n g e s , a n d  the risks of errors, will greatly exceed the

cast of the initial construction it t n e  c l a s s i ca l  m e t h c d s  of
c c m p u t e r  s y s t e m  des ign  a r e  used.  In c u r  j u d g e m e r t  t ne
so l u t i o n  to t h e  p z o b l e m  of d e s i g n i n g  a c o m p u t e r  s y s te m  l i e s
along t~~e lines indicated — regular , systematic , gEn era l

p u r p o s e  s y s t e m s  so tha t the testing prcblem car be

adequately handled. Once tac gen et a l  s y s t em  is t e s ted , t h e n
t h e  specia l  cases or the particular problem can be used with

fair confidence. The cost is that somewhat mcre capacity in

s p e ed  a n o  s t o r a g e  is n eeded  (or e q u i v a l e n t l y  a f e w  m o r e
c c m p u t e r  c h i p s  a re  n e e d e d )  . E st i m a t e s  s ugg es t  t h a t  t h i s
extra cost is in the f e w  p e r c e n t s , j.ossibly in the tens oi

p t r c C nt s , b u t  is n c w h e r e  near double the m inim al capacity.

2 .  ~ a l i z s d  T est i n&

I t  ccmes  as a s u r p r i s e  tc  m a n y  p e o p l e  t h a t  t h e r e  can
be gen e r a l  p u r p o s e  t e s t i n g  m e t h o d s  t h a t  a r e  relatively

independent of wha t is b e i n g  tes ted .  A simple example of *

t h i s  is the  t e s t i n g  of the  c o m p u t e d  an s w e r s  of a sequcice of

equally space d function evaluaticns. ‘lypically this spacin g
will be close enough fcr the function to be “smooth” . Thus

the usual method of constructing a dirfecence table of the

f u n c t i o n  can be us ed  tc  reveal isolated errcrs . Similarl y,

in  f l i g h t , streams Cf smoot h data can ~e check€d for

smootnness , anu isclated errors located as they occur.

Ano ther example of generalized testing is as

tcllods. ~iven a double preci sicr. routine t cr  i n t e gr a t i n g
o r d i n a r y  d i f f e r e n t i a l  e qu a t i o n s  ( i n  p r a c t i c e  t h i s  sh o u l d

40
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include the ab ility to handle q i v ~~n s i n g u l a r i t i e s )  o n e  can
test library programs of special functions by sup~~l y i n g
t h e i r  d it t e r en t i a l  e q u a t i o ns  and starting va lu - s, and  th en
c c m p a r i n g  t h e  r e s u l t s  at a tight net at pcints . One gets

tens of t h o u s a n d s  of c ho c k s  w i t h o u t  a n y  h u m a n  ev e r  b e i n g
tcthered w i t h  p r o v i d i n g  t he  c h e c k  da t a . The  same tocl works

cn most special functicns , and once tested cr a couple of

function s it is prob ably well debugged. The y ’~n er a l  p u r p o s e
test~ r, cy its generality, gets debugged early, so t h a t
apparent errors that l a t er  ap p ea r a re  mo st  l i k e l y  di i .~ to t n e
p r o g r a m  t e s t e d  not t h e  test p r o g r a m  ( w h i c h  in  t h e  p a s t  ha s
b e e n  one of t h e  cu r ses  of t e s t i n g )  . £he e r r c r s  in t h e  t€ S t e r
are much wore likely to be discovered tram i t s  m u l t ip l e  u s -

th~in are th c se  of special  p u r p o s e  te~~t~~rs.

As a final exampl~ of general purpos e tes t i n g ,  cne
can test a data transmission system by Encoding a random

in p ut  me ssage  in to a n  e r r o r  d e t e c t i n g  an d/ o r  an e r r o r
correc ting sy~stem , and at the receiving end isolated errora

can  be d et e c t e d  w i tn o u t  k n o w i n g  w h a t  t h a t  i n p u t  w a s .  Or
course it the same random numbe r yent~ra tor were at the

receiving end , a more complete check could be obtained.

m i s , t h e n , is o ne  of  tho t h in g s  w e seek ;  aeneral

p u r p o s e  m e t h c d s  of testinq that can U t  autc in at ect ir t h e
sen s e  t h a t  h u m a n s  dc n o t  h a v e  to c o n s t r u c t  t h ~ c c r rec t
a n sw e r s  to b e use ! in the  testing. ~1u m a ~ capaci t y is too
limited to do m u c h  this way. Such a general purpose tester

can supp lement the comparatively few tests that human s c an

dev i s e  an d  a p p l y  t c  t h e  w h o l e  s y s t e m .  We n e c d  an e n s e m b l e  or
tests that do not require human thinking to apply to each

one , so t h a t  f r o m  t h e  outputs alone the machine itself can

loca te  m a n y  ( no t  a l l )  e r r o r s .  T h u s  t h e  c o m p u t i n g  ca~~a c l t y  of
the system can be used to test itself without exh austi ng t h e

h u m a n  i n v e n t i o n  of specia l  tests an d  t h e  eftcrts necer:~’iry
tc  a p p l y  t h e m .
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3. ~Est~ n~ ~~~~~~~~

In pr actice the manufacturer tests his produc t as

much as he can , bu t it is in the field use cver a wide range

of users that the final bugs of a complex pIECe of hat dwau ~
are found. The same is true of the computer chip

manufac turer; in the long run they must depend cn the

testing pc w€ n of daily use to locate the residual errors.

This sugges ts tha t when possible , s t a n d a r d , w i d e l y
used compu ter chips be used rather tuan special prrpose

cn~~s. In the long run more will be acccwplished in most

cases. ‘Ibis is not to say  that special testing ot chips

should not be done lccally, bu t that these tests should be

directed towards th~ special circums tances of their use.

A g a i n , it is completely hopeless to test every combi na tion

H cf so comp lex a device as a micrccomputer.

L If the same kind s of general purpose chips are used
F th :c u q h o u t the sys tem , then the testing  i s much  re d uced;

al :ernatively, given the same am ount ot testing resources , a

few types of chips can be mor e completely te~ ted than can a

wide varie ty of cuips.

Along these lines , app arently very little is now

known about the kinds of failures tha t mcdern integrated

chips have . And until they are better known , it is

impossibl e tc come up with good design to ccmpe nsate fcc the

failures. Once the “ncise” of the failures is k n o w r , then
there are many differ ent ways Cf compensating for th~ n. It

ccmpensation for errors is made both f o r  t h c s e  t h a t  do occu r

a n d  f a r  thos’~ that are merely t h o u g h t  to o c c u r , then much at

the effort will b~ misdirected. Thus  it is heli’-ved that

th e USe L~ should beqin serious 115k’ to stirg of comm~ rci~al

:~~
-

~~~~~ ~~~~~~~~~~



~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
~~~~~~~~~~~~~~~~~~~ 

_ _

• chips so that when the  t im e  occurs  f o r  the  f i n a l  de si çn  to

be m a d e  tram the integrated circuits, the basis for good

design wi l l  cc k n o w n .  It  t he  t e s t ing  is started sbortly

r et o re  t h e  t .ina l  des ign  m u s t  be made , t h e n  t h e  l i f e  t e s t i ng

w i l l  h a v e  toc  s h o r t  a t i m e  t o  be m e a n i n g f u l .

‘4 -  ~~~l~i~I1~ c23 .~.ag 
~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~

ib is  is n o t  a new f ie l d .  ~r r o r  d et e c t in g  and  e r r or

c o r r e c t i n g  ccdes h a v e  b e e n  kncwn and used for many years.

i~~e codes in the literature have been desi gned mainly for

“white ncis€ ”. Special s i t u a t i o n s  and  p ar t i c u l a r  f a i l u r e

m o d e s  r e q u ir e  o t h e r  in v e n t i c n s, b u t  t h e  f i e l d  is
s u f f i c i e n t l y  w e l l  k n c w n  so that invention is not hard to do.

~cr exampl e , suppose ycu decide to use read only storage

d€ v i c ~~s f cr  a l l  p r c y r a m s , b u t  t h a t  o c c a s i o na ll y  such  s t o r ag e

d€vic es fail completely , flow does one  c o n s t r u c t  a
reasonanle ~ay iot recovering without duplicating all o~
s to r age?  O n e  w a y  is tc  p u t  an error correcting code or each

s to rage  chi p ,  a n d  th i s  w i l l  a l low i s o l a ted  e r r o r s  tc  ne

corrected. These ~rrcr correcting codes can have their bits

in loca tion QOO... and the top End of the chip withc ut much

trouble , so that the checking bits are not scattered all

cver the stcrage device. If a larger ra ilur e occurs , say i

whole bank goes out, or th.3 error rate rises sharply

indicating a disaster in the near otter ing , then we can do

the follcwing. We carry a spare storage device which has

the logica l sum of all the other storage units , excep t the

f a i l i n g  cne , in to  the  selected spare , we c a n  r e c o n s t r u c t  t h e
tailing ona (without reading it at a1l~ . Any isolated errors

in it can be corrected by its own error correcting code . It

is not being claimed , in the absence or any reliable data ,

tnat this shculd be done — it is given only as an exampl e of

hcw one can compensate for unreliable parts without t h ~
heavy ccst of duplicating every part , or even triple c~

‘4 3
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“g u a d d i n g ” each part. The more parts you put into the total

system tne mcre failure you will have and the less you will

be able to test the individual parts (since it is suppcsed

that you have a fixed , finite amount of effcrt to do this)

t~cre intensive checking on fewer parts is better that less

intensive checking on more parts.

S

Just as using the same kinds cf parts in the

hardware greatly eases the problem of testing, so toc will

the use of the same kinds of software. Care snould be taken

that the same functions are not prcgra mm ed in trivially

differen t ways in different parts of the network of

ccmputets. The software should ne approacbed as a wbole —

systems design is necessary in software.

SInCE the software must do different things , it

fcllcws that there must be differences . k~ow , then can we

get honcgen€ity in it? One me thod  is tc start with the

mathematical eguations in a standard notaticn (say FORT RAN)

along with the corresponding Boolean logical realionships

and the timirg conditicns. Then using apprcpriate general

purpose compilers ( s ay  F O I ~T R A N  p lus  a separate timing

checker) we can get the code we need generated by t h e
machine itself.

If an error occurs, there will be a great tendency

for the prcgr amuiers (judging by past experience) to “patch
in machine ccde”. This should be resisted as much as

possible. Instea d, yc back and fix the cause , the original

statements , the bug in the compiler’, or whatever it turns

out to be, but do not fix the isolated errcr as an isclated

error. The cbject should be to get all the final code to be

machine generated in a uniform fashion by as simpl y 

.



ccn~ tructEu comp ilc~.s ~ i~ossible . Thus by testing tfle

general purpose compilFvs on many problems whei :e the answe rs

ate easily known and checked , the compilers can b~
• thoroughly tested. T h e n  (as in th~ earlier cited

differential equation example) the special cases that arise

in practice will be more surely compiled correctly.

• ~urtnerui ore , all the inevitabl e changes that ~tiise in ta~
course or the life or tne aercplane will use the sawt well

tested ccmpil crs , rather than gcing through the hands cf new

programm ers who will have forgotten , it they eveL kne~~, w h y
things were as they were.

~hil€ we believ e that much mote can be dcn € to

create hcaageneous software , the appropriate theory is not

yet availabl e , so the above is the best we can recommend at

tnis time.

An t x a m p l ~ of g e t t i n g  f a i r l y  l i o m o g e n € c u s  ~ o t t w a r e  i~
the idea Cf havin g a table of status values and a pr ogram

• tuat uses the table to decide what to do next. Thus all t h e

priorit ies are easily located and isolated for close

in~ pecticn and ccntrcl. The table valu€ s can be easily

changed in m11 flight , but the formula or evaluation shcu id

be changed only aft€r long , careful stuuy cu the ground.

~~~~~~~~~~~~~

The same problems of reliability cccur in softwa re

as occur in hardwart’, though perhaps a bit more severely.

the answer we have given above, use t h e  system to generate

tue scttwa r€ rather than let unreliable humans touch t h~”

final v.~rsicn , seems to be the best prot ection against the

all too comm cn isolated , foolish errors.

Piore neeu ..i to t~’ done alcn q t h k s t ’ lint ~ • , Put ~ tUd~~ s

14’ )
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of the kinds of software errors that occur are too few and

tco scattered to be very useful at this time. By the tine

software is to be built , much more will have been disccvered

on how errors arise. But the principle that the machine

should write the final code will still apply.

Fault tolerant computing, both software and hardare ,

has received extensivE attent ion in the literature and

should nct be ignored. Eut so far as we can see from

moderately careful study, there are nc fundamental

principles in all that has been written. Instead , there are

many good remarks , observations , and suggesticns that shculd

not be igncred , but neither shculd it be depended upcn too

much.

7 .  ~~~~~~~~~~ t r ~e S cf the ~tob1em

~ven it the hardwar e runs correctly and the software

is written tc specifications , there is still the chance that

tne given equations , Boolean statements , and tim ing

conditions are irong . Thus there must be testing of them

tco , as well as the wh3 le system. First , many of the

equations that are to be used cannot be completely new; much

of the material must have been used in similar situaticns ,

and thes€ should be used wheneve r possible to compare with

what is being proposed.

Second , it is possible to design system s simuiatcrs ,

much as has keen already done fcr some parts of the prcblem ,
that will test the system behavior as a whcle before it is

constructed in hardware and software , and can also be used

to generate check tests on the complete target system.

Several systea3 simulators of varying degrees of detail

should be seriously considered.

•1
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Tnr rd , it is pcssihle to build t e s t  e q u i p m e n t  to
simulate reality so thci t the assembled system has Eseudo

real signals as inputs. For example , a simula ted target can

be roiled across a har.gar floor to ~.te that the numbers at

various places in the computer system ar.i very close tc the

theoretical cues. Much as it seems tc be trivial , t he
testing ci the original proposed system is n~cessaLy. As

experience has shown , errors can cr~~ p in at this early

stage , l~ t alone at later stages when small (apparEntly)

changes in the termina l sensors and eftectors are made.

bach such change requires a careful examination to S E E  i~~

the changes are consistent with cther assumptions.

8. 
~~!U-~.Z

tii stcry has shown that the past habit of “letti ng

testing cccur in its natural place ” is very expen sive . The
combina tcrial complex ity of comput~ ts, bcth hardw are and

softwar e , makes compl ete testing or current system s

impossible.

A rew people have finally t~alized that si~ n

neqins with testing (acceptance tests if ycu wi~ h) . rc not

design what ycu will. nct be able to test care fully.

Generally, small , standard , flexible units ar~ more

easily tt5 t€d then are specially designed cnes. Thrcu ~ n

Use, i s o l a t e d  errors that esca pe the initial tests are

caught. Cace caught the error is to bt removed , nct Py

patching, but by careful analysis of hcw it ?scaped the

testing , and then the cause i~ removed .

General purpose testing (both ini tially and in
n ight) is an area that otter s great return s from l i w i t . d

hum an ett crt , and should be pursued further.

______________ _______ -
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‘the term distributed computing is a broad term which

has a widely different meaning to difterent people. An

at tempt to define the term “sharp ly ” leads to disagreement

and some ti~nes even emo tional outbursts simply because my

derinition is right and yours cannot possibly have any

meri t.

In the context of this r epor t , d i s t r i b u t e d  c c m p u t i n g
is used in the broad sense which includes systems which are

at one end of t he  spectrum completely unccupled and at the

cther end of the spectrum very tightly coupled , such as

multiproce sscr systems which share some mer cry. In short ,

dis tribut ed computing refers to a computing process which

separate s a task into two cr more i n d i v i d u a l  t a s k s  c a r r is d
cut by two cr more processors.

In the case of the Navy airborne tac~~ical sys t em s ,
t he  Ao— E tue A7—E— D, the P—3C would not be distribut ed

system~ , whereas ~—2C, S—3A and F— 14 , F—id would be

distribut ed systems.

Some or the terms frequently used tc refer tc such

system s are federated or dispersed systems. The term

federated ccunotates a certain structural hierarchy sc that

cne comput er act s as the executive and others •ire
subservient computers. The term dispersed connctat~ s

physical dis~ ersal or distance between the processing

Iiuir~ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  - ~~~~~~~~~~~~~~~~~ ~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ - ---— --- - — - - - _~~~~--
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~lerents. In our use of the term d i s t r i b u te i ~, no

connotaticns or this type are implied. It we wish to

discuss physically dispersed processing ccncepts , we wculd

rezer to such distributed system s as physically dispersed

distributed systems . In our use of the term , distributed

pzocess~ ny does not imply that the processing elements are

in any sense coequal and homogeneous in structure. he wculd

call such systems physically homogeneous distributed

systems. Physically homogeneous distributed systems can be

cganized iutc logically hierarchical distributed systems

wher~ one processing unit m ay assume the role Cf the

executive and the others as subcrdiuates , clcsely mo deling

the military hierarchy. Systems which ccntain

ncnhowo gen~ cus processcrs are called hetercgeneous.

~ih~ iollowing binary tree summarizes cur

ucnenclature and taxoncmy.

Ligital computing Systems

I. Ncndistributed

I I .  Cistributed

A. Het€rog~neous

1) Logically hierarchical L
2) Log icall y Ct equal rank

F. Ho mogeneous

1) Logically hi.~rarchical

~.) Logically ct equal rank

Each of the categorics can be either physically

clcse or dispersed.

A d e di ca t . - d c o mp u t i n g  s y s t e m  is o n e  in  w h i c h  t t ~€

— — 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .-
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same set or tasks is ~.xecuted over and cver a~ ain. Ti~
contrastin g situation occurs at university ccmputin g cent ers

where a task stream is ccnstantly changin g and wh ere ti~.-~
same progra m is se dom executed more than cuce .

2. çu~ j~~~ i~~ &4~ In A~~~ bc~~ne ~actic~~ u r n s

nbc F— iS and F—tS show a trend away trom t h e  single

c e n tr a l  processo r s y s t e m s .  D i s t r i b u t e d  systems in cne fern

cr another is the ai parent trend. Also , the se syst ems are

heterogencou s in that several types of con kut ers are used.

Ihere ~s a n a t u ra l  f o r ce  towar d hetercgenecus

sy~~tems because the airborne systems m anufacturers , w h o  act

as the m alcr contractcr usually hire subccntractcrs fc~
s u b y s t em s :  r a d a r , el ec t r o n i c  w a r t a r e , c om m u n i c a t i o n s  etc .
Each of these subcontractors probably has a differ ent LSI

ccnpu ter which they prefer to usc . Ic f o r c e  th em to

redesign a system using ~ d i ff e r e n t  c o m p u t e r  would  n a t u r a l l y
increase th e contract cost. Optim ization cr t h e  contract

cost tenos tc encourage processor diversity.

From the point of view or lire cycle costs ,

diversi ty of computers creates substantial addition al ~csts ,

namely

1) Stockin g line removabl e units for each ty pe of

ccmp uter at the repair station.

~) Dccumen taticn for each cistiact un it must exist

at repari stations.

3) A s e r v i c e  p e r s o n  mu s t  c it h e t ~o t o  ~ t v t r a l
ditterent schools in order to learn to service dit t e r ent

50
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system s or different service personnel tcr each distinct

c o m p u t e r  t y p e  is need~~d.

4) S cf t w ar e upkeep  costs f o r  t h c  d i v e r s e  sy s t em s
will, alsc becoma higher again because of dccum entaticn and

personnel educati n costs.

Our cost analysis will show the penalties the Navy

has to pay eventually if the ob:jective o~ the project is to

minimize the acq uisiticn costs of the systems only.

3.  Ee~~~~~~~s ~oq~ n u s  SIstems

Ih~ most important k’enefit of homogenous systems is

that human beings who are designing , servicing ~nd using

such systems need tc only learn one system. T h e  h u m a n
ettcrt tc design , service and use c o m p u ters  is def ini tely
the most costly item in any system. L4any chips ot comput er

h a r d w a r e  can  be b o u g h t  ror t h e  daiiy  w a g e  Cf a h a r d w a r e  or

software service eng ineer . Conce rn  f o r  m i n i m i z in g  c o m p u t e r
aamcry by clever programm ing techniques is cniy econcmical

when a large num cer of identical systems are designEd. ro

try to isclat€ a ha~ dwar~ prcblew to any thin c other than t~~e

computer itself is scon becoming obsolete. How many of us

bring a band hel d calculator to a serviceman to fix it?

Fecause a new calculatcr costs $20, no t e c h n i c i a n  can e f f o r t
to spend more -than halt an hour to servic e it.

proliferation of LSI computers at this point in

history is unavoidable. Any new revoluti onary dev€lc pme nt

w ill attract many groups who are trying to share in the

p r o f i t s  a n d  who  Canno t  a f f or d  to spend t i m e  w o r r y i n g  a b o u t
st andards. ~eing first , establishing a reputatior and

staying tirst is more important and  m ore effective in

51
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estabiis~-ing standards t h a n  spending e n d l e s s  h o u r s  t r y i n g  to

reach a comprom ise. ~ t is however already clear th5t

prolifera tion of microcomputers is ending . rnany

manuf acturers rind tha t they are too late or offer too

l i t t l e, an d  m a n y  h a v e  a l r e a d y  closed t h e i r  doors , er  sold
out , or m erged with cthers . The defactc standards are

b e c in g  ssta~~1ished .

~l t h c u g h  t h e  p r o l i f e r a t i o n  of LSI c c ap u t e r s  ct e a t e s
a t e n d e n c y  to h a v e  h e t€ r c g e n € o u s  s y s t e m s  the  h o m c g e n € o u s
s y s te m s  h a v e  s u b s t a n t i a l  b en e f i t s .  To add  c n t o  a
h o m o g e n e o u s  sy s t e m  r e~~u i res  t y p i ca l ly  a d d i n g  a n o t h e r  b o a r d
into an emp ty Slot. Tc isolate problems can be dcne mere

easily rec ause swapping identically fuacticuing replaceable

unit s is a very simp le and widely used technique for

t t o u b l e sh c o t i n g .

It is not hard to convince oneself that hom cgeneou s

sy st ~~ms h a v e  m a n y  a d v a n t a g e s  ove r  h e t e r o q e r e cu s  o n e s .  The
quest ion is, how can one push effectively against the

n a t u r a l  t r e n d  of u n i qu e  d €v i c~~s w h i c h  u s s  dev e l o p e d  in  t h e

ivicnio s m d  ~stry .

~ sc lu t i o n  is to  en c c u raqe  two trends which are

developin g naturally among LSI computer manutacturer s . One

trend is the mutual agreement by sev~~tal companies to

manu factur e the s am e  p r o d u c t .  The  ~ O~~O is m a n u f a c tu r e d  b y
several companie s including Texas Instrume nts and INTEL .

inc Cthtt trend is toward single board plug to plug

c o nt a t i b i l i t y .  The  58C9900 an d  tu e  S BC 8 0 8 C , 10/ 2 0  a r e  p lu g
to plug ccmpatib le even t h o u g h  th e y  a re  m a n u f a c t u r e d  by
different companies. It the Navy chose its standards to

include the “defacto ” industry standards , then homogeneous

sys tems could become an economic reality in the Na~~
avionics computing.
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compl exity of program s has received consid-~rable a ttention

trom tue theoretical point cf view . The ccmplex ity measure

used is ncrmally the number et basic operations requir ed to

compu te the result .

~uother significant measur e of pr ogram comp lexity,

na mely tbe compl exity of prograr control , has just recently

received some attention (17).

In this report both measures of complexit y , the

ex .ecuticr tim e re-m uired to ccmp ut e tee result , and p r c g r a m

con trol complexity are viewed as two aspects o~ t h e  san e
p r o b l e m .  Ey tne use of craph theory, the discrete syst~~is

an a l y s i s  ~rcblems ar ising in electrical engineerirq or

h y d r a u l i c s  e ng in e e r ~~ng ar e  s h c w n  to b~ a b s tr a c t l y  t h e  s a m e
as those arising in compu ter programming. rhe flowgrap ’h

w h i c h  is used  to descr ibe c cm p u t er  p r o g r a m s  is s o m e w h a t
different from the traditional control grap h. T h e  vi ew of

tlowgraphs presented here alsc corresponds tc network flow

problems for waich there is a unit cos t  associated with

flows throu gh an arc. In ~sction A . 2  th~ abstract

simil a r i~- y  of Discret e S y s tem s  A n a l y s i s  and  c o m p u t e r
prog rams is pciut~ d out. In Section A .3 birchh oft ’s Laws

are applied to dtr iv~ basic relation~ hips which describe the
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behavior os the discrete systems. £hes€ relationships S ic

depeiid ent cc th e structure or the system only ard are

a pp l i ca nl e  to  all discrete systems which car b e

caaracteri . ed my a dual set of variables called the tlcw a~ e

p o t e n t i a l  variables respectively. Section A . 4  shc~ws h c w  the
techniqu es rsed to solve discrete systeis problems are

equally applicable to determine execution time values in

p rog ram segments. Section A .5 derives an expression fcr the

total execution tine ir. terms ot independent flow

p a r am e t e r s .  A s u m m a r y  is presented in Secticn A .b.

2.  Abs t ;~~~ St mi 1ar it~ ot Discrete ~ y s t E m s

In this section we introduce a view of p rogramm ing

wh ich sheds the acstract similarity of the programming

pro b lem to the pr oblem s in en g ineer ing  and  o p e r a t ions
analysis. Fcr a complete treatment of d i s c ret e  s y s t em s

arising in engineering, ( 12] and ( lo ] are excellent scrrc€s .

~eLe rencE L7] treats the problem s in netw o ’k flows.

figu re V.A. 1 illustrates three discrete systems

arising rrcm electrical engineering, ny draulics and com put er

~ .ogrammir q.

~e v i e w  t h e  t h r e e  d i sc re t e  sy t e m s  as a c o l l e c t i o n  c t
two terminal elemen ts such as batteries, resistors , crrren t

generators , or p u m p s , con strictions in pipes and flow

generators , or se~.juences of computer progra m statements ,

control statement s and start and tern inaticn statement s .

Ihe  w a y  in  w h i c h  t h e  t w o  t e r min a l e l e m e n t s  a r e  :c i n vd
together gives rise to a connected system ct two termina l

elements which may ~e d escribed by the graph in figu re

V.A.4.

I.
L 
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In ~iqure V .A. 1 (a) the vertex V represents t h~~~

termin al Cf resistcr R which is jcined to the po~ it iv~

termina l of the battery. Arc a represents the two termin al

resistor 
~~~~

. The remaining corres pondences are

a ~~~~, a : , a 1(t) • a R , a : V (t)

where 1(t) representS the current yene ratin~i element

and V (t) represents the voltage source.

In an analogous way the symbol X r epresents a pum p

whose o n e  term inal is at a hicher pressure than the cth et

and is ccnn€ cted tc the constriction C .  Therefore, the

u~..cs again represent correspondin g two term in al hyd r aulic

a : C , a :~~~~~, a :C ,
1 1 2 2 3 3

a : F (t), a C , a : P(t)
4 5 5 b

Ihe traditional way ot r~ j~v~-stu tinq pi cy raw

alowcharts b y a direct~-d clraph ha~ h~ en to a~.:;cciate

zunctional statements with vertices and c~ ntro1 pa th~ with

arcs. It , cm the other hand , bequence~ ei fun eti en al

~tatements are associated with arcs, an d  ~ont r o1 pti rt s in

the pro gram ~re associated wit h v’~~ti ces , th t n w~ may ~€fi ne

t he  c o n cep t  at a f i o w y r a p h  w h i c h  c o i nc i d e s  w~ tu th t - cne in

~iqure V.A ... The arcs a correspond to th~ ~- -~quea~cts or
1

statement s :

I
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a : SU~~-J ;  I~~1;

a S Uz~~SUN+I**3 ; I<5~

a 1< 5 is ‘r B u ~; 1=1 + 1 ;

a I’~ is  F.~LS~~; ~i~INt SUN;
.4

a NO OPE1~ATIUN ;
4

a : E N D — ~~L A K T  SE ~~U E N C F ;
b

from the knowledge et t h e  charac~~~t.~stics ot the two

terminal elem ents and from the way in w h i c h  these ~lemen t~.

dit  c o n n e c t ed , we can dett rm in e the be.IUV 1CL ci the system .

Ihere are two compleme nta ry variables x(t) an~ y (t)

which may be regard ed as run cti cn s CL time ard which piay a

central L eic in discrete systems theory. In electrical

en qinetri n g x (t) reprosen t~; voltage difretence s and y (t)

represents currents. The two terminal ~lCWtt t , resistor R ,

is ch a r a c t e r i 2 o c i  ey  t a t  r e la t i o n :

X ( t )  ~t~~y (t)

It the rt s rstance value R is kncw r. and  if t a ~

c ur r e n t  t h i c u g h  the elem ent is y (t) thE n t h e  po ttn t ial

d i t r t r~~n c e  across  t h e  e l e m e n t  w i l l  be x ( t )  . Ea ca  o t  t n~

six two term inal circuit ol.’ment s a t ~~ ch  Lacteri:~-~ by a

rela tionsh i~ ot this type

‘
~ 8
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x ( t ) = i~~y (t) , X (t) = R y  ( t )

x (t) = R y ( t )

Vol tage and current sources are specified by

relations

x (t) = V(t) , y (t) = 1 (t)

~e s~ culd note here that inductive and capaci tative

elements were omitted from the examples fcr simplicity. a

capacitative element would have the characteristic

relationshi p

C d/dt x(t) = y(t)

The inductive element would be characterized by

r d/dt y(t) = x (t)

A knowledge ct the characteristic s of the two

term ina l elements and knowledge of hcw they are

interconnected allows us to formulate a linear system of

equations. It the system ccntains two terminal element s

which have a differential relationship, then the system is a

linear system of differential equations. In program m ing

applicatio ns the two termina l element .~ are equivalEnt to

resistors and henc e only ordinary linear systems arise. in

the hydraulics system described in Figure V .A.1 (h ) the

variable x corresponds to pressure and t h e  variaU€ y

ccrresponds to flow. Depending on the characteristics of

the constriction , we may formulate the reiaticns

1
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~ : x  = C y , a : x  = C  y ,
1 1 1 1  £ 2 2 2

a : x = C y  , a x = C y
3 3 3 3  5 5 5 5

a : x . = P ( t)  , a : y = F (t)
6 b 4 4

In ccwpu ter prcgrams, each se~~uence cf instruc tior.s

requires a certai n ancunt of time to execute . Ther€tcr e w~
may associate the execution time £ with -~ach execution

seguence . ihe variable y may be thcught ct as the rumb er

of times the execution sequence is executed , or i t  may

r e p r e s e n t  t h e  r e l a t i v e  f r e q u e n c y  or p r c b a b i l i ty  w i t h  w~- i ch  a
particular execution sequence  is e x e c u t e d .  The t o t a l  t i m e

that a p rog ram is in tue qivera execution sequence therefore —

is expressed as

x = T y
1 1 1.

Flere T is analogous to resistance , y is a n a l o g o u s
i i

to current flow , and time consumed by the pr cgram segment is

analogous to the potential difference. In cur example in

figure V .A.14c)

a : x  =~~i y , a : x  = T y ,
1 1 1 1  2 2 2 2

a : x  l y , a : x T y ,
r - .3 .3 3 3

a : x  = i y , t : x = T  y
4 4 4 4  6 0 0 b

1

‘4
bO



We no te  here that any directed cycle in the program

corr esponds to a current generator in electrical

engineering. We must snow something about such cycles in

crder tc aralyze prcgrams. In this instance we can

determine , looking at the program , that y is executed fcur

times. If ~e are interested in determining the tctal

execution time for executing the program once , then

y = 1 and y = 4, ET T y
o 4 i 1  ii

W e note taat if we think of T as a per unit ccst of
1 - ‘

flow of a certain commodity, then the above fcrmula

represents a network flow prcblem with ccsts, where v in

Eigure V .A.2 is a source vertex an~ v is the sink vertex

and where the flcws y may be irteger ccnstrained in case we
1

think of y as representing the number of tim es a giver arc
i

is executed. If we think of y as execution frequencies , or
3.

executicn prchabilities, then the integer constrair .t is

removed. Arcs way have capacity constraints such as a data

dependent lccp which is maximally executed n—times.

3. 
~~~~~~~~~~

In all discrete systems cf the type treated here ,

the icirchhoff~ s law whic h states tha t the  sum of t h e  f l o w s
in tc  a v er t e z  is equal  to t h e  sum of the  f lc v s  out  of a
v e r t e x  is appl icab le .  This law implies that the flcws y

i

are  r e l a t ed  and in par t icular  tha t  ( n — i )  of the  va r i ab l e s

w ay  be € xp r e s s e d  in terms of the remaining coes, where n is

61
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the number or vertices in the graph. References [12] and

[ib ) develc~ a systema tic way of expressing the sc—called

tree variables in terms of the co—tree variables. The

fcllowing ccntains a synopsis of that develcpwent .

Defini tion 1. A spanning tree £ Cf a ccnr .tcted

grapn G, of n vertices is a connected subgraph which

ccntains all a vertices and has n— i arcs.

Cac spanning tree of the graph in figure V .A.2 is

given by the heavy arcs. Each remaining arc in the graph

belongs to tne co—tree, that is, the complementary part of

the spannin g tree.

Cefinition 2. Let us consider a graph in which the

directicns of the arcs are ignored. Such a craph is called

an undirected graph. If a co—tre e edge is added to the

spanning tree of such a graph , a unique sequence of edges,
known as a circuit , is fcrmed. This circuit consists Ct the

co—tree edge whose terminal vertices v , v are connected in
3. j

the spanning tree m y a subset of edges in the tree . The
circuit ccnsists of t h e  se~ u€nce or edges a , a , a , a

b 1 2 5

~ach co—tree arc added to the spanning tree arcs in turn

creates a unique circuit consisting of the cc—tree arc and
the arcs in the spanning tree.

ihe totality of circuits so formed constitutes a

basis in the vector space of all circs.

I~efinition 3. Let ~ = (x ,x ,...,x ) be a vector
1 2

whose ccaponents x ccnsist of zeroes or ones and wher e t h e
i

index m represents the tota l number of edges ir the

62
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undirected graph. A vector c represents a circuit if z = 1
1.

whenever a is in the circuit and x = 0 whenever a is not
i i. 1

in the circuit. Such vectors for m a vector space under

componenthise modulo 2 additicn. The vector space is called

the space ox circs .

Associated with the flowgraph in Figure V.A.~~, we

nav€ the basis circuits

a
1 

a2 a
3 a

4 
a5 a6

c1 (o  
1 1 1 0 0

C
2 1 1. 0 0 1 1

Ihe vectcr space of circs in this case ccnsists of tne

m cdulo 2 sum s

C2 C2 = (1 1, 1 1, 0 0, 0 0, 1 1, 1 1)

= (0, 0, 0, 0, 0)

C
1 
W C

2 
= (1 0 1 1 1)

The total number of circs is 4 in this case , or more
generally

.L~
‘ S

where

= E — (V — 1) = E — V ~ 1

~ is called the cyclomat ic number , E is the rum ber

-- 
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of edges in the graph and V is the number ct vertices.

The concept of circs remains unaltered if we

consider the direction of the arcs in t~ e circuit. The

direction cf the co—tree arc induces a direction in tne

circuit which is fcrmed. By adding the co—tree arc a in

Figure V.A .2, the arcs a , a , a agree with the irfuced

direction and hence the corresponding vector is

a1 a2 a3 a4 a5 a6

~ . ~~ ~~ .

It a were directed frcm v tc v then the ir~ uced
6 1 5

direction of the circuit would be opposite of arcs a , a
E 2

and a , nence bhe vector would be represented as

a1 a2 a3 a4 a5 a6

—l —l 0 0 —l 1

A lthcug h the signs are unimportant in modulo 2

arithmetic because — 1 = 1 , the signs beccm e important when

the directict of flows is considered .

The relationship between the flcw variables could

have been obtained by applying Kirchhoff’s laws of flow into

a vertex is eq ual to flow cut of a vertex at n—i vertices.

We ha ve chosen to express the relationship by usinç the

concept ot circs. The result prcvided in detail in (12) and

(16] is as fcllows.

Theorem 1. The tree flow variables can be expressed
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in terms ci the co—tree flow variables by usinç the

coefficients matrix whose cclumns correspcnd to the signed

incidence vectors  representing the basis circuits.

t 
. - . 

C
•

X 11 X 12 . .

x21
t CX 31

t
~‘n—i. 

- 

Xn_ 1 ,l . . 
- 

~~~~~~~~ 
-

where

0 if tree arc i is not in circuit k

= 1 if tree arc i is positively incident
in circuit k

-l if tree arc i is negatively incident
in circuit k.

In the £lowçzaph in Figur e V.A .2 the relaticnship of the

spanning tree variable is

~~0 1 r
— 

1 1 4
— 

i. o L Y 6

_
y5 . ~~0 1

,

he note that in the first equation above

=

which states that the flo. cut from vertex v is equal to

b5
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the flow intc vertex v
1

Cue can use the seccnd Kirchhcff’s law for

potentials to relate the co—tree variables to the tree

variables. In any circuit in the network the sum of the

pctentiai. Jitferen ces is zero.

1hec~ em 2. The co—tree potential. variables can be

expressed in term s ot the tree potential variables by using

the transj.cse or the n~ trix X in Theorem 1.

C • - - 

t 
-

xl x11 x21 . . .  x~_ 1 1 1 
xl

c tx2 
= x12 x22~ . . .  x~_ 1 ,2 x2

4 . . X 1M X 2M . . .  X
f l l ,M 

x~_l

4. Problem Formulation and Soluticn

~~€ shall now formulate ani scive the three

abstractly similar problems.

In the pr cblem in Figur e V.A. 1 (a) we hav e the

following relationships for each of the twc terminal circuit

elements.

V
1 

0 0 0 11

v2 = 
0 0 0 1

2 (1)
0 0 0 13

v5 
0 0 0 R5 

I~

Ey Kirchoff’~ laws , flow variables are relate d by

____ ~~~~~~~~~~~~~~~~~~~~~~~~ 
-
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(
~~~~ 

) =

and the potential variabi ts are related by

V
1

( 

V
4 ~ 

= 
(0 1 1 ~~ V

2

\ V 6J \ 1 1 o 1 /  v3

V
5

~remultip1 yir . (1)

v 1 
0 0 0

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

V
5 

0 0 0 R5 1~

UsIng (~I) on the left and (2) on the right

(v 4 \ = 
( R2 + R3 \ ( 

i
4

~6 / \ R2 R1 + + R
5 ) \  

16

Dependin g on what information is prescribed , the t~rob1em can

ce easily scivea. If we kncw I = 1( t ) and v = V (t), tl~’nb

v and I can be determin ed in term s of 1(t) and V~ t )  as
4 b

icil~ ws :

t~1 
‘1
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v4 = (R2 + R3) 1(t) + R216

v(t) = R21(t) + (R 1 + R2 + R5)16

v(t) — R 1(t)2
6 R1 + R 2 + R 5

jv(t ) — R2
1 (t)

v4 = (R 2 + R3
) 1(t) + R2 kR 1 +~R2 

+ R5

In the hydraulics prcblem in Figure V.a. 1(b) precisely the

sane results would be cbtained i f  the flow rate F(t) and tu e

pressure dif±erence P(t) were prescribed.

In pro granm ing probl€ms we typically know the tlcu

values. Fcr example , if we execute the prcgram in figure

V.A.1 (c) once , then y = 1. Because the lccp is executed
t

exactly fcur tines y ‘4 a n d  h enc e:
‘4

1x 41 1T 2 + T 3 
T2 11~~

[x 6 j  [ 
T2 

T1 + T 2 + T 5j[1

Here x represents tie total €x-~cuti~~ time in the interior

lccp, whereas x represents th-~ executicn time in the
b

exterior 1oc~.



5. 1~~ J2~~~

Ihe total execution t im e  can now b e e x p r e s s e d  in

terms or the linearly independ ent flow variable s.

6 6
TOTAL TIME = V x .  Tv .

- L- j  1 11 1

y
l /~~ 4

= (T~ T2 T3 T5) y2 + (T
4 
T6
) (

\ Y 6y3

y5

0 1

~ ~(T~ T2 1’3 Tr ) ( ) + (T~ T6) ( —

1 0

0 1

/Y 4\ /Y 4\
= (T2 + T3, T1 + ‘F, + ‘r 5 ) ( J + (T~~ P . )  J

\ Y 6 J  \ Y b l —

/ Y4(P2 + P3 + P41 
P1 + + P5 + T6)

~ 
f T~~) .v4 

+ CT 1 
+ T2 + P5

) .v
6

= (T2 ~ ‘F)) ~4 + (T1 + T
2 

+ T~~~) .1

1

b9
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mcre generally

t C
yl 

yl
n—1+M

ET = 
i~ l 

T1Y1 = [T
1 

. . .  Tn—l i + [T . . .  T l+M]

. 

~~-i 

- - C-
X12 . . . X1~

= [T
1 

. .. Tn~i
] ~~~

x~_1~~ . . . ~~~~~~~~

+ [T . . .

=[[ 1 Tx. 1, T.x~2, . . .  TjxjM] 
L

+ [T , T +i, . . .  ,

= (~~~~~~ 
T~x11 + Tn1Y~ 

+ (
~~ T~x~2 +

n-i
+ (~~ Tix iM + T~~ 1~~1)~~~i= l 0
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ibis ~epor t Chew s that discrete sy~;tc~ s anal ys Is is

anatogou~ and .ipplicab1~ to the analysi s of coiput~ r

~rogram s . Ik e  tradition al view ot t1c wy raph ~ (11]

as~ cciates vertices with blocks of COLi C and arcs with the

flew of control. That v i ew  do es no t 1~ ad to tHe

corr~ spond er~ce exhibit ed in this paper.

h~ wculd li, e te also point out the ~imt1ati ty Ct.

the tlt’wg raph analysis to th .~ pu leu~ ~~n C e U f lt t  r .- d in

n :twork tlow~ in w h i c h  a uni t ilow t h i e u ~~h t h e  aic i~.

as~ ccia t~ d with t he  cost ~ 7 ] .

~~eause both discrete systetus analy sis and n~~tw c rk

flew p reLl€~ s are highly developed areas in t~nqin .’-e~ irq ~~~~~~

sc ience , t h e  tools and  t e c h n i u n  ~s develot~t-i i n  th~’~~ are.L~
become app1 ic a~ 1e to cc~nput er proq uatu analysis.

kLegtam analysis st ttw a r e developm ent which

automates the analysis of proqrans usinc the di~ cr ete

systems analysis t~ chnique~ described here is a task which

we hop- tc encouraqe by this se~i men t of the t~.port .

l~. D&rA FLC WGH A FU S

1. 
~~~~

Ike basic inadequacy in prcqram ~ccumenta ticn in

both tlowch ..~ t and proqra~n m i n q l a n qua~ es L L ’ I ~~ iS that 1-oth

tcrms ccnc~ n trate on how a prcbie~u i s  s~ 1v~ d i a t h e r

11

— 
~~~~ 

-
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~~~~~~~~II ~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-

~~~~~

-

~~~~~~~~

—‘. - 

~1

than w h a t  the prehle~u is.

It we design a multipli er cithe t in h dr cw ar ...,

rirmw are cr soitwace , it is essentia l tc know wh at *he

problem is. In provin g correctness or ~ioyrams we must

first state ~hat the problem is Lerore W e can v.~rit y that

cut meth cd of solving it is correct.

ih~ te are three eajor ways in which w~ 5ta ti what

the proL lem is:

(1) by the use or formulas;

(2) by drawing coxes and joining th ea with l.L r.t-b ;

(.3) by the use of decision tables.

Fctmulas have the advantage t h a t  we have learr~~ to

H manipulate ti~ tn in order to derive equiv alent expressions

which serve to simplify the problems. Alsc, formulas can

directly and easily be ccmmunic ated to computers it

ccmpilers are available.

r Form ulas have disadvantages when th ey extend cver

several lines or several page s , or when a larqe collection

cf formula~ are used to describe a prc blem . ~oup ut -~r

designers have used both formulas and draw in g s t~ docum ent

the desi gns . IBM is a major user of drawin gs. lesign

documents which describe computer hardwar E art d ocuut ~nted

with box /line drawings.

Bcx,’line drawinqs have bcth advan tage s and

disadvanages . The  wajcr disadvantages of these do cum ents

are that we iust relearn to aanipulate the drawings in crder

41 to simplity them and that we have no compil ers ror yta~ hics.

Generally human transcribers ate used to traasla tt~ gra~ hic

- - - -  - - 
-
~~~~~
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pictur~~ intc notation understandanle tc the computer. The

comp uter redraws the picture s usually lcsiny po sitic 1~~i

integrity tcr both boxes and lines and thus losinq some

(possibly important) information.

Ihe major advantages of box/line drawings are that

data flcw can be explicitl y shcwa across for~ ulas,

inroriuaticn is not constrained to lines (cne—dime nsicnall ,

and levels ci abstraction are conveni ently achiev ed b~
functionally labelling boxes and lines.

Ibis segment tormalizes the concept ct the box/line

drawings. Such drawings form a bipartite directed çraph ,

bi—di graph , waich we shall also call a data tlowgraph s .

A prcgram tlowchart alsc c or r e s pcn ds  to a g r a j~h
ccnstruct coiled a tiowgraph. Tc each execution se~ uerc€ in

the ilowyraph corresponds a data flowgraph which describes

at a chosen level of abstraction what happens to the data.

A siailar data flow analysis is carried out by Allen

and Cocke (1], although both tneir ccntrcl flow and data

n o w  are differently ccnce ived  and a p p l i e d .

A ccntrol complexity analysis wuich makes uses ci a

control tlcw graph and introduces a complexity measure , tne

cyclomatic number of the cortrcl ilowq raph , by McCabe [17],

has some s imi l a r i t i e s  to o u r  concept o~ t h e  f l o w y r a p h .  T h .~
tlowgraph in the in this section is abstr actly the same as

graphs used in circuit theory, discre t~ syst~’ms analysi s ,

an d cost criented network flcw problems.

shuel derma n et al (213 showed ~xp~ rimen tall y thd. t

riowcharting has l i t t l e  v a l u e  in increasinq pro g ramm er

pro ductivity. The value we s in tiowcharts or tlo w çr ap n s

is related to automated comput er anal~~ is ox tlqor ~ tt-~ s,

~ 
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both the execution time analysis aria the data flow analysis.

In the previous segment tne ilowgzaph correspcnding

to the r~.cwchart was defined and shown tc be abstractly

identical tc similar graphs encountered in discrete system ’s

analysis. In Section 2 the data flovgraph ccrrespondir .g to

an execution sequence in the ilowgraph is defined. Section

3 illustrates the usefulness of the concept by applyirg it

tc the analysis of an airborne real time tactical system

(Ae—E) . Section 4 is a summary of what this segment

ccntains.

2. ~~~~ oW~~ra~ flE

Althcugh the ilowcbart analysis gives us an

e f f e c t ive  way of determining execution tines and the

complexity cf programs , it dces not give much iuforinaticn on

the independence of processes or hcw prccesses can be

executed simultaneously withcut interfering with each cther.

Ihe concept of data flcwgraph s helps to graphically display

what happen s to data , how data is transformed , and hcw one

can partiticr the process into subprocesses wit h a mini m al

need ot data transfers.

~e illustrate the ideas first before we t o r n a l i z e
the concepts . Referring back tc Figure V.A ,1 (c) and Figure

V . A . 2  c o n s i d e r  t h e  g r a p h  c on si s t i n g  of arcs  a a n d  v e r t ice s
1

v .  Each arc of this graph corresponds tc an instruction

s€~ uence which carries out a computation on scm€ input data .

~or example , arc a corresponds tc a typical as s€mbl~

lunquage instruction seguence .

I

L _ _  _  
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~e associate with each data itCh a vertex 3 and
2.

with each operation ancther vertex o , figure V.B.1 in a

wanner used by digital circuit designers ever since

computers were first designed and manufact ured. ~e ccnnect

the data item to the operation which uses the data item as

an input by an arc directed into the operaticn vertex. Tee

cutput data item cr items are ccnnected to tee operation by

arcs directed away from the operation verte2 . The çraphs

resulting frcha carrying out this associaticn with flcwçraphs

are graphs which contain two types of vertices, where arcs

ccnnect data vertices to operation vertices and where

operatio n vertices in turn are only ccnnected to data

vertices. Such graphs are known as bipartit e directed

grapes , cr bi—d igraphs [2 ).

0 SUM 1 1

•~~ • •~~~~~~~~~~ -t
-’ ,-•

_ _  
d 2 d 3 d4

Fig.V.S.l Two Components of the Graph Corresponding

to the Flowgraph Arc a1.
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Fcr each arc in the flowgraph we construct a

corresponding bi—digra ph. We note tha t ccntrol operations

such as branch or halt instruct ions do uct alter an~ data

and hence do not require a correspondent bi—digraph .

3
I F sun

S 
~~

- f b S ~r 
~~~~~~~~~~~a 2 : 

1~~
Sun

a 3 :

a 4 : NULL GR A P h

r~i O U T P U T
a 5 : I—,- _I

Fig.V ,B~2 Components of the Data Graph .

he next determine an execution sequence cr all execu tion

sequences nor a given flowgraph. I 
-

~e are ncw ready to formalize ~h€ definiti or ct a

data graph.

Eetir .ition 3. 1. A data flowgraph ccrresponds tc an

execution sequence in a flowgr aph as follows. Let

S = (a , a , . . . ,  a
1 2 n

be an execution sequence in a ticugraph. IC each arc a ,
1

I
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F
there ccrresponds a mapping of input variables x , x ,

x ~.nto output variables y , y , ..., y . This functicnal
k 1 2

relationship is denoted by some operation c and indicated
2.

as a subqraph.

If one cr scre of the input variables of o is identical to
1

an cutput variable of some cther operaticn o , then we

identify such variables by the same vertex in th e data

xlowgraph . Similarly, if there is a common input or cutput

variable to one or more operations o , we identify such
3

variables by the same vertex in the data flcwgraph . If this

procedur e is successively carried out for each arc in the

execution sequence S, the resulting graph is a data

flowgrapb of S.

I~

he have given so far very simp le examples to

illustrate the idea of a data flowgraph. It is easy tc see

that in a complex progra m there are large numbers of

execution sequences and hence data flowgraphs. Therefore

this iethcd of analysis would become so ccmplex that it

becomes useless.

~crtunately the idea of a data tlowgraph lends

itsemt very naturally to levels oi abstraction. be can

illustrate this with the exampl e veich comes trom the A6— E

77
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tactical system.

~~~~~~~~~~~ ~~~~~~~~~~~

a. Cata Flcwgraph Ccnstruction

An attack aircraft (Ab—E) tactical system is

used to illustrate the flowchart and data nlcwgraph analysis

techniques.

Figure V.E.3 illustrates he top level flowchart

which describes the syste m ’s operation . After a ha rdw are

checkout and initialization pro graa~s have been executed , t ne

program goes into the infinite loop described by the

flowchart. In this system the executive progra~ is very

simple: a sequence of tasks is executed withcut a sEt of

priorities. The task is b ypassed  whenever there is nc need

to execu te it. The analog inputs from the sensors are

sampled pericdically based on a real time system ’s clock.

1
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Cn€ execution of the infinite lccp, that is, the

tzansiticn from the ccntrol point above Steering

Commands... ” to the ccn trcl point below Ballistics

Calculaticns...” in Fig. V.B.3, may be regarded either as a

set of all possiele execution sequences , or as a single

t z an s i t i c n  cf cont ro l .  If  w~ r e ga r d  i t as a s ing l e
tzansit.icn ci control , then we can represent what h a p p e n s  to

the data with a sinqie data flcwgraph as shown in Fi g.

V. E.Ll. T h i s  representation ccrresponds tc the overall view

ci what the ~rogram does. Each data set vertex r e p r E s e n t s
data items which serve as inputs or outputs of the systen ,

whereas the operation carried out by the system is

represented ~y a single vertex , a box in which the operation

is described in English.

TARG E T~~~~~~~~~~~
51

~~
1 0

~~~~~~

FIG.V.~~.4 DATA FLOWGRAPH OF THE A6-E TACTICAL SYSTEM

if we wish to consider a mor e detailed view of

the operatior under the same transiticn of control , then

each distinct execution sequence gives rise to a data

flowgraph ano the set of all such data flowgraphs describe

in more detail what the single flowgraph expresses ir Fi g.

V .B.L4.

a ,
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The Navigational Subsysttn ccnsists of eight sequential

steps in Fig. V.5.5. the first step is entitled Air Data

~uantities— 1 in Fig. V.5.6. This flowchart gives the finest

level of detail and enables a programmer tc translate the

flowchart to a higher level language or an assembly languagt

program.

LSTART3

A I R  DATA S
QUANTITIES — 1 1

I AIR DAT A S

[~~~NT1T IES - 2 2

AIRCR A FT AIR S

MASS ANGLES

DOPPLER
VELOCITIES

SYSTEM
V E L O C I T I E S

I BARO- INERT IAL 1
[VERTICAL LOOP j

AIRCRAFT IhERT IAL
AUGL ES

PLATFORi ~~

CORR E CII O~S

FIG. V.&S FLOWCHART OF THE NAVIGATION AL SUBSYSTEM
a
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Corresponding tc the flowchart in Fig. V .t .6 we

construct a flcwgraph in Fig. V.8.7. In the flowgraph we

have distinguished between the vertices from which more than

cne arc issues. The latter vertices are symbolized by a

small dia~aotd indicating that several execution sequences

emanate from that vertex.

he also distinguish between twc types cf arcs:

one (symeclized by a square) corresponds tc a statement

which pe rma nencl~ alters a data value; the cther (symbolized

by an arrow) Corresponds to a transition it control whica

dces not perm anently alter aty data values.

Ihe heavy arcs constitute a spanning tree cf tne

flowgrapn which is of significance in execution time

analysis as well as control complexity analysis.

Further simplification of the analysis can be

cbtained by subdividing the flowgraph int3 sc—called ccntrol

segments , which are segments of a program with a single

entry and single exit. The control segment from v to v in

Fig. v . 8 . 7  is shown in the flowchart form in Fig. V.F.E, and

in the Ucwgraph form inV.B .9(a) .

As before , we can generatc a data flowyrap h

uhicn describes an overview of wha t takes place it the

control segment , as shown in Fig. V.E.10. If we are

interested it more d€tail, then we look at all possible

execution seguences which are desribed as a rooted tree in

Erg. V.8.9(c). Corresponding to the six pcssible execution

seguences , there are five distinct statement se~ uenc€s and

their corresponding data flowgraphs in Fig. V .B.11 .

a
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The control segment v to V can  similarly ha

described in flowchart form in Fig. V .8.12., as an ovErview

in Pig. V .8.13, or in complete detail as in Fig. v.F . 1LI (a),

The control  segment from v to v is shown in
7 15

flowchart fcrm in Fig . V.8.15 and as an overall data

rlcwgraph in Fig . V.5.16. The overall view cf the Entire

page and how the control segments fit together is displayed

in Fig. V .8.17.

If a program contains a icop, then the

corresponding flowgraph is a repetitio r• ~f tlowgraphs each

of whic h describes the data flcw ~cr a ~ingle transition of

ccntrol .

he wish to note that in the A6—E tactical

program therE are about sixty pages of rlcwcharts—sowe less

comp lex , some more complex.  The page used tc illustrate the

data  flowgraph concept is thus  a small  b u t  sufficiently

complex ex a mp l e  to i l l u s t r a t e  t h e  u se fu lne s s  in:

~a) analyzing parallel processing,

U) test case preparation ,

~c) e r ro r  analysis ,

(d) prcgraui verification.
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The aain ccncerns in distributing a process a~ cng

several ccmpu ters is the resulting inefficiencies intrcduced

by the distribution:

(1) greater coo~mnnication prctlems ~etveen

ccmput eLs ;

(2) duplication of data and program s;

(3) imbalance in execution times and program size

amcng the

Ihe data flowgraphs allow us tc expli citly determi ne

the uum~ €t of data elements which must be communic ated to

cther prccesses.-

In Pig. V.8.17 the data fiowgraph shows that the

Pressure Altitude Calculations have no data values in ccmm on

with the Mach Number Calculations. We can conclude that

these processes could he carried out in different computers

completely independently without creating communicaticns $

problems. The same graph also shows that the Effective

lempe rature Calculations use two data values generated by

Macb Number Calculations and two data values from Pressure

altitude Calculations. If a single compute r must scive the

problem , then eight data values are used as inputs and five

values are used as outputs. If two computers are to sclve

the problem , and if Mach Number Calculations are done in one

computer and the Pressure Altitude and Etfective Iemperatu;e

Calculaticns are dcne in the other , then the communication

problem s are increased by the two data values which wi st be

communicated. Effective Temperature Calculations may not be

92 
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started hetcre ~iach Number Calculaticns are ready. This

causes timing problzms in additio n tc communication

problems; hcwever , data flowgraph s allow the analysis of

ccth prctl~ ms.

Eata flowgraphs reduce the distributed system cesi gn

problem to a graph partitioning problem with side

ccnstraints. Several effective algorithms exist for sciving

that prctlem . Referenc e (2] reviews the published

literature cm graph partitioning. The side constraints may

be taken to he program size and maxima l execution time. The

problem then becomes : Partition the graph into a minimal

numbe r of partition elements so that the nu mb er of arcs cut

is minimized , and tne bound s on progra m size and maximal

execution times are satisfied. The prcblew is completely

analogous tc the hardware partitioning pr cblem for creating

mcther—bcard s in computer design. the m cth€t—bo ard design

pro blem had to satisfy input—output ccnstraints which

permitted only a certain maximum number ci input— cutput

connecticns for each moth er—b card , as well as a certain

m aximu m number of daughter—cards on each mcther—board.

5. test ~~~~ ~~ e.2.~cati9~

As all, of us who write computer pr cgram s kncw , a

program is seldom correct when first executed. Therefcre it

is safe to assume that programs contain errcrs , and we wculd

like to generate test cases which are:

(1) exnaustive enough to discover all errors;

( 2 )  small enough in number sc tha t we can

effectively test the cases;

~3) suggestive of what ‘ust he done to mar.e

93
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ccrrecticns.

Computer programming is in many ways analogous to a

lengthy derivation in solving calculus problems. The ~ay in
which one gains confidence in a lengthy derivation is by

looking in the answer secticn to see if the result obtained

agrees with the one given in the book. If the results

agree , tb€n we usually are satisfied . If not , them we try

to establish equi valence . Failing that , we check algebraic

manipulations , signs, differentiations , integrations , etc.

until an error is discovered. If we work cr an

even—nu mb ered problem which does not have an answer ir the

back of thE took, we rescrt to different schemes. If we

trust a friend we call him to find out what result he

crtained. Is the results do not agree , we check back to see
w h e n  the  t e su l t s  f i r s t  d i s ag reed .

In programming we use similar technigues . We write a

program in scme higher level language such as FORTRAN. If

we write a special purpcse routine to evaluate a

trigonometric functicn , we compare our results with the

corresponding library routine. How many test values dc we

use? If we have a pclynoiuial of degree ii, then theory tells

us taat n+1 points are sufficient to establish identity. By

using a randc m number çenerator to generate a set of n+1

random nunters in the interval of interest and by finding

that the results agree with sufficient accuracy, we b~ ccme

confident that no further errors exist. We remain confident

until someone discovers that for a particular case the

results are incorrect. We fix the program and add these

particular cases to our repertoire of test cases. Usually

the endpcints of finite intervals , zero value , or undetected

underfiows and overflows are a cause of trcutle . How does

the data rlcwgrapn concept help us generate test cases?

~e cbserved in the previous segment that the ccntrcl
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segm~nt v to v had six different executicn seguences and
0 5

five difrerent sta tement sequences. Each statement sequence

gives rise to a different function. Therefore W E  must

prepare at least five different data sets, one fcr each

function. As sàown in Fig. V.B. 11 each functiur is a

constant function, and bEnLe thecretically, cne data value

ror eacn data set would be sufficient to check identity to a

previously ccmputed constant function.

It cne considers the rlowgraph in Pig. V.8.7 in its

entirety, then the tctal number of execution segt.€nces

between v and v is 72. The number of execution sequences
0 15

may be calculated by a vertex labelling algorithm which

labels each verte x with the number of distir .ct access paths

from the entry pcint.

Eecause several executicn sequerces give rise tc the
same statement Sequence , cnly 50 distirct statement

sequences exist . If each statement sequence yielded a

unique function , we would have to construct at least 50

differen data sets, each data set containing at least one

set of values. In the A 6—E tactica l program there ate 60

pages or flowcharts of ccntrcl complexity with abcut an

average or 20 statement sequences each. ~Iberefore , there

are appzoxiiately (2C)60 statement sequences in the entire

program. If each statement se~uence gave rise tc a

dirferent function , we would have to generate (20)60 da ta
sets, each ccntaiaing at least one set of data values.

Clearly testing the prcgram would become impcssible .

Ihe data tlowgraph corresponding tc the ccntrol

segment (i.e. a progra m segment with a single entry and a

single exit) from V tC v in Fi g. V.8.10 is d sccnr.ected

a
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from the data flougraph for the next ccntrcl segment. This

means that the two functions are independent and can be

tested independently from each cther.

Ibecretically, the first control segm ent requires 5

data sets, the second 2 data sets. Altogether 5 4 2 data

sets are necessary instea d of 5*2 = 10.

The third control segment is a rational fur.ction

ccntaining 5 statement sequences. Hence 5 data setS wculd

need to be ccnstructed to test out that function.

In order that two rational functions be identical ,

R1/E2 = Q1/~2

4 it is sufficient to form the produc t pclyncmial ,

R i  * Q2 = Q I  * R 2

If the two product polynomials are equal fcr all values

Except possibly the points at which the denominators vanish ,

then we can conclude that the rational functions are

identical. In the abcve example , four data values per data

set would ne sufficient. Thus 5 + 2 + 5 12 data sets are

surficiect tc test the identity of the functions calculated

in the flcwgraph in Fig. V.5.7 instead of the 50 data sets

estimated on the basis of the statement sequences in the

flowgrapk.

The .rlowchart page used in this example has average

ccmplexity. If we assume that the complexity of each page

is on the average simila r to this page and that data

flowgraphs exhib it the same degree of independence as they

do on this page , then cnly

6C * 12 720

data sets need to be ccnstructed instead of (20)60 . Clearly
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720 data sets would be a reasonatle number tc construct even

if each data set contained 10 sets of data values.

6. 1~& c.& ~~~~~~~

The data ulo~graphs lend them selves to numerical

error analysis. Dora an McCracken [
~~ 

presert an elemEntary

~ut cow~ lete treatment of rcundoff error ~ropagaticn for
roth fixed—pcint and floating—pcint aritumetic. They use

data flowgraphs (or process graphs in their terminoloçy) to

develop the error—bound estimates for each function. ~ie

shall act repeat their presentation here but refer the

reader to their bcck .

1n additicn tc numerical error—bound analysis , data

flowgrapas give strong indications of ~ossi~ le trouble spots

cr errors in the program. For example , in the statement

sequence S £ S in Fig.V.B.l]variable N is set to ~ in
2 14 7 n—i

£ and rest to Fl in S S . Aithouga the function nay be
2 mn—i 4 7

corr~ct1y calculated , it is dcne clearly in an inefficient

fashion. It is not hard to reconstruct the program to

eliminate this inefficiency and still ccupute the same

function.

7. 
~~~2I~! !~~~~~~~.LQi~

fcr real time tactical system s, ~rc graw verific ation
is particularly difficult to accomplish. In crder to verify

that a program does what is intended , there must be an

unambiguous statement of intention. Frequently the
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statement of intenticn is in a flcwcuart form . Eccause

flowcharts imply a sequence cf statements and a sequence of

controls , the statement or intention not only specifies what

is wanted , but also in what sequence it shculd occur. This

over—spec .tties the progra m , causes inetficier.cy, and removes

t~setul f1exi~ ility.

Erogtam verification , as described by Hantler and

King (10], ccnsists of~

~1) stating formally what assumpticns are m ade about

input variables before entry intc a procedure;

4~) assertin g algebraically or by lcgical statements

what the cutput variables will ccntain when the procedu re is

ccmp l€ted;

(3) symbolically executing the program as described
in sonic pr ogramming language to show that the results agree

with the specirication . The data flowgra~ h is a graphic

expression of Cfl e or more algebraic statements. Therefore

algebraic statements can be interpreted into data

£lowqraphs . This allows us to construct a data flowgraph or

a set of data flowgraphs for the specificaticn st~ te~ er.t.

The symbolic execution of a program is equivalent to

the process of constructing a data flcwçraph for each

executicn sequence in the program. The verification process

is the process of checking whether or not the data

flowgraphs ccrresponding to the specificaticn are equivalent

to the data flowgraphs obtained from the execution

sequences.

a~n automated process of showing equivalence is by mc

means an easy process to construct. Conceptually, ho~ ev er,
data £lowgraphs will enhance program veritication.
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This segment introduces the data ficwgraph ccncept

as a useful tool in the analysis of real time systems.

Although tnere are mcre applications , this segment has

fccused attention on four applicaticns which are

particularly useful in systems analysis:

(1) process partitioning into subprocesses for

distributed processing;

(2) generating test cases to establish that the

program under design is identical to a kncwn , correctly
functioning test program;

(3) rumerical error analysis and the analysis of

inefficiences cccurring in the p rogram;

(4) ~rcgram verification.

The data f].owgraph is useful ccnceptually as well as

in the practical domain of impleirentation of algorithff s to

carry out the automated analysis tasks.

C. £XECUIICN TINE ESTIMATING

In Secticn V .A the theoretical aspects ct execution time

estimating were given. An analysis tool which generates the

formula for execution times in terms of the linearly

independent flow variables could be developed as part cf the

program ccm p ilation prccess . Presently this tool is not yet

av ailable.
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Our analysis tor the &6—E operational flight progr am was

carried out by manual methods. The entire flowchart Cf the

~rogzam is a collection of flowcharts one per page. The

majority of the pages contain a single Ei~try point and a

single exit point. By looking at the operations indicated

b y f o r m u l a s, it is not hard to determine am cn g all pcssible

execution sequences the one which consumes the maximum

amount of execution time. It is that one wI :ich was used to

estimate the worst case execution times for each pace of

tlowchart . An upper bcund fcr the worst case execution time

can be ottaited by sumi ~ing the maximal execution tim ts or

each program segment. It may be that such an execution

sequence is never realized in practice and therefore the

upper bcund measure is pessimistic. Ibis is a ~ay of

ins u r i n g  t h a t  the  p r o g r a m  execu t ion  never  €xc eed  th~ upper
bc und v a l u e . The  va lues  in the  tables for t h e  A t — E
opera t iona l  p r o g r a m  were g e n e r a t e d  in th i s  w a y .  The
b r e a k d o w n  in t c  f i x ~ d p oi nt and  f l o a t i n g  p o i n t  o p e r a t io n s  was
c h o se n  m e c au s e  t l oat i n y  point  h a r d w a r e  u n i t s  are p r e se n t l y
a v a i l a b le  fo r  LSI c o m p u t e r s  at  a low cost .  Using  f i c a t i n y
p o i n t  a r i t n u i e t i c  enhances  accuracy and  m a k e s  p r o g r a m m i n g
easier.

E. F~ OG~ AM AN D DA TA I~EQUIRENENTS

In order to determine progra m length reg liremeu ts , each

page of the A o— E operational program flowchart was used and

the number of instructions estimated. Because the actual

A 6—E proq~.am does nct use floating point arithmetic the

~stimat€d prcgram length differs somewhat from the actual

prog ram length. A floating point instruction does not

require shifting operations because this is done in the

hardwa r€ prccessor. Consequently the actual program length
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is about 20% longer than our estimate predicts.

the data requiremen ts for our estim at es wer~ based on

the numb er cf variabes used in the programs. The ficating

pcint fcrm at is assumed to be a 32 bit form used by the IBM

com puters as well as the LSI computers . For the presently

ava ilable L~ I com puters, the floating point unit is treated

as an input— cutput device accessible cm the systems data

bus. The constants are also accounted for in the totals.

Pot distributed systems, it may be more efficient from

the executicn time and bus use point cf view to duplicate

constants and functicn subprograms in each of tne

processors. In our analysis we have assuited that tbis is

done. Furthermore , each processcr will alec have a small

cperating system which also is duplicated in each single

board computer. Although this is not necessary in

distributed systems design , it is dcne to create

independence of each processcr on the bus .  The f a i l u r e  of
any single bcard computer will not cause toe failure Cf tne

sys tem.

E. P A B I I I I C N I N G  II ETHC E OLOGY

The logical cohesiveness of a p rog ram is shown by the
data flow analysis. The data flow analysis allows us to

determine precisely these variables which must be shared by

cther segments of the program. This analysis was carried

out painstakingly for the A6—E operational prcgram.

Development of software tools to wake this analysis

autcmatic and part of the compilation process is very useful

fcr the partitioning process.
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E4C0 variable wis considered a~iJ it s  c c c u r r a n c €  cm any

page or the flowchart was recorded. It the va r iabit

occurred only on one page, once as an output variable and at

least once as an input variable , then that variable was

defined as am internal variable to the page. A yrcup or

pages which have many variables in common with each cther

and f e w  v a r i a b l e s  which are  used t x t e r n a l l y ,  f c r a  a
logically cch~ sive progra m segment . For examp le , the nine

p ages w h i c h  c o n s t i t u t e  t h e  navigational module have 1~ 3

v a riab le~ i n t o t a l  and  50 of these a i e  e x t e r n a l  t c  thi e

module. Such a modul e is a logica l ly  cohesive m o d u l e .

Our partitioning methodology was based cn the ccncept of

this .Lcgical cohesiveness. Logica l cchesiveness is a

natural t~ypr cduct of a well written p roy iaui. The data flow

analysis allows ~~ to discover logica l cohesiveness even in

a program which is not written with that in min d .

~urthecmore , logica l cohesiveness reduces the num b er of

V a L i ables  w h i c h  are  t r a n s m i t t e d  to  o t h e r  prccesses .
I r ~~~~r e , the bus use is minimized , or equivalently, the

parame t ci coLn t passed to subprograms is uiinimiz.~d. There

may be o the r  c o n s i d e rat i o n s  or im p c r t a n c e  in  t h e
p a r t i t i c n i i~g proc~ ss. If we wish to des ign  s y s t e m s  w h i c h
continue to function even w h e n  on e ot the prcc€s sors

malfunction s , then a simple way of acccmplishinq this is to

place a prccess in mo rt~ than one prcc€ss or. Tbis is

analogous to having a pilot and copitct cn a comwe rciai

airliner for safety. All the vital functions can be

di~ trib ut€ d so that the failure of any ene  processor w i l l
nct cause failure cf any vital function.

~royram and data length also must be considered in the

partiticning process. If programs and data are tc be

distributed , it is impcrt ant that the program and data fit

into the ccm~ uter. Although expansion of memory i~- easily

achieved wit~ the LSI architectur es, the acce~ s time tc th e
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ex~ amded mem ory is slightly greater and there is contention

among processors fcr the use of the system ’s tus.

The execution time of the process must be considered as

the most important factor. The processes must be

distributed so that each process can be executed

successtuily a prescribed number of times per second. This

cf course is a very important aspect of real time systems.

All cf the above considerations are used in the partitioning

process.
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VI. IL~~A~ 1L~Q~ ~~ T.UI !~I2~ ~X~IL~

~e develcp the functional requirements for the VSTOL

system ty examining in detail the avionics system icr the

Ao— E . Other existing systems A 7—E , P3—C , S3—A , F—1 5 , and

F—18 are contrasted with rtspect to the A6—E. We

c har a c t e r i z e  the  f u n c t i o n a l  r e q u i r e m e n t s  in t e r m s  of
arithmet ic ccmple xity, control complexity,

intercommunication reguirem ent , program size, and data

storage size. ~e identify the core elements of tactical

systems , that is, these functional elements which all Cf the

systems share. Two of the VST~.)L applications fighter/attack

version and the antisubmarine warfar e version are

functionally quite different . However , the functicnal

similarity of the VSTCL versicns to their correspcnding

fixed wing cousins is great . The essential difference

between VSIOL and rixed wing aircraft is in the takeoff and

landing ccntrols .

a. OVE~ VI~ h OF THE ATTACK AIRCRAFT TACTICAL SYSTEMS

The primary purpcs€ of the Navy attack aircraft is to

provide close air support to forces operating on land . The
A6—E and A7—~ are the presently employed attack aircrart

which use an on—board comput ?r based tactical system . ~e

have chosen the tactical system of the A o— E as a mcde i

because its documentation was most easy to use fcr our

analysis. The most significant functicral difference

bttw€ en the Ab— E and A7— E is that the A 7—E is manned by the

pilct alone , whereas the Aó— E has a pilot and a

1OL~
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bcatardi€r,navigatcr . Both systems use functicnally

identical sensors to help navigate and track the target.

Ihey are designed tc carry the some armaments which include

free fall. bcmb s, rockets and retarded acceleration weapcns .

Although the same ballistics problem has to be sclved in

both cases, the num erica l techni~ues of dcing that are

different.

We desc:ibe the A6—E system iii s uf f i c i e n t  de ta i l  sc t h a t
cur esta~mates and extrapolation are based cm reality rather

than on an assumed hypcthetical model. The A6—E system is

documented in two documents , one which describes the

flowchart (18) and the other which describes the system

functionally (19). The assembly language version cf tne

cperational flight progra m (OFP) was also used.

1. 
~~~~

Ihe  operat ional  flight pr cgram performs the

fcilowing zuctions :

a) Navigational Calculations

t) Tracking and Ranging Calculations

c) Ballistics Calculaticns

d) Sensor Input/Output and Steering

a. Nav igational Calculations

The £3fl80t5 used to generate informaticn to the

105 

~~~~~~~~~~~~~~~~~~ ~~~~~~~ ~~~~~



~
- -

~ ~
- - - --------—

~~~~~ ~~~~~~ ~~~~~~~~~~~
-
~
-‘ 

~~
---

~~~~
—-

navigatienal sy s t e m  are:  the  i n e r t i a l  n a v i g a t i o n a l
eguipmen t , the doppler radar equipm ent , the macnetic

compass, the airspeed indicator , and the altimeter . Th e
intertial navigation subsystem (INS) contains acceicroucters

which are able to measure accelerations alcng three mutu ally

perpendicular ax~.s (x ,y,z) . These me asured accelerations

are integrated by analog circuitry into veiccity comp onents ,

v , v , v which are converted ny aualcg to digit al
x y z

ccnv ert~ rs irto digital information which is placed into

ccmp ut ers memo ry at the fixed rate of 2J times per seccnd .

5imilatl y, the Doppler radar measures analog

in:crma -ticn which is converted into digital information ,

namely, the velocity ccmponent along the grcun d track , and

the ang le between aircra ft heading a~.u the ground track.

finally, the magnetic compass reading is converted into

digital information along with the airspeed and alti m eter

r e a d i n g s .

It is important to distinguish between accuracy

a~~i precisicr. Accuracy would be a mea sure associated with

how close the readiflg of the inst rum ent would be to a
carefully calibrated instrument . The precision is related

to the number ~f binary digits which are generated. The

precision of tn~ instruments is 12 binary digits or less.
-Ihe accuracy is dependent on calibration and generally is 10

binary drqits or less. There are systemic errors such as

the Schuler pendulum effect which dep ends cn how carefully

the gyroscopes are stabilized before the flight takes place.

Ibe digita l systems can by used to aid in the calibration

process and the Schule r pendulum eftect is partially

neutralized by a digital to analog signal which is ted tack

to the accelerometers.

Unfortunat ely errors are neither random ncr are

10t
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t n~ y Futtly ~~~ t~ ~~~~~ ~~~~~~~~~~ it iS fl Ct p~ s s i t l e  t o

~~~ r o v e t~~ t~- n  L ~~ary  diii t -cuuacy UflieSS th e -

in st r u m e n t s  a r e  rm ~ r o v t  ¼i. Ii ‘ase’d accuL .icy and ~‘ isto~~,

hcw ever , is citi t acl y ~i n z ~iv e.

1h n a y  t i o ! a i  s y s t e m  ope r a t  ~s in  t o u r  ac~i e s

J~~~~n~u n g  ~n t he cent r~~~~c~ that the ~,rl ot a:~ t

LC~~~~L~~~~~~- fla V i~~ato~ h a v e  in the iu~.trui ~ nts . It t:ie

i n t ~~a~ n a v i g a t i o n a l  system and Dcppl~~i i dar ar~
c ticuai and uo not ~iive mutu ally cczlrlic tln Q data , this

aod~ is nsiJe~~eJ most aecuratt- . I: One o~ the ot h’r is

of rnaceurac~~, tho two re mod~-s result , lne~~t~~t1

alone or ~op~~ler alone, in case o~ rar l u Le ct b o t h  s p t e m s ,
t~~ t m a g n e t i c  c o m p a s s  an d  airspeed with a ma rua i correct~ . cn

tc~ wrnd velo city is used. rh.~ nay ato~ i~ tue b a c K t i -~ ~or

all tour • ) J t s  t a i  l r n ~~.

~~e eomput~~r pro~ ram tor the n a y  i aticual

t u ~.ct iou ~s ~ubdiv ided i n to  n i n e  se~~x e n t  ~- . ~ ac~ se~~m Cr t is

do cume n t e d  as a t i o w o h a r t  pa~ e as w e l l  as  t~ e to t iv o pa~~’~.

ct assesuly langua~ e program . ~~ h av e ext~~zic tt.t ttO~ ~~~~

tlowc hart ~‘~ig~ t h e  ba s ic  c p e r a t i o n  counts in the pr

B~ ca use t h e  èo —b comput er (IE~ 4~ ’ i)  has uc tioa t ~ng ~c~~~t

arithm et ic , t n t ~ a s s~~ably language progr am uses ~ca1~~i

a~~~t h m ~ t~~~. In  th e r L c w c h a r t , h o w ~ v e u , it i~ gu~~t e  c1e~~
V wh ict , variatles correspond to tloa ttng pei ~~t numbets .u~ i

wh~~ tt vatiables are tixed p o i n t  a t - ~o~ l ogical vat t~~hI c~~.

Iaolo Vi. 1—t . cot~tains the b r e a k d o w n  o t  ea ch  ~~~~ ~ t t h e

tlowcmart w i th a count ot tac h type ot i~~~t tect ion a~ wt’il

as the nu abe k ot calls to libr ary sub ro ut iute . ~ue t we ~‘~ s

corr esp ondin g to ~he tlowchart p a g e  a t e  the t n s t t t c t t e u

~ounts in the execution path which iculd be tho m ost tiae

con sumin g e jecut ion path in the upper r o w  and  t tt~ t et al

LustLLlOticn count on the page in t he  l o w e r  r~~~.

the co lumn  ~~ a¼tin gs refer to t h e  i n s t r e o t t o n
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ty~ t~ cattgor ized as tcllows.

o—Lonoi tional b r a n c h  t u r  iateger op.-~r ind s

I/S—Load or Store an i n te g er

~~ —ConJiticna l branch for Floa ting £cii.t

o p C ra n ds

1SF—Load or Store a Floatrrg po int ope:ar.d

tAL — ~ lo at i n~ point P.L\1

FNU—Flo atinq point MUlti~ ly

~CV— Floa tiny poit~t DiVide

~C—CCs ine tunct ion

SI’-Slue function

~ l—~l ro I an~~ent function

IN—Logari thmic fuNction V

�~ — S~ uate root f un c t i o n

M U — t h e  n u m b e r  of i n d e p e n d e n t  cycles ii’ t h e

Llow~u.~p ~
‘

E S— tho numtt: of distinc t execution sequences ~n

the zicw c rap h

he List two oclumns dEal with ccntrcl

oom~ £ox~~ty m easures wh ~~oh h a v e  a o lc~~ relati on to tue

LuuLer o t tests required to ver ity ~rogram idonti t y to a

10~3
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given prcgra m . These concepts are discussed in Chapter V.
C L/S CF LFS FAD FMU FDV Co SI AT LN SQ MU ES

AIR DATA1 3 9 3 30 10 7 2 0 0 0 1 0 9 72

6 12 3 40 11 8 5 0 0 0 2 0

AIR DATA2 1 7 0 23 10 7 2 2 0 0  0 1 2 3

2 10 0 33 14 10 2 2 0 0 0 1

AIR MASS 1 3 6 29 11 4 4 1 1 2 0 1 10 157

ANGLES 4 6 6 38 11 4 4 1 1 2 0 1

DOPPLER 1 5 0 26 16 6 0 1 1 0 0 0 5 6

VELOCITY 2 6 3 33 17 6 1 1 1 0 0 0

SYSTEM 4 2 0 37 10 10 1 1 1 1 0 3 6 11

VELOCITY 6 6 0 62 16 14 2 2 2 1 0 3

BAP~O IN 2 2 3 22 9 6 2 0 2 0 0 0 8 42

VERT LP 4 6 5 52 11 7 3 0 2 0 0 0

INERTIAL 2 3 0 27 11 8 2 1 2 2 0 2 1 2

ANGLES 2 3 0 27 11 8 2 1 2 2 0 2

PLATFORM 1 3 2 36 14 13 5 1 0 0 0 0 2 4 
V

CORRECT]. 1 7 2 40 14 13 5 1 0 0 0 0

PLATFORM 1 1 0 58 27 22 6 1 1 0 0 0 1 2

CORRECT 2 1 1 0 66 31 24 8 1 1 0 0 0

TOTALS 16 35 14 288 118 83 24 8 8 5 1 7 44 1O~
28 57 19 386 136 94 32 9 8 5 2 7

TABLE VI.]. A6-E NAVIGATIONAL a
FUNCTION COMPLEXITY MEASURES
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C L/S CF LFS FAD FMU FDV CO SI AT LN SQ MU ES

COMMAND 3 11 0 4] 7 3 2 3 1 0 0 0 4 9

STEERING1 4 30 0 44 7 3 2 3 1 0 0 0

COMMAND 3 3 1 39 24 7 2 1 2 2 0 0 9 40

STEERING2 5 13 4 68 31 20 5 1 4 2 0 0

COMMAND 3 13 3 35 5 6 5 0 0 0 0 0 6 32

STEERING3 3 21 3 49 6 7 5 0 0 0 0 0

SAMPLE 0 52 1. 0 0 0 0 0 0 0 0 0 0 2

INPUTS 0 56 1 0 0 0 0 0 0 0 0 0

INTERRUPT 4 20 0 4 2 0 0 0 0 0 0 0 6 9

SERVICE 9 32 0 16 7 0 0 0 0 0 0 0

STEPRING 4 8 1 44 10 20 1 1 1 0 0 0 6 24

DISPLAY 5 10 1 48 12 21 1 2 1 0 0 0

DISCRETE 0 86 2 2 0 0 0 0 0 0 0 0 2 3

OUTPUTS 0 90 2 2 0 0 0 0 0 0 0 0

V 

STEERING 2 10 0 6 1 1 0 0 0 0 0 0 8 10

KEY SELI 5 31 3 22 1 1. 0 0 0 0 0 0

STEERING 5 6 0 18 0 2 0 0 0 0 0 0 11 22

KEY SEL2 10 19 1 66 0 3 0 0 0 0 0 0

TOTALS 24 209 8 190 49 39 10 5 4 2 0 0 53

41 302 15 315 64 55 13 6 6 2 0 0 819

V TABLE VI.2 A6-E INPUT/OUTPUT

I
AND STEERING
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C L Cl’ t,r~; t”At) I”MU t~DV CO I AT LN so MI t ~ .

0 0 4 40 1 7 1 ‘~ ~
s 1 0 0 ‘

~ I 0

A’rrAcN I I 4 ~ 2 I 7 1’) I 1 0 0 0

I U4 1 ~4 L I  I 1 0 0 0 1 2

Arr AcK.2 1 I ’ .~ 4~ I 1 4 1 0 0 0 1

E4OMU .2 4 0 1t~ .‘ 1 0 0 0 0 1 4 4

A uI’ACK1 I 0 40 ‘I 1 0 0 0 0 1

I 4~ Ii 15 . —‘ 2 0 0 0 ‘4 4 ,.’

Nli’ACKI ‘~ “ 4 ‘40 2 )  1 ’  2 2 0 0 0

2 .2 0 ‘0 4 4 4’) 4 4 0 0 2 4 4

Ar rACK I 2 2 1 ~1l  .1 1 4 4 0 0 2

~IOM14 2 4 4 40 2 4 l~~ 2 4 1 0 0 4 ‘4 4 ”

AVI’ACK4 I ~~ 2 1 14 .‘ I 1 0 0 1

2 2 I ‘ I I I 1 0 0 0 0 ‘~ 1

1 4 41 ’ 4 4 .2 1 0 0 0 0

4 10 t’ 14 4 .~ 1 0 0 0 0 0 4 4 4 0”

AV II A C N t7  ~ 14 ‘4 2 1  (~ 4 0 0 0 0 0

4 4 4 fl II II 4 1 0 0 0 0 1- ’ 10..’

11 11 4 ‘ t ’ I t l  14 ‘~ 2 0 0 0 0

~ ‘ t ~MMON PHA~ 0 ~44 4 1 4.’ 4 0 1 0 0 4 —‘ “

4 4 t ’  I ~4 ’~ 4 1 42 4 0 1 0 0 4

1~ TAI~ 4 “ I  24 4 11 l~1l I t ’ .’ I I  10 ~l 0 0 ‘0 4 0
1 1

I ’) 7 t ’  I ‘ I l’~’’ 4 ‘~~ ‘4 11 0 0 0 a
V 
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_ _ _ _ _ _ _ _ _ _ _  
_ _ _ _ _

C L/S CF LFS FAD FMU FDV CO SI AT L.N SQ MU ES

GREAT CIRC C 0 0 46 10 13 4 4 5 2 0 0 0 1

NAVIGAT ION O 0 0 46 10 13 4 4 5 2 0 0

TRACK RADR 3 7 5 23 6 6 0 0 0 0 0 0 9 10

TESTS 4 10 5 27 6 6 6 0 0 0 0 0

DEPR ANGLE 3 4 7 2]. 4 3 1 0 1 0 0 0 10 147 V

TRACK— i 3 16 7 21 4 3 1 0 1 0 0 0

TRACK SCAN 7 13 0 44 9 i~ 2 4 6 2 0 0 9 35

TESTS 9 21 0 51 10 14 2 4 6 2 0 0

DEPR ANGLE 5 9 0 11 2 2 2 0 0 0 0 0 9 20

TRACK2 9 21 0 32 10 7 4 0 0 0 0 0

LINE OF 2 8 4 31 9 5 4 3 1 1 0 0 8 72

SIGHT RNGI 3 12 5 50 10 6 5 4 1 1 0 0

V 

LINE OF 10 15 2 1t-~ 2 2 0 1 1 0 0 0 13 216

SITE RNGI 10 45 3 19 2 2 0 1 1 0 0 0

SHRIKE 4 14 4 36 11 9 3 3 3 1 0 1 13 17

RANGING 15 39 0 25 9 3 3 1 1 0 0 0

TOTALS 41 91 22 245 60 57 19 16 18 6 0 1 86 1O~~

61 193 25 323 74 64 30 17 1’) 6 0 1

TABLE VI.4 A6-E TRACKING AND

RANGIN G FUNCTION

a
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C L/S CF LFS FAD FMU FDV CO SI AT LN SQ MV ES

TARGET INI 6 6 0 120 4 0 0 0 0 0 0 0 5 18

7 38 0 140 6 1 0 0 1 0 0 0

TARGET POS 5 10 0 57 24 14 8 0 0 0 0 0 7 9

FILTERS1 7 14 0 28 18 11 0 0 0 0

TARGET POS 2 4 0 16 4 0 0 0 0 0 0 0 2 3

FILTERS2 2 4 0 16 4 0 0 0 0 0 0 0

SLEW 5 24 0 8 0 2 0 0 0 0 0 0 5 12

TJPDATE1 5 26 0 20 0 2 0 0 0 0 0 0

SLEW 8 12 2 49 16 10 4 • 1. 1 0 0 0 13 136

UPDATE2 14 24 2 87 18 10 4 1 1 0 0 0

ANG LE 2 4 4 44 12 13 5 2 1 0 0 0 7 16

RATES 2 7 5 62 13 16 6 2 1 0 0 0

CURSOR 2 2 1 87 49 32 12 4 4 3 0 2 7 13

UPDATES 6 8 1 125 52 37 14 5 4 4 0 4

RADAR 1 10 3 26 0 0 0 0 0 0 0 0 4 8

OUTPUTS 1 10 3 26 0 0 0 0 0 0 0 0

TOTALS 32 75 10 453 124 82 32 8 7 5 0 3 51

45 134 11 595 138 95 38 9 8 6 0 5

TABLE VI.5. A-6E TARGET UPDATES

a
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C L/S CF LFS FAD FMU FDV CO SI AT LN SQ MU ES

RESELECT 8 9 0 0 0 0 0 0 0 0 0 0 9 45

LOGIC1 9 31 0 0 0 0 0 0 0 0 0 0

RESELECT 5 11 0 0 0 0 0 0 0 0 0 0 14 19

LOGIC2 14 30 0 4 0 0 0 0 0 0 0 0

RESELECT 7 8 0 0 0 0 0 0 0 0 0 0 11 16

LOGIC3 11 25 0 3 0 0 0 0 0 0 0 0

RESELECT 10 14 0 0 0 0 0 0 0 0 0 0 20 62

LOGIC4 20 36 0 0 0 0 0 0 0 0 0 0

RESELECT 8 10 0 0 0 0 0 0 0 0 0 0 16 17

LOGIC5 16 30 0 0 0 0 0 0 0 0 0 0

ATTACK 7 11 3 15 2 2 0 0 0 0 1 0 11 33

SELECT 1 8 25 3 25 6 3 1 0 0 0 1 0

ATTACK 6 23 0 22 5 5 1 1 1 0 0 0 10 72

SELECT2 10 40 0 38 7 5 1 1 1 0 0 0

STEP OUT 2 2 7 15 6 1 1 0 0 1 0 0 19 102

OF ATTACK 9 19 10 18 6 1 1 0 0 1 0 0

ATTACK 5 7 10 16 4 2 0 0 0 0 0 0 17 286 
V

VALID]. 6 34 11 17 5 2 0 0 0 0 0 0

ATTACK 7 9 4 24 12 2 2 0 0 0 0 0 15 84

VALID2 10 20 5 39 18 3 2 0 0 0 0 0 
V

TOTALS 65 94 24 92 29 1.2 4 1 1 1 1 0 142 i0
17

113 290 29 144 42 14 5 1 1 1 1 0

TABLE VI.6. A6-E ATTACK DECISIONS
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~e chose t l c a t in g  p o i n t  cr e r a t i o n s  to
characterize the progra m because t h e  e s sen t ia l  r eascn  w h y
floating pcint operaticns have not been U S E d  in tactical

computing h~ s been that hardware floating roint arithmetic

has been toc expensive to i~ plement . Ihe expense has

changed radically with the LSI chips with the present cost

range between $200 — £5000 for the floating pcint unit. Tne

AN /tJ~ K— 14 and the AN /UYK—20 both have floating pcint

cptions .

In Table VI 7—12 we have tabulat Ed the nucu ker of

~OR~IRAN or C14S—2 instructicns (if the flowchart were

t r a n s l a t e d  in t o  F O R T R A N  or CIIS—2) in the categories of

arithmetic (AR ) , conditional (IF) and ccntrol alteration

(GO) statements. In addition we have given the nu cuhe r of

assembly language instruction in tne actual program an~ the

numb er of ~yt~s (8 bits) the program occupies in cuc ucry.

tb~ numb er ot C~1S— 2 statements would be the same as in

F C B I R A N  except that each variable in C~IS—2 has to he defined

in an a d d i ti c n a l  s t a t em en t .

~e i n c lu d €  t h e  F O R T R A N  and  CZ ~$—2 v e r s i or s  for

~~U E ~~OS C5 CL ccwpar i son  w i t h  the assembly lar .guage prcgram .

We draw som e conclusions as to relative efficiencies of

progra ing at the end of this chapter .

Cne surprising fact is the large numlE r of

~ossibl€ execution sequences which appear in the

navigaticna l program , namely 10’. Vrhe nu cu ker of execution

sequences is related tc the number of d i f f e r e n t  f u n c t i o n s
calculated in this program segment. As is seen in Chapter

V , the functional segments are independent Cf each other and

the total number of distinct functions Calculated hy the

navigational program is far less than 109. Ey reorganizing

tue program , it is also possible tc reduce the num be r of

115
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e x€cut .ic C s~ ~oence s.

AR IF GO TOTAL ASSEMBLY BYTES

AIR DATA]. 19 6 34 242

AIR DATA2 20 2 1 23 ~7 168

AIR MASS 15 10 2 27 124 272
ANGLES

DOPPLER 16 5 4 25 90 176
VELOCITY

SYSTEM 26 4 4 34 115 232
VELOCITY

BARO INRT 25 9 6 40 127 270
VERT LOOP

F’

INERTIAL 16 3 2 21 78 168
ANGLES

PLATFORM 17 2 2 21 100 100 V

CORRECTIONS 1

PLATFORM 28 1 1 30 24) 488
CORRECTS 2

TOTALS 182 45 28 1S~ 1082 22lt ~

TABLE VI.7. A6-E NAVIGATION

HI GHER LEVEL LANGUAGE COMPLEXITY

• 1

‘lb
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AR IF GO TOTAL ASSEMBLY BYTES

COMMAND 33 4 4 41 109 242
STEERING].

COMMAND 33 9 7 49 188 430

STEERING2

COMMAND 28 6 5 39 99 318
STEERING3

SAMP LE 52 1 1 54 272 482
INPUT S

INTERRUPT 30 8 7 45 147 376

SERV ICE

STEERING 23 6 4 3)  127

DISPLA Y

DISCRETE 46 2 2 50 254 552

OUTPUTS

STEERING 18 8 5 31
KEY SELl 

V

STEERING 38 10 10 58 2 55 588
KEY SEL2

TOTM~S 301 54 45 400 1451 3240

TABLE VI.8. A6-E INPUT/OUTPUT

AND STEERING HIGHER LEVEL

LANGUAG E COMPLEXITY 
V
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AR IF GO TOTAL ASSEMBLY BYTES

ROCKET 26 5 3 34 113 252
ATTACK1

ROCKET 1~’ 2 3 21 100 216

ATTACK2

BOMB 13 3 3 1’~ ~~ 1 )t ~
ATTACK].

BOMB 38 9 2 49 240 480
ATTACK2

BOMB 29 3 3 35 2td
ATTACK3

BOMB 22 ‘1 4 35 164 )56
ATTACK4

BOMB 15 ‘~ 7 ~1 7
ATTACKS

BOMB 17 14 7 2 2 4
ATTACK6

BOMB )~ 1” 11 t~4 .72’)
ATTACK7

COMMON 21 ‘~ 29 20” 4 34
DRAG

TOTALS .73c 4 46 35 5 1S49 32- 1 tS 
V

TABLE VI.’). A -ERALLISTICS FUNCTION

HIGHER LEVE L LANGUAGE CCMPI,EXITY a
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AR IF GO TOTAL ASSEMBLY BYTE S

GREAT CIRC 14 0 0 14 82 164NAVIGATION

TRACK RADAR 13 9 7 29 78 174TESTS 
V

DEPR ANGLE 10 12 10 32 102 250
TRACKING-i

TRACK SCAN 21 9 5 3S 157 338TESTS

DEPR ANGLE 22 9 9 40 112 268TRACKING-2

LINE OF SIGHT 26 8 4 38 159 322
RANG1

LINE OF SIGHT 19 13 7 39 107 244RANG2 V

SHRIKE 28 13 8 49 138 300
RANG ING

RADAR 23 13 10 46 131 284
RANG INC

TOTALS 232 104 75 411 1321 2932

TABLE VI.10. A6-E TRACKING AND

RANGING FUNCTION HIGHE R

LEVEL LANGUAGE COMPLEXITY

I
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AR IF GO TOTAL ASSEMBLY BYTES

TARGET 50 6 5 61 152 306
INITIALIZE

TARGET POS 43 7 5 55 216 490
FILTERS 1

TARGET POS 10 2 1 13 15 36
FILTERS 2

SLEW 17 5 5 27 50 102
UPDATEI

SLEW 46 16 8 70 189 396

UPDATE2

ANG LE 27 7 3 37 136 284
RATES

CURSOR 38 7 3 48 316 678
UPDATES

RADAR 15 4 3 22 86 230
OUTPUTS

TARGET POS 18 1 0 19 88 176
UPDATES 

V 
-

TOTALS 264 55 33 352 1248 2698

TABLE VI.11. A-6E TARGET UPDATES

HIGHER LEVEL LANGUAGE COMPLEX ITY

.1
120

- - 
— V



- —.
-~~~~ -~~~~~~~ - -~~~~~~

AR IF ~0 TOTAL ASSE MBLY BYTES

RESELE CT 14 10 5
IAX IL1

RESELECT 24 15 12 51
LOGIC2

RESELECT 14 20 8 42
LOGIC4

V 

RESLECT 10 1t~ t’ 32 583 1324
LC~~lC5

ATTACK ‘9 11 4 44 1~~1
SELE CT 1

ATTACK 28 10 ~ 44 1 00 23 ~‘
SELECT2

STEP OUT 11 1-) 5 35 81
OF ATTACK

ATTACK 25 1~ 12 54 1-4 :’ 342
VALIDI

ATTACK 2~
, I 4~-’ 14$

VALID2

TOTALS 202 144 r’1 4 1 V , ~~~~

TABLE Vt.12 . A€ .-E ATTACK ~EC1SI0NS

HIGHER LEVEL LANGUAGE COMPLEXITY

a
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2. ~;4~~k~~n~ ~~~~ ~~~~~~~~~ ~~~~~~~~

Ihe purpose of this segment ct t h e  progra m is to
- ‘ t st~~blj ~~fl t h e  ~osit1on of t h e  t a r g e t  w i t h  r e spec t  tc the

a i rp l a n e .  A t  t ii~~ s t a r t  ct a miss ion  u~ to  t o u r  t a r get

~o si t i on ~ i n a se~~u t n t i a l  or d e r  can be i n s e r t e d  i n t c  t f lt

ccn~~uter from the keyboaid . Once tht a ir c r a f t  is

s ur f i c i e n t l y  close to a target so that the landmarks which

a~~pear ci~ ths L~adaL display allow t~~e bcm tardier to Flace

his cutscr ci~ t h e  t a r c et , t h e n  tue ranging and tracking

calculaticns are ~c a d e  i n  a local coordinate system. It is
necessary tc determ ine the v e l o c i t y  ot a m c v i a o  t a r g e t , the

liac alcn~ w h i c h  t h e  aircrart should m ove sc that a r e l e a se d
bcwb or rcck~~t would  h i t  t h e  target. Tab les VI.3 , VI.4,

VI .5, a n d  VI .b give t h e  complexity ~easu:e icr these

calcula ticn~~.

3. ~~~~~~~~ ~~~~~~~~~~~~

ih~ ballistic~ calcuiatior .s deterrine from t h e

initial conditions at release the down ianye travel ac: d the

t i m e  ot t a ll  of a n y  p a r t i t -u l a r  w € a p o n .  r r c m  a m a t h e m a t i c a l

p o in t  o f  v i e w  t h i s  cor r e sp o n d s  to s c i v i n g  a seccnd crJ~~r

ncn—l inear differen tial eguation w i t h  given iritial

c o n d i t i on s :  t h e  i n i t i a l p c si t i c n  of th t  a i r c r a f t  a n d  t h e
in i t i a l  air  velocity ot the aircraft. The  n u m e r i c a l
procedure used in the ballistics aigcrithm eses pclyro~~iai

a~.~~roxima ticns rather tha n an integration method for sc1viu~
tne djfrerertjal eguations. this is dccc to reduce the

executio~ t i m e  of t h e  p r o g r a m .  The b a l l i s t i c  c al cu l at i cn s
a re  d e s c rih ~~d in Table  V I . 7  a n d V L . 6 .  T ab l e  V 1.9 andV l .10

CCUtVU fl the attack decision making proc~-ss. Arithm etically

this prcc~ ss is not  d e m an d i n g .  H o w e v e r , f r o m  c c nt r c l

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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c c m p l e x i t y  p o i n t  of v i e w  t h i s  is a d i f f i cu l t  p r o c e~~s to
t€~~t .  it  c on t a i ns  10~~ e x e c u t i o n  s egu e n ce s .

~~~O a~~d §~~~~~j~~

Ih i s  s e gm e n t  of the p r o g r a m  c on t r c l s  the  an a l c y  to
digital ccnver ter . Th~ conversion is inte rrupt driven at

t h e  r a t e  ci 20 t i m E s  [CL s econd .  The d a t a  i~ qathei :€d and

s mo c t h e d  f or  p r o c e s s i ng  at t h e  u p d a t e  L a t e  c t  5 t i m e r  p-~r
V 

s e c o n d .  T h €  u~~dat e  rat ’~ of  5 times per seccnd is used for

all processes oth~~r t h a n  the d a t a  ~a th e r i n q  f u n c t i o n .  The
analog and digital outputs are also geterated it this

p r o g r a m  sE~i m e n t .  The  d ig i t al  to a n a l og  c o n v e r s i o n  is done
u n d e r  t h e  c cr i t r o l  of t h e  c o m p u t e r .  C o rr e c t i o n  si g n a l s  to
i ner t i al  n a v i g a t i o n  u n i t , r a d a r  a n t e n n a  c cn t r o l , d i s p l a y
ccntrol and steering comm and are generated b y  t h i s  s e c m c n t .
Tables V I .1l and VL .12 contain the complexity parameter s .

i~ can express the entir e tunctional requiremen ts of

the A 6—h cp~ ratioual flight program by the Tab le VI. 13. Thi-~
headings are d e s cr i b e d  ~s fo l l o ws :

.i— Sh crt instruct ions , l b bit integtrs

~—~~edium l.?ngth instructions: icad , store , ~ i~d
ccmpare floating pcint guantiti es

i— Long floating instiuctions: L A D , F N U , F D V

X—s ulpro gram s w h i c h  calculate si ne s , c o s i n*s , et c.

iN TG—n uw b j r of integer variables in the p r o g r a n

L~E A L — n u m h e r  of  f l o a t i n g  p o i n t  v L’f i at ’l e s  in  ~ h e
program a

123
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‘1

E X r — n u u b e r  of variables which are

used by o ther  p r o g r a m s
e x t e r n a l  to  th~ named cne.

Instructions Variables External
S M L X t nt  Real tnt Real

~4avi~iationa1 51 302 225 29 18 125 3 47
runc t i on  85 405 262 31 18 125 3 47

Trackinq & 239  730 374 64 50 192 7 7
Ranqinq 433 954 4 3 9  71 50 192 7 7

Rallistics 234 552 i20 28 20 170 18 16
Calcula t i ons  518 7(fl 467  29 20 170 18 16

Sensor t O  & 2 3 3  198 98 11 87 103 17 16
Steerinq 343 330 132 14 87 103 17 16

Table  V I . 1 3  Summary of ~ 6-F
Proqr am Segments

I

I
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Icw cne of each program segment expresses the rumb er

Cf instructions in the most time consuaing execution

sequence , that is, the worst case executicr. time. Bcw two

ccntains the total number of instructicns in the four

categories. We use these values to estimate worst case

execution times and memory requirements fcr prograa and

d a t a .  f r o m  the  n u m b e r  of va r i ab le s  used e~~terna 11y  to t h e

s u b p r o g r am , we can e s t i m a t e  t h e  wors t  case t i m e  r e q u i r e m e n t s

for data transfers on the bus.

We present the A — E  in sufficient level of detail so

that we can extrapolate from t.his data the functicnal.

rEguiremen ts for other aircraft , in particular , the VSTOL.

V ~~cause the A6—E is a functioning system , it dces represent

a real system rather than a hypothetical one. If the

araiament s and sensors of the  VSTOL ir e  f u n c t i o n a l l y  t h e
Sanc , then we can expect close similarity in the operaticnal

V 
flight prcgram .

A f e w  points  about the nature of the At —E program

might be made. There is a large number of cranch statement s

in relaticn to arithmetic statements. On the average , one

third of all statements are branch (IF) statement s in the

~O8TBAN iuplementation. ~iorE than half ci the  s t a t e m en t s

are control statements (IF , do). This irdicates that the

contrcl ccmplexity is very high and hence t’~sting the system

i~ difficult. The ratio of FOI~TEAN statements to bytes ot

machine language program is 1 to 8. This is fairly typical

of higher level languages , although scientific pr ograms

would have mcre code generated from one FOR11~AN instruction .

Another noted fact is t h a t  t he  m a x i m a l  t i m e  ex e c u t i on
sequence contains apprcxi m at€ ly 70% of the instructions in

the entire program. The’ actual assembly language p zcgram

contains ~5% mccc instructions than the assembly language

p r o g r a m s  w h i c h  c o n t a i n  f lo a t i n g  po i nt c p € r a t i o n s .  T h i s  a
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dix .terence is explained partially ~y n o t i n ç  t h a t  scaled

arithmetic cperations need a large number of shirt

operations. Also logical operations such as masking

operations were neglected in the floating pcint versicn of

the assembly language program.

5. The  A 7—E Tactical System

The A 7—E ccmput ez system is rurctionally very

similar to the A —E. Although the computer , the ASNfl

(IP—2) is different , its capability is nearly the same both

in terms of m aximum memory capacity (lbK) and execution

speeds. The word size is lb bits , instead cf 32, although

double precision operations exist.

The sensors for navigation are functionally the

same , the tracking rada r is functionally similar , the

crunance and weaponry overlaps to a largti extent. The major

difference is that one man functions both as the p ilct and

navigatcr,ibcmb ardi€r . The display is quite different in

appearance , although from the pcint Cf view cf an
V operational computer program the differences are minor.

Ihe programming for the operaticnal program was

designed and carried out by different pe cple , herc e a
different analysis and different numerical methods were used

to solve the same problems . We did not carry out the same

analysis for the A7—E as we did for the A6-~ because cf the

lack Cf resources. We would not be surprised to find

consiu’~rable differences in the number ci instructicn s to

carry out the ballistics function. Two studies have show~i

that equivalent results are abtained by pccgram s which are

much shorter [6], (14] and inteV ua te the d itte r cn t i~il

e q u a t i o n s  d i r ec t l y  r a t h e r  t h a n  u s i n g  p o l y r c m i a i
approximø tic cs . The functional complexity i~i n ev e rt lel~ ss

I’
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similar in ~~~~ of executior time.

B. OVERV I i~W OF T H~ F I G H T E R  A I R C R A F T  F — i S  A N C  F-18

Figure VI.U .1 depicts the F— la tactical system ’s

organisation. A net work consisting of the IB~ A Pi mission

processor surrounded by 9 microprocesso r s, tach dedicated to

a p a r t i c u l a r  su b t a s k .  The netwcr~ is connected together by

tn~ 1553 time multiplexed data bus. The missio n computer is

very similar to the P1—4 computer in architecture. The add

and multiply speeds are twice as fast and the divide speed

is f o u r  t i m e s  f d s te r  t h a n  t h e  P1—4 c o m p u t e r ’s. T h e r e  is no
tioating p cir t option.

The F— 1~ tactica l system is shown in F i g u r e  V I . E . 2
I n c  two mission computers , AN /UYK— 14’s, are surrounded by 1~
microprocessors, each 4ith its own special runction. The

1553 bus again is used to i n t e r f a c e  t h e  n e t w c r k .

A f u n c t i o n a l  description cf t h e  s y s t e m  was nct yet

available zor this study. From the Figures VI .8 .l—2 , it is
evid ent that som e of the functions carried out ty tZ1e

mission cctiputer in Ah —E are carried out by the periph eral

ccmput ers : inertial navigation , r a d a r  t r a c k i n g ,  d i s p l a y
processing, air data and stores management. The tliqht

control functions are carried out ky the special

dual—redundant dedicated processors. A maintenance data

re ccr der , a communications systems controller are new
V fea tures an d a laser spot r a c k e r , f o r w a r d  lccking infra red

(1LI~) s€nscr are added sensors absent from the attack

aircraft.

a
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d o t h  t h e  d u a l  bu s  a n d  t h e  d u a l  m 4 . s s i c n  c o m p u t e r s  ar~
ther e for redundancy and graceful degradation. thE bus

co~~tr oi  fu n c t i o n  ~~ h a n d l e d  by  one or the cther ot the ~wo

mi s s i o n  c o m pu t e r s .

C .  C V E b V I E h  O~ i’HE P 3 — C  A N C  S 3 — A  S U S T E ~1S

The functicn of both aircra tt i~ q u i t E  d i f f e r e n t  t r1~ai

t h e  it t a c k  a n d  r i gh t e r  a i r c r a f t .  m e  P3 — C is a land based

aircraft which is pr imarily used for pat rcl duty. It is a

large aircratt , car accommodate a large crew as well as a

heavy payload of expendable passive or active sonolouys ,

together with ordnance for attacking S U L I a L I EES .

Its ais~ icn is to navigate to its patrol position , drop

t h e  senscrs which relay acoustic sig nals tc the aircraft for

p E CCO S S LIg ,  attack on command , anu return to base. Its

advantage is that it can  stay on station rot a long period

Cf time : itt. disadvantage is tha t it is landbastd and

relative ly slew.

I h e  £3—c tactical system consists of a CP9OI ccmp ut er ,

support ed by a drum auxiliary memory. The ccmpu ter has a 30

bit word length , typically uses 48K w cr d s  of m e m o r y
ex p a n d a b l e  tc  b5K.  It s  ex e c u t i c n  speeds a re  in t h e  5— _ C

micrcseccnd range. The drum expands its auxiliary m em ory

size to almcst 400K words .

Its mcs t current software system , P3—C UPDATE II , uses

dual—redundant inertial navigational sensora , Doppler radar ,

and  t he  C m e g a  r a d i o  n a v i g a t i o n  sys tem in c r d er  to d e t e r m i n e
its geographic position. During the tactical phase of its

wi~ision it navigate .~ with r’~spect to the buoy tiel d. Tht~ a
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ccmp uter can be used tc release tae buoys at the rignt

instant to drop intc a predesigna ted pcsition. Thus the

ballistics function is carried by the computer .

The signal processin g details are classified ard not

included in the repcrt . The stcres managem ent functicn is

carried out by this computer as well. Except for the signal

processing function , the P3—C carries out the very same

functions as the A6—E. Functionally this “ccre ” process is

very similar.

V Currently the P3—C system is execution time bound.
V 

Because t he  Entire program cannot reside in m e m o r y , p r c g r a m s
must be b r c u g h t  in  from th€  d r u m , ex e c u t e d , da ta  used f or
cther prccessas, the program overlaid by ancther and sc on.

The operating system must therefore be icre complex and a

substantial amount of system ’s overhead arises because of

the limited memory size and the overicad on the central

processor.

The S3—A is ver y similar in its functicns to the P3—C.

hecause of its smallness, it can land on carriers. The

smallness , however , limits its time on target , limits its

crew to four and its payload. Because of its faster speed

and shipboard base it can ma ke up fcx soa~e of tne

disadvantage s .

The tactical syste~ consists of a dual UNIVAC 1832

processor. In its maximum ccnfiguration it can have 2E6K 32
bit words of memory . The dual central processor 

V

configuration is used for both processing sp€ed and graceful

degradaticn . Floating point hardware is implemented and in

its capability and architecture it is identical tc the

AN/UIK—7 .
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C. TH~ F U N C T I O N A L  RE~~U I R E N E N T S  OF TIl E YSTCL TACTICAL

~Y S 1 E M

1. ~~~~ ~~~~~~~~~~~ ~~~~~~~

T h e  fu n c t i cn a l  r e q u i r e m e n t s  f o r  V S T C L  r i g h t e r — a t t a c k
version are assumed to be simila r to A— b E , A7-E , F15 , P 1 8 .

The senscrs are likely to include the presently us€c cnes

for naviga ticn and target tracking . The major additions

will be in the engine monitor—ccntrol and landing or takeoff

flight ccntrcl. There will be untorseen new sensor and

etfector development wich results in a need for desi gning

growth capability into the system.

~e shall use the A 6—E program actual data as an

estimate cf the needs for these functions w h i c h  a re  s i m i l a r .  V

Table VI.D.1 gives cur estimate based on the data derive d

from the A6—~ . This is compared to an estimate given in ~
Naval ~eapcns Center Repcrt . Our estimates are

scm€what lcwer , under the assumpticn that memory

requirements for programs and data will not cUter

substantially from present values whatever ccmput er is used

icr the imp lementation.

The compariscn to Naval Weapon Center ’s estima te

does not include their 25% safety margin , which brings their

tctal estimate to 1b3 ,000 bytes of memory. 
V

Cur estimate amounts to a little m cr~ than twi ce ~h€

mem cry presently used in the A~ — E. Or ccurse , only time

will tell whose estimate is closer to the value usec. In

distribut ed systems design it is not
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Program Name Memory Requirement Estimates

A6-E Program or NWC
Estimate Estimate

V Executive 7600 7200

Navigation 2716 9400

Air to Surface 6620 7100

ir to Air 2800 4600 
V

Data Link 2500 2260

Target Tracking 7042 9000
Multiple Targets

Displays and 10 ,000 25 ,900
Data Entry

Engine Management 10 ,000 16 ,000

Flight  Control 8 , 000 —

Unforseen 25% 10,000 20 ,365

Total 71,599 101 ,925

Table ‘TI.D.l Estimates of Program and
Data Length in Bytes (8 bits) for VSTOL (Attack Version )
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crucial t h a t  t h e  estimate be correct tc the nearest memo ry

acdule . If rcre processing is needed another processor with

its own mem ory can be added. In case of a centralized

ccmpute r , it is more important to l e ave  en o u g h  sp a c e  fo r

ex pans ion , because exceeding the available m axim um ~€m ory

size causes  s e r ious  d~.f f i c u 1t i e s  in systems design.

2.  ~ W V~~rsion

‘Ic nake an t s t i a a t t  ~~~~ 
+ • • . :uncticral reguirements

f ar  t he  ~~~ versio n is somewh~t •cLo drtt .icult. If tne

sensors wifl b~ similar to 3—C in. i  si—A then the major

differences will exi st in t~~~t t~~s1 t , ~~Oce E5~~n y .  WE ar e
assuming that the n u m n ~~r or o n i ~~ ll  c a r r ie d  b y  t h e
aircraft wilL be less thai . or ‘-~ ual to t:~. t~ a—A .

he shall use t h~ £3-L as a :uccri~ ca1 guideline in

our  e s t im a t e  at  c o m p u t t r  e~i~~acity needed for the AS h version

of VSTCL. The processing rat~~s will also be assumed tc be

those used for the P3—C. Table VI.d.~ contains the

intcrma ticn ~or the prt~g r a m  an d  data space estimated

r e q u i r e men t s .

he h a v e  not seen a n y  progra m c om p l e x i t y  e s t i m a te s  V

t cr  A S~ v€ ~~sicn  of VSTCL.  Our  e s tim a t es  r e l y  h e a v i l y  cn t h e
fl—C and  5 3 — A  p r e sen t  i m p l e m en t a t i o n s .  T h e  € x e c u t i c n  r a te s
cf t he  fu n c t i o n a l  s egmen t s  v a r y  an d some a re  c o n si d e r a b l y
lcwer fcr AS h applications than are fighter or attack

aircraft. The cperating systems in current implementations

are more cowpl~cated because a large part cr the operat icnal

program resides an drum and is brought into the computer ’s

m emory cnly when priorities permit. Tkiere tcre, t h e  use of
the functional segments which exist in the P 3— C and  S3—A
systems and whicn are implementation depend ent do no t  a ll c w
us to prcject into the future with the same accuracy as fcr

13q 
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the attack /tighter versions.

Proqram Name Memory Requirement  Es t ima tes

Executive 10 ,000

Navigation 7,000

Tactical Control 20 ,000

Communications 4,000

Tracking and 8,000
Sensor Manaqemertt

D isplays and 20,000
Data Entry

Engine  Management 10 , 000 V

F l i g h t  Control 8 , 000

Sional Processing 80 ,000 V

tinforseen 25% 4 1 , 750

Total 20 8 , 750

Table V I . d . 2  Es t imates  of Program and Data
Length in Bytes (8 b i t s)  for  VSTOL AS’~7 Version

I
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V II. S Y S T E M ’ S  I L E ~1~~N T~~T I C N

In t h i s  c hap t e r  we a s sume  that the applications prcgrams

h a v e  been  d e si g n e d , decis ions  on which  c o m p u t e r s  to use have
h een  made and the  in t~ rconnection scheme has been

determined. We shall look at alternative implementations

from the pcint of view that the sane application prcgrams

m u s t  be e x e c u t e d  on the sys t em w i t h  t he  same u p d a t e

treguency and with a numerical accuracy which is not

deg r a d e d  by  the computaticnal system . Although our study

ccnce rns  i t se l f  w i t h  t he  f u t u r e  sys tems and  t h e re fc r e  the
ccmputer systems of the early 1980’s would be the ones used

to imp l em e n t  the s ys tems, we shall  use p r e s e n t l y  a v a i l a b l e
computers tc demcnstrate the feasibility cf constructing

hcmcgenecus distributed systems from present—day technclcgy.

Again , LSI compu ters of the 1980’s will simply mean fewer

chips in the network compared to present es ti ma t e s.

V A. HOMOGENEOUS IMPLEMENTATION H

1. The Sy stems H a r d w a r e  

Ihe system is built from identical sin;le board

processors  such as the  INTEL 58 C80— 2 C or t h e  Texas
Instruments 1119900. The boards  are c o n n e c t e d  by t h e  f lTEL
MULTIBUS, Ii TILINE or the Digital Equipment ’ s UNIBUS. A

group of single board computers connected cn a p a r a l lel  bus
is called an a f f i n i t y  g r o u p  ( 4 ) ,  as s~~c w n  in F i g u r e  V I I . A . 1 .

1
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k h y s i c a l  r e m o t e n  ~. of system ’s e l e m e n t s  m e k € 5  a
parallel connection extensive a n d  i n c o n v e n ie n t .  T h e r e f o r e ,

thi. phy sically remot e system ’s elements are connect~~ ~;y ~
serial bu s , s uch as th~ MLSID 1553 A/B bus , with either

twi~ t~ d piir or a fib~~roptic connec toL as the physica~.

d~~vic .~ which provides the interlace. Th e p r e s e n t  m a x i m u m

data ra tes on t h e  patallel bus are 40—SO megabits/second,

wht~reas 1 megabit/sec is the present 3tandard maximum rate

tor ~1L~~L C 1553. In a typic al configuration the system has

dual serial busses to provide redundancy and singl e pat~a11~ l

Lu ss~~ tc provide lcca l s’uvice. The Texas Instrumen ts

study [4] retcrs to these b u s  structures as global and iccal

t u s  s t r u c tu r e s .

There are a number of al ternatives even with

homo geneous architectures to construct systems. For

we ~ouid  use the  p r k ’se n t ly  a va i l a b l e  c h i p s  an d
presently available sin~ te ocaid computers. WE cculd

cons.~.der enhanc ed systems b y adding presently av alla b lt

floating p c in t hardware to t h e  systtms. We could also

consider scaled arithmetic and floating pciut arl tt -me ti c

with a sixteen bit mantissa .

In erder to keEp the alternatives at a reascnab.L~
numb er, ~~ con sider  only  t h e  I N T E L  SOB OE ( t h c  E s t a n d s  to t
an enhanced floating pcint arithm etic unit) , th e TI ‘~c.io ,

V 13 1—11 each with a floating point unit .

~~ a s s um e  t h a t  t h e  modu la r p r o i r a m  de s it ~n is
complete so that each module has a single tr try and exit

po int , cail~ d a control s.~imen t in Cha Lt er V. To ~~ch

V 
con t rol st - ga~ nt corresponds a data t lc w q r ij~h w h i c h

138



explicitly identifies the input and o u t p u t  d a t a  a n d  c c n t r ol

variables. The input variables must be available tc the

process before the execution starts.

If a single ccmputer is used to carry out the

processes, as is the case with A6—E , then each process is

executed in a predefined sequence. If a process is not

needed , its execut ion is bypassed. Figure VII.A.2 shows

the time—line of the p rocesses for one execution of the A6—E

cperaticnal f l i g h t  program. The worst case execution

s e q u e n ce  is less t h a n  .2 seconds  fo r  the  en t i r e  p r c g r am .

Ihere is a period of idle time before the next iteration is

carried cut.

V 
Each process is a function which opera tes on a set

of input values and generates a set of output values. In

the language of Chapter V the function may be described as a

data  f l ow g r ap h .  The number of output values which are used

elsewhere in the prcgra m can be identified as vertices of

H the fl.owgrapD which ccnnect the da ta  f l cw g r a p h s  of t h e
c o r r e s p o nd i n g  processes. F igure  V I I . A 3  i l l u s t r a t e s  the
idea using hypothetical data flowgraphs.

pi ~~~~ ~i+l ~i+l1 ~~~~ i
~~~ 

2

i i i+l 1+1 i+l
I.- t t t t t

3..2 sec .2 sec
Figure VII.A .2 Time Line for the Single Computer

A6-E Execution Sequence

“P_{Proc ,
~~~~~ ~~~

_

~

,

~~~_j — ~V
Figure VII .A.~ Data Flowgraphs for Three

Hypothetical processes

I

139 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



V 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~~~ 
V
• 

V

1h~ same computational process can ~e carried cut by

a ccllection of slcwer processors. As an example , let us

pretend tha t the processors we wish to use are approximately

tnree times slower tha n the single prccessor which

s u c c e s sfu l l y  is able to c a r r y  out t h e  t h r e e  processes .  If

computer s 1 ,2, and 3 are assigned to processes 1,2, ard 3 ,
then their execution times become three times longer , as
s h o w n  in E i g r r e

.2 sec .2 sec .2 sec

i i+i i+2Computer 1
‘+13t1 3t1 It1

i— i  i i+lComputer 2 p
2 

p
2 

P2
I— • 1

~~~ i+i I
3t~~ It~ 3t2

i.—~
) i—J iComputer 3 p P~.

I -I 
—)

. —4-i—i 3t’3 3 3

Fiqure VII. .4 Time Lines ~or a Three
Computer Implementation of the Distributed System

VI LA. 4 Each computer is able to ccmple te its prccess in

the .2 seccnd interval. If the processes are cowple tely

indepen dent , then the i—tb iteration can be carried out

siaiultanecusly and no difference would be ctservable between

the single ccmp ute r solution or the three ccmp uter solution.

It the processes use each other ’s results as indicatEd in

E i g ur e  V I I A .2 . 2 . ,  t h e n  t h e  i t e r a t i o n  r a t e  w c u l d  r e i u a i r  less
than .2 second but the dependent values would be delayed by

three iterations. It is therefore imp crtant that th e

p ar t i t i o n i n g  process i d e n t i t y  the time critical data

tlowgrapn s and place them into the either the same comput tt
V or the same iteration interval.
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Anoth er aspect which becon~~s impcv t snt is t h e

tr~~iisfer ci uata u~ twe€n comput ers. rhe parall el data bus

allcws several terms or data transfer at h i g h  t r a n s f e r
rates . The use of ccwmon mem ory for these dat a valu es which

need tc be transferred betw een com p ut er s is particularly

e f f i c ie n t  ih en e v e r  r e l a t i v e l y  t o w  such  valu e s are tc be

p laced  en t h e  s y s t em  b u s .  C om p u t e r s  w o u l d  i n t o r f e r e  w i t h

each Othet cnly ihen two computers simultaneously wi sh to

access the ccwm on memory.

Ct h e t  methods of message transier , w hich t t q u i r e
s i m u l t a n e o u s  a t t e n t i o n  f r o m  t h e  t r a n s s i t ti t q  and r ec~~l v i u q

c o m p u t e r s , would give ri se tc more message tran ster

cverhead . However , th~ maximu m data transt er rates ct 40—5U

m e g ab i t s  p er  seccnd On the system nus ma ke the data tran sfer

cverhead almcst negligible as seen ir c u t  t h e  c a l c u la t i o n s
w h i c h  t o l l c w .

Ic t s ta bl . i sh  t h at  5uch  a sy st e a  ct  s i ng l e  L c a r d

ccmp u ters can successtuliy ~c lv t  th e  t a c t i c a l  p r o i l o n , we

r i r st icck  a t  the An— E prO~~L auI , w h i c i ~ is analy sed in

c o m p l e t e  d~~t ail , and  t h e  s u m m a r y  inform ation is given in

T ab l e  V . 1 .  The wors t  case e x e c u t i o n  t im e  e~~t i m at e s  to  ca r i~
cu t each ci the processes at the rate of L iv e re~~~t i t l cns
per second is tabulated.

It  we chos e to carry out the An—F process-  u s i n g

thi~~ ccwputers , on~-~ choice is to assign the na v iga t i c nal

Lunction to one  computer , bal l is t ic c~ l c u l a t icn~;,

input/ou tput , and ste ering calculations to ancther , tr a c kin~
and ranging , and sensor calcu lations to a third. This

assignment mould tend to minim ize the bu s trattic bcoau~ e

the num ber ot data items to be trans ter red t ro u t~~
n a v i g a t i o n a l  c o m p u t e r  is 47 r l c a t i u g  p o r u t  q u a n t ~~t i t - s a n d
lo gical variables. The ballistics compute r would n~~td to

commu nr odLe in floating poiu~ and in lo~JLcal v~arra bie~’. The

114 1

- - -  - — - -  
~~~~~~ - ~~~~~~~~~~~~~~~~~~~~~ 

- - V ~~~~~ V V



V — ~~~~~~~~~~~~~~~~~~~~~~~~~~ 
__

~_~~_ ~~~~~~~~~~~~~~~~~~~ 

I r’~
’
~ 

~~~~~~~~~~~~~~ - ~~~~~~~~~~~~~~~~~~~~~~ 
-
~~~~

‘
~~~

tracking, ranging, sensor , input/output , and steering

c o m p u t e r  wi l l  need to  c o m m u n i c a t e  24 f l o a t i n g  po in t  a n d  23
log ical  v a r i a b l e s .  S ince  t hese  va r i ab l e s  a r e  c o m m u n i c a t e d  5
tim es pet second , the total number of bits per second is

(L1 14 + 87 * LI) * ~ * 5 = 15 ,6 8C

If the communication takes place at tbe max iau u rate

of 4d ,th)C,00C bits per second , the total data communications

time is .39 milliseconds every second. Add ed to this wculd

be the tire required tc service and set up two interrupts

from each of three computers five times per second , which as

a maximum ci 30 interrupt services per seccnd. Interrupt

se rv i ce  t i m e s  a r e  at w o r s t  abou t  Sc) microseconds per

interrupt. This w o u l d  add 1.5 milliseconds to the data

trans fer times . If the common memory c c n c € p t  is used  for

data transfers then each mem cry access requires an

a d d i t i o n a l  s y s t e m  bus  access cycle  of 200-300  n a n o s e c o nd s ,
which would add a total of

(14 4 + 87 * LI) * 5 * 2 / 5 = 784

to the executior time every second . Therefore , a three

ccmputer system would in the worst case use .1S~ of the bus
capacity. T h e  t o t a l  e s t i m a t e d  e xecu t i on  t i m e s  in s ec c n ds
fc r  each  c cu p u t e r  i n c l u d i n g  c o m m u n i c a t i o n  t i m e  is l i s t e d  in
lanle VII. k.5.

8080 E LSI—ll TI g q oo
Computer 1 .2786 .2685 .267
Naviqation

Computer 2 .3916 .370 .169
Rallistics & I/o

Comouter 1 .681 .660 .658
Track & Ranqe

Table VtI .A .l Total Estimate-i Worst Case Execution
Times (Per ~econ~i) ~or the ~6—E system
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A0olicatjori Functional Data Ooerating
V Program ~ubproqrams Unique Dupi System Total

Computer 1
Na viqat ion  2 . 2 K 1 K  . 6 K  . 2 K  2 K  6 K

Computer 2
Ballistics t/O 6.6 K 1 K .9 K .1 K 2 K 10 .6K

Computer 3
Track & Ranqe 9.5K 1 K  1.2 K . 1 K  2 K  17.8K

Totals 17. 1 K 3 K 2.7 K . .  K 6 K 29 .43<

Table vii.2 Amount o~ ~emorv Required (Bytes)
For the Distributed cvstem V

Ldn1pu ter 3 is used most heavily at about t6—68%

capacity. The differonce between the perfcraance estim ates

of the three LSI ccmputer s is almost negligible. This is

due to tae fact that the most time consuming cperaticns are

the floating point c~€raticns . The floating poin t unit

pe rformance is nearly the same for all three cowpi~ters. V

Distributed systems ’ implementation using private memory

requires that certain programs exist in each computer

namely, the programs required for data transfers , the

functional subprograms (SI , CO , cN , AT , SQ). and some

input—out put handlers. If the systems use private m eni cry,

then the data items share d by the computers m ill be ccpied

from one m emory to another and in the mcrst case three

ccp ies  of the shared data will cccur.

The estimated number of bytes of me scry te~ uircd for

the programs is assumed to be nearly the same in all three

151 compute rs. We estimate the program length in the P1—4

computer to be nearly the same as in the LSI computers

because ot the similarity in architectures. The estimated

mem cry requiremen s ror the distributed system is giv en in

table VII—). We have tabulated in Table VI1.3 a
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three comp uter arcaitecture in which memory is only shared

for comm on data values. Consequently, functional

subroutines , some data and the operating systems are

d u p l i c a t e d  in each computer. This architecture has the

drawback ci requiring more memory than the correspcnding

single ccmpu ter system. The advantages are that single

bcatd compu ters which are slower but much less ccstly,

smal ler  in s ize, w e i g h t, and power requirements , can be used
tc implem ent systems which require more coinputat icnal

capability than prcvided by cne single board computer .

Pro jections of the future indicate that th e
capability provided by the prsent—day single bcatd LSI

ccmp u ters will be available cn the single chip by 1985. The

~tCseflt computational requirements for the A6— E will

therefore be satis fied by a single board cn which three

s i n g l e  c h ip  c o m p u t e r s  provide the comput aticnal capability

and the r~niaining chips are used to i n t e r f a c e  t h e  s y s t e m  to
sensors anó displays. The cost, weight and power

Le .Iuiremens ci such a system will be a small fractiors of

their present values. We are nct naive tc believe that the

ccmputaticna l reguiremens will remain fixed. We expect that

increased capability of the chips will encourage an increase

in com~ utaticnal requirements. We believe that the most

cost—e ffective soluticn to these prob .Lews is a distributed 
V

system of these chips which are most widely used and hence

sell at a cost closest to the recurring production costs

which are measured in dollars per chip.

3. j~~e ~~~~~~ ~Q g~~~2a~ ~~~~~~~ ~~~~~~~~~
c~ 1
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A C ~ish to estimate the number cr single tcard

ccmputers needed to implement the VSTCI . systems using

presently available LSI computers. Because the VSTOL

aircraft will he comparable in p e r f o r m a n c e  tc the  S3— ~ and  V

i~3—C , t h e  p r e se nt  i ter at i cn  ra tes  fo r  t h e  processes are
assumed to be sufficient. Pecause the presently used

ccmputers ate in the best case ten times faster than the

c u r r e n tly  a v a i l a b l e LSI s i n g l e  boa rd  c o m p u t e r s , c e r t a ir l y  no
m o r e  t h a n  t e n  c o m p u t e r s  a r e  necessary  to g ive the same

iteration rate as the present systems. Therefore , the basic

issue in trying to estimate how many single board ccmpu ters 
V

are needed becomes the question ci memory size.

~t th i s  t i m e  t h e  single bcard comput er which

contains the mcst memory has 8K bytes of prcgram me m o ry and

2K bytes of B A d.  Six months frcm now bc-t b ci th ese n~~m b € r s
will almcs t certainly double because 1&,K bit chips are V

already cii the market. Therefore , wi th present techrclogy

10 si n g l e  ccard computers connected by a parallel bus intc a

system wh ich contains a comm cn memor y icr  t he  v a r i a b l e s
needed tc be shared is an u p p e r  bound  e s t i m a t e .  T h i s  w c u l d  —

allow us tc build a system with a total Cf 116K byte s of

mem ory which is well abov e the estimated 102K bytes stated

as an estimated requirement by Naval weapons Center (2C] icr

V SEOL attac k versicn .

It is superfluous to state that within a year tho

sy s t e m ’s mem ory size could be 200K bytes and as cur

Estimates indicate , this system in 19d~ will be composed of

1J c~iips on a board instead of 10 boards in a card cage .

V ~& .  ~~~~~~~~~ ~~~~~~ q~ Qj~t~ ibut~~ ~~~~

V 

In  the previous s~ omEn t we have outlined a m€ t F cd t~
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use existing single board LSI comp ute rs to const ruct a

system which solves a tactical problem of the ccmple xity

which cccurs on the Ab—E. In order to bring such systems

into existence , a program must be generated. In most

airborne applications , the progra m development , testing and

maintenance costs have been pail for each new airplane.

Typically, the inajcr airframe contractcr assumes the

responsibility tot the computer program. Closely related

functional aircraft, (A—6E A— 7E ) , ( P 3 — c , S 3 A )  , have different

computers ccnnected to ~;imilar sensors , displays and

weapons. In the p1.ist, programs were written in assembly

language to make program size small and execution time as

short as possible . The progr amm ing effor t w as repeated for

each new prclect . The human—intensive prc gr amm ung effort V

has been expensive in the past and is continuin g at the same

level. Tue decreasing hardware costs encourage greater use

ci computers , hence more programming of nearly the some cost

per ins tructicn. Therefore , not surprisin-~ly, the software V

cost to hardwar e cost ratio is ap~~ oaching ~0/2O and likely

to Continue its growth. -

V

~cth users of computers and computer manufacturers

reccgnized early that it is tc bcth of t n e i t  advantace to

mi ke the life time of programs as long ~~ possible. The

development ci higher level languages (FORIbPN , ~OB0L , ALGOL

etc.) nct cnly increased the productivity or progr~inm ~~rs ,
but also allcweu the programs to ~e t r a n s t e r r e d  t r c n  one 

V

computer to another , from one get~eration tc another. When

disk systems replaced tape orionted systems , many of the

programs did not survive untact~ The y had to be

suostantially rewritten in order to ma ke efficient use or

the system .

In  a t rb o r n .  a p p l i cat i o n s , t h e  comp ut er systolls have

always teen operatino neat th .~ir icities both in ~pt~’d

ann mem ory size. Th~ peri~~herals: the sensors, displays

1L.h
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and effectors ha ve not been interfaced to the computers with

standard interfaces. Therefore, muca ci the program will

have tc change , whenever changes are made in the

peripherals. Furthermore , the real time tactical s~ steim s

are characterized by program control complexity which is

much greater tha n programs of simila r SiZ-? in other

applica tions. Therefore , the testiag or programs becce€s a

lengthy and complex task which is suiject tc change whenever

the peripherals change. The combined effect or all the

causes  is t h a t  not m u c h  e tie c t i v e  t r a n s f e r  ci p r o g r a m m i n g
e f f o r t  h a s  t a k e n  p lace  f r o m  one p ro jec t  tc  a not h e r . O n l y  in
systems updates , such as P3—C Up date II, has there been

sunstantial saving of reprogramain g effort.

Ihe presen t Navy policy is to try to enforce the use

of both the standard higher level languages: CMS— 2 , SF1—i

as well as standar d computers. it is hoped that entcrcung

these standards will make tt.e liretine of tactical prcgraa s

lcnger than cne generation , as well as allcw transfers of

program s be tween projects. The U Se øf standard airtcnne

co mp uters , name ly the ~N/UYK—20 compa tible AN/U YK—14 is

helpful in both hardwar€ maintenance and ability tc use

program development tocls, such as compi lers , assemblers,

etc. which have been already developed for the AN/UY K— 0.

This policy on the surface appears to enable the

saving of the large investm ent in the stockpile of comput er

programs which the Navy has generated icr its tactical

systems. Examination shows that this policy alone is not

sufficient tc allo w tactica l programs to be carried frcm on

g€ner aticn tc tne other. Whenev er the systems architecture

changes , cr change s in the sensors or displays occur , cnly a
m i n or  p c r t i c n  of t he  p r o g r a m m i n g  e f f o r t  w o u l d  c a r r y  o v e r  to
the new system . For example , the introduction or the ~hased V

array radar into a system , wculd not only change the sensory

interface but the entire tactical system bEcause r a d i c a l l y

1447
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n e w  i n i c r u at i on  w i t h  d i f fe r e n t  a c c u r a c i es  and d i f f e r e n t
intormaticu transfer ra tes  becomes  a v a i l a b l e .  Our c h o i ce  is
to e i the r  d e n y  t i e  b e n ef i t s  of tn~~s n e w  sensor  a n d  p r e t e n d
t h a t  it is a t r a dit i o n a l  sea rch  radar  in o r d e r  to  p r e s e r v e

cur software , or r e w r i t e  t ne  ma j o r i t y  ci the  p r o g r am .  When
d i s k s  r e p l a c e d  t apes , t h e r e  were  many  a t t em p t s  to  p r e s e r v e
the tape program by thinking of disks as tapes. These

temporary iizes have lcng since been phaz ed cut and the

program s have not survived the change in generations.

The Navy tleet in mothballs in tac various harbors

is another exampl e of an attempt to preserve something which

was 3xtr€ mel y ex~~~nsive to build and ouy and therefore to

throw it away seems such a waste. The changes which have V

cccurred in sni~ building are happen iag at a much faster rate

in the electronics industry. Tnereicre , at tempts to V

preserve expensive applicaticns software rrcm one generation

ci tactical systems to ancther is ncr  realistic with our

present state of knowledge and ability tc predict future V

changes.

~ucc€ssfal preservation of software from one

generaticn ci compu ters to another has been accomplished in 
V

these applications whic h are processor configuration

independent. By expressing the program in a higher level

language such as F~~ ThAN , it becomes useable cn any computer

which has a FO~~ RAN compiler. The FO1~TRAN compiler itself

can be made more easily transferable from one generaticn to

another it the so—called “intermediate code ” emit ted hy the

ccapiler is general enough so that the caly change necessary

tc adap t the compiler to a new computer is the rewrit in g of :1
the final phase of the compiler , namely the “code emi tter ”.

The scientific subroutine packages , compilers , assemblers ,

editors , and cther programs which only depend on general

purpose inpu t—output devices are examp les of programs which

have been successfully preserved m o m  qeneratior to

1448 V
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ge neraticn .

Ihe present Navy policy to force the contractors to

use the “Navy standard airbcrne ” computer AN /UYK— 14 has the

fcllcwing ccnsequences

1) It creates a narrow branch of “Nav y standard

airkcrne ” ccmputers and thus prevent s the I~avy ’s

participation in the “LSI revolution ” cf radica,]. COSt V V

reductions in hardware and software by the use of defacto 
V

“industry standards ,” the DE C’S LSI—11 , INifi’s 8080E , II’s V

V 

1M59900.

~) It tends to create hetercgeneous systems

ccnsisting of the “Navy standard AN/UYK—14 ’ s” surroundEd ny

a variety ci different “industry standard” microprocesscrs.

Th e F—18 and E—1 5 designs a r-e gccd examples.

3) It will nct solve the problem Cf preserving tie

applicaticns software from one generaticn tc the next for

the reascns mentioned in the previcus pages.

14) It will allcw the CZ~S—2M compiler to generate
V ccde for the A~ /UYK—i4 and thus the expense c i rewriting the

ccmpil er would be saved.

V At this tim e we cannot cite successful single bcard V

V distributed systems designs. Nuch of this design work is

presently gcing cn and reports are yet to be written. ~roai

cur own experience , the design and static testing of

applicaticas modules is the most time ccnsuming effcrt .

Very accurate predicticns of maximum executicn times can be

cbtained by writing and executing the prcgram s on Existing

developmental systems. ~iost cf progra m development can be

acccmplished conveniently on systems which are specifically

designed for program development. Existing timesharing

149
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V systems ~h ich  have editors , co iet~~, ula to rs and
denuggers car~ be very successfully used to dEvelop, te~~t a~id

de bug the application programs.

T he dec isicns ci which particula r systen is tse

target implem entation hardware can be delayed until

virtually the last minute. ~ecisicns of hcw to “p a c k a g e ”

the modules into single board computers can be made at an~
time when sufficien t perforwa~ ce data ror bc th the computer

and th~ interconnecting bus is availanle . Analysis scftware

which de termines execution times and data transfer

tequirements directly from the ~rograne is a useful tcol V V

which wculd make the task of assignin .~ module s to cc mp u te rs V

easier. V

I h e  dynamic testing of the modules wiich belcn-c to a

single bcard computer can then be done with ~sing in circuit

em ulati on systems. (INTEL’ s in ci~ cui t emulatoL , ICE , i.~
one example OL such systems provided by the manufactu rer to

perm it the mcnitoring and final debugging of a system which
V directly interfaces w i t h  peripheral circuits.) Each

cc.nputer can be tested independently to check whether cr not

the pre dicted ~enform ance corresponds tc the “in circuit” V

pe rformance .

Software tcols to monitor the interaction of several

ccmpute rs on a data bus are presen tly under dev elopmen t b y
the iisttibuted i.SI computer manuracturers . These software

tools at tne zinal integration tests are useful to r€sclve
V interacticn difficulties.

In summary, the scitware developm ent , testing,

debugging and maintenance is basically no different for

dr~ tribut eJ system s than it is for single computer systems.

Only in the final integration phase , the monitorin g and
debu ggin g ctr~ rs some new aspects. A Wd~ ci m on itoring and p
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recording tac informa tion on the bus would be to ded icate

cue single bC a LV J comput er to be the m cn itcr— r~~corder. Our

r € c c m n i e n d a t i o n  is to use hiqh level l a n g u ag e s  w h i ch  ar e  not
c n iy  s t a n d a r d  in t h e  N a v y  b u t  e xt e n u  to ~ t lea~;t t h e  D e f e n s e

V C e p a r - t m e n t , pr e f ~~r ab i y  b e y o n d .  Use ot detacto stancards ,

n a m e l y  l a n gu a g e s  w h i c h  h a v e  become s t a n d ar d  because  of h i g n
d e g ree  of use ar e  p r e f e r a b l e  to dec r ee d  s t an d a r d s .  Our
t e c c u u n e n d at i c n  i.s to p h a s e  o u t  C~iS—2 because it no 1cnq~ i.

citers signiricant advantaq~~ Ov er defacto standards such as

~OWI LUN . ~ith th ’ use of tloating point arithmetic , the

scaled arithmetic which CM S—2 supports is uc longer needed.

The language BASIC appears to be becom ing the defacto

standard in t h e  LSl computer applications. The LSI

e n v i r o n m e n t  en c o u r ag e s  s im p le , smal l  l a n g u a g - ~s w h i c h  are
e a y  t~ l e a r n  a n d  r e qu i re  a sma i .l  m e n c r y  fo r
compiler,int~~rpt~eter execution. B~~cause distributing the

ccmp utin g rem ov”~
; critical execution time problems and the

tn Xp efl.ii V enEs S OL men cry remc v ts the necessity to t being

pa rsim onic u~ with mem ory, h i g her  level languages are

ctr ta in ly a~ propri ate tot airborne com p uti ne . The only

s~ rious drawback of A~ASIC is that it dces not su~ pcrt V

“structu re d pro gramm ing form .” The languag e PAS CA L , ELM , 
V

and some cther “structured l~~nquaqes ” way even tually win the

p cpu lar ity LacC for LSI computing.

E. iik IEB C~~~NEUUS I~~P L F M E N T A T I ON

t h e h~~teroqeneous implementation i~; pat terned aftEr the

F—18 sy~ tem ’s concept. A dual “mission ” prccessoi : is used

to in~ tease ~3 y S t E m  reliability, ~uppor teJ by  a m y r i a d  of

smaller ocessors each possibly of difterc nt arit~~metic

capab ility. Figur e VL.~~.2 describes the i mplem ent ation

using th,i t aiternativ~’. V

I
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I
The main diff erence between the hcmcgeneous and the

he terogeneou~ system is that the homogeneous cne consists of

en~~ c~~1 LSI computers which ccamunicate cm a parallel bus ,

it the compu ters are p hys ically close and on a serial bus ,

ii the units are physically remote. The hetercgtnecu~
system m ay ccntain two or more difterent type s of cowI.uters

connected cm a serial bus. The same type Cf comput~~rs may

be c o n n e c t e d  on a par a l l e l  bus , as is t h e  case of  t a c
du a l— p r o c e s s c r  1— 18 s y s t e m  w h e r e  some m e m c r y  m a y  be sh a r e d
by the two A N /UYK— 14’s.

There is one ma~ o~ r€ason ior hetetcg~~~ecus systems ,

nam ely t n E  feeling that the capability ct  “ ]icroconlpt tcrs”

i~. not sufficient to carry cut the caiculaticns required Ot

an airborne tactical system. The dual systeu in t h~ F— id

design is justifiable trom the p c i n t  of view ci reliab ility.

It one systen malfunctions , the ot her  c o n t in u e s  to c~~~tat E

the system in a degraded mode. The sc—called “m ission

computex.s” are in the “min iccmpu ter” class  atd ma y ( in  ca se
V 

of AN /UYK—1 ’4) o~ way not (in case or 1—15) be con stiuct ed

tram LSI chips.

ther e is a strong pull towards this torn of s~ s4ems

arch itecture. The subcontractors who proVi dE the sensors

have experience and knowledge or one wicrccomputer syst em

which is used to make their sensor “smar t.” Dif ferent 
V

V subccntracto rs would naturally be attracted to differ ent

a icrccompu ters . Use ot a “standard” m icrcc omput~~r wouldV 
cause redesign ~ud a higher price . the ccntractor at this

point ha~ no experienc e with hcincyen ecus distr~~huted

systems. There is considerable risk from his point of view

especially if the time pressure ot the ccntract requires

immedia te action. rheretore , the contractors choic’ is a

minicom p uter , much like t h e  cnes he has us€d in pr~ v i ous

contracts . It the pro~ rani has to be cocumented in CMS— .,

the “mission ” com~’u tcr mu st already have a I~NS— . com~~i1ei . p

1’~2
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Hence , e V C f l  if a ccntractor woulu be atle to generate a

h o m c g e n € c u s  ~i st r t b u t e d  s y s t em  Cf LSI ccmp uters aS the least

ccst s o]u t i c n , someone  w o u l d  h av e  to p r c v i d a  a C M S — 2
compiler , uni ch by itself would cost an estimated $~4.9

million to develop (3]. He has no choice other than tne

betE rogeneou~ system.

~inimiza tiou of aquisition costs tends to create a

• heterogeneous system . As n o t e d  ear l ie r , the subccntractcrs

who are no t using the Navy “standard” micrcconpu t€ r would

have to redesign.their systems. This would resu l t  in b i g h e r
V 

a q ui s i tic v  CCSts.

Ihe major penalty ci heterogeneous systems for t he  N a v y
ccwes alter the system has been aquired. The documentation

af several difreren t microcomputers, together with different

assembly languages, cr special microcompu ter higher level

languages will cause educational prcblen s for the

V p er s onne l l .  The cost will te p r o p o r t i o n a l  tc the  n u m b e r  of
distinct ~iczccomputer systems present .

V Spare parts w h i c h  al low cm line system ’s servicing w ill

grow in num b er in proportion to t he  number af distinct types

cr computers.

i~e will ncte that it the system is errcrfree and if the
V m e a n  tim e be tw e-~n failures teaches 1OU ,000 hour s , as

dIscussed in  t h e  n e x t  s e gm e n t , the n t h e  maint enance

penalties fcr the heterogeneous systews are in total value

small ccuipared to the total l i f e  cycle cost of the ~~stem .
V - 

Cnly expe rience will demonst rate this.

C. COMNUNICATIONS PRCTOCOLS

~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~



‘the communications protocols are ~iepen dert on th~ bus

structure. Typically the protccol is stratitied to several

levels. At level zero is the hardware prctccoi. which is

usualLy different for different manutacturers. There are

scme standards which ar~ of importance (IEU 4L~8,CA~ AC)
V At level 1 is software support provided by the manufacturer

so that t h e  user does not need to concern him self with

developir .q software. Typically the nanutactur er also

provides subroutines at level 2 which enable the user to

carry out data set transfers , process syncbro niz aticr etc.

At level 3 are usually h i g h e r  level lanqua~ e subrcutines

written in FOR TRA N , b A SI C . PaSCAL , etc., which permit the

appli cati cns prog rammer to make high er level lar cu~ ye

statements which cause data transters to target subsystems.

The applications programmer does not need tc know any mere

detail than how to u~ € the subroutine. There are attempts

tc standardize the protocols even at this level. At l~ vel

four ar~ the global operating systems (if any) . For
heterogeneou s systems such developments would depend or the

system ’s con fi guration , which comp uters are used ard how

they are ccnfiyured. For a homogeneous system , sucn
cpera ting systems are provid ed by the syst ems ’s

manufac turer . (INrEL’ s EMX 80 Real Time Executiv e system.)

V £he s y s t e m ’s m a n u f a c t u r e r  p r o v i d - ’s t h e  b a s e l i n e  c r a
kernel or such an executive. The user builds a custcm i .ed

level of software cm tcp of the kernel . In present tactical

systems , the developm ent costs or execUtive systems for

tactical ap~ lications has been entirely pa id be the Navy.

hidel y uset L~ I homogeneous syste~us ~~ecUt ±VCS aqui sition

V costs wi l l be measured in thousands of dclla rs rat~ et than

millions ct dcllars used to develo p op~.rati ng systems .

p
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VIII . CCN~ A~~~Q~ Q~ &~~~AW1 Q.~ ik~ Q~~~Q~~

A. MOST LIKELY ERRORS AND FAULT S

The experience wi th LSI chips dates back only a few

years and therefore statistical data about reliability as a

function of time is not yet complet e . Acc elerated life

testing data is available only on scme systems . The

ccmme rcial versicn of the INTEL single icart comput er S5C

~~ ‘10 h a s  u n d e r g o n e  r e l i a b i l it y  a n a l y s i s .  The accelerated

li r e  t e st  r e p o r t e d  in £ 1 1 ]  g ives  t h e  m ean time be tw een

failures ( M T E F )  as 91 ,73) houts at 90~ confid~ nce. It ~he

eguipe ent is op~ rated 24 hours per day at 25°C then the

expected life of the system is 10 years. Ibis corr€ sp cn ds

clcsely to tield data , which indicates an NTBF of 90,8Le5

hcur s. ~~€rating the system at higher temp eratures , 5~ °C,

reduces the NTBF to an extrapolated 2~ ,C00 hours. The

single beard computers which are made up of m i lit a ry

standard ccin ponents have nct ucen studied. ~igh~-r
relia bility would be expected tcr these comp uters.

In airtcrn e systems , the sensors , radio coLnm unic ~ tions

equipment , displays and other periph~ ra1s , and pcwer

supplies ate currentl y th? least reliable systems

components. A reliability improvem ent in the comput er part

of system by an crder of m agn itude will exagqerate this

pr oblem. Eherefore , reliabi 1~ ty improvements to the tctal

system are tct likely to arise noticeably by inc:easivg the

reliability of the computer portion , alth cu yb distri b ut ed

comput er architectur E will ~i ive th.~ sys tems desi qn~ r

V 
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cppo rtunities to do this. The cbserved mean time b~ twcen

failure of all sensory instruments and displays for the F — L e E

was  L48.7 hours (tJEDPS , 6b— 1 Field Data) Page 64, (9].

T h e r e f or e , a system using LSI technolcgy will fail so

in~~ eguentl y in comparison to the periph eral in str im€nt s

that the well kncwn Maytag television commercial , in w h i c h
the serviceman complains becaus e he li4S nc trou ble calls ,

will indeed be the case.

F. TESTABILITY

Testing for malfunc tions in a single ccmp uter system is

done initially nefore takeoff. Thereafter , if the c c a p u t e r
fails in flight , the operator m ay again invoke the t~ st
r c u t i n e s .  Typical ly  the  c o m p u t e r  is tcc busy  tc do
seitchecking.

In a distributed system the time pressure is tot as

great and seitchecking can be incorporated into the per icdic

execution sequence. In a system whic h is hcmogeneous , cnly

cne test program needs to be written. In a heterogen eous

system each distinct processor needs its c~ n test pr cgram .

In a d .istriuuted sys tem external checking m ay be

a c c o m p l i s h e d .  In czde r  r ot  a c o m p u t e r  to dc se l f ch e c k in g ,
it needs to be functioning to som e degree. An external

computer can be effective in testing after seiftesting is no

lcnget feasible. Again homogeneous systems have an

advantage over uetercgenoeous systems . Distributed system s

have an advantage over single computer systems.

C. DIAGNCSIS OF EREC FS

p
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A s i n g le  computer system is usually under such

tiuiep ressure that it can afford to do very l i t t l e  in
diagnosing errors. Cnly minimal error diagnostics are

V typically imp lemented in such systems . In a distributed

system , the timepressur e is less critical , hence acre

sophisticated error diagnosis can be done. We generally

wish to prct ect ourselves against the most likely sources of

errcrs, na~ ely the sensors. If independ ent me asureme nt s

using differ ent instruments agree with each other , we

usually can trust the results. If there is disagreEment ,

tnen we Lock for inconsistencies , large changes in small

t ime in te r v a l s , etc. Small biases in instruments are

particularly difficul t to diagnose. However , w i t h  di g i t al
systems, calitraticn problems ate easier tc scive because it

is pcssible to record informatio n over time periods an~ make
V small adjustments. For example , it a digital watch is off

cne second a day consistently, then if we hav e access tc the

count which determ ines the displayed unit cf time we can

V 
alter that and correct the bias . Distributed systems b ave a

a.~vantage and homogenecus distributed systems have a added
V advantage because of uniformity.

D. £ R R C R  TCLERAN V F FUt~C T I O N I N G  CU~~IN~ M I S S I C N S

The present systems implem entations hav e already a large

degree ct errcr tolerance. In the A6 —E and A l—F the

navigaticnal instruments can gradually fail. There are

typically tcur modes of navigation : in~ rtial—~ oppl er ,
V V inertial aicre , Doppler alone , air data alcne . However , if

H the compute r malfunctions , then only m anual backups rem ain.

In a disttituted system there are m any cptions for the

designer. ffcr examp le , there may se a spare comput er ahich

can be activated and which ei-tner has in it-s m emory prcqrams

fcr the vital :unctions or can rea d the progra m irtc its

V 
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me m cry tics an auxiliary memory.

Another scluticn wculd be to have the vital zunct icns in

two computers so that it one fails, the cther can carry on ,

much like a pilot and copilot tuncticn on trarsport

a i r c r a f t .

~~~. GR A C V ~~UL DE GR A D A T I ON

Graceful Degradaticn refers precisely to the ccncep t

that one or more railures in the system degrad e the

performance but do net totally cause the system to ccllapse.

A distributed system , particularly if it uses cptical

interfaces betwee n ccmponents , has the ability to degrad e

gracefully. If systems elements are ccnn€ct ed

electronically they are not as well isolated and a serious

failure in a system connected to the bus can cause a failure

en the bus , which makes the entire system inoperable . An

cptical bus is not neatly as vulnerable because of the light

signal isclates tn€ systems electronically.

A systems designer has many options to create a system

whose tctal failure is very unlikely. Cuplicati rg or

triplicating systems elements would be an obv ious way.

V 15~
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IX. ECONOMIC AIIALYSIS

A. SUIII ’ARY OF E CeNez~!C AflALY~~IS ~ ETIIO ’

When estimating the costs of alternative engineering

V 

implementations using a still emerging technology , like large

scale integrated circui try ,  performing the economic analysis

begins by making projections into the fu ture about a set of

significant variables. In the case of LSI, some of these

would be propagation delay , gate/chip, cost/gate , f ailure rate ,

cost/connection , etc. There in fact exist several of these

significant variables that could be identified , each one

having a point, and an interval estima te of their value fore-

cast at certain steps along the future time line being con—

sidered . An exhaustive analysis would seek to take all possible

combinations of all possible values of the variables to measure

the costs and uncertainties in those costs of the alternative

engineering implementations. This type of analysis can quickly

lose any intuition it might have built for a decision maker

in a mass of data points. V

An alternative approach , and the one selected for this

report, is to f irst  create a set of broad risk categories

that relate to the problem being analyzed , and to generate 
V

V from them scenarios each with a neutral (or most likely), a

slightly optimistic , and a slightly pessimistic case. The

outcome of these three cases is a set of three values for

certain key variables. The cost of the alternative engineer-

ing implementations is then based on this outcome . What
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this rr at i v~ scenar io  approach accomplishes for  a decision

maker is a p r o je ct i o n  in to  the f u t u r e  s t r u c t u r e d  around some

managerially medningful categories. The constants across

the scenarios are the competing engineering implementation

philosophies and the risk category structure. In structuring

the scenarios it is important to free the implementation

alternatives from the risk categories to be able to see how

they then stand against each other across a spectrum of risk.

A decision maker can then see how each competing alternative

would fare cost-wise in possible futures that have more mean-

ing than might be drawn out of a mass of data po in t s .

For the economic analysis of this report alternative

avionics computer architectures , each embody ing LSI technology,

wil l  be placed in the context of two possible scenarios devel-

oped on the milestone path of the VSTOL aircraft. Each scen—

ario structures the risk inherent in the future into four

broad categories. The first category will be called the

semiconductor industry as related to technological changes in

and the marketing of microcomputing devices . The second cate—

gory is the systems acquisition strategy for future avionics

in light of 0MB circular A109 and with regard to source

selection and contract incentive structure. The third cate-

gory is the maintenance—manpower system which entails repair-

discard , level of main tenance, and labor mix possibilities .

The last category , aircraft employment , addresses not only

the number of VSTOL aircraft projected as a base for operating

and support costing and the rate of aircraft production , but

160 V
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also their method of t~niployment , i.e., from which ship types

they will be operated and maintained. The imp lication of the

last category is that ship types capable of VSTOL f l ight

operations may not be capable of complete maintenance or of

multi—mission operational support.

The two scenarios will follow a baseline description of 
V

the VSTOL program and the four risk categories . The baseline

develops the necessary background for structuring the two

scenarios and their neutral (most likely) , slightly optimistic ,

and slightly pessimistic cases. This economic analysis pro-

cess is pictured in Figure 9-1.

161
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B. BASELINE

As stated , the four categories of risk briefly are , the

semiconductor industry , the systems acquisition strategy ,

the maintenance-manpower system , and the emp loyment

possibilities.

1. The Semiconductor Industry as Felated to Technological
Advance and flarketin; of ~icrocorputinc Devices

The first chapter of this report generali2ed the impact

of large scale circuit integration on computing technology .

A more detailed account with particular reference to techno-

logical change and marketing of microcomputing devices w i l l

be discussed here.

The primary effect on the market of LSI has been to open

up new applications areas for microcomputing devices. In

par ticular , is the opening up of three areas that can be

broadly classed as the process control market , the consumer

marke t, and the small business or hobbyist general purpose

personal computer market. The thread common to all of these

markets is the implementation of what was previously electro-

mechan ical analog logic and/or custom designed electronic

circuitry by general purpose digital computing logic inte-

grated to one or a few semiconductor chips.

Before briefly reviewing the history of these microcom-

puting devices, reflection on the life cycle of computer

products in general reveals a reasonably standard sequence

of events. Technological advance in circuitry design occurs
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first, followed by exploitation in the form of a product made

possible by improvements in manufacturing technology . The

product, if accepted in the market , begins to find fu r the r

applications. It is gradually enhanced in performance to

meet these new found appl ications, creating a family of com-

puters. Peripheral equipment and software development tools are V

developed by the parent company . If the product really makes

an impact in the market, like the DEC PDP 8 did in terms of

helping to create the minicomputer market, other companies

specializing in peri pherals , maintenance , or software support

and applications spring up. The basic product is upgraded

until it is no longer economic , and then emulated as transi-

tion to a replacement computer product occurs.

With this in mind , concentrating on the traditional Von

Neumann building blocks of the digital computer , the processor ,

the memory , the input/output , and the timing circuitry provides

a framework for describing the technological change-marketing
V 

paths that have appeared to date and that are projected to

appear in the two scenarios of this report for LSI computing

devices.

A semiconductor company , Intel Corporation , already a pro-

ducer of LSI memories was the strongest initiator in the

microprocesser/microcomputer device narket . Their Intel 4004,

a four-bit word length device, was the first commercially

successful microprocessor. It was and is used in limited

scope process control and some consumer products like pong
II

games. As a designer ’s tool it required a read only memory

164
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chip to provide space for the conti :olling program. Timing

circuits , and input/outpu t interface devices were also

required . As more circuitry could be put on a chip because

of semiconductor manufacturing technology improvements , the

question presumably became for Intel , “For commercial success,

should all the bui ld ing  blocks of a digital computer be placed

on one chip or should the sing le chip processor be made more

capable in terms of word length , processing speed and instruc-

tion set?” Emp irically the evidence shows that the processor

V was made more powerful first , wit~i the introduction of the

Intel 8008, an 8—bit word length processor , and then with the

most commercially successful microprocessor to date , the

Intel 8080. Several other microprocessors entered the market ,

of course, the AND 2900 , the Motorola 6800, the Zilog Z—80 ,

the LSI11, and now the 16-bit Texas Instruments T19900, to

name a few. The significance of the last three examp les named

is that they are enhancements over the 8080 and that they

came prior to the Intel 8048 family , the first complete corn—

puter—on—a—chip on the market and also prior to the T19940,

also a computer—on—a—chip. Also of significance is the fact

that Intel announced the 8085, a fifty percent speed enhance-

ment of the 8080 at the same time as the 8048 family . 
V

Several reasons can be postulated as being behind this

technolog ical change-marketing path. The first is that semi-

conductor read only memory chips to hold the app l icat ions

program were already available from separate vendors.

Another is that when a process control is desi gned in the •
165
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t
framework of digital computing logic it is done so with the

traditional Von Neumann computer building blocks in mind.

The process is first described by the design eng ineer in terms

of data f low , i.e., input signals being transformed by func-

tional operators into output signals. The job is then sized

in terms of execution times and memory space as separate

constraints. The result is separate implementation . As

applications are worked Out using di gi tal computing log ic ,

memory s ize  can be incremented by -3ddinq memory chips in much

the same way that memory is added to a general purpose main

frame or minicomputer  as app lications are developed. Now that

the use of single and few chip microprocessors has made i ts

initial impact on the applications market , the computer—on—

a—chip with its fixed resident read onl y memory f i t s  th e

applications that are becoming more defined in the literat ure V

as to execution time , memory 5 1Z O , and in st ruc t ion  set

manipulation.

Restated ano ther way ,  the mic roprocessor imp acted the

market , the market in turn then impacted the microprocessor

development path. As a company m akes technological headway

clS did Intel with the first microprocessors , that technoloqy

is exploited for the payback to the investment as outlined by

the S . N ~~
- CNR + CR • N f o r m u l a  of the early chapt ,~‘r~; tn tii i

report. After the first device hits the marke t the strateqy

generally is to follow with performance enhanccnment as the

users become more familiar with the implementation. As other

companies come in to  the marke t  w i t h  even fast-er performing p
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devices as did  Lie - i , DEC , 1’ex,is Instruments , t’t a 1. , t h e n

the lead company , in til lS case Intel , generally be~ i n~. t o di

criminate its product  1 inc by the support system , and then by

some technological leap—frog that is iutcnded to put distance

between itself and the others . The last I ow pa rag raphs de-

scribe some of the several reasons , I’es des these of semi con-

ductor manu facturing technology , t h a t n~os t ‘~ )VOl Idb I y were b e h in d

the chronology of i n t ro du ct  ion ot the intel 8)4 S single ch m

compute r , i . e - , at t er  the enhanceinezm t s t e the ~ 1 g 11)3]  S Ih ’  -

cessful microprocessors.

One other aspect o the market that hears m o nt  iV on i ng  i s

the dove lopmnent in the 1 t cens i ny o t a product ‘ s t echito logy

(a concept  pointed out in the Computer Famni ly Arch i t e ctu l e

report , referred ro in the next section , as most probab 1~

he V l j f l g  t h e  key  t o  much ot  the cost di ft em ont ial in most ~ctua1

od pi oduct  ~e lect ions) . in the earl icr days 01 corn—

pUti n~t , ~nd to this day , Ii~M held nea and dear to i t tech—

no log i ca secrets as i t V gal  nod its dominant  posi t ion in the

market - Now companies w ill license the USO of t r a d e  s e c ret s  V

to competitors - The most relevant examp les ate the l i c e n s e

agreement Norden , a division of Vu i t e d  Techno  log ics , has w i I-h

Digital Equi pment Corporation t o produce the nii lit a ry vets i ens

of the PDP/LSII1 ‘s, the ROLM license with Data General Nova 
V

Div~~~ion , and recently the NID license agreement with Intel

to use Inte.l des i 
~in 

masks to p r od uce 8080 ’s . Tw~ other

167
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important ones stand out. The first is to obtain a quick

return for the parent company on a technological imp lementa-

tion in a high rate of technological change area in the face

of the io
6 dollar development cost for the device , re ferred

to early in this report. The second is to increase the base

of use of a product both in number of devices and number of

sources and hence gain a wider acceptance of the product as

an industry standard .

In summary , a major point in this technolog ical change-

marketing path baseline is the development of the understand-

ing that the applications market has an influence on the

technological form of a product along with the physical laws

governing the shape of that product and the manufacturing

technologies that produce i t .  What the scenarios will try

to structure then from this risk category is two possible con-

tinuations of the established trends so as to be able to

structure the available technology packac’es and their support

systems for VSTOL avionics with a probable baseline freeze

of 1985.

168
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2. The Systems Acquisition S tr a t u ~~ . V y

The previous risk category primarily addressed the pro-

ducers. This category addresses the user side. The thrust

from users in any high technology area is to somehow create

a set of standards so as to minimize repetitious inves tmen t

in capital equipment and cost of ownership. A buffer of

standardization is created to protect the user f rom the

rapid pace of technological change.

Currently several different movements amongst the users

of computing devices exist. First , within the military

services , the M i l i t a ry  Computer Famil y Architecture (CF~Z~)

committee has established an analysis which outlines what a

military computer family requirement would be w ith regard to

a standard instruction set and software support and then goes

on to show with sound argument that the commercial PDP11

commercial family satisfies the requirement .

Within the Navy the Assistant Secretaries of the Navy for

Installations and Logistics and for Research and Development

have sent out a joint memo dated 30 March 1977 for comment ,

mapping out a short term and long term strategy to cope with

the proliferation of computing devices. This memo establishes

for the near term the continuation of the UYK7 and 20 in the

H surface Navy as the standard computer family , and the AYK14 ,

a machine made in bit slice fashion from the LSI AMD 2900’s

and compatible with the UYK 20, as the Naval airborne interim

standard. It calls for all future microcomputer/microprocessor

acquisitions to be of devices capab le of implementing these p
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respective instruction sets . Iii the longer term it  calls for

evaluation of the CFA pr oposal in l i ght  of the competing

AYK14, UYK7 and 20 interim standards .

The AYK14 currently has possible homes in several Navy

airborne projects ( 9 — 1) .

Project AYK14’s

F18 1600
LAMPS III 205
AV8B 350

V IEWS 300
TACOMJAM 80
HARM (Avionics) 361
TASSES 24
WIDEBAN D DUAL MODE 1000
URAIDS VARIABLE
DIFAR 350
CAINS IA 1000
LINK 11 285
PROTEUS 500

62 55*

*while not exact or official , these numbers are representative.

Most significant are the F/A—is which will have two AYK14’s

together on a mil standard 1553 type bus , the LAMPS Mk I I I

helo which will have one AYK14, the P3C Update III which may

have an AYK14 in network to offload the at-capacity central

computer , and the AV8B , the advanced Harrier for the Marine

Corps. The importance of these projects will be seen in the
V 

scenarios. With the exception of LAMP S Mk III , the f i n a l

direction of each of these projects is not yet firm as of

this writing . The ultimate outcome of each of these projects

is in some measure tied in with the VSTOL concept. Any one

of a number of outcomes could occur, affecting the ultimate

170
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base number of MKI4’s in the Navy system . This will be a

key factor in costing out the alternative computer architectures

in this report via the scenario—-neutra l, optimistic , pessimis-

tic case idea. That number , along with the following totals

for existing airborne computers in the Navy , has considerable

meaning when reflected on in light of the S . N ~ CNR + CR -N equa-

tion inherent  in LSI computing device development expressed

earlier in this report (9-1).

Type of Number of computers Number of Total number
aircraft per aircraft aircraft of computers 

V

E2C 3 36 108
AiD 1 400 400
A6E 1 200 200
S3A 5 165 825
P3C 1 150 150
F14 6 200 1200

2 88 3*

*whi]e not exact or official , these numbers are representative .

The connection of the VSTOL project with the National Aero- 
V

nautics and Space Administration also has significance in terms

of the possible acquisition strategies which mi ght come to pass.

In the absence of a general aviation standardization committee ,

like the kind ARINC provides for commercial aviation , NASA has

taken it on itself to provide such a forum. In late 1977 , it

will, initiate a Request for Proposal ( RFP ) for a general avia—

tion computer based avionics demonstrator with award to be

made in mid 1978 and delivery to occur in 1980-81 for evalua-

tion . Currently postulated answers to the RFP based on prelim-

m ary NASA work indica te a multiple computer network on a

L_~~~~~ V~~~~~V V V . ~~~~~~~~~~~
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bus like mil standard 1553A or IEEE 48~~, with a multifunction

display——not dissimilar with the F18/F15 solutions and the

homogeneous alternative of this report. Form , f i t , and func-

tion standardization is being sought to allow for advances

in technology much like ARINC standards for commercial avia-

tion. Although the environment for a general aviation air-

craft may not be exactly the same as for VSTOL (although

corporate type jets are in use by the Coast Guard and reach ,

in commercial use , the edge of the speed and maneuverabi l ity

envelopes of their military sub—sonic counterparts), the

degree if any to which the NASA effort links with the VSTOL

V effort could influence the cost of the implementation alter-

natives. This effect will be addressed in the scenarios .

Even if the actual hardware is somewhat different , the concept

of implementation and the interface standards might extend

across general aviation and mil i tary applications.

Another very significant point in the acquisition strategy

revolves around 0MB circular Al09. This systems acquisition

- 
circular among other things requires that early attent ion of — 

V

industry be invited by a statement of mission needs vice

specific hardware specifications in the RFP. The impact of

this is that concept definition and validation are essentially

obtained via industry participation with specific hardware

implementation not delineated. Prior to 0MB A109 a definite V

piece of hardware and consequently its inherent technological

implementation became locked , very early in the acquisition

process, into detailed specifications. In interviews with

________ 
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airframe manufacturers and Navy software support activities ,

much of the “software cost problem ” is viewed as really a prob-

lem of correct software but for a hardware specification over-

come by the events of technological change and the resultant

specification changes.

A position of this study made apparent by its very nature

and more specific in the scenarios, is that if the Navy lab

structure , i.e., the labs and their research arms in college

campuses, private think tanks, and public institutions are

considered as “industry ,” a wider de inition of A109, without

losing its spirit and intent , opens up a number of possible

acquisition strategies. As pointed out by this report, the

nature of the aircraft avionics problem and its digital com-

puter implementation is such that very basic and useful work

can be done via the Navy lab structure on the problem in terms

of data flow, control flow , higher order language , coding of

a lgori thms , architectural considerations and life cycle cost

modeling . ‘ V

If one first abstracts across several aircraft, as is done

in this report, a set of mathematical structures relating the

flow of data is obtainable. ~y doing this a core (navigation ,

ball istics , etc.) is obtained that would be common to all the

mission variants of an aircraft like VSTOL. Each aircraft V

begins with that core and adds to it the mission variants.

Beginning with that idea the process can be pictured as

emanating from the center of concentric circles (Figure 9-2). V

Eventually the implementation of these functions occurs. In
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the past in planes like the F4 it was in analog fashion .

Now these mathematical structures are implemented by digital

computing logic. This core would establish the way in which

the mission variants and particularly what are called the

embedded processing elements would interface , both initially

and then across time as the system grew to meet added V

requirements.

The significance of this appears when , from empirica l

evidence , it is seen that the aircraft industry is organized

by airframe manufacturers , engine makers , and various avionics V

and electrical shops that relate to specific mission variants

or avionics functions . There are flight  con trol shops , radar —

shops , electronic warfare shops, weapon systems shops, etc. V

Each shop as technology users will be exploiting LSI technol- V

ogy and replacing large amounts of circuitry by microprocessors

and read only memory , in what is called embedded fashion , in

their own piece of equipment. By going back to the concentric

circles it can be seen that several different approaches to V

acquisition can be taken. The avionics shops , airframe and

engine manufa cturers , can be allowed to de facto decide what

the core looks like by impinging toward the center of the con-

centric array from the outside. Or the user can define the

core first as ARINC does for the commercial aviation world , V

and allow the circles to grow outward in an order ly fashion

from the central core. Looking closely at commercial aviation ,

ARINC, a third party created by mutual consent of the airlines

defines this core and an orderly fashion for interfacing to it.
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NASA is now a t t emp t i n g  to do this for general  av i a t i o n .  If

the VSTOL project  managers  are thought of as the users , then

the Navy lab structure could be viewed as the third party in

the acquisition strategy to define that core. Note that this

does not mean definition in terms of specific hardware , on

the contrary it would be in more abstract terms of contro l

and data flow , execution t imes , memory requirements , bus

interface protocols , HOL a lgori thms , etc. This would structure

then how the mission variants of the p lane and embedded pro-

cessing elements would interface with each other arid the core .

As with ARINC , this would be free of hardware implementation

and allow technological change to be captured up to the point

of baseline freeze. What the scenarios and their neutra l,

optimistic, and pessimistic cases will do is hypothesize V

possible acquisition paths and see how the cost of the two

architectural implementations of this report would be affected.

3. Maintenance—Manpower System

In an economic analysis it is generally intended that the 
—

fallout of the analysis is the repair-discard , level of

maintenance, and labor mix results. However it is often the V

case that organizational inertias or organizational optimiza-

tion of other criteria than the economics of competing

engineering alternatives prevail over the analysis results.

This risk category therefore lays out some considerations that

V are later structured into possible outcomes in the scenarios.

As exhibited in articles in the electronic engineering

trade journals , there is concern over job description because
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of the fact that electrical circui t implementation is becoming

in many areas , particularly process control , one of digital

computing logic. The emotions attached to this can be expressed

by the quote of one aerospace industry eng ineering head who

stated emphatically that he didn ’t have ~~~ computer program-

mers , he had aerospace engineers that were called upon to

program . The trade magazines such as Digital Design , Elec-

tronics, Spectrum , etc. , have begun to run articles that

address the electronic eng ineers ’ outlook with respect to this

microprocessor/microcomputer phenomenon .

The relationship to the Navy maintenance-manpower system

becomes visible through the viewing of businesses that are

recognizing that their very organizational structures are being

impacted by LSI technology in digital computing logic form.

The separation between the computer science departments and

the other eng ineering design departments is being obscured as

the electronic engineers are being required to know digital

computing logic and programming , and vice versa. Although V

the Navy maintenance—manpower system is a user vice designer

system , a knowledge of the implementation of circuitry by

digital computing logic is a requirement for understanding

its maintenance. It is reasonable to expect that just as the

electronics engineer design trades are impacted by LSI tech-

nolog-y , so will the maintenance trades.

The meaning of this to the Navy is simply , or not so

simply, NEC and rating restructuring . The not so simp ly comes

in the sense that a maintenance—manpower system is not creat-ed
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overnight. Just as the el~ ctronics engineer is concerned

with his educational preparation and the protection of this

human capital investment in the face of LSI digi-

tal computing technology , so will the maintenance man. LSI

digital computing technology might dictate via economic

analysis that a solution to the maintenance-manpower system

structure be one group of people that understands built-in-

test design and operation at the organizational level of

maintenance , another that understands circuit board logic

testing at the intermediate level of maintenance , and those

that understand dig ital computer program design , analysis and

troubleshooting at the depot level. Restructuring NEC ’s and

ratings to accomplish this , independent of whether the system

is in an airplane , a ship, or a submarine , cannot be done

instantaneously. It may not even be recognized as a positive

goal by the manpower-personnel planning systems since the

separation of maintenance ratings by warfare specialty creates

other positive intra- and inter—organizational relationships.

The scenario method is used therefore to address the possible

relations of LSI to the maintenance-manpower system and the

costing fallout, vice assuming the normative case.

Existing evidence that there is recognition of the possible

effect of LSI on the maintenance-manpower system is the joint

service symposium on Automatic-Test-Equipment held in June

1977. Each service presented its programs in the area , sol-

iciting inputs from industry as well. Some possible relevant

V developments that could occur out of this tn —service program S

will be considered in the scenarios.
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ship that supports it operationally and for maintenance. The

question of how much processinq and display equi pment the ship

and aircraft should host respectively is heightened in the

case of VSTOL because of the take-off gross weight restrictions

of the VSTOL technology . Any discussion of VSTOL ultimately

becomes a discussion of the Navy surface ship force structure ,

again no simple discussion .

Curren tly the Navy force struc ture is debated around three

force levels, a 4 00 , 500 , and 600 ship Navy ; arid two force

mixes , sea control and power projection . To unders tand  the two

mixes one must first understand the two most basic roles of

the Navy . The first is the projection of strike power inland

as embodied in the strike carrier task forces and the nuclear V

strike cruisers. The second is the control of the sea lanes

as embodied in the smaller escort vessels and the hypothesized

sea control ship now called the VSS or VSTOL support ship,

about the size of the Amphibious Assault Helicopter Carrier V

(LPII) . Alternative force structures were developed by th is

author from Navy testimony in Congress , a Nat iona l  Secur i ty

Council study,  and two Congressional Budget Office working

papers.

The outcome of these alternative forces goes into providinq

the base number of VSTOL aircraft that could reasonably be

expected to exist in the 1991-2001 time frame and hence the

number of airborne computers. The maintenance struc tures that V

could reasonably be expected to exist were also developed f rom

these alternative force structures.
I-
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C. SCENARIO (AIRBORNE STANr~T\RY))

This scenario is mean t to be interpreted in the metaphori-

cal sense. Its intent is to relate events in time so as to

establish how , most likely, slightly optimistic and sli ghtl y pessi-

mist ic  cases might be generated from a collecti on of realistic events.

The scenario begins in the fall of 1977. The Naval Post-

graduate School’s report on distributed LSI microcomputing

for VSTOL avionics has been received with interest. It is

read in several places which include the Naval Air Systems

Command Avionics and Software Support Offices (NAVAIR 53 3 ) ,

the VSTOL Program O f f i c e  (PMA 269) , and as an input  to the

ASN IL/RD memo of March 1977. In November of 1977 the VSTOL

RFP for conceptual studies goes Out. The NASA RFP for the

general aviation computer based , multiplexed bus , and multi-

function display demonstration also goes out at about the

same time.

In December of 1977 Norden , a division of United Technolo- 
- 

V

gies, makes first deliveries of the LSI11M , a military version

of the DEC LSI11, announced in the sununer of 1977 as an

embedded use companion for their PDP11/34M. The military

Computer Family Architecture committee which recommended the

PDP11 family for the military form, fit , and function specif i-

cation uses this to add emphasis to their analysis. The

LSI11M instruction set is a subset of the PDP11/34M , would be

compatible for embedded use in a bused network with the PDP 1I

family , and uses the existing PDP11/DEC family software
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development and support systems available f rom a m u l t i t u d e  of

commercial sources and already in pla ce in m any m i l i t a r y

activities.

Intel Corporation ’s commercial success with the 8080

microprocessor family continues. The 8080 family as enhanced

in the summer of 1977 by the speed improvements (a factor of

2) of the 8085 is marketed as the ad hoc industrial process

control and consumer market standard . This marketing position

is furthered in the fall of 1977 by the l i cen s ing  and second

sourcing of the 8080 family by National Semiconductor and

AMD in the form of chip sets families and single board compu-

ters. Other successful entrants in the microprocessor/micro-

computer market in terms of accumulated experience (devices

sold) are the Motorola 6800, an 8—bit word length microprocessor ,

and the Texas Instruments 9900 , a 16-bit word length micro-

processor , all single or two chip microprocessors which also

provide the base for those companies ’ single board microcomputers.

From the fall of 1977 to mid 1979 when the RFP for VSTOL

avionics advanced development (concept definition and valida-

tion) is made, the technological—marketing path the micropro-

cessor/microcomputer industry has taken is one of exploitation

of circuit integration at the level of the classical computer

building blocks of processor, memory , input/output , and timing

devices. Memory technology in particular progresses on paths

different than semiconductor processor technologies so that

magnetic-bubble , floppy disc, and holigraphic memory forms

provide alternatives for implementation , particularly for
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random access mass oi b l o c k  memory . necause of systems

designers ’ desire for flexible memory size, the s in q i e  chip

semiconductor computer in mid 1979 has not become the dominant

industry implementation for process control , the consumer

ma rket , or the general purpose microcomputer.

The single chip semiconductor computer is however a limited

commercial success by mid 1979 at the 4 , 8 and 16-bit word

length with a resident memory capacity of 4K words ROM and

a rated throuqhpu t of 0.5 million instructions per second.

By 1985 it is anticipated that the sing le chip computer will

have replaced the microprocessor plus separate read only mem-

ory chi p as the implementation for process control arid the

consumer market at the 8 and 16—bit word length with a resi-

dent memory capacity of 16K words RON and a rated throughput

of 1 million instructions per second . It will not however be

the primary implementation for the general purpose microcom-

puter. In tel , Motorola and Texas Instruments remain the

dominant forces in these markets and their 8080/8048 , 6800 ,

and 9900/9940’s the dominant families. V

The ASN IL/RD in mid 1978 accepts with minor modification

the mid term and long term strategy indicated in their memo

of 30 March 1977. The Computer Family Architecture committee V

with the growing use of the LSI11M receives endorsement of the V

PDP11 family in mid 1978 as the basis for a military computer

family . The AYK14 and UYK7 and 20 programs receive a DOD

variance endorsement however to proceed in parallel , as already

established, for  t h e i r  respect ive Navy shipboard and aim . hornt’
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communities . A further evaluation point for the ASN IL/RD

memo is set for mid 1979. This timing coincides with the

RFP for VSTOL advanced development (validation and definition)

The structure of the Navy shipbuilding program is coalesc-

ing with the President ’s budget for FY80 , moving in the

direction of a 500 ship Navy . Thirty—two ships will be capa-

ble of landing and launching VS’rOL aircraft. The avionics

conceptual studies proposals , replies, and awards show general

agreement that the following ship types, CV , CVN , and VSS

(LPII size ship), are under review as org~inizationa l and inter-

mediate level maintenance and multi—mission operations

platforms. The strike cruiser CGSN is under consideration for

single—mission operations and organizational level support.

The maintenance strategy is generally being conceived as one

of built—in—test (BIT) monitoring and line replaceable units

(LRU) removal and replacement at the organizational level with

the discard or repair of modules decisions made at the in te r -

mediate level of maintenance, and further repair made at the

depot level. LRU size is accepted as measured in ATR (AR INC V

air transport racks) dimensions with modules measured in

Standard Electronic Modules (SEM21~) which are increments of

ATR’s.

The defense budget being formulated in mid 1979 for FY81,

funds completely the F/A-l8 program production . The implica-

tion of this is that the AYK14 will have a permanent home in

the Navy fighter/attack aircraft inventory with 800 Fl8’s

prograr~uned for by 1990 and about 100 FlU ’s programmed to be 0~
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off the production line by early 1980. Additionally , the P3C

Upda te I I I  is to be imp lemented by an AYK14 networked with the

existing central processor on a mil standard 1553 type bus .

Both of these decisions are in keeping with the near term

strategy of the ASN IL/RD memo. The AVOB Harrier is dropped

however in favor of the A4M and F/A-18, and the coming VSTOL

program .

The mid 1979 reevaluation point for the ASN IL/RD memo i3

faced with three complications . First , the CFA committee

findings opting for the PDP 11 fami ly is solidly backed by

that families continued commercial success , particularly the

LSI11 subset. Second , the growirg AYK14 program has created

a significant investment in that family . Third , the micro-

processors plus memory chips and single chip microcomputer

have proliferated in embedded use in weapons and tactical

systems even in the face of the tlarch 1977 memo. The prolif- V

eration is at the point that several types already exist in

the Navy inventory supporting such diverse tactical and weap- V

ons system implementations as tactical aircraft landing gear

retraction , Marine Corps electronic battlefield devices , and V

guidance devices for remotely piloted vehicles. A non-

exhaustive list of these types are the AMD2900, LSI11M , the V

Intel 8080, 8085, 8048, 8748, the Motorola 6800’s and the

TI 9900, 9940’s. The implication here is the proliferation

of their respective software development and support systems

and interfacing requirements. Also complicating the issues

laid out in the memo and its mid 1979 reevaluation , is the

V V V V 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ V~~~~~~~~~ • V ~~~~~~~~~~~~~~~~~~ V • V



inconclusive nature of the direction taken by the automobi le

industry from the fall of 1977 to mid 1979. Although expected

to be very large quantity users and hence prime movers in the

standardization of the microprocessor/microcomputer industry ,

the competition between the big three and also between their

respective model divisions in terms of exploiting the LSI

microcomputer/microprocessor technology has held up this

standardization. An ad hoc standardization has occurred with-

in model divisions . This standardization is on the basis of

an 8—bit word length (with the exception of Chrysler) by late

1978 and then on the Motorola 6800 at Ford , the In te l  8080 at

GM , and the TI 9900 at Chrysler as their respective standard

instruction sets by mid 1979. An IEEE 488 multiplex bus and

its protocols and interface standards are in the concept stage

for production implementation by the 1983—1985 model year time

frame.

The importance of the automobile industries ’ position with

respect to the military is in the fact that the temperature 
V

range faced by electronic circuitry in the environment of the

automobile engine is a sustained -75°C to +450°C (9-2),300°C

more than that required by mil specs for LSI/IC’s. Hence ,

the automobile industry as a potential 10 million unit per

year user of microprocessor/microcomputer based process con-

trol systems could by the volume of their use remove the extra 
V

factor of 2 to 3 the military currently pays for its micro-

processor/microcomputer devices. Additionally , the automobile

makers could create the instruction set, interface , bus and
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protocol , and power standards in volume which general aviation

and the military could accept as their own.

The NASA contract for a demonstration general aviation

avionics is let in April 78 in answer to the late 1977 RFP.

By 1980—81 the demonstrator is in operation using a mu stand-

ard 1553 type of bus, and a distributed network of Intel 8080

family microprocessors plus ROM chips type of architecture,

and a multi-function display .

In light of these events, in particular the growing AYK14

base, and the influence of the ASN RD/IL memo , the RFP for

VSTOL advanced development avionics definition and validation

is structured so as to indicate selection of the LSI bit slice

AYK14 family as the airborne computer in VSTOL. An additional

anticipation in mid 1979 from the RFP is that the HSX , and VPX

would be built from the same AYK14 family as the VSTOL. As

a minimum then, a NAVAIR standard airborne computer family

emerges. It is also anticipated that the embedded micropro—

V 
cessors and single chip computers, even if procured from

V separate sources , be made to conform with the AYK14 standard

V as to word length , instruction set, and interface on a mil

standard 1553 type bus with either a shielded twisted pair or

fiber optic implementation. It is further outlined in the

RFP that this AYK14 family be targetable from the DOD HOL.

With this in mind, the VSTOL program avionics advanced

development definition and validation proceeds in early 1980.

Additional events between 1980 and 1985 affect the results

of this process. One is the Navy part of the Tn -Service Ad
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Hoc Automatic Test Equipment Project. It is decided to con-

tinue with the VAST system concept incorporating the AYK14

family in to it. V

Electronics/avionics technicians, like their commercial V

counterparts , begin to develop skills in the fundamentals of V

digital computing as a part of the recognition by the Naval V

Training Commands of the similarities in engineering/maintain-

ing Inicrocomputing devices that cross traditional rates and - V

equipments. Although no rating consolidations take place in 
V

this 1980—85 time frame, the climate is set and some NEC

(Navy I~n1isted Classification Codes) are consolidated between

the ET, AT, and DT rates.

This scenario will be used to cost the two architectural 
V 

V

alternatives, the heterogeneous with AYK14 LSI bit slice

computers in the avionics core networked with AYK14 sub-

system front end microprocessors , and the homogeneous with a

distributed network of commercial microcomputers made to meet

mil specs in both the core and subsystem front ends. Each

system concept will be assumed developed by an avionics com—

puter shop during the VSTOL concept validation advanced

development stage, rather than by the lab struc ture or the

VSTOL airframe manufacturer. The most likely or neutral V

case , slightly optimistic, and slightly pessimistic cases of V

this scenario will develop costs around hypothesized annual

ra tes of growth of the AYK14 standard fam ily and commercial ‘ V

microcomputers.
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D. SCENARIO (COMPUTER FAMILY ARCHITECTURE STANDARD)

This scenario is meant to be interpreted in the metaphor-

ical sense. Its intent is to relate events in time so as to

establish how most likely, slightly optimistic and slightly

pessimistic cases might be generated from a collection of

realistic events.

The scenario begins in the fall of 1977. The Naval Post-

graduate School’s report on distributed microcomputing for

VSTOL avionics has been read by the Naval Air Systems Command

Avionics and Software Support Offices (NAVAIR 533 and NAVAIR

360 ) ,  the VSTOL Program Office (Pr-lA 269), and as an input to

ASN iL/RD memo of March 1977. Another interested reader is

the NASA study group working on the RFP (to be released in V

late 1977) for a general aviation computer based , multiplexed

bus , and multi-function display avionics demonstrator. The

NASA RFP for the demonstrator and the Navy VSTOL RFP (to be

released in late fall of 1977) for conceptual studies, although

independently conceived, are each reciprocally tracked in

recognition of the similarity of their purpose.

The Military Computer Family Architecture committee also

recognizes the similarity of purpose in the NASA and VSTOL

RVFP ’S. Norden (a division of United Technologies) begins

delivery of the LSI11M in December 1977, a military version

of the DEC LSIll, announced in the summer of 1977 as an embedded

processing companion for the PDP11/34M. The LSI11 is a multi-

chip processor containing a subset of the PDP11/34M instruction
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set, supported by the same software , and capable of being used

in embedded fashion and/or in a bused network with the PDP11M

family.

The two RFP ’s and the LSI11M are used as evidence by the

Military Computer Family Architecture committee to further

the position of their analyses for a set of form, f i t , and

function specifications around the PDP11/LSI11 family . The

point made is that this family will capture the existing

commercially available software development and support sys-

tems for not only military applications but also for general

aviation as well.

Intel Corporation ’s commercial success with the 8080

microprocessor continues. The 8080 family as enhanced in the

summer of 1977 by the speed improvements (a factor of 2) of

the 8085 is marketed as the ad hoc industrial process control

and consumer market standard . This marketing position is

furthered in the fall of 1977 by another second sourcing of V

the 8080 family by National Semiconductor and AMD in the form V V

of single chip processors and single board computer packages.

Other successful entrants in the microprocessor/microcomputer

market continue to be the Motorola 6800, and the Texas Instru- V V

ments 9900, both single chip microprocessors. V

From the fall of 1977 to mid 1979 when the RFP for the

VSTOL avionics advanced development (definition and validation)

is made , the technological change-marketing path the micro—

processor/microcomputer device industry has taken is one of V

rapid continuation of circuit integration to the point of
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having all of the chissieal cOn1put~’r build in~; blocks , processor ,

memory , input/output , and t iming  devices on one chip in the

form of the Intel 8~’48’s, TI 9940’s, and a Motorola produc t as

yet undesignated . Although alternative memory implementations

such as the maqnetic—bubble , floppy disc , and holigraphic

forms exist, the single chip MOS implementation dominates them

by mid 1979, providing more than enough memory flexibility and

speed~ for applications designers. Hence , the single chip

computer becomes the dominant implementation for process con-

trol , the consumer market , and the genera l purpose m~ crocompu—

ter market, replacing the microprocess plus ROM chips arrange-

ment. By mid 1979 it has an 8—bit or 16-bit word length and

16K or 8K bytes of ROM respectively and a rated throughput of

0.5 million instructions per second . By 1985 this has

increased to an 8-bit or 16—bit word length each with 64K

bytes ROM and a rated throughput of 1 million instructions per

second. This single chip computer continues to dominate the

process con trol , consumer , and general purpose microcomputer

market by 1985. In fact, the hand held calculator and general

purpose microcomputer market has merged because of this by

1985. It is not uncommon to see from 4 to 16 of these

V computers-on-a-chip, each mounted in separate or stacked chip

V carr iers mounted on a reflux solde red ceramic board linked

with the parent companies bus system by 1985. Motorola , In tel ,

and Texas Instruments are the strongest entrants in this seg-

ment of the semiconductor industry . V
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The ASN RD/IL in mid 1978 accepts with some important

modifications , the mid and long term strategy indicated in

their memo of 30 March 1977. Influenced by the rapidity with

which heavy industrial process control is being implemented

by single chip computers , particularly in the automobile

industry , and also by the success of the PDP11M/LSI11M , the

strategy endorses the idea of a military computer architecture

family with the PDP11/LSIll family as the leading candidates

but reserves comment on the ultimate long term standard to

review the progress of the single chip computer.

Because they are already established , the UYK7 and 20 pro-

grams receive endorsement for continuation as the interim

standard for shipboard application. However , when the F18

program and the AV8B Harrier do not receive the production go

ahead decision for Fiscal 79 in favor of increased emphasis on

VSTOL (with the A7/A4M/F14 filling the gap), the AYK14 loses

the substantial part of its base as the airborne standard com-

puter. Because of this, two other major AYK14 programs , the

P3C Update III and the LAMPS Mk III program , are in doubt as

to how to proceed. The P3C update does not happen with the

AYK14 networked to the central computer but rather with a

redesign of its software, particularly the Omega subroutine .

A complete internal overhaul of the computing system based on

a distributed network of elements of the military computer

family (when selected) is projected as the ultimate solution .

The LAMPS Mk III project , further along , uses the 1’YK14 ‘S

already contracted for at a projected base of about 300. A
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1

further evaluation point relevant to the AYK14 for the Naval

Air Systems Command of the ASN RD/IL memo is not needed

because of its demise in the F/A—18, AV8B , P3C decisions.

The mid 1979 RFP for VSTOL therefore is developed without

reference to the AYK14 and only refers to the desire to

adhere to elements of the ultimate military computer family

when selected.

The structure of the Navy shipbuilding program is coales-

ing with the President’s budget for FY80 , rn-wing toward a 600

ship Navy . Seventy ships will be capable of landing and

launching VSTOL aircraft. All will be capable of multi—

mission support and organizational and intermediate mainten-

ance with the exception of the CGSN strike cruiser and the

DD963H. These two will be capable of single-mission support H
and organizational level maintenance. The return from the

avionics conceptual studies and tracking of the Automatic Test

Equipment Tn -Service Project show that advances in built-in-

test (BIT) will mean preventive maintenance will consist of

monitoring BIT program indicators and corrective maintenance

can consist of faulty module (SEM2A size) replacement at the

organizational level or line replaceable unit (LRU) removal

of the ATR size, with module discard taking place at either

organizational or intermediate level.

The demise of the F/A—18, and AV8B Harrier in favor of

VSTOL and hence the reduced base of the AYK14, plus the rise

in use of the PDP11N/LSI11M family has not stemmed by mid

1979 the proliferation of other microprocessing/microcomputing
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devices in embedded usc in mission or iented and sensor

equipment.

The automobile indus t ry has from the f a l l  of 1977 to mid

1979 followed a decisive path in their use and s tand ar d iza -

tion of microproceasors/micro computiny device~;. A f t e r an

initial time of competition between model divisio ns they ha ve

responded to the r~m id pa&’e of in t et~ r a t i on  e V t he en t i re  com-

puter to the chip level so tha t  by mid 1979 they have devel-

oped form , f i t , and func t ion  standards based on word l e nqt h ,

mult iplexed bus type and i n s t r u c t i o n  ~~ t Ly ~t~~~~er a t  ion , w i t h  R~i-d

choosing the Motorola 6800 f a m i l y , GM the Intel 8048 f a m i l y

and Chrysler the TI ~) 940  fa mi ly . The r esu lt  is t h a t  by mid

1979 dis t r ibuted processing domonstrat:ors have been os t a b  l i shed

with production u n i t s  numbering in the mi l l ions  to go i n t o  the

1981 mode l year cars.

The NASA RFP of late 1977 is awarded in Apr i l  1978. By

late 1980, early 1981, the results are in , the TI 9940 based

family being chosen as the qeneral aviation standard family

because of its 16—bit word longth , wide U Saqe  b~.’se by Chrysler

in distributed fashion , and second sourcing .

The VSTOL validation and concept definition advanced

development proceeds with the NASA demonstration as an input

to the core avionics development , particularly in the multi-

function display area . The Navy lab structure is awarded the

concept de f in i t i on  and advanced deve lopment phase vice an

avionics shop or the a i r f r a m e  m a n u fa c t u r e r .  The two le a d i nq

a
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ca nd idat e s  costed f rom t h I ~ s(’onar o ar t ’  t h e  PflP1 M~’1~ I I I M in

a heterogeneous net work and e i t her one 01 the I ut ci , M o t o r o la ,

or Texas I n s t r u men t s  s i n g l e  chip  computer  fam i l ies ~n a com-

pletely homogeneous network . (The Ti 9940 family will be

chosen for illustration purposes since it is also hypothesized

to be chosen by NA SA for  genera l  a v i a t io n .)
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E. COSTING I~i~SULTS

I l l u s t r a t i v e  costing results  arc generated from the two

scenarios for  each of the i r  three cases--neutral (most likely),

slightly optimistic , and slightly pessimistic——for both the

heterogeneous and homogeneous computer architecture alter-

natives. Two equations are used in conjunction with the narra—
• tive of the scenarios to determine several of the cost numbers.

• The first equation is the production learning or industry ex-

perience curve formulation .

b Hy = a x  (9—1)

b = ion S/log 2 ( 9 - 2 )

where
thy = unit cost (price) ~f the x— unit

a cost (price) of the initial accumulated quantity, A

x = total accumulated quantity

S = % of previous cost (price) that cost (price) drops

to when accumulated quantity doubles.

The second equation is the compounded annual rate of growth

equation used often in the business world to describe alterna-

tive future product sales outcomes.

mA = A( 1+g) T ( 9—3)

where

m = mul tiple of the i n i t i a l  accumulated q u a n t i t y

A = ini tial accumulated quantity in units

g = annual growth rate in percent expressed as a decimal

T = years to attain the multiple of accumulated quantity

desired.
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To be useful , these equations need an estimate for each

of the parameters. These estimates were generated for this

report by the process of constructing the neutral , slightly

• optimistic , and sliqhtly pessimistic cases of each of the two

scenarios. Figures ( 9-3) and (9-4 ) show composite , graphic

representations of the use of these equations with representa-

tive values f rom this repor t .

The generic work breakdown structure (WBS) of the Tn-

• Service Tactical Communications office (TRI-TAC ) Fort Monmouth ,

New Jersey,  was used to develop life cycle cost elements for

the costing effort (Figure ( 9-5)). The method used to deter-

mine whether a cost element was app licable was to first assume

that the WBS applies to the entire VSTOL aircri~ft. Then ,

following the logic flow of Figure ( 9-t-~) from reference 
(9-3),

a list of significant , applicable cost elements for each o~

the alternative architectures under the three cases of the two

scenarios were considered for their contribution to the VSTOL.

Preliminary costing results are pictured in Figure C 9-7).

Equa tions ( 9~-1) and ( 9-3) were used to determine acqui-

sition costs for each basic computing unit of the alternative

architectures. Annual rates of product or device growth of use

were chosen as 30% for the slightly pessimistic case, 50% for

the most likely (neutral) case , and 100% for the slightly op-

timistic case. Selected examples of why these rates were

chosen and how the initial accumulated quantity and their unit

acquisition costs were determined and led to the values in 1985,

the hypothesized year of comparison , are outlined below. All

1~
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2.1.2 Produc.biltty Engineering and Planning (PEP)
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2.1.11 Other Non-Recurring Costs

2.1.12 General and Administrat ive

2.1.13 Pee or Profit

I.

Figure 9 5  ((ontiflue0~
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2.2..

~ 

Operational Test and Eval’~ ’ ..on (OTE)

2.2.5 Test Site Activation

2.2.6 Government Furnished Equipment (GFE)

2.2.7 Other Non-Recurring Investment Costs

Figure 9 4  (continued’l
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~~ gu rc 9 S  (continued )
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dollars are expressed in current dollars. Inflation , the rise

in the general price level, is assumed to a f f ec t  all inputs

• equally . Discounting was done using a zero percent rate. Us-

ing the standard DOD 10% f igure  would only make the homogeneous

case even more cost-effective.

To determine the uni t acquisition cost of the naval air-

borne standard computers of the heterogeneous alternative

• in 1985, the number of these computers procured for naval air-

borne systems by 1985 as a first cut was chosen to be about

6,000 based on the projections of reference (9-1). Interviews

with members of the military computer industry indicate that

their industry average experience curve is 85% , i.e. as accum-

ulated quan tity doubles , acquisition cos t to the user comes

down 15%. Currently the annual rate of growth in units sold

• of the military computer industry is conservatively (slightly

pessimistically) projected at 30% annually ( 9 — 4 ) .t J s i n g  an

ini tial accumulated quantity of 500 for the naval airborne

standard (from unoff ic ia l  procurement plans and industry inter-

view), a 30% and a 50% annual growth rate bracket the afore-

mentioned 6,000 unit base projected for 1985.

Three things are worthy of note at this point in the devel-

opment of these and subsequent figures. First, the industry

experience curve can be interpreted in a negotiated procurement

environment as a production (labor) cost learning curve. The

naval airborne standard computer would be in production run on

a fixed price type of contract for costing purposes in the

time frame of this report. Second, the curve represents the

S
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un i t  l ea rn ing  (cxpericnce) curvt ’. The cumulative average

l ea rn ing  curve would ~i e s l iy h ’ ly above the u n i t  learning curve ,

generating an average unit acquisition cost for a purchase in

quantity slightly above the unit cost curve.

F i n a l l y ,  note that sustaining engineering is

included as one of the recurring manufacturing costs that leads

to the acquisition cost to the user by the computer industry .

The meaning of this is that new models of the naval airborne

standard would continue to incorporate innovations in LSI

technology , bubble memory , etc., as the costs of the naval air-

borne standard continued to come down .

Returning to how the total of the unit acquisition costs

were developed , the number of VSTOL aircraft in the buy was

estimated at 1,000 from the force structure analysis referred

to earlier. The heterogeneous architecture calls for two

naval airborne standard computer units per aircraft for the

core avionics. 2,000 units would be procured at unit acqui-

sition cost of $30,000 for a total of $60 ,000 ,000 for the VSTOL

fleet.

The airborne standard scenario has hypothesized that the

Naval Air Systems Command would undertake the development of an

airborne family microprocessor , not a microcomputer since the

scenario assumed integration of circuitry only to the computer

building blocks of processor , memory , input/output , and timing

circuits at the point in time a development decision was hy-

pothesized . The development program is assumed undertaken be-

ginning in mid 1979 with the reevaluation point of the S
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ASN ( RD/ t L ) memo rc’ f& ’ rred to i n the Scena r i 0 , and completed in

1980. flased on a non recu r r i ng  development  cost of $150 per

gate and an equivalent gate count of 10 ,000 for a sing le

or a few chip LSI processor made from the military family of

LSI chips (9-5),the nonrecurring deve lopment cost would be about

$1,500,000. Note that this would be a sunk cost with respect

to the VSTOL program . The initial accumulated quantity and

acquisition cost was determined in the following way. Pricing

two existing military microprocessors , the LSI11M and the AYK3O ,

their single quantity price is about $2 ,500. In lots of 500

or more there is a 15% reduction in price whi ch would make the

iii quantity unit price about $2 ,125. The growth rates for these

two military microprocessors were estimated for up to the next

couple of years at 100% annually from interviews. The price in

quantity of each of these military microprocessors would be

about $1,500 by 1980, using equations ( 9-1) and (9-3 ), an •

85% curve and the information above. This is assumed used as

a design—to-cost figure by Nay Air in the airborne standard

microprocessor development. Based on the $1 ,500 ,000 nonrecur-

ring development cost and the $1 , 500 desi gn-to-cost f i gu re ,

the developer would need at least an initial quantity order of

1,000 to at least cover his nonrecurring cost of development

and make him competitive wi th the LSI11M/AYK3O products .

This was chosen as the i n i t i a l  accumulated experience q u a n t i ty

available in 1980 after a year ’s development effort. A modest

projection of the annual growth rate of microprocessor/micro-

computer devices annually as an industry is projected at 50 %

for the next several years ( 9 - 6 ) .T h i s  growth r ate  was assumed
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for the naval airborne standard microprocessor in a i rborne

systems as the neut ra l  (most l i k e l y)  case to be gin  in  1.980

when the device would be ready .

Based on the hypothesized 1 ,000 plane VSTOL buy , and 10

of these airborne standard microprocessor devices per plane

in the heterogeneous architecture alternative , a unit acquisi-

tion cost of about $850 was estimated by 1985. Since each

naval airborne standard microprocessor would need memory

( 16K words), paral lel  and serial bus i n t e r f a c i n g ,  an d a f loa t-

ing point package to accomplish its task even in embedded use,

these would have to be costed into the basic processing unit

since a microprocessor is not capable of doing a n y t h in g  w i t h o u t

these other items . Using the LSI1ll~, AYK3O , flOW Corporation

and other price lists for these components , costing by analogy

was done with a multiplicative cost factor of about 4 being

surprisingly consistent across the various companies. This

would mean for the neutral case, for example, about $3 ,400 for

each microcomputing unit  at the front end of an avionics sub-

system.

Two other costs need to be considered. The first is the

nonrecurring cost of programming Automatic Test Equipment (ATE)

like that in the Versatile Avionics Shop Testor (VAST) for the

printed circuit cards that would be in each piece of computer

equipment. Although a standard computer is already in exis-

tence , each application requires a new test program for the

ATE. The standard airborne computer has on the average 10

boards, each assumed “ comp lex ” under the description of refer-

ence (9-7).A 90% comprehensive median (neutral) cost of ATE

210
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programming wou ld  be $15 ,000 per board , a total of $150 ,000

for the unit in the neutral case. The airborne standard micro-

processor plus the equipment to make it a microcomputer is

assumed to be six boards in a Navy Standard Electronic Module

2A (SEM2A) product. At $3,400 per airborne standard micro-

computer of six boards that is about $600 per board. Each

board was assumed moderate in complexity under the description

of reference (9—7) . At 90% comprehensiveness , median (neutral)

cost for ATE programming of $5 ,000 a board would be a total of

$30,000 for the product.

The last cost reviewed at this point is a r e c u r r i nq  in-

vestment cost , the VSTOL flyaway cost attributed to the comput-

ing system weight. Reference (9-•5)relates that every  pound of

operational systems weight contributes 6-8 lbs. to airframe ,

fuel system , and other supportinq sy~;tems weight , and t ha t  a

modern fighter aircraft costs out at $500 per pound of flyaway

costs. This concept applied to the 50 pounds (2 units at

25 lbs. each) of the standard units versus the 2-4 lbs .

of the homogeneous computing module makes for an order of magni-

tude differential in the flyaway costs attributable to the

respective computer architecture alternatives.

The operating and support costs for hot-h the heterogeneous

• and homogeneous alternatives were qenerated using the TRI-TAC

Life Cycle Cost Model , and the B-K Dynamics Navy Billet Cost

Model. The parameters of mean-time-between-failure (MTBF) and

mean-time—to—repair (MTTR) were taken from existing data on

comparable units for the airborne and CPA standard computers.

The values were 2,200 hours MTBF with 20 minutes MTTR at the

211
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organiza t iona l  level of maintenance and two hours MTTR at

the intermediate level of maintenance. For the airborne

standard microprocessor, and for the homogeneous microcom-

puter the most l ikely , slightly optimistic and slightly pes-

simistic case idea was used since field reliability data is

not mature enough. The values chosen were 2 times, 10 times ,

and.5 times the MTBF of the airborne and CFA standard comput-

ers. A figure of about 25,000 hours for the AYK3O , LSII1M,

and T19900 demonstrated in a simulated field environment is the

figure developed by interview . The same MTTR’s were used through-

out.

The costing in the CFA scenario for the heterogeneous

alternative was also based on equations (9-1) and (9-3). The

PDP11/34M and LSI1IM were used as representative. The number

of CFA units in use by 1985 was generated by starting with

annual military computer industry sales employing LSI tech-

nology being conservatively (slightly pessimistically ) esti—

mated at $100,000,000 for 1977 and $250 ,000,000 by 1981 (9—4)

This would be about a 30% growth rate. Reference (9-4) arid

interviews indicate an initial acquisition cost of about $25,000

for a 1/2 ATR, 16K work memory PDP11/34M and that Norden

conservatively expects to grow to about $50,000,000 in sales

annually within five years. Coup led with the ini tial unit

acquisition cost of about $25,000, an initial experience base

of 500 was considered representative. This yields about a

$12,500,000 nonrecurring development cost if the first run

amortizes this cost. Although not directly available , this

development cost figure is representative . With an 85% industry
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experience (learning) curve t he  aver aqe  acq u i s i t i o n  cost fo r

the CFA u n i t  for the VSTOL core av ion ic s  of the  1/2 ATE s ize

would be about $15 ,000 in the sli ghtly pessimistic case by 1985.

With two of these un i t s  per a i r cr a f t  and a 1,000 plane buy ,

the acquisition cost would be about $30,000,000 for these core

units .  The f ront  end processing u n i t s  would be as indicated in

• the airborne standard scenario with the exception tha t  the

factor of four would not be applied because of the assumption

under the CFA scenario that the direction of integration is to

more rapidly bring all the building blocks of a microcomputer

into one LSI chip.

The costs of ATE programming, and flyaway cost attributable

to the computing units were computed as in the airborne stan-

dard scenario.

No software development and support tool costs were costed

to either scenario ’s heterogeneous alternatives. This is best

casing of these alternatives since interviews have shown that

in many projects these tools aren ’t used or require modification

to suit the input/output structure of the particular application.

The VSTOL Operational Flight Program development and

maintenance costs would be a differential cost element. It is

computed using the technique outlined in the generalization of

cost issues section of this report.

The homogeneous equipment acquisition cost is computed

for each scenario as follows. In the airborne standard the

architecture would consist of 24 single chip microcomputers in

the core in two SEM2A sized modules , and 20 sing le chip micro-
S

computers embedded as front end procos~rrs in the avionics
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sub—system , ten boards ot two m rocowpu or oh t ~~s to a board.

The airborne standard scenario hypothes i .os that. i ntvgrat ion

of computer bui1di n~i blocks to a single chi p will not be as

rapid in terms ot memory S1?O , processinq speed , and input/out-

put as in the CFA st andard  scen ar i o .  For the  CFA scenario ,

integration to sing le chip computers progresses .it a faster

pace so tha t  on ly 12 si n g le chip mic rocompu t er s  in one SEM2A

sized module is needed in the core , with ten 10 boards of two

microcomputers each as f r o n t  end processin~i units. These num-

bers are represen tat ive  in view of the technical information 01

this report.

The cost per microcomputer chiD in either alternative was

estimated for the most likely case of each scenar io  to be $5

by 1985. This was obtained as follows. References ~9—6 , 9—81 an~

interviews we re used to obtain and check d o l l a r  sales volumes

for indust r ia l  LSI microprocessor/microcomputer ~~~~~~~~~~~~~~ The

uni t  prices at tached to each dol lar  sales volume to o b t a i n  a

f igu re  for q u a n t i t y  produced in each year  is the  Int e l  8080A

unit price for those periods since i t  was the i n d u s t r y  p r i ce

leader.

1974 $22 ,000 ,000 @ $500 ea ch 50 ,000 units

1975 50,000,000 @ ~100 each 500 ,000 u n i t s

1976 150 ,000 ,000 @ $ 25 each -
~~ 6,000 ,000 units

Admit tedly,  th i s  is a rough way to ob ta in  those f igu r e s ;

howeve r , they do check with interview sources close enough to

be representative. Available volume information in units sold

of microprocessor/microcomputer chip devices is unreliable

since these numbers are proprietary information . 1Q76 is S

2 14



chosen as the base year of experience . Reference (9-6) predicts

an annual industry growth rate of 50% for the next several

years. This was taken as the neutral case. The industry

experience curve is well known to be 73~~, i.e. as industry

accumulated quantity doubles, cost and price falls by 27%.

Using the chosen initial experience accumulation of 6,000 ,000,

the price at that quantity of $25 , and the neu tra l annual

growth rate of 50%, equations (9-l ) and (9-3 ) yield the $5

devi ce price by 1985. This figure checked with Delphi ques-

tionnaires and other forms of interview . It also falls in the

range of total annual industry sales volume of $500,000,000 to

$1,000,000,000 predicted from references (9—6 , 9—8) for these

devices. A final way in which the feasibility of such mas-

sive volume checks out, at least in an order of magnitude sense ,

is to consider the possible types of applications for these

devices. Reference (9-G)quotes that of some 25,000 potential

types of app lications considered wi th in  the realm of sing le

chip microcomputer process control , only 10% of them are

currently in active design. Applications range from automo-

biles (10 million vehicles annually with 2-3 microcomputers

per vehicle being the industry strategy to meet the emission

and mpg standards of the early 1980’s), 40 million appliances

annually (microwave ovens, washer-dryers , TV’s, etc.), point-

of—sale terminals , precision measureme nt instruments , to arcade

games, and children ’s toys (into the 100’s of mil lions annual ly).

Wi th automobiles and appliances accounting for nearly 100

million devices annually , it is reasonable to see the other
S

applications accounting for 200-300 million devices an n u a l l y

by 1985 as a neutral case.
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Those chips must st t i l  be p laced jut o .1 sys  t em or pi  oduet

~~ j u g  tht~ s1~M2 :\ si :e module with two ~‘h i ps per board  an d  t h e

reflux solder on c e r a m ic  t o o  n t ~~ut ’ de s cr i be d  ea r l t o t ’ , an e s—

t imate of nonrecurring deve I opment  cost s tor such a product is

about $ 1 SCO , 0th’ based en i n d u s t r y  i n t e r v i e w s. Acg u i s i t  ion

costs fo r  such a product wer e obtained ft-cm interview s , liter—

a tt ir e  (~l_ 5) ,and checked ag ai n s t  av a i l a bl e  p r i ce  1 t s t  s. The

r e s u l t  s i nd i cat e  th .tt a tact or o t about  2 . S t im e s t h e  sum o

the ac~lu i s It i on  cost of the  LSI ch ip s  t u  t h e  product ca~i be

used t o  account  ror the cen t  r ibut Ofl 0! t he  pr  t ii c i  r cu  t

boards , i n t e r c o n n e c t s, has si s  • and power .  Auct  her  .L~~ 0 t • 01

— 3 a ccoun t s for the cost of ma~ 1 ug  the ~‘ r o d u ct  suitable or a

severe env i ronr.~ent . Whi  le seot~i ~~~
• v r ou gh  act  c rs , t hey che ck

out surp r i  i no ly cons i stout ly across  p r o du c t s  ~ n t ho min i com-

puter and microcomputer range both in terms of av.i  i table data

and indus t ry  in t e r v i e w .

U sing these two factors and the neutral case of S~~

a n n u a l  growth for  m i cr o c o m pu t  j~~g i~~ •~ which  \~j~~t~j~; ~ 5

devices , a SE~L~A module of s t  x b oar d s  with two d e v i ces  per

board would have an a og u i s t t i on cost o t $4 ~ . Two mod u los w ou l d

be needed i n the core of the homogeneous arch it oct uro alt e m a —

t ive to be equiva len t  in performance with the ai rbotne stan-

da rd heterogeneous a r ch i tec tu re  a l t e r na t i ve  under the  assump-

tions of that  scenario. One module would be needed i n  the  core

of the homogeneous arch i t  oct un’ a l t e m n at  i ye to be e q u i va l en t

in per fornance with the CFA standard bet e rogeueous arch t t oct ure

a l terna t i ve  unde r the  assumpt ions ot that scenar to.
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This concludes the  d is cu ss i o n  of how th e  c’os t~.i  ncj  i o s u i t s

were obtained . While not every case of the two scenarios was

detailed, hopefully the reader ciained enough to understand how

the costing results of Figure (9_7)Were obtained. A narrative

summary of these results would be put as fol lows . For air-

borne applications , the rate of technological change and growth

of general use of LSI microcomputing devices is great  enough

to offset any cost advantages of standardization of computers

and software deve]opment arid support tools even of the form ,

fit , and function type. The three significant areas of cost

that manifest this are the acquisition cost , the operating and

support costs , and the aircraft flyaway cost attributabl e to

the computers . Even without the flyaway cost consic~e:ed , the

homogeneous case is the cost-effective alternative under both

scenarios and all cases. If these results hinged on one con-

dition , it would be the continued understanding of distributed

computing and the continued development of the software to

effect it.

S
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Appe ndix  i~. G E N ERA L IZ A T ION OF COST I SSU E S

This sect ion p re s e n t s  for  t he  reader  a n ar r a t i v e  t u t o r i a l

on the cos t issues involved in systems e ng i ne e r i n g  w i t h  LSI

based c i r c u i t r y , p a r t i c u lar l y microcoinput ing  devices .  A few

controvers ia l  t h i n g s  should be immediate ly  pointed out for

the in i t i a t ed  reader as being conjec tured  by this report , and

supported e lsewhere .  The f i r s t  is t h a t  w h i l e  u s e f u l  to an

ex ten t , cos t per ga te  or cost per b i t  may no longer be as

relevant  a parameter  for  systems eng ineer ing with microcompu-

ting/microprocessor devices as cos t per device plus cost per

interconnect of devices (2-1). Second , the cost of special

ha rden ing  of a microcomput ing/microprocessing  device aga in s t

r ad ia t ion , shock , heat , and othe r envi ronmenta l  factors  by

the use of sapphire substrates , etc., may be overkill when its

con t r ibu t ion  to overa l l  a i r c r a f t  su rv ivab i l i t y  is assessed .

And finally, the  ac tua l  cost cont r ibu t ion  of sof tware  may not

be min imized  by adherence to standard computing devices nor

even paramount  when to ta l  systems enqinee r ing  costs are con-

sidered (specifically aircraft weight penalty from standard

computing devices in th is  report’ s ana lys i s )  . With these

ideas brought  forward , some tutor ia l  cost genera l iza t ions  w i l l

now be descr ibed.

A. HARDWARE

A key to the economic aspects of systems engineering wi th

LSI c i r cu i t ry  based systems is in the associated m a n u f a c t u r i n g
S

technology . M a n u f a c t u r i n g  technology is the  means by which
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something is fabricated by the producer .  T y p i c a l l y  any product

wil l  go through several stages of processing from raw material

to f in ished system wi th  va lue  added at  each stage.  I t  is the

technology which takes production through each of these stages

that is called manufacturing technology . It can be embodied

in the form of a more educated or trained labor force, new

cap i ta l  equi pment capable of enhanced product ion , or an in te r—

- - action of the two .

Because systems engineer ing  w i t h  LSI c i r c u i t r y  is to a

great  degree inf luenced by semiconductor m a n u f a c t u r i n g  tech-

nology, a s impl i f ied  version of the steps gone through to

create a microprocessor/microcomputer based process control

system will be presented . The steps are annotated with econ-

om ic “thumb rules ,” gained from personal interviews and liter-

ature search , that generalize the cost issues involved in LSI —

circuitry systems engineering . All dollars are expressed in

current  year dollars . The steps are shown as sequential  but

in real i ty  may overlap in time. —

The lowest coyn~ on denominator  sought  as a measure for c i r c u i t

desig n o f an LSI dev ice is the act i ve element  group (AEG) ; a gate

for logic units , a bit for memory Uni t s .  Measures of corn—

plexity and recurring device manufac tur ing  cost are made

parametrically on AEG counts. Figure A-Us a composite over-

view of the trends in device complexity ari d r ecur r ing  manu-

f ac tu r ing  cos t in the last several years for the s i l icon

metal oxide semiconductor device techno logy . The desc r ip t ion

of the steps tha t  follow wi l l  develop how Fi gu r e A l i s

constructed.
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‘rhe f i r st  ~ . t e~
) in the  L~ I I f l a n u  ~.ic t Ii!  I in~ t ’ s ~~- hoJever

is not included in the computa~ ons to obtain t’ iqure

This ti~.st step is the cit’ation of the c i r c u i t  log ic des ign

and accoun ts for the major share of the non—recu r r i n g  costs

of production . In the case of an original design which works

sign ~ i cant ly i n t o  a semi conductor  m a n u fac t u r e r ’ s corporate

stra t egy (like the Intel 80 80 , Mo torola 6800 , and Texas

Ins trum en ts ’ ~~00) , the cost of t:his creative , labor inten—

si ’ -e act  ivity is generally in the m i l l i on s of do l la rs , and

one to two years of calendar time . For the 8080 , 6800 , and

9900, the f igu r e  was probably around $5 ,000,000 each . A

reasonable , a l t h o u g h  large , range for this non—recurring

cos t is from $100 ,000 to the few millions . The large vari-

ance comes from a number of factors rang ing from corporate

f i nancial  st ruct ur e , and marketing , to existing design tools.

Separat ing out th is  la t te r  fac tor  as one which could be appli-

cable indus t ry  wide , reveals two si g n i f i c a n t  developments

that  have the potential of reducing this non-recurr ing  cost.

These are computer—aided-design , and the use of general cir-

cuit design arrays that are customized in the final masking

and diffusion steps (to be explained more fully later). Some

companies have reported out in the trade magazines reduction

in calendar time for development of a logic design to 2-3

months ~nd a reduction in non-recurring cost of design into

the tens of thousands of dollars from the hundreds of thousands

of dollars. (A question which remains unanswered but will be

addressed later is if the non—r ecur r in g  cost of the design of
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the test inq procedures for  these custom LSI chips has been

included in this reduced non—recurr ing cost.) Being the

first step in the process and particularly if tied heavily

into the corporation ’s strategic planning , working out a

logic design which later proves faulty , which has problems

in production and testing , and which has missed the market,

can quickly  put a source of LSI c i rcui ts  into f i n a n c i a l

straits. To a high level military budget planner , thinking

in terms of hundreds of thousands o~. dollars or even a few

millions of dollars may not be significant. We are n umbed

by large numbers almost daily. However , even a casual

reading of a magazine like Business Week gives one an appre-

ciation for how in a fiercely competitive business like

semiconductors , risking and losing from a few hundred thou-

sand d~llars into the few millions of dollars and the con-

current few months of time can set a corporate strategy on

its head and leave companies as big as Texas Instruments

trying to overcome the effects (9—6).

After the logic design has been worked out , the next step

is drafting and documenting the design. This generally takes

from 2—3 man—months. If computer-aided—design was used , this

step can be a fallout of the actual logic design process.

The next part of the process entails growing a very pure

sausage-shaped silicon ingot.

I
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The silicon raw material is a miniscu le part of the cost.

Other materials used are silicon-on-sapphire (SOS ) (obviously

more expensive in terms of raw material), and most recently

the use of GR—AS~ illium-Arsenide .

The ingot diameter is a crucial number. The diameter

has grown from 1—2 inches to 3-4 inches , wi th  5-6 inches being

the leading edge of the technology . Beyond 6 inches , while

possible, creates warping problems when the ingot is sliced

into wafers. The crucialness of increasing the ingot diameter

is the multiplicative effect it has on the number of chips

that can be created in one process set up. For example , the

ratio of surface area on a 4-inch diameter ingot to one with

a 3—inch diameter is simply

4
2

S
4 ~~~~~~~~~ 16
S 

— 

3 2  9 ’
3 fl (.~.)

or roughly 1.8 times the number of possible chi ps. Note how-

ever that this ratio decreases as the ingot grows successively

larger, another reason why expanding incrementally , by heavy

capital investment, beyond a 6—inch ingot is considered very

leading edge technology and very unlikely in the future.

The next manufac turing phase is to slice the ingot into

wafers , each about 0.03 inches thick.

The wafers are then sent through a masking and diffusion pro-
I

cess anywhere from three to ten times. This process entails
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miniaturizing and replicating the circuit design on the wafer.

A photolithographic technique is used for masking. As minia-

turization beyond optical resolution levels occurs , an elec-

tron beam technique is used. Masking basically lays out the

negative of the circuit pattern , and diffusion “etches” the

pattern onto the surface of the wafer. (The generalized

circuit array process mentioned earlier etches out several

clusters of common circuit elements and these wafers are put

“on— the—shelf.” A final masking and diffusion will connect

up only those elements desired for the “customized” circuit

design when a user orders it up. This customized design

however must still undergo testing procedures developed for

it and it alone.)

The f i rst, and most significant of three test points now

occurs. The etched wafer is inserted into a test probe where

some very simple tests are used to determine bad chips. The

industry average wafer yield is only about 30-40%. For

example , if a 4—inch diameter ingot is used and a 200 rail x

200 rail (0.2 inch x 0.2 inch) chip is desired , the maximum

number of chips per wafer that can be etched is a few less

than 300. Hence, only about 100 are acceptable after this

check point. Furthermore , that 30—40% wafer yield is the

industry average. As a new device is being produced , wafer

yield may be as low as 5% until an initial experience base

has accumulated. (This initial base is estimated at 32

wafer runs or about 10,000 “possible” chips.) Learning occurs

and the yield will eventually reach the 30% average , and for

224 

- - ---- -~~~ - - - - - V -~~-V - - - --
~ ~~~~~~~~~~V_ _ _ _



~~~~~~~~~~~~~~~~~~~~~~~

some designs and in sonic companies , wa fe r  y ield may reach as

high as 40—50% for a sustained run of wafers . However , for

some logic designs or for some companies the industry average

of 30% wafer yield might never be reached , particularly if

the production run is not sustained over time.

After going through the test probe and marking of the bad

chips , the wafer is scribed , i.e., the wafer is cut up into

individual chips . The bad chips are discarded and the good

chips are sent to be packaged. Three methods are currently

used to package the chips. The oldest method , the flat pack,

has been largely replaced by the most prominent method , the

dual-in—line (DIP ) package . The third method , the chip

carrier, is the leading edge packaging technology and will

be discussed shortly . In the DIP , the chip is placed on a

lead frame by a worker using a special machine and a microscope .

/ (T
~~~~~~~~~~~~

’

The leads are bonded by pressure to the chip and to the pins.

This is generally a labor intensive process and the cost of

DIP packaging is considered as an increasing function of the

number of pins (leads off the chip), with 40 pins being the

break point where the cost increase beg ins to become more

severe . (This aspect is beginning to get more attention in
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systems engineering with LSI chips.) Most semiconductor com-

panies will send the chips overseas to be packaged and assembled

into a product. The mounted chip is inspected for good con-

nections. The industry average yield of good mountings is about

80—90% of the number of chips that pass wafer yield. This

yield is called the packaging yield. Returning to the example,

that means 80-90 good chips (200 mil x 200 m u )  from the 4—

inch wafer at this point. A cap of ceramic or plastic is in-

stalled on these good packages. For high reliability uses,

the cap is hermetically sealed . The hermetic seal is the pri-

mary reason given for the more expensive price , by a factor

of 2—3 over commercial chips , of military temperature spec

DIP’s. For other uses the cap is molded on. The capped

package is extensively tested at this point by automatic

testing equipment. The ratio of good chips to the total in

this f ina l  test yield is 80—90%. Continuing the example , - -

that means about 64-81 good chips (200 mu x 200 m u )  from a

possible of 300 from a 4-inch wafer .

The reader should at this point reflect on the

philosophy for designing large systems in this report. As

chips become larger and more complex , the design of this final - -

test can approach tha t of the logic design of the chip itself , 
V 

-

i.e., this non-recurring cost of final test design can be on

the order of tens of thousands of dollars , if not into the

hundreds of thousands of dollars. Even if computer-aided-

design and final mask and diffus ion customiz ing can reduce

the non—recurring logic design cos t, a non-recurring final
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test design cost mu:;t still be incurred ~or every p ec u l i a r

logic design conceived of. Computer generated tests can

aid this process. An obvious cost advantage could be had

by the user if this large test design non—recurring cost

is spread over as many other users as possible.

Because of the labor intensiveness of packaging, and its

cost as an increasing function of p in count , some f orms of

packaging are being developed , other than the DIP , which lend

themselves to easier productizing (interconnecting) from a

chip set. One which appears in a couple of different forms

is called the chip carrier. Using a completely automated

procedur; the LSI chip is suspended and encapsulated in a pin-

less package. The leads are bonded to the chi p and joined

to only a solder point on the edge of the carrier.

Up to this point what has been discussed is the manufac-

turing process of logic design of packaged chips for a micro—

processor/microcomputer device. In summary , the non- recur r ing

manufacturing cost of logic design is from the tens of thou-

sands of dollars into the few mil l ions of dol lars .  The sam e

magnitudes are true for the non-recurring cost of logic design

testing procedures. The recurring costs of packaged chip

manufacturing have followed the trend in Figure ~-l) and are

currently between about .01— . 1~ per active element group. That

means that for a microprocessor chip on the level of complexity

of the Intel 8080A, about 4,000 gates ~er chip, the recurring

cost of manufacturing for a sustained run is between about

$.40 to $4.00 per chip with a selling price around $15—20.00.

A military temperature spec chip based on a sampling of price 
—
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lists is about 2-3 times that price . A c h i p  ot ~ the complcxi ’. y

of the 16 bit word length TI ~~ 4 O , a iecentlv announced sincile

chip microcomputer of about 10 ,000 gates , includinq 1—2 ,000

memory bits and I/O points , would have a recurring manufac-

turing cost of up to about $10.00 per chip. Uowever , the

sell ing price , as initially guessed by competitors , is at

about $500 .00  for  the TI 9940  because Texas Inst rum ents  w i l l

still be amortizing the non-recurring costs and still he coming

down the experience curve .

The area to be addressed now is the  process of qoino f rom

an LSI chip set to a f i n i s h e d  microcomputer  pr~~ uct. This

process is best conceived of as involving three staqes , inter—

connecting the packaged chi ps to a hoard , i n t e r c o n n e c t i n g  the

boards to accommodate for power , signal , and eround , and

f i n a l l y ,  interconnecting board s into a product case l ike an

ARINC Air Transport Rack (ATR) or a Naval Standard Elec-

tronics Module (SEM2A) . There is a wide v a r iety  of methods

to accomplish each of these steps and it is probably fair to

say that these steps are not as amenable to ~is rapid a pace of

technological change in manufac tur ing  technology as is the

fabrication of the packaged LSI chip. Again , it is volume

that will determine the amount of automation that will  ex ist

in the manufacturing process. Systems engineering trade-of fs

are made between performance , and reliability/maintainability

which impact the manufactur ing technoloqy of producti :ing

from chip sets, rather than the manufactnrinq technolo~y im-

pacting the systems engineering as wi th the ch i p making process.

I
228

________________
- ~~~~~~~~~~~~~~ ~~ ~~~~~~~~~~~~~~~~~~~ ~~ -- -



~~— _ - - v~~~~~ --V ’V-V~ _ -V — ~~ -~~~~-. -.-. -~~~~~- - - V~~~~~~ 
-

The non-recurring cost of product desiqn from chip sets

is on the order of thousands of dollars into the few hundreds

of thousands of dollars but again , possibly into the few

millions~of dollars for  some corpora te strategy intertwined

items like the first programmable calculators or militarized

processors and computers like the AYK3O , LSII1M , PDP].l/34M,

AYK 14 , and ROL~1 products.

The parameter for recurring cost es timation and also for

reliabili ty/maintainabil ity measurements when productizing

(interconnecting) an existing LSI chip set is the number of

connections or contacts that have to be made between chips

and supporting active element groups like power, ground , and

signal connections within the product. Although the contri-

buting failure mechanisms of LSI chips to the product are

being explored , it is the interconnects that are most signifi-

cant in the failures of a product and that may reflect the

reliability overkill of the LSI chip.

These recurring costs for a sustained production run

range from 5~ to l0~ per connection and slightly more depend-

ing on the interconnect method used , production volume , and

automation level of manufacturing . A few of these inter-

connect methods will be described. Following this will be a

descr iption of three techniques that go directly from chip

carriers (vice packaged chips) to product. When projecting

to a VSTOL program with the concept definition and validation

occurring in about the 1981-1985 time period , it will probably

be one of these three techniques that will end up as the

interconnect technique.
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Interconnection of chips in computers in the early 1970’s

was accomp lished with point- to—point  wi r ing  of chips mounted

on molded plastic blocks throughout the system . This is labor

intensive but provides the u l t imate  in f l e x i b i l i t y  and would

be now used primari ly for breadboarding of prototypes or low

volume products that don ’t justify the capital expense of

automated fabrication machinery . More common today is the use

of printed circuit boards (PCB ’s) , which have solder runs to

provide the means of current conduction . The DIP ’s are pressed

manually or automatically into female connectors aligned on the

PCB. These boards , called daughter boards , still must be con-

nected into a backplane , called a mother board as in Figure

(A-2) from reference ( A - i ) .

// 
_0 --= ----—•—--------- ---- 0

1jg~& r e A-2
L.  (,

~~~~~~~~
—

~~
__ _

~~~~~~~~~~~~~ 0 ~~~~-~~‘- /
/C

—- -0 _
V

Orig inally , the mother boards were metal backplanes and had

rows of female post connectors in to which male edge connectors

on the daughter boards were plugged. Posts on the mother

board served as leads into which hand wire-wrapping (more than

10~ per connection) or automated wire wr apping (about 10~ per

connection) were accomplished on the reverse side of the back-

plane. The wire wrapping provides flexibility in that the
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board can be rcwrapped if a daughter board is updated .  In very

large quantity designs where flexibility is not so important ,

a multilayer printed circuit cpoxy-gl-~ss or fabric mother board

is now used. The printed circuit daughter boards , often two-

sided , are pressed into the edge connectors on the mother

board , also often two—sided. The printed circuits on the

multilayered mother board provide the interconnects via posts

of selected lengths that run through the mother board layers .

Some mother boards still retain a few posts for wire wrapping

of power , signal , and ground points. Others don ’t , relying

instead on flat-wire edge connectors. The cost per connection

on the multilayer printed mother boards is about 5— 8c~, depend-

ing on several things such as the number of layers, remaining

wire wraps , etc.

The number of interconnects per edge-connection on the

PCB has increased from a few to several dozen as the level of

chip integration has increased . Hence , the amount of force

requi red to insert a daughter board into a mother board has

increased considerably . This has led to Zero Insertion Force

(ZIF) connectors. There are several ZIP designs. They re-

quire no force for insertion because all the female connectors

are initially free of resistance. Once the PCB board is in

place , then a mechanica l action like a lever or mach ine screw

is actuated to close all the female contacts simultaneously .

The latest form of the ZIF connector is to dispense with

the mother board idea all together and stack two-sided daughter

boards via ZIP connectors that themselves act as active elec-
1

tronic elements (Figure A-3). -

231 

— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~ 
j



~~~~~~ V -V VV ~~~~~~~~~~~~~~~~~ V V_ ~V * V  .—-..---—- . 

~TT TVV
~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~

4T~~
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Figure A — 3
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The t rend , as can be seen by the Z IF~ interconnect technol-

ogy, is toward iuakinq the interconnects themselves active

electronic elements. Referring back to the chip carrier con-

cept , in some cases the chip carriers are automaticall y placed

en cold solder points, which themselves have been automatically

placed on a ceramic layered PCB. The entire arrangement is

refluxed in  a kiln. The chips line up with the solder points

as the solder cools. Figure (A-4) shows one board of SEM2A

si ze module productized in this manner. Up to six of these

boards would be joined with ZIF connectors in the SEM2A module .

Another type of chip carrier package stacks severa l carriers

together with the sta.~king frame acting as active electron-ic

elements in the overall product (Figure A-5).

These are two of the more advanced chip carrier concepts

used to create a product out of a chip set. The cost per

connection for interconnecting the chip carriers as described

above is projected at slightly more than lO~ per connection in —

volume .

Another , albeit somewhat more exotic , technique which has

particular meaning with regards to optical fiber data trans-

mission technology and avionics , is the flexible circuit. Up

until now , each of the interconnect arrangements described

was still somewhat conventional in that chips were connected

to boards , boards were interconnected , and these were placed

into a card cage with a metallic ATR or SEM2A sized box and a

control panel. The flexible circuit idea dispenses with the —

idea of boxing chips on boards. It involves taking severa l
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chi p packages , or as is more likely by 1985 , several chip

- 

- 

carriers, each w i t h  i ts  own convection cooling vanes , and

in terconnect ing  them to a flat , flexible bundle of wire , or

a flat fiber optic bundle (Figure A—6). (The arrangement

would look very much like the sugar drop candies affixed to

paper tape, popular with children a generation or two ago.)

The flexible circuit would weave its way throuqh the aircraft

airframe interconnecting with sensors , power , and ground as

appropriate (in much the same way as human nerve fibers weave

their way through the body) with no metallic housing (ATR or

SEM2A) required. Servicing would not require “neurosurgery ”

level expertise in that built—in-test (BIT) programs could

isolate out sections of the flexible strip for replacement

via snap connectors located every so often. All that would

have to be known for service would be an hierarchical level

model of the data flow within the aircraft , much like the one

described in this report, since the BIT would isolate to a

section of flexible circuit.

The two former chip carrier systems are still slightly

above the l0~ per connection figure . The latter flexible cir-

cuit idea is only in the conceptual stage and no cost inform-

ation is available. The key to the ability of all three of

these advanced techniques to be able to compete cost-wise with

existing interconnect techniques is in whether or not demand

for them will be of such a volume that their automated manu-

facturing technology investment is justified. Based on the

military computer system numbers generated in this report , it
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is doubtful whether the military alone could foster the neces-

sary volume. Rather , as postulated throughout this report , the

mili tary will have to get in on the commercial marke t .

A good example of how the military spec is already adjust-

ing to commercial market forces is the coating used on connec-

tions to combat corrosion on interconnect surfaces. Gold

plate over nickel is used. The mu -spec was 50~i in. gold over

lOOp in nickel but was lowered to 30p in gold over 5Op in

nickel. The latter is the thickness already used in certain

types of commercial computers. Besides corrosion , temperature

extremes, large vibrations, excess ive moisture and radiation

are also considered , in view of the mil i tary  specification

structure , as requiring special handling for a military compu-

ter. The totality of these areas when demonstrated in a mu

spec device or complete computer creates about a factor of 2-3

more in the price of a military computer when compared to its

commercial counterpart. Continuance of that factor is ques-

tionable as basic devices and products f ind  commercial use

in high reliability areas like steel furnace control, nuclear

power plant control, automobiles, general aviation , etc.

B. SOFTWARE

There are three discernible parts to the avionics sof tware

cost issue, and the software cost-estimating problem . The

first part is the cost associated with the applications sof t—

ware creation. In avionics this is the Operationa l Flight

Program (OFP) . The second part  is the sof tware development
1
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and support tools used for creation of the applications soft-

ware. These are the compilers , debuggers , editors , etc. The

third part is the aircraft systems simulators , the mock ups

which are used to simulate an aircraft in flight , to test out

the OFP. To place the software cost issue in perspective ,

interviews with industry indicate that as much as 95% of soft-

ware cost is in the development and support tools and systems

simulators. Literature search indicates that cost estimating

for the estimated remaining 5% is more structured with regards

to parametric, or top down, techniques and established data

bases. The cost estimating of development and support tools

and simulator systems is left to the engineering , or bottom

up method , and is dependent on the decision at hand , the

actual computer system under review, and the systems already

in place.

The systems simulators are not considered as a differen-

tial cost element in this report as they are created on param-

etric characteristics of the aircraf t and the actual computer

architecture of the avionics system is transparent to them.

The differential cost elements with respect to the avionics

computer system architecture are the software development and

support systems and the applications software creation.

These two cost elements are important to the economic analysis

of this report because the worth of a standard computer family

is most often argued for in light of the savings generated by

software commonality across several applications. The software

costing in this report will be framed around exploring the

239

V - ~~~~ ~~~~~~~~~~~~~ — _~~~~~~~~~ _V  - -: ~•~~V



- - ~~~ - - ~ V~~~~~~ V V~~~V V V  - .  
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

V~V~ ~~~~~~~~~~~~~~~~~~~~~~~ ;VV~

val idi ty  of tha t  a rgumen t  in li gh t  of possible r at es  of growth

of use of a standard computer family , possible rates of qrowth

of technology embodied in computing devices in the commercial

world , and the e f f ec t s  on a i r c ra f t  a i r f r ame  cost of the avion-

ics computing system .

Of the two differential sof tware cost areas , OFP creation ,

and development and support tools, generalization of the cost

issues and methods of the former will be addressed first (a

costing method used in contracting and a parametric technique

will be described from the literature). The latter will then

be addressed based on trends discerned by this author from the

literature.

Aircraft contracts with hardware and software procurement

bundled together cost the applications software development

as a percentage of the airframe engineering full scale deve l-

opment man-hours. The percentage is a negotiated figure

based on the corporate history of both the buyer and seller

and may or may not include the cost of the development and

support tools , and systems simulators. Because corporate

costing history is proprietary and because this report is

meant to generate some independent estimates , a parametric

technique was used, best described by reference (A2). This

technique will be paraphrased for the reader. In the process

of doing so it will be highlighted with some additional current

thoughts from the literature on the applications software life

cycle and management. An annotated bibliography is also in-

cluded at the end of this report for the reader specifically

interested in this area.
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The parametric technique of reference (A2 ) is based, us

• most are , on the parameter  of so f tware  pro qram size as

measured by number of source or object instructions. Often

the instruction count is weighted by the degree of difficulty

or complexity inherent in the creation of the instruction

type and whether the programming routine is old or new (i\3).

In the technique used for this report an estimatinq relation-

ship coefficient will embody these ideas of degree of diffi-

culty and old or new for a certain class of software programs.

Cost is generally expressed in man-months of effort vice

dollars so that an individual software vendor ’s cost per man—

month can be applied when the technique is used for planning ,

budgeting , or contract negotiations.

After sizing the software in terms of man-months for

development, the next step i-n the estimating technique is to

time phase the man—months over the calendar time of the soft-

ware development project. The idea behind this phasing is to

generate a man—loading curve (man-months per month) for pro—

ject management. Once this curve has been generated , incre-

ments of man4oading resource are spread across the various

project activities such as documentation, project management ,

programming, etc.

The entire process can be framed using the figure (A-7)

from reference (A2). The technique beg ins by us ing the fol low-

ing relationship to estimate man-months for applications sof t-

ware development effort.

MM = C(1
0 9

)1’ ~ fi
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where

MM - man-months of development effort

C - a coefficient estimated from a data base of like projects

I - the count of source or object instructions in the
0,5 applications software

P - a power estimated from the data base of like projects

f. — multiplicative f actors that come from a stratif ica tion
of the data into groups such as; developed on host
computer vs. target computer , developed on a time
share system vs. a batch system , etc.

As seen from figure(A—7), development is only part of the appli-

cations software life cycle. It has come to be sub-divided

itself into three phases; analysis and design , code and debug ,

and module and systems test and integration . Literature search

and interviews support the conventional wisdom that the split

of effort between these three phases of development , i.e., the

man-loading split, is 40%, 20%, 40% respectively (A4 )

Once the number MM has been estimated , the technique takes

the following quotient to determine the total man-months of

effort in the applications software life cycle , i.e., the total

area under the curve of figure (A-7).

MM 
- 

V

K

K - total man-months of effor t  for l i fe  cycle of applications
program

The technique then describes the curve by .

K 
— t2/2t 2

Y ~~ (—2- -) t e  D

D

0
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where
0.667

tD 
= 10 / ( 99 .25+2 .33 10

y - man-months/month

t
D 

— natural development time for an applications program ot
10 

object instructions

The major point of the technique is that (Kit 2 ) is a

constant based on instruction count, and that it is not possi-

bl.e to compress the natura l development time by adding man-

months of effort. Rather it is hypothesized , supported by

independent sources (A5 ,A6,A7) , that there exists a natural

time and man-loadinq curve for a particular sized program. In

the words of Brooks in his classic essay “The Mythica) Man-

Month” , adding man—months of effort to an application s soft-

ware development project which is off schedule makes it later ,

particularly if as pointed out in ( A 3 ) ,  it is added late and

tentatively. Preliminary work by others shows that the dis-

tribution of K , the total man-months of effort , by a 39%K to

development, 55%K to transition to the user , and 5%K in steady

state maintenance is reasonable within a few percentage points

(A9).

Reasons for the shape of the man— leading cur ve i n  f i . i ur e

(A-7)can be found in another reference (MO’I which reports that

the error profile of an applications program can be character—

i zed by the saw-tooth of figure (A-8).

The cause of this saw—tooth effect is intuitively pleasin~i

and plausible. When a user begins use of the applications

software durinq transition , it is put through a wider ranqe ef
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data , on the t a rge t  ma ch in e , and pcss d’~ v ~
V
~~~~~ t ~~V taxin q

environment than tha t  of the dcvclopi~~nt Ltb. I~U~V1S are dis-

covered and worked Out tha t  weren ’ t d c~~ et e d  i n  th e  more

ben ign envi ronment  of the development htb.

This tech ni que of r e f e rence  (A2
~~ 
, paraphrased above, will

be used to cost the navigation and hall isti~ s portion of the

VSTOL OFP ana lyzed  in the f i r s t  par e  of this repor t .  I t  w i l l

also he used to address the ~~~~~~ of deve lopn~eat  and suppor t

too l cost and software mainten~u~ce c os t .  A literature search

in this other area of software cost impressed this author of

the point that as with the m i n i c o m p u t e r , the m i cr oc o mp ut e r  is

undergoing a burgeon ing of sof tware  develepr~ent and support

tools. Several forms of these tools are available.

One approach is to purchase o u t r igh t  a sof tware  develop-

ment system targeted for the pa r t i cu l a r  micro-:or~puter device

for each applications programmer.  These systems are  a v a i lab l e

f rom both the parent  company and the s o f t war e  tools  houses

and require the initial capital investment and training work

up. Al thoug h the systems vary as to c o m p a t i b i l i t y  and cost ,

a development system wi th CRT , key board , a h ighe r  orde r

language (HOL) like FORTRAN, PU.!, or PASCAL , a set of pro-

gramming aids , and a read on ly memory (ROM) programmer can he

had in the $25 ,000 range.

Another approach is to lease time from the increasinq num-

ber of microcomputing development commercial  t ime share ss--

tems capable of handling all of the various device types.

These firms make the capital investment in the development

-
~~~~ — -- —- —~~~~~~~~~- 
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and support sy st e m  tools and then lease the time , a process - —

modeled by the sam e S • N ~ CNR + C R N  i ne q u~~HtyO f thc first

part of this report. A current quoted figure is $1 ,000 per

month for lease of one terminal that provides any one of

several HOL ’s for any one of several microprocessor/micro-

computer devices. The t e rmina l  would  have a CRT , and a basic

set of programming aids.

A third approach is to buy outright a development system

capable of handling several different microprocessor/micro-

computer devices. Although no quotes were available , these

systems would start at $100 ,000.

A f i nal approach considered is to create the development

and support tools for the ta rge t  microcomput ing  devices and

the input/output structure for each application to run on a

main frame host machine . This would be ~ V fl the form of com-

pilers , code generators , assemblers , debuqqers , linkers ,

loaders , etc. The data genera ted by the Computer Family

Architecture report will be used in this report in an order

of magnitude way to address the costing issues of this method - 

-

of supporting software with respect to the others. As an

example of the magnitudes involved in this method , the CFA

report estimated about $4.9?~1 for a CMS2 compiler for the CFA

candidate machine.
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