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1. INTRODUCTION

The A R P A N E T  p rov ides  a capability for geographically

separated computers , cal led Hosts, to communicate with each

other . The Host com puters typically diffe r from one another in

type , speed , wor d leng t h , operat ing system , etc . Each Host

computer  is connected into the ne twork  th rough  a local  smal l

computer , ca l led  an I n t e r f a c e  Message Processor  ( I M P ) ,  t h a t  is

located on i ts  premises ;  a t y p i c a l  ne twork  sect ion is shown in

Figure i — i .  The comple te  n e t w o r k  is formed  by i n t e r c o n n e c t i n g

these IMPs through wideband communication lines supplied by

common carriers. Each IMP is then programmed to store and

fo rward  messages  to the n e i g h b o r i n g  IMPs  in the network. During

a t ypi cal operat ion , a Host passes a message to its IMP; this

message is then passe d fr om IMP to IMP through the netwo rk unt il

it f inally a rr ives at the dest inat ion IMP , wh ich in turn passe s

it along to the destination Host.

Seve ral models of IMPs are cur rently in ex i stenc e . All

perform the bas ic funct ion of a store and forwa rd mode , but they

have different physical configurations and data handling rates.

The Model 516 (see  Fi~gu r e  f—2) is the original IMP. The Model

316 (see Figure 1—3 ) is a less expensive and somewhat slower

ve rsion of the original IMP. The 316 Terminal IMP or TIP (see

Figure 1— 4) is a Model 316 IMP mounted in a double hi—boy rack

along with a BBN Multi—Line Controller (MLC). The 316 Terminal

1—1 5/78
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IMP is designed to connect both Hosts and up to 63 terminals to

the (316 and 516) network; the terminals are given access to the

network directly, without an intervening Host. The

Honeywell— based IMPs and TIP are no longer being manufactured ,

but are occasionally re—deployed within the ARPANET . The

Pluri bus IMP (see Figure 1—5 ) , the most recent addition to the

IMP fam ily, is based on a flexible multiprocessor design and is

housed in from one to several (see Figure 1—6) racks , depending

on pr ecise speed and capacity. A Terminal IMP is also available

In Plur ibus form , and it can prov id e access to a much lar ger

number  of t e r m i n a l s  t h a n  the 3 16 Termina l  IMP.  A f ron t—end

Plur ibus system , called the Private Line Interface (see Appendix

H) is available and provides a variety of alternative interfacing

arran gements to the network.

5/7 8 1— 6



_ _

Repor t  N o .  1822 Bolt Beranek and Newman I n c .  

Figure 1-5 The Pluribus IMP and IMP Terminal
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Figure 1—6 Pluribus TIP Configured to Support 378 Terminals
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Thi s document conta ins the spec i f icat ions for

interconnecting a Host and an IMP and may be subject to change.

The I n t e r c o n n e c t i o n  of a Host  and an IMP is  a j o i n t  e f f o r t  t h a t

requires the Host personnel to provide interfacing hardware and

software. Although we have tried to provide sufficient

info rma tion to ass ist the Hos t personnel in the des ign of t he

interface , problem s and questions that we have not anticipated

will undoubtedly arise . These questions should be addressed to:

Network Control Center

Bolt Beranek and Newman Inc.

10 Moulton Street

Cambridge , Massachusetts 02138

We strongly recommend that the personnel responsible for the

design of the Host hardware and software interfaces visit in

Cambridge with the technical staff of Bolt Beranek and Newman

Inc. for a thorough review of the designs prior to

implementation. We feel that this procedure will help to

minimize the difficulties that w i l l  be encountered in connecting

t he Host and the IMP.

1— 9 5/78
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2. GENERAL REQUIREMENTS

In this section , we d es cribe the phys ical conf igurat ion of

the IMP , the space and power re quirements , the equipment

necessa ry to inte rconnect the IMP and Host , and the facilities

that must be prov id ed by the IMP s ite to assist wi th installation

and maintenance of the IMP.

2.1 Physical Configuration

As shown in F i g u r e  2—1 , fou r  pieces of equ ipmen t  are

provided : the IMP itself , which is a modified Honeywell H—5 16R ,

Honeywell H—3 16 , or BBN Plur ibus computer ; an ASR—33 Teletype or

Infoton Vistar;’ a high—speed paper tape reader (optional); and a

cabinet , app rox imately the same si ze as the Model 5 1 6R , that

conta ins modem s connecting the IMP to the communication lines .

The t e l ephone  c o m p a n y  w i l l  s u p p l y  modem s o n l y  for  the

communication lines actually installed . In addition , the

F telephone compan y usually su pplies auxil iar y equipment that ma y

v a r y  f rom site to site and need not be located near  the modem

cabinet or the IMP.

A Host i s connecte d to an IMP by a Host c a b l e . ’’ The

p a r t i c u l a r  c a b l i n g  scheme is d e t e r m i n e d  by the di stance between

‘The V i s t a r  is a k e y b o a r d / d i s p l a y — t y p e  t e rmina l  used w i t h  the
P l u r ib u s .  It performs the same functions as the ASR—33 Teletype .
“The cables in Figure 2—1 are drawn only schematically rather
than in their actual positions.

2-1 5/78
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the Host  and the IMP. A local Host (one close to the IMP) is

connecte d by a 30— foot ca b le0 that is supplied with the IMP.

This cable connects a standard Host/IMP interface unit built into

the IMP to a special interface provided by the Host.

A di stant Host may be locate d up to 2000 feet  fr om the IMP ,

but  an add i t i on  to the s t a n d a r d  Host/IMP interface is required to

modify the line— driving scheme . The Host personnel must design a

special interface that is compatible and must supply the

connecting cable as specified in Section 4.5.2. Since additional

IMP hardware must be supplied , the decision to connect a distant

Host must be made known well in advance. A distant Host will

usual ly be connected to an IMP which has one or more local Hosts.

A !erY distant Host may be located even farther from the

IMP , using an entirely different interface arrangement wh ich is

described in Appendix F. Basically , the ve ry di stant Host

interface is designed for use over communication circuits with

speeds up to 230.4 kilobits/second and up to tens (p e r h a p s

hundreds) of mi les  l ong .  The c o m m u n i c a t i o n  pr otocol used w i th

this interface includes a 24—bit cyclic redundancy chec k and a

pos it ive ac knowl edgment scheme.

‘The length of this cable is limited by the characteristics o~
the cable drivers in the IMP.

2—3 5/78
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A separate 30—foot cable is provided with the IMP for the

c o n n e c t i o n  to each modem . In a d d i t i o n , cables  are p rov ided  for

connecting the terminal (Teletype or Vistar) and paper tape

reader (if supplied ) to the IMP. For the H—5 16R and H—316 IMPs ,

cab les  e x i t  from the IMP through the bottom of the rear panel.

Cables  w i l l  e x i t  f rom the  modem u n i t  t h r o u g h  the bo t tom of the

mo dem cabinet ; if a site does not have a false floor , other modem

cable arrangements are easily provided . Cables are connected to’-

the Pluribus IMP via a fantail panel located at the rear of the -

machine.

Figures 2 —2 , 2 — 3 ,  2— 4 , and 2—5 d ep i c t  the floor space

requirements for the 516 IMP , the 3 1 6 IMP , the (maximum size) 316

TIP , and the (minimum size) Pluribu s IMP respectively. Som e

configurations of the 316 TIP may only require the same floor

s pace as a 3 1 6 IMP , and some Pluribus IMPs may requi re several

racks side by side; the Network Control Center can furnish

details for each installation.

Wi th the Honeywell ma chi nes , provision should be rrade 4o

place the  A SR — 33 T e l e t y p e  close to the IMP. The ASR— 33 occupie s

approximatel y 2’ x 2’ of floor space. (The optional paper tape

reader must be placed nearby if it is supplied .’ Its dimensions

are ii x ii x 23 inches (WIDTH x HEIGHT x DEPTH). A convenient

4To determine whether a paper tape reader will be supplied , a
s i te may con tact the Netwo rk Cont rol Cen ter .

5/78 2— 4
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MIN. 6” CLEARANCE REQUIRED
FOR CABL E ACCESS AND AIR EXHAUST
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Figure 2-2 Minimum Floor Area Required for 516 IMP

2—5 5/78

_ _ _ _ _ _ _ _ _ _  
_ -~~-~ - - - -~

.- _ -~- - -



_ _ _ _ _ _ _ _ _ _  ~~~~~~~~~~~--
~

-

~

Report  No .  1822 Bolt Beranek  and N e w m a n  I n c .

I~ I ~~~~~~~~~~~~~

I i
‘ i .— HINGED DOOR USED ON
I ‘~.7 EA R LY MODELS ONLY :
I \ REMOV ABLE BACK PANEL

ON LATER MODELS

316
29 ” IMP

‘II 26 -

I I
- 

I I
I CONTR OL
I I PANEL
u I

PULL—OUT I
22” -~ LOGIC I

DRAW ER I

_ _ _ _ _L _ _ _ _ _ _ _ _ _J

• L EAVE MINIMUM OF
TOP VI EW 

12 ” FOR ACCES S

Figure 2-3 Minimum Floor Area Required for 316 IMP

5/78 2—6



Report  No.  1822 Bolt Beranek  and Newman  Inc .

I I
HINGED DOOR USED ON
EARLY TIPS ONLY: —a.~ ..
REMOVABLE BAC K PANEL I
USED ON LATER MODELS I I

52” H 
—

27” 316 TIP 29°

I I~ —I I II I I I
I I I

PULL—OUT PULL—OUT
LOGIC LOGIC 22 ”

I DRAWER I i DRAWER

I I I I
I 1 i I
L_ _ ~~~ _1 - _ _ _

~~~~ J _ _ _ _

TOP VIEW LEAV E MINIMUM
OF 12 ” FOR ACCESS

Figure 2-4 Minimum Floor Area Required for 316 TIP

2—7 5/78



Repor t  No .  1822 Bolt Beranek and Newman Inc.

MIN. 30” CLEARANCE REQUIRED
FOR AIR EXHAUST

1
1. —4 2 ”

22”
(FRONT)

PLURIBUS I
IMP 33 ’s

(TYPICAL RACK ) 84” 

(REAR)

I
/

/
/

,‘ 21”
/

,
4
,

0~~
— — — — — —

NOTES DIMENSIONS ARE TO NEAREST INCH ;
CABLES CONNECT ON REAR (DOOR)SIDE

TOP VIEW
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location is the top of the IMP cabinet , if overhe ad space

permits.) With the Pluribus machine , tab le space shoul d be

provided nearby for the Infoton Vistar . Its dimensions are 20 x

13 x 24 inches. (Again , the optional paper tape reader must be

plac ed nearby if it is supplied .’ Its dimensions are 20 x 8 x 22

inches. It can be located on top of the IMP cabinet if overhead

space permits.)

A small lockable cabinet is needed on the Host pr emises for

the storage of IMP—related materials (e.g., m a n u a l s , test ta pes ,

sco pe , tool box , etc .). Finally, a telephone shoul d be loca ted

within reach of both the terminal and the operating panel of the

IMP for use during diagnosis and debugging .

The loca t ions  of the IMP , modem cab ine t , paper tape reader ,

and Teletype are to be selected by the Host personnel . These

pieces of equipment should be placed within approximately eight

feet  of one ano the r . A m inimum of thirty square feet of floor

space is re quired for the equipment , and addi tional space must be

ava ilab le for access ing the machine dur ing maintenance and

debugging . Access to the Model 516 IMP is via a full— length

front door , which is hinged on the left side. Access to the 316

IMPs is via drawers which slide to the front. Access to the

Plur ibus IMP is via full—length rear door s and removable front

‘To determine whether a pa per tape reader will be supplied , a
site may contact the Network Control Center .
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panels. Access to the mod em c a b i n e t  is v i a  a r emovab le  fr o n t

panel .

In addi tion to the modem c abi net , the telephone com pany ma y

provide another cabinet to contain th e auxiliary equipment . It

is recommended that this auxiliar y equipment be placed in an

inconspicuous location on the Host premises , suc h as in a

tele phone com p any  eq uipm e n t  room , s ince immedi ate ac cess to t hi s

equipment is not necessary.

2 . 2  D e s c r i p t i o n  of E q u i p m e n t

E x t e r n a l  d imens ions , a p p r o x i m a t e  w e i g h t s , and power

requirements of the various IMP models are given in Table 2— 1

The pape r  tape r eader  weighs approximately 25 pounds , the ASR—33

T e l e t y p e  we ighs  a p p r o x i m a t e l y  56 pounds , and the In f o t o n  Vis ta r

weighs approx imately 55 pounds.

The Model 516 IMP is a ruggedized unit with EMI protection.

All  IMPs  w i l l  opera te  in an a m b i e n t  e n v i r o n m e n t  fr om 17 to 30

degrees centigrade and up  to 95% humidity. However , t hese

fe at u r e s  have  been in c l u d ed fo r rel i abil ity an d , in general , an

env ironment suitable for most digital computing equipment should

be provided ; i.e., air— conditioned and free from excessive dust

and moisture.

- l

5/78 2 — 10

IL ~~~~~~~~ - “ -



Repor t  No.  1822 Bolt Beranek  and Newman Inc.

Sire ( i n c h e s )  Wei ght Power
Model Hei gh t Width Depth (ibs) (watts:

5 16R IMP 74 24 28 990 2100

316 IMP 73 26 28 525 750

316 TIP 73 52 28 920 2200

~xpansion cabinet 39 25 28 100 0

~lur ibus IMP 68 22 26 550 3000
(per rack) (approx)

Table 2—1

The powe r requirements for the Honeywell IMP equipment are

as f o l l o w s :

a) IMP : 115 VAC ± 10%; 60 Hz ± 5% , s i n g l e  phase . The l i n e  cord

is 15 f t .  long and c o n t a i n s  3 — w i r e  cable  t e r m i n a t e d  by a

3 0—amp Hubbell 3331G (NEMA L5—30P) twistlock connector (for

w i r i n g  c o n v e n t i o n , see A p p e n d i x  G ) .

b) High—speed reader (optional): 115 VAC ± 10% ; 60 Hz ,

single—phase at 125 watts. (The line must withstand 10—amp

surges at 125 VAC. ) The line cord is 6 ft. long and is

terminated in a standard 3—wire grounded plug .

c) ASR—33: 115 VAC ± 10% ; 60 Hz ± 0.45 Hz , single phase at 230

watts. The line cord is 8f t .  long and is terminated in a

standard 3—wire grounded plug .

2— 11 5/78
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Power for the Pluribus equi pment is supplied via one 3—phase

208/1 10 volt wye 60 Hz connection per rack. Each power cord is

20 feet long and is terminated by a Hubbell 2811 (NEMA L21—30P)

twistlock coLnnector . Each ci rcuit must supply 30 amps per leg .

Sufficient convenience outlets for debugging equipment , the

I n f o ton V ist ar , and paper tape reader are provided on the

Pluribus itself.

The Host must provide an appropriate power receptacle

(located within 15 feet) for the IMP power plug and it is

rec ommended that a separate fuse or circuit breaker be provided

on the IMP ’ s powe r l in e . (The H o n e y w e l l  IMP no rm a l l y  dr aw s about

20 amps , but the line must be capable of supplying up to 30

am ps.) The IMP’ s chassis is connected to the ground (third) lead

of the power plug , which is completel y isolated from the signal

return (i.e., “signal ground”). If at all feasible , the powe r to

the IMP shoul d be pr ov id ed f rom the same t r ans fo rme r t hat

delivers power to the Host in order to insure a common ground.

For Honeywell equipment , three 115— VAC wall sockets (located

within 5 feet of the IMP) are required to power the Teletype ,

paper ta pe rea d er , and an IMP debugging oscilloscope used during

installation and maintenance. The line for these sockets should

be fused for 20 amps and should be powered from the same -

transformer as the IMP , if feasible.
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The modem cabinet dimensions are 68—1/8” x 28” x 28” ; it

weighs up to 750 lbs and r e q u ir e s  up to 15 amps of standard 11 5

VAC power . The modem operates in an ambient environment of 40

degrees to 120 degrees Fahrenheit and up to 95% humidity. The

Host must  prov ide powe r fo r the mo dem f r om the same t r ans forme r

that delivers powe r to the IMP. A standard 3—connector

non—lock ing , non—twist plug is normally provided with the modem .

The telephone company also recommend s that a separate fuse or

circuit breake r be provided on the power line to the modem . (The

aux iliar y equipment is a non— standard item that will vary from

site to site ; the size is generally no larger than the size of

t he mo d em ca bi net an d m ay be as smal l  as a 2’ x 3’ wal l  moun t in g .

A separate powe r outlet will also be needed for this equipment.)

In al l , the Hone ywell eq ui pment  requir es six rece p tacles ,

and Pluribus machines require one receptacle per rack plus one

for the modem cabinet . The site should plan to provide the power

necessary for the phone company equipment after pr el iminary

discussions with the local telephone company representatives and

before the circuit installation date .

2 . 3  I n t e r f a c I n g

The Host/IMP interface is subdivided into two separate

u n i t s , as illustrated in Figure 2—6.

2 — 1 3  5/78
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HOST 

- 

IMP

SPEC IAL STANDARD
HOST/IMP HOST/ IMP
INTERFACE INTERFACE

Figure 2— 6 Host/IMP Interface

The r i g h t — h a n d  ( s t a n d a r d ) u n i t  is b u i l t  in to  the IMP and

c o n t a i n s  logic tha t  is s ta n d a r d  for  all Host/IMP interfaces. The

left—hand unit contains the special equipment for interfacing

directly to the particular Host. An addition to the  s t a n d a r d

Host/IMP interface is required for a distant Host. Standard

signals pass on the host cable between these two halves ; all

spec ial log ic and signal  adjus tmen t s  (wh ich va r y f rom Host to

5/78 2— 14
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Hos t )  are hand led  in the left—hand portion. Each participating

Host will be responsible for the design and construction of its

own special unit to mate to the standard Host/IMP ir4terface unit.

The logical operation of this unit will be the same , regardless

of w h e t h e r  a Host  is local or d i s t a n t ;  however , a d i f f e r e n t  —

elect rical signaling schem e is required to handle a distant Host.

A detailed de script ion of the requirements for the s~~ cial unit

is g i v e n  in Sect ion  LI . The very distant Host interface follows

the same general philosophy of a standard interface unit at the

IMP end and a special interface unit at the Host end , b u t uses a

comple te ly  d i f f e r e n t  s i g n a l i n g  scheme as desc r ibed  in A p p e n d i x  F.  
*

Still another Host interfacing scheme , mak ing use of the P riv a t e

L ine In t e r fa ce (PLI ), is described in Appendix H.

The Host computer and the I M P  c o m m u n i c a t e  by  t r a n s m i t t i n g

messa ges over the Host cable . The format for this communication

has been established and is described in Section 3. Each Host is

responsible for providing the necessary Network Control Program

in the Host computer .

An IMP test program is available for use during installation

and testing. In addition to c h e c k i n g  v a r i o u s  functions in the

IMP , this program provides a mechanism for checkout of the Host’ s

special interface. The program repeatedly transmits a message to

the Host , a copy of w h i c h  it expec t s  the  Hos t to retu r n wi th an y

Host  p a d d i n g ,  or d a t a  ( S e c t i o n  3 . 5) .  The Host shou ld p lan  to

2 — 1 5  5/78
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p r o v i d e  an appropr ia t e  tes t  p r o g r a m  to opera te  in c o n j u n ct i o n
with this IMP test pr ogram.
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3. SYSTEM OPERATION

3.1 Messages and Messa ge—i ds

Hosts commun icate with each other via regular messages. A

regula r messa ge may va ry in l eng th  from 96 up  to 8159 b i t s , the

f i r s t  96 of wh ich  are  con t ro l  b i t s  cal led the leader .  The l eade r

is also used for  sending control  messages  be tween  the Host  and

its IMP , in  which  case onl y the  firs t  80 b i t s  are used . The

rema inder of the message is the data , or the text.

Fo r ea ch regular  messa ge , the Host specifies a destination ,

cons ist in g of IMP , Host , and handling type. These three

parameters  un iq uely  spec i fy  a conne ct ion be tween sourc e an d

dest inat ion Hosts.  The hand l in g ty pe gives  t he conne ct ion

specific characteristics , such as priority or non—priority

tran smission (see below) . Additional leader space has been

reserve d for a four t h parameter , to be used in future

inter—network addressing. For each connection , messa ges are

de l ive red  to the dest ina t ion in the same ord er tha t  they we re

transmitted by the source .

For each r e g u l a r  message , the Host  also specifies a 12—bit

i d e n t i f i e r , the message — id .’ The m e s s a g e — i d , toge the r  w i t h  the

d e s t i n a t i o n  of the message , is used as the  “ name ” of the message .

‘Un t i l  m i d — 1 9 7 3  the f i r s t  e ight  b i t s  of the m e s s a g e — i d  f i e l d  were
cal led the “link” .

3— 1 5/78
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The IMP wil l use th is name to info rm the Host of t he di spos it ion

of the message .  The re fo r e , if  the Host r e f r a i n s  from r e — u s i n g  a

particular message—id value (to a given destination) until the

IMP has responded about that mes sage—id , messa ges will  rema in

un iq uel y id ent if ied an d the Ho st c an re tr ansm i t them in t he event

of a f a i l u r e  w i t h i n  the  n e t w o r k .

After receiving a regular message from a Host connected to

it , an IMP break s the message into several packets (currently the

maximum data bits/packet is 1008) and passes these through the

network in the direction of the destination. Eventually , when

all pac kets a rr ive a t t he des tinat ion , they are reassem bl ed to

form the original message and passed to the destination Host.

The destination IMP returns a positive acknowl edgment for receipt

of the  message  to the  source IMP , w h i c h  in t u r n  passes t h i s

acknowled gment to the source Host. This acknowledgment is called

a Read y for  N e x t  Messa&e ( R F N M )  and i d e n t i f i e s  the message  b e i n g

acknowl edged by name. In some relatively rare cases , howeve r ,

the messa ge may  be lost  in the ne twork  d ue to an IMP f a i l u r e ;  in

such cases an I n c o m p l e t e  T r a n s m i s s i o n  message  w i l l  be r e t u r n e d  to

the source Host instead of a RFNM. Again , in this case , the

message which was incompletely transmitted is identified by name.

If a res pons e from t he dest ina t ion IMP (eithe r RFNM or

Incom plete Transmission ) is itself lost in the network , th is

con d it ion will be detec ted by the sou rce IMP , wh ich will
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a u t o m a t i c a l l y  i n q u i r e  of the  d e s t i n a t i o n  IMP whether  the o r i g i n a l

message was correctly t r a n s m i t t e d  or not , and repeat  the i n q u i r y

u n t i l  a response is rece ived  from the destination IMP. This

i n q u i r y  m e c h a n i s m  is timeout—driven , an d each t imeout  period ma y

be as l i t t l e  as 30 or as m u c h  as 45 second s in length.

When a message arr ives at its dest ina t ion , t he lea d er is

mo di f ied to indi cate the source Host , but the message—id field is

passed through unchanged . Thus , in addition to providing message

id ent i f icat ion between a Host an d its local IMP , the message— id

can pr ov id e a me ans for Hosts  to id ent ify messa ges between

themselves. For example , the message— id can be used for

mult iplexing several independent data streams , or for keeping

track of the portions of a single data stream being sent “in

parallel ” through the network. 
-

If the priority bit of the handling type is set , t he messa ge

will be expedited through the network by being placed at the

f r o n t  of the  various transmission queues it will encounter along

the w a y .  Th i s  can be use fu l  fo r t r ansac t ions req u ir in g m in imal

delay (e.g., remote echo ing or the ex chan ge of cont rol

information) but should be used judiciously, since the more it is

used the less effect each further use will have.

In order  to p r even t  v a r i o u s  types  of dead locks  w i t h i n  the

n e t w o r k , a source  IMP mus t  g u a r a n t e e  t h a t  the d e s t i n a t i o n  IMP
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will have enou gh stora ge to accept t he messa ge it is about to

send . This  is done by pr eceding each message  w i t h  a shor t

“ request  for  b u f f e r  space ” message .  When the d e s t i n a t i o n  has

enough b u f f e r  space to r ece ive  another  message ,. i t  r e t u r n s  an

“allocat ion ” to the source IMP , wh ich can then send the message . t 
-

- ~~~~ 

- r. . —

it has been holding . 
-

There are several situations in which an IMP may temporarily

block’ the transmission of a message from the source Host to the

source IMP. In general , any such blockage will last for only a -

few m ill isecon ds , but in some cases the blockage may be

indefinite. In at least one such case the IMP will be unable to

acce pt the remain der of a mess ag e f rom its Hos t unt il it f rees

buffer space by delivering some message to the Host (it is for

this reason that half—duplex Host— IMP interfaces are prohibited).

In al l such cases , in order to prevent permanently hanging up

transm ission between the Host and the IMP , the  sou rce IMP wi ll

d i scard  the message  a f t e r  a w a i t  of abou t  f i f t e e n  seconds and

return a type 9 (sub—type 4) message (see Section 3 .4 )  to the

Host , thus limiting the length of time that the interface will be

blocked . Similarly, once a Host ha s begun to sen d the IMP a

messa ge , it must  be prepa red to del ive r t he ent ir et y of tha t

message to the IMP promptly. In particular , t he IMP will di scar d

any message that is not completely received from its Host in

‘By failing to provide Read y— fo r— Next — Bit , see Section 4.1.
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fifteen seconds and return a type 9 (sub—type 2) message to the

Host (see Section 3.4).

One sit u a t ion un der wh ich in t e r f a c e  b lo ck ing wi ll occur is

when the source IMP must wait to rece ive an allocation from the-

destination IMP. Since a Host cannot send other messages into

the network while its interface is blocked , it is desirable to

ex pedite the “al lo ca tion ” me chan i sm , and this is done in two

different ways depending upon message length. For one—packet

messa ges , the messa ge i tself is sent as i ts  own r e q u e s t .  Thus ,

if spac e is available , the messa ge is imme d iatel y a ccepted an d no

additional delay is i n c u r r e d . For multi—packet messages , when

the destination IMP is about to return a RFNM it reserves storage

in ant icipat ion of t he sou rce Host ’ s n ext  messa ge , an d retu r ns

the allocation along with the acknowledgment. Thus , when the

source IMP eventu ally sends its Host the RFNM , i t  is also

implicitly informing i t  of the  a l l o c a t i o n  now b e i n g  available. ’

If the Host  r esponds  p rompt ly  w i th  a n o t h e r  message  on t h a t  same

c o n n e c t i o n  (m e s s a g e — i d  is i r r e l e v a nt )  , the  message  can be

forwarded immediately, avoiding any set—up delay waiting for an

allocation. If this allocation remains unused for about 125 ms ,

it is r e t u r n e d , unused , to the  d e s t i n a t i o n .  No te  t h a t  t h i s

‘In some (ra i~iY cases the  d e s t i n a t i o n  is u n a b l e  to reserve
storage immed iately, and returns a RFNM without the reservation.
C u r r e n t l y ,  the destination waits 1/2 second , attempting to
reserve storage , before returning the RFNM without an
accompanyin g reservation.
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mechan i sm a ppl ies onl y fo r mess ages lon ger than one packet (about

1103 b i t s , i n c l u d i n g  l e a d e r) .

The message proc ess ing  ( re a s s e m b l y  of packe t s  i n t o  messages ,

a l l oca t i on  of b u f f e r  space , d e t e c t i o n  of lost  messages , e t c .)

r e q u i r e s  the  IMP to per fo rm a ce r t a i n  am ou n t  of bookkee pi ng on

the f low of messages  be tween  each pa i r  of c o m m u n i c a t i n g  Hos t s .

In o rder  to keep the amount of required table space within

mana gea b le boun d s , the following two restrictions are imposed .

1. The maximum number of messages  wh ich  a Host  is p e r m i t t e d

to have “in transit” on a n y  connec ti on is e igh t .  In

other word s, if a Host attempts to transmit nine

messages  on a n y  c o n n e c t i o n , the interface will be

blocked by the  IMP during transmission of the ninth

message u n t i l  a RFNM ( o r  Incomp l e t e  T r a n s m i s s i o n )  is

returned for the first message. However , th is rule  does

not prohibit one Host from having eight messages in

trans it to Host “A” , eight more in transit to Host “B” ,

etc., simultaneously.

2. When a Host wishes to establish a new connection with

another Host , both source arid destination IMPs must

ac qu ir e a b lock of ta b le space f rom a pool of such

blocks shared by all the Hosts local to each IMP. The

source IMP must not ify the destination of the need for -
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the new c o n n e c t i o n , and the d e s t i n a t i o n  mus t  repl y w i t h

a con f i r m a t i o n  t h a t  it has  also acqu i r ed  the  t a b l e

space .  This  a c t i o n  may  r e su l t  in a smal l  a d d i t i o n a l

delay before Host communication can begin. The pool

will be su ff ic ie n t l y  la r ge to sel dom inter fere wit h a

pair of Hosts wishing to communicate . In no case will

Hosts  be prevented from communicating because of lac k of

these r e sources .  In the  even t  t h a t  the Hosts  on an IMP

des ire to sim u l t a n e o u s l y  commun ic ate wit h so man y othe r

Hosts  t ha t  the pool woul d be ex hauste d , the space in the

pool is q u i c k l y  m u l t i p l e x e d  in t ime among a l l  the

des ir ed  Hos t /Hos t  c o n v e r s a t i o n s  so tha t  none is stopped

a l t h o u g h  a l l  are  poss ib ly  slowed .

Sec t ion  3 .7  d e s c r i b e s  an o pt iona l mec h an ism ava ila b le to

Hosts  t ha t  wish  to keep i n t e r f a c e  b l o c k i n g  to a m i n i m u m .

3.2 Establishing and Breaking Host/IMP Communications

Each IMP and Host interface has its own hardware Ready

i n d i c a t or . The Read y indicator  in the s t anda rd  H o s t / I M P

interface will be on w h e n e v e r  the IMP is powered on and both the

IMP program an d the 
- 

IMP hardware are determined to be working

properly. The Read y indicator in the special Host interface

should be on w h e n e v e r  the Host  is powered on , the h a r d w a r e  is- -

work ing properly , an d the Host ’ s Network  Control  Pro gr am (NCP ) is

3—7 5/78

-~~----— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-



_ _ _ _ _ _ _ _ _ _ _ _ _ _  - - 
‘I’

Repor t  No.  1822 Bolt B eranek  and Newman I n c .

r u n n i n g .  If the Host  t e m p o r a r i l y  neg lec t s  c o m m u n i c a t i o n s  wi th

the IMP , the Host ’ s h a r d w a r e  Ready indicator should not go off.

An o f f  i n d i c a t i o n  should mean o n l y  t h a t  someth ing  is broken  or

t h a t  c o m m u n i c a t i o n s  have  been w i l l f u l l y  cu t  o f f  for  an e x t e n d e d

period (cable removed , power shut off , rout ine ma intenan ce

programs running, batch processing with no network program

r u n n i n g  e t c.) .

In a d d i t i o n  to the Read y i n d i c a t o r , the s t a n d a r d  i n t e r f a c e

has a flip— flop , called the Error flip— flop , which remembers a

not—ready indication from the Host or the IMP . This flip— flop is

used to detect any momentary off condition on either the Host’ s

ready line or the IMP’s ready line. The flip— flop is cleared by

the IMP program each .tirne the program enables (i.e., prepares to

r ece ive )  a new i n p u t  fr om the Host and is tested by the pr ogram

when the input  is completed . The i n p u t  is d i s c ar d e d  if  the  E r r o r

f l i p — fl op is t u r n e d  on .

To e s tab l i sh  commun ica t i on , a Host should  s i m p l y  send its

message to the  IMP.  The operational IMP program will process any

message  t r a n s m i t t e d  from the Hos t .  The Host m u s t  a l w a y s  send at

least th ree  NOP messages’ to the IMP wh eneve r ei the r the Host o r

the IMP Ready line is turned on , for  the reasons  desc r ibed  be low.

‘See Sect ion 3.3
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One reason is t h a t  the H o s t — t o — I M P  NOP message c o n t a i n s

in fo r m a t i o n  as to how much  l eader  p a d d i n g  is to be co n t a i n e d  in

r e g u l a r  H o s t — t o — I M P  and I M P — t o — H o s t  messages .  Also , u n t i l

old—style leader formats (Appendix A) are no longer used , this

NOP info rm s the IMP of the style of leader the Host is using.

Anothe r reason is tha t  in gene ral , when the Host Rea d y

indicator goes off , the IMP program will be either receiving or

waiting (in an input command ) to receive a message from the Host.

U pon resum pt ion of tr ansm ission by t he Host , the IMP wi ll

unwittingly append the new information to the unfinished input .

U pon com plet ion of the  messa ge , t he IMP pr og ram will note  t hat

the Error flip— flop is on and thus discard the entire message.

To ’ gua rantee  tha t a u s e f u l new messa ge is not the reby di scar d ed ,

the f ir st messa ge sent b y t he Host  af ter its Rea d y indi cato r

comes on should be a discardable N OP message. The special

interface should have a similar Error fl ip— flop, and the Host’ s

Network Control Program should be designed to use this flip— flop

in a similar manne r .

When t he Host Rea dy in dic ato r comes on , it will generally

a l t e r n a te a few t imes between on an d o f f  (due to rela y con tact

bounce —— see Section 4.4) before setting solidly on. The Host

should delay an appropriate period to permit its ready indicator

to stabilize before starting output or preparing for input .

Fa ilure to do so may cause incorrect data to be taken from or

sent to the IMP.

3—9 5/78
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A Host may go down , thus halting network traffic to itself

from other Hosts , in either of two ways: by turning off its

ready indicator (hard down ), or b y fa il ing to acce pt messa ges

from the IMP (tardy down). In either case , the IMP wi ll m a rk t he

Host as dead and see to it that any attempt to communicate with

the Host results in a Destination Dead response.

The IMP program tests the Host Read y indicator (not the

Error flip— flop) every half—second . If the program ever finds

this read y indicator off , the Host will be marked dead (hard

down ) and the IMP will discard old messages for transmission to

the Host and will set up 3 NOP messages followed by a type 10

message for transmission to the Host. Both the IMP and the Host

must discard any NOR messages that are recognized as such. (A

NOR message that is appended to an unfinished message may not be

recognized , but it will be discarded as discussed above.)

The I M P  f o l l o w s  the above proced ures when the Host Read y

indicator is -  off momentarily or for an extended period. The

following steps are take n by the IMP when its own indicator has

gone off.

1. The Error flip— flop is turned on. This action will

cause the first incoming message from the Host to be

discarded .

5/78 3— 1 0
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2. Old messages for transmission to the Host are discarded .

3. The IMP Read y indicator is turned on.

4. Su fficient NOR messages are placed on the output queue

to the Host to cove r the per iod of rela y bounce an d

insure correct transmission of at least one NOR .

5. A Type 10 message is placed on the output queue to the

Host.

The Host shoul d employ a similar procedure whenever its own

Read y indicator has gone off , except that old messages for

transm ission to the IMP need not necessarily be discarded .

In order to not tie up network resources for an inordinate

amount  of t ime , Hosts must be prepared to accept messages from

the network promptly. In particular , any given message will be

discarded if It resides on a queue to the Host for more than

thirty seconds. (With the current IMP system , this requires that

the Host must read its interface at the rate of about 1 ,500

bits/second , ave raged across about twenty seconds.) If the Host

does not meet t h i s  c o n s t r a i n t , the  IMP w i l l :  
-

1. Declare the Host to be “tardy down ” .

2. Discard all messages pending on the queues to the Host.

3— 11 5/78
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3. MomentarIly drop Its ready line (thus setting the error

flip— flop). This is done because a component failure in

the inte r face ma y have cause d the hand shak ing proce d ur e

(see Section 4.2) to get out of step, wh ich woul d have

the sam e effect as the Host merel y being tardy.

“Flapping ” the read y l ine in s u res t h a t  the in t e r f a ces

are synchron i zed .

4. Place some NOR’ s an d a t ype 10 messa ge on the queue to

the Host.

The Host will be declared up the next time that it sends a

message to the IMP or accepts a message from the IMP. The Host

mus t send at leas t thr ee NOR mes sages to the IMP if it is awa re

that it has been declared tardy, since the error flip— flop will

cause the first Host—to—IMP messag e to be discarded .

(Al ternat ive ly ,  the Host could bring down its own read y line; the

IMP would the n proceed as though the Host were in a hard down ,

rather than continuing to treat the Host as though it were In a

tardy down.)

If the Host has advm ce warning that it will be going down ,

it may use the Host Going Down message (see Section 3.3) to

inform the IMP of its status (i.e., the reason for and duration

of the down). Transmission of’ this message from the Host to the

IMP will not cause the IMP to declare the Host down ; the IMP

5/78 3— 12 
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will store the status Information for use during the next Host

down . When the Host comes up again , the status Info rmat ion
store d in the IMP will be d iscar d ed .

The set of events described above is summarized in Table

3— 1. Suggestions for Host use of the Read y indicators are

containe d in Appendix B.

3— 13 5/78 
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3 .3  Host—to— IMP Leader Format

1 4 5 8 9 16 17 20 21 22 24 25 32

NEW
FORMAT //DESTINATION / / // R LEADER MESSAGE

FLAG // NETWORK 
/ 

// ~ FLAGS TYPE

~~~~
‘
/~i~ 1 I i I  ~~~~~~~~~~~~~~~~~~~~~~~~~~ E 

I I  I l l  i i i ~~~

33 4O4~ 48 49 64

HANDLING DESTINATION DESTINATION
TYPE HOST IMP

I I I I I I I I I I I I i I  I I I I I I I I I ~ I I I I I

65 76 77 80 81 96

MESSAG E - ID SUB-TYPE MESSAGE LENGTH

~~L I  I I I I I  I I I  1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

TYPE 0
MESSAGES ONLY

Figure 3—1 Host—to— IMP Leader Format

Bits 1 — U Unassigned —

Must be zero.

Bit s 5 — 8 New Fo rmat Flag —
These bits are always set to the value 15. This permits the

IMP to distinguish between new— style and old— style (Appendix

A) leaders.

3— 15 5/78
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Bi ts 9 — 1 6 Dest inat ion Netwo rk —
For future use , these bits must always be zero .

Bits 17 — 20 Unassigned —
Must be zero .

Bit 21 Trace —

If equal to one , the message is designated for tr acing as it

procee d s th rou gh the  n e t w o r k  so t hat  re por ts of thi s

message ’s transit through the network may be sent to a trace

destination (see ~e’t ion 5.5).

Bits 22 — 24 Leader Flags —
Bits 23 and 24 are currently unassigned but are reserved for

future network use and must be zero. Bit 22 is available as

a destination Host flag , its meaning , if any, being assigned

by that Host . The only Host with a preassigned meaning is

the IMP Teletype Fake Host . If the bit is one , the messa ge

will be printed on the Teletype as a sequence of octal

num b ers , eac h representing one 16— bit IMP word . If equal to

zero , then the message will be printed as a sequence of

ASCII characters.’

‘The IMP ’s internal ASCII character set is listed in Appendix E.

5/78 3— 16
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Bits 25 — 32 Message Type —
0. Regular Message — All Host—to—Host communication occurs

via regular messages. Sub—types (bits 77—80):

0. Standard , Non— Refusable. Interface blocking will

occur if any resource needed to send the message is

not immediately available.

1. Refusable ’ Used to minimize the number of times the

interface may be blocked. If any resource needed to

send the message is not available , the message is

discarded , and the Host is notified via a type 1 1 ,

12 , or 13 Host—to— IMP coitrol message. In the case

- of a type 12 (Refused, will notify) response , the

IMP is committed to also sending a type 114 (Read y)

when the resource does become available.

2. Get Read y’ (see Section 3.7). Similar to Refusable

- (above) , except only the leader , rather than the

- full message , is sent in to the IMP. If all

necessary resources are immediately available , the

Host is notified via a Type 14 message.

3. Uncontrolled — (see Section 3.6). The IMP will

perform no message— control functions for this type

of messa ge .

LI — 15. Unassigned .

‘The non—blocking Host interface (see Section 3.7) is not yet
implemente d .
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1 . Error Without Message Identification — The Host program

detected an error in a previous IMP— to—Host message and

had to assume that the leader was garbled .

Sub—types:

0. Host’ s error flip— flop was set during transmission

of the messa ge .

1. Host received a message less than 80 bits.

2. Host received a message of an unassigned type (3,

15—255).

3 — 15. Unassigned .

2. Host Going Down — It is assumed that as the time for the

Host to (voluntarily) go down approaches , t he Host

itself will send warning messages to its network users.

Just before going down , the Host should send the

Host—Going— Down message to its IMP. The Host should

then (if it can) continue to accept messages from the

IMP for a period of 5 or 10 seconds , to al low messa ges

already in the network to reach it. The IMP will stc-re

the Host—G oing— Down message and return it to any source

Host along with Destination (Host) Dead messages. The

IMP will try to preserve this message over IMP reloads

where appropriate. The NCC will be able to manually

update the stored copy of this message in response to a

phone ca ll fr om t he Host site in the event the Host is

5/78 3—18
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going to be down longer than it said or if it did not

have time to give warning before going down .

Bits 65—76 (the message—id field) of the Host—Going—Down

message give the time of the Host’ s coming back up,

bit—coded as follows :

Bits 65—67 : the day of the week the Host is coming back

up. Monday is day 0 and Sunday is day 6.

Bits 68—72: the hour of the day, from hour 0 to hour

23, that the Host is coming back up.

Bits 73—76: the five minute interval , from 0 to 11 , in

the hour that the Host is coming back up.

Al ]. three of the abcve are to be specified in Universal

Time (i.e., G.M.T.). The Host may indicate that it will

be coming back up more than a week away by setting bits

65—76 all to ones. Sett ing all bits 65—75 to one and

bit 76 to zero means it is unknown when the Host is

coming back up.

Bits 77—80 (the sub—type field) of the Host—Going— Down

messa ge shoul d be used by the Hos t to s peci fy t he reason

it is going down . These bits are coded (in octal) as

follows:

3— 19 5/78
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Value Mean ing

0—LI Reserved for IMP use
5 Scheduled P.M.
6 Scheduled Hardwa re Work
7 Scheduled Software Work
10 Emergency Restart
11 Power Outage
12 Software Breakpoint
13 Hardware Failure
1~4 Not scheduled up
15 Unspecified Reason
16— 17 Currentl y Unused

3. Unassigned.

LI- . NO R — The IMP will discard this message , which is

intended for use during initialization of IMP/Host

communication . Bits 77—80 (the sub— type field) contain

the number of 16—bit words of padding (9 max.) that the

Host wi shes to send and receive on type 0 messages.

This padding occurs immediately after the leader

(starting at bit 97) and is provided as a convenience

for Hosts for wh ich the combined Host/IMP (IMP/Host) and

Host/Host leaders would otherwise not be an integral

number of memory words. A simple rule for the Host to

follow is to send three N OP messages whenever the Host

or the ‘~‘P has been down either voluntaril y or

invo l untar 1 y.

5. Unass igned .

6. Una ssIgned .

7. UnassI gned .

5/78 3—20
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8. Error with Message Identification — The Host detected an

error in a previous IMP— to—Host message after the leader

was correct ly rec eived ; e.g., the messa ge was too long ,

or the IMP Error flip— flop was set after transmission of

the first packet of a mult ip le packet messa ge but before

the end of the message. A message of this type will

have a leader whose ass igned bi ts are ident ical to the

assigne d bi ts in the lea der of the messa ge in error

exce pt that the messa ge ty pe bi ts will be chan ged to

hav e value 8.

9—255. Unassigned.

Bits 33 — LIO Handling Type —

This field is bit—coded to indicate the transmission

characteristics of the connection desired by the Host.

Bit 33: Priori ty — Most messa ges shoul d have this bi t set

to ze ro; messa ges wi th this bi t se t to one w ill be

treated as priority messages (see Section 3.1).

Bits 314~ 37: Currently unass ig ned , must be zero .

Bits 38—40: Maximum Message Size’

The max imum size (in packets) of any message the

Host ex pects to send on the connection (#packets

(#blts in message — 96)/1008). This number is

‘Until this is implemented by the IMP , t he default v a lue of 0
shoul d be used by the Host.

3—21 5/78
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expressed as (maximum I/ of packets — 1) and ranges

-fr om 1 (2 packets max ) to 7 (~ packets max). A

value of ze ro indi c a tes the default max imum whi ch

is- 8 packets. It is to the advantage of the Host

to specify this quantity as accurately as possible ,

since it enab les the d es ti nat ion IMP to make the

most efficient allocation of reassembly spaoe . On

the other hand , messages that must re~nain in strict

sequence must all have the same handling type.

Multip le connections between two Hosts , each with a

different maximum message size , should be used only

when there are large differences in the maxima and

strict seque ncing is not required . A message whose

length exceeds the specified maximum will be

discarded and type 9, subtype 1 will be returned to

the Host.

Bits Ui — ~48 Dest inat ion Hos t —

Identify the particular Host at an IMP site. Host numbers

252—255 are reserved for use by the IMP’ s “fake ” Hosts (see

Sect ion 5).

Bi ts 49 — 64 Dest inat ion IMP —

• 
- Identify ’ the IMP site

5/78 3—22 
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Bits 65 — 76 Message—id —
Host— specified identification supplied in all type 0 and 8

messages. Also used in type 2 (Host—Going—Down ) message.

Bits 77 — 80 Sub—type — -

Used by messa ge ty pes 0 , 2, 4, and 8.

Bi ts 8 1 — 96 Messa ge Leng t h —
This field is used for type 0 messages only and spec ifies

the length (i n b its) of the messa ge , exclus ive of leader ,

leader padding and hardware padding . The only use that the

IMP makes of this field is the Get Ready (Sub—type 2)

message where it is used to determine if the message is

sin gle or multi—packet. If a zero length is given in a Get

Read y mes sage , a multi—packet length is assumed.

The follow ing table shows which non— constant fields are used

by each valid message type .

3—23 5/78
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Messa ge Type

Fields 0 1 2 4 8

Trac e x

Leader Flags x

Message Type x x x x x

Handling Type x x

Destination Host x x

Dest inat ion IMP x x

Message—id x x x

Sub—type x x x x

Messa ge Length x

5/78 3— 24
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3.4 IMP—to—Host Leader Format

1 4 5 8 9 16 17 20 21 22 24 25 32

NEW
FORMAT // SOURCE 

/ 

/ // R LEADER MESSAGE

I I I  /~~~~7/~~~~~ø~~~~~,( /1~~~~~

”

~ I I  I 

~T~ PE

,

33 40 4 1 48 49 64

HANDLING SOURCE SOURCE
TYPE HOST IMP

i l l_ I l  i i  1 1 1 1 1 1 1  1 1 1 1 1 1 1  L I I  I I ( I I

65 76 77 80 81 96

M ESSA GE- ID SUB-TYP E MESSAGE LENGTH

I I  I J 1  1 1 1 1 1 1  I I I  1 1 1 1 1  .1 ( I I  i l l !  I
- I 

_ _ __ _ _

TYPE 0
MESSAGES ONLY

f igure 3—2 IMP—to—Host Leader Format

Bits 1 — LI Unassigned —

Set to zero.

Bi t s  5 — 8 New Fo rma t Flag -

Set to 15.

Bits 9 — 16 Source Network —

Currently set to zero.

Bits 17 — 20 Unassigned —

Set to zero.
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Bit 21 Trace —

If equal to one , source des ignated that messa ge be trace d

(see Section 5.5). Used in type 0 messages only.

Bi ts 22 — 24 Lead er Flags —

Bits 23 and 24 are currently unassigned and are set to zero.

Bit 22 may be assigned a meaning by the destination Host , in

wh ich case it is use d by the source Host to signal some

spec ial mean ing , e.g. octal printing for the Teletypt~ Fa ke

Host. Used in type 0 messages only.

Bits 25 — 32 Message type —
0. Regular Message — All Host—to—Host communication occurs

v i a regular messa ges. The sub ty pe f ield i s the same as

sent in the Host—to— IMP message; in particular a

sub—type of 3 indicates an uncontrolled message (see

Sect ion 3.6).

1 . Error in Lea d er — the IMP detecte d an error in a

previous Host—to— IMP message and had to assume that the

leader was garbled .

Sub—types:

0. IMP’ s Error flip— flop set during the first 96

bits of a message (see Section 3.2).

1. IMP received a message of less than 80 bits (32

If old format).

2. IMP received a message of an Illegal Type .
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3. IMP received a message of the opposite leader

style than it was expecting.

2. IMP Going Down — The IMP will transmit this message to

its Host before it volunt arily goes down . The Host

shoul d forward the information in the message to its

users f rom t he netwo rk (and to its own use rs of the

network).

Bits 65—80 of the message are coded as follows:

Bits 65—66: Why;

0. “last warning ” or “panic restart” : The IMP i s

going down in 30 seconds.

1. Scheduled hardware PM

2. Scheduled software reload

3. Emergency restart

Bits 67—70: How Soon; in 5 minute increments (zero

implies immediately)

Bits 71—80 : For How Long ; in 5 minute increments (zero

implies immediately)

3. Unused.

4. NOR — The Host should discard this message. It is used

during initiali zation of IMP/Host communication. The

Host an d IMP fields will contain the local Host and IMP

identification numbers , and the sub—type field will be

zero. All other fields are unused .
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5. RFNM — “Read y for Next Message” . The named regular

message was successfully delivered to the destination

IMP , and the destination Host accepted it. In addition ,

if the named message is longer than one packet (about

1103 bits including leader) space may be reserved at the

destination IMP for another transmission , but the space

reservation will remain valid for only a short time (see

Sect ion 3.1). The subtype field will be 0 if the

original message was non—refusable , and 1 i f it was

ref usable.

6. Dead -ost Status — Bits 65—76 (the message—id field)

have the same meanings as bits 65—76 in the Host—to—IMP

type 2 (Host—Going—Down ) message described in Section

3.3. Bits 77—80 (the sub—type field) have the following

mean ings:

Value Mean ing

0 Currently Unused

1 The destination Host is not communicat ing

with the network —— it took its ready— line

down without saying why.

2 The dest inat ion Host is not commun ic ating

with the network — — the Host was tardy in

taking traffic from the network wIthout

saying why.

/
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3 The destinaticn Host does not exist to the

knowl edge of the NCC.

U The IMP software is preventing communication

uith this Host; this usually indicates IMP

software re— initialization at the

destination.

5 The dest inat ion Host is down fo r sche duled

P.M.

6 The destination Host is down for scheduled

hardware work.

7 The d es tinat ion Host is down fo r sche duled

software work.

8 The destination Host is down for emergenc y

restart.

9 The destination Host is down because of power

outage.

10 The destination Host is stopped at a software

breakpoint.

11 The dest inat ion Host is d own because of a

hardware failure.

12 The destination Host is not scheduled to be

up.

13-14 Currently Unused .

15 The destination Host is In the process of

coming up.

3—29 5/78

- - 5 —- --5 -~-.—5- --5-.--—--



- - 5 - ---— - —-5

Report No. 1822 Bolt Beranek and Newman Inc.

When the value of the sub—type field is 1 , 2, 3, 4- , or

15, the message—id field will have the “unknown ”

indication. -

Bit 33 in this messa ge w ill alw ay s be set to ze ro and

Hosts rece iv ing this messa ge shoul d di scar d (w ithout

repo rt in g an er ror ) ty pe 6 messa ges wi th bi t 33 set to

1. This will allow the later addition of similar status

information on dead destination IMPs.

The Dea d Host status mess ag e w ill be retu rned to the

sou rce Host sho rtl y (imme di atel y, if possible) after

each Des tinat ion Host Dea d (ty pe 7,  subtype 1) message.

The destination Host Dead message applies to a specific

name d messa ge , although the information contained in the

Destination Host Dead message should probably be

reported to all users connected to the dead Host. The

Dead Host Status message does not apply to a specific

named message and all users connected to t~ e dea d Host

should be notified of the information contained in the

Dead Host Status message.

7. Destination Host or IMP Dead (or unknown ) — This

messa ge i s sent  in res ponse to a messa ge fo r a

destination which the IMP cannot reach. The message to

the “dead” destination is discarded .
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Sub—types:

0. The destination IMP cannot be reached .

1. The destination Host is not up.

2. Communication with the destination Host is not

possible because it does not have the expanded

(new) leader capabili ty (see Appendix A).

3. Commun icat ion wi th the d es ti na tion Host is
- administratively prohibited .

‘4— 15. Currently unused .

8. Error in Data — The IMP’ s Error flip— flop was set after

transmission ~f the leader of a messa ge but before the

end of the message .

9. In complete Transmission — The transmission of the named

message was incomplete for some reason. An incomplete

transmission message is similar to a RFNM , but is a

failure ind icati rn rather than a success indication.

Sub—types:

0. Destination Host did not accept the rnessaze

quickly enough.

1. Message was too long (in excess of maximum

num ber of packets specified for connection)

2. The Host took more than 15 sec. to transmit the

m essage to the IMP. This time is measured from

t he last bi t of the leade r through the last bi t

of the message.

f 
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3. Message lost in the network due to IMP or

circuit failures.

4-. The IMP coul d not accept the entire message

within 15 sec. because of unavailable resources

(see Section 3.1).

5. Source IMP I/O failure during receipt of’ this

message.

6— 15. Currently unused .

10. Interface Reset — The IMP’ s rea dy line has been dropped

and pending output to the Host has been discarded (see

Section 3.2). This probably indicates that the Host did

not accept data from the IMP fast enough. Since

dropping the ready line also sets the IMP’ s error

fl ip— flop , the next messa ge from the ~ost will be

disc arded and answered with a type 1 (sub—type 0)

message. The sub—type field is unused .

11. Refused, Try Again ’ — A type 0 , subtype 1 or 2 message

was received from the Host but a certain “non—ma rkable”

resource nee ded fo r sendi ng the messa ge was not

ava ilable. The message was discarded , and the Host

shoul d t ry to send it aga in when best ab le to do so.

Sub—type :

‘The non— blocking Host interface (see Section 3.7) is not yet
impl emented .
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0. IMP buffe r was not available.

1. Transmit block for connection was not available.

2— 15. Currently unused .

12. Refused , W ill Not i fy’ — A type 0, subtype 1 or 2 messag e

was rece ive d fr om the Hos t but a ce rta in “markable ”

resource nee ded for sendi ng the messa ge was no t

available. The message was discarded , and the Host w ill

b e notif ied v ia a - type 14- (Ready) message when the

resource becomes available.

Sub—types:

0— 1 . Currently unused .

2. Connection not available .

3. R eassembly space (for multi—packet message only)

not available at destination. 
-

4. Message number not available.

5. Transaction block for message not available.

6— 15. Currently unused .

13. Refused , Still Trying — A type 12 response is

indicated , but a type ill message has already been queued

for some previous type 12 response. The message was

discarded and no other response will be given. The

subtype field is unused .

‘The non— bló~i~Tng Host interface (see Section 3.7) is not yet
implemented.
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114 . Ready’ — The needed resource has become available for

some previous type 0, ~ubtype 1 or 2 message. The

actual messa ge is “named” by the message—id field.

15—255 . Unassigned. Messages of other than type 0 are sent to

the Host prior to messages of type 0.

Bits 33 — 40 Handling Ty pe —
The value ass igne d by the source Host , this field is used

only in message types 0, 5-.9 , and 1 1 — 1 4 .

Bi ts 141 — 48 Sou rce Host —
See Source IMP , below .

Bits 49 — 614 Source IMP —
For type 0 messages , these f ield s ident i fy the part icula r

Host and IMP site that originated the message. For type 14

messa ges , these f ield s ident if y the local Host and IMP , and

for message types 5—9 arid 11_ 1 1 4 , these fields identify the

part icular Host and IMP s ite to wh ich a type 0 messa ge was

sent or will be sent. The fields are unused in all other

message types.

‘The non—blocking Host interface (see Section 3.7) is not yet
implemented.
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Bits 65 — 76 Message—id —
For messa ge ty pes 0, 5, 7—9 , and 11_ 12 4 , t hi s is the v a l u e

assigned by the source Host to “name ” the message. The

f ield is also used by messa ge t ypes 2 an d 6 , and unused by

all other message types.

Bits 77 — 80 Sub—type —
This field is used by message type s 0—2 , 14—7 , 9, and 1 1— 12.

Bits 8 1 — 96 Messa ge Leng th —
This field is contained in type 0 messages only, and is the

actual length in bits of the message (exclusive of leader ,

leader padding , and hardwa re padding) as computed by the

destination IMP using the end of message padding

conventions. It should be noted that the IMP will not

verify the length of the message if it is specified by the

Host.

The following table shows which non— constant fields are used

by eac h valid message type .
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Message Ty pe

Fields 0 1 2 ‘4 5 6 7 8 9 10 11 12 13 14-

Trace x

Lea d er Flag s X

Message Type x x x x x x x x x x x x x x

Handli ng Typ e x x x x x x x x x x

Sour ce Host x x x x x x x x x x x

Message— id x x x x x x x x x x x

Sub— type x x x x x x x x x x x

Messa ge Length x

3 .5 Wo rd Lengt h Mi smatc h an d Messa ge Bo und ar ies

There are two related aspects of word length mismatch:

first , the obvious need for message formatting in order for Host

computers having different word lengths to communicate; and ,

secon d , the need for locating the end of a message , s ince

mismatched word lengths may lead to messages that end in the

m iddle of words. The IMP design guarantees that between Hosts of

identical word length , the natural word boundaries are preserved.

Gene rally , however , reformatting is left to the Hosts. The

problem of recognizing the end of a message at the receiving Host

is solve d in the follow ing manne r . As a message passe s from the

transm itting Host to its IMP , the standard Host/1MP interface

appends a one to the bit string when it rec?ives the
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end—of—message signal . This bit may fall in any position of an

IMP word . The hardware then fills any remaining bits of this IMP

- - 
- word with trailing zeros. This process is called IMP padding .

The transmitting Host may also specif y the message length (in

-
. bits) , which need not be the same as the physical length of the

-~me ss age.

- 

As the message is serially shifted to the receiving Host ,

the last bit from the IMP will generally fall somewhere in the

middle of the receiving Host’ s word . The remaining bits in this

wo rd are to be filled in with additional trailing zeroes from the

Hos t’ s special interface hardware. (Note that a one is purposely

omitted here.) Thus , the message appears in the receiving Host

with a one immediately following the last data bit in the mess~~ 9

and a string of zero or more trailing zeroes , that terminates at

a Host word boundary, following the one. The last Host word in

the received bit stream does not necessaril y contain the last

data bit in the message ; it ~ay contain nothing but padding.

The maximum message that is shipped across the interface

from the IMP to thi~ destination Host contains 8160 bits (i.e., it

includes the source IMP’ s padding). The destination Host’ s

special interface unit will generall y add padding of its own to

round out the total number of bits going into the Host’ s memo ry

to a multiple of the destination Host’ s word length. The

destination Host should , th e r e f o r e , be prepared to accept
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messages of at least 8160 bits. Not counting the destination

Host’ s padding , messa ges of grea te r than  8 1 60 bi ts in len gt h

should be discarded by the receiving Host.

It should be noted that Hosts may specify leader padding

(see Sect ion 3.3, NOR message). This padding is some integral

number of 16—bit words which are transmitted and received

immediately following the 96—bit leader of type 0 messages. This

facility is designed to assist the Host in aligning some portion

of the transmitted or received data with its own word boundaries.

In particular , the Host ma y wish to make the sum of leader ,

leader padding , and other elements of Host—to—H ost Leader equa l

to an integral number of Host words. This leader padding is not

coun ted in the message length and exists only across the Host/IMP

interface (i.e., not in the network).

3.6 Uncont rolled Packets

For certain limited experiments which are being carried on

us in g the ne two rk , i t ma y b e des ira b le for spec i f ied Hosts to be

ab le to commun icate w i thout us ing the normal ord eri ng and

error—control mechanisms in the IMP . Commun icat ion of this ty pe

is possible using the Host—to— IMP and IMP—to—Host messag e type 0,

sub—type 3. The rules governing IMP handling of these messages

are:
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1. Messages of type 0, subtype 3 are limited to the

Host—to— IMP leader (96 bits) and not more than 991

additional data bits. Messages which exceed this length

will be discarded without error notification.

2. At the destination IMP , these messages are put on the

out put queue fo r the dest ina tion Host in the ord er in

which they are received; the messages are likely to be

delivered in a different order from the order in which

the y we re sent.  Duplicate copi es of some mess ages ma y

be delivered .

3.  There is no source—to—destination control of these

messages. Lost messages will not be retransmitted . No

RFNM , Incomplete Transmission , Dest inat ion Dea d , etc.,

will be returned to the source.

il- . The same bit— level error control applied to Regular

messages will be applied to these messages passing

between IMPs; i.e., type 0 subtype 3 messages are

delivered with a very low probability of bit error .

5. If at any time there are insufficient resources in the

n e t w ork to han d le one of these messa ges , it will be

immed iately discarded .
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6. Use of these messages between two Hosts will not affect

use of regular messages between these Hosts. Regular

messages and subtype 3 messages may be intermixed over

the Host/IMP interface.

7. Uncont rolled use of these messages will degrade the

performance of the network for all users. Therefore ,

abilit y to use these messa ges will be regulated by the

Network Control Center and will require prior 
—

arrangement for each ex periment.
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3.7 Non—Blocking Host Interface’

As mentioned in Section 3.1 , i t is sometimes necessa ry for

the source IMP to block the transmission of a message from the

source Host. When this blocking occurs , all messa ges from t hat

Host are held back , even though some of them might well be

transmitted unimpeded if allowed into the IMP. Such might be the

case , for example , if Host A i s sen di ng to Hosts B , C , and D , and

the conne ct ion to Hos t B has e ig h t messa ges in t rans it , the f ir st

(oldest) of which has becom e lost in the net. If a ninth message

is sent to B , the interface will be blocked for the duration of

the “incomplete ” timeout (30—45 seconds) , waiting for a message

slot to become available on that connection . During this time ,

however , it would have been possible for A to send messages to C

and D , had the interface not, been blocked .

The non—blocking Host interface is a software mechanism

which provides the source Host with the capability of keeping the

interface unblocked for the vast majority of situations under

which it might otherwi se have become blocked . There will still

be a few circumstances , associated with bandwidth and storage

limitations of the source IMP , und er wh ich the inte r face ma y b e

blocked regardless of the mechanism used by the Host.

‘This section is a preliminary specification and is still subject
to modification. The extensions required to the Host/IMP
protocol have not yet been implemented .
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The non—blockin g mechanism works by allowing the Host to

fl ag some or al l  of i t s  t y pe 0 messa ges as “refusa b le ” , thus

allowing the IMP to disc ard them if’ they would otherwise block

the interface. In such a case , not only is t,he Host notified
/

t h a t  the messa ge was di sc ar ded , but it is also, given guidance as

to when the message should be retransmitted . In most cases , the

particul ar resource that was missing is “niarka ble ” , and the Host

can be notified when the resource becomes available. In some

cases , the resource is not “marka b le” , and the Host must simply

retransmit in accordance with its own requirements. The specific

• protocol for this mechanism is now described .

Host—to— IMP type 0 messages have four subtypes:

Non— refusable , Refusable , Get Read y, and Uncontrolled. The

uncontrolled subtype , described in Section 3.6 , is n e v e r  re fuse d ,

and because It does not require most of t’ie resources of

“controlled” messa ges , is seldom blocked . The Non— refusable

subtype Is the standard mode of operation , wh ich can cause

interface blocking under the various circumstances described in

Section 3.1. The Refusable subtype is treated identically to the

Non—refusable subtype if blocking is not necessary. Under most

circumstan ces where blocking would have been necessary, however ,

this message subtype is discarded , and one of three types of

IMP—to—Host messages sent back to the Host. A Refused, Try Again

(type 11 ) message indicates a “non—marka ble” resource was
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required , and the Host shoul d merely ret ransm i t at its

convenience. A Refused , Will Notify (type 12) message indicates

a “mar kab le” resource was required . The Host should wait for a

fourth IMP—to—Host message type , Rea dy (type 114 ), before

retransmitting. The IMP will send the Read y when the resource

becomes available. A Refused , Still Trying (type 13) message

indicates that the IMP has already given a Refused, Will Notify

on that conne ct ion , but has no t yet sen t the Rea d y (it will only

queue one such response at a time for any connection) . There is

no additional response after the Refused, Still Trying, and the

Host should queue the message to be retransmitted after the one

for which the Read y is expected .

The Get Read y subtype of the type 0 Host—to— IMP message is

not a real messa ge in the sens e that it conta ins only t he lea de r

of an intended (future) message. It is provided so that the Host

can dete rmine whet her or not a me ssa ge coul d get through w i thout

blocking, without actually sending the data in the message

through the inter face. The possible responses to this subtype

are identical to those of the Refusable subtype , except that in

the normal case , w hen the Refusa b le message wou ld have been

transmitted to the destination without any interface blocking

followe d even tually by a RFNM , the IMP ’ s res ponse to t he Get

Ready is to send a Read y back to the Host.
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Finally , i t shoul d be note d that a Read y does not guarantee
t hat a ret ransmiss ion w ill not be b locked , s ince no resou rces ar e
actually reserved for some particul ar message—id, and in fact

many are shared by all connections. The best strategy for the

Host willing to use the non—blocking feature is to make all

messages Refusable, even when respond ing to a Ready .
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‘4. HARDWARE REQUIREMENTS AND DESCRIPTION

A local  Hos t  is connec ted  to the IMP through a Host cab le

(p r ovided  wi th the  I M P ) , w h i c h  j o i n s  a s t a n d a r d  H o s t / I M P

interface unit in the IMP to a special Host/IMP interface unit in

the Host. A distant Host is connected to an augmented standard

Host/IMP interface through a cable provided by the Host. The

s t r u c t u r e  of the  s t a n d a r d  H o s t / I M P  i n t e r f a c e , the  I M P / H o s t

handshaking procedure , the end—of—message indication , the Master

Read y lines , and the signals on the Host cable are all described

in detail below . A very distant Host is connected via

communications circuits to a modem interface unit as described

in Appendix F.

The special interface should be designed by the Host

per sonne l  to o p e r a te  in c o n j u n c t i o n  w i t h  the  s t a n d a r d  H o s t / I M P

interface or the augmented interface as the case may be. We have

not , however , attempted to spec i fy the special Host/IMP interface

in any detail. We recommend that the special interface be

modeled after the standard interface , and , in the remaind c’- of

this section , we assume that it w i l l  be .  I t  shou ld  be no ted  t h a t

the special interface must be operated in a full duplex mode.’ A

simplified schematic drawing of a special Host/IMP i n t e r f a c e  is

‘Those few Hosts which originally implemented half duplex
interfaces have had inordinate difficulties of various kinds.
See , for example , Sec tion 3 .1.
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includ ed in Ap pendix B to assist Host personnel in the design of

the spec ial interface.  The dis tant Host mo di ficat ion to the

standard interface affects only the cable and the method of cable

driving ; it does not change the basic operation of the interface .

‘4.1 Structure of the Standard Host/IMP Interface

The standard Host/IMP interface is a full duplex bit— serial

u n i t  t h a t  is logically divided into a Host—to—IMP section and an

I M P — t o — H o s t  s e c t i o n .  Each  section contains a 16—bit shift

reg i s t e r  ( a n d  con t ro l  log ic) , one of w h i c h  is for  s h i f t i n g  b i t s

to the  Host and the other for receiving bits from the Host. A

simplified picture of the Host/IMP interface is shown in F i g u r e

14— 1

The technique of transferring information between the Host

and the  I M P  is nearly identical in each direction ; we will ,

t her e fo re , r e f e r  to the sender  and the r e c e i v e r  w i t h o u t

specifying the Host or IMP explicitly. ’

In gene ra l , word s are  t a k e n  one by  one fr om the sender ’ s

m e m o r y ;  and t r a n s f e r r e d  bit serially across the i n t e r f a c e  to the

r e c e i v er , w h e r e  t h e y  a re  r eas sembled  into wo rd s of the

g~~~~r o , . -j a t e  (i .e., r e c e i v er ’ s) l e n g t h  and s tored in to  the

, ‘.po- ~~~~~~~ 
- 

~es a highly symmetrical interface ,
.-

~~ 
s.. .~~~~. ‘ s ~~ -~~~ 1 -~~~ to the I M P  s i de  and some to the

Ij pc  ~~~s i — - -  o~ these  a s y m m e tr i e s  ( padd ing ,
a. A~~ 

- 
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rece iver ’s memory .  The t r a n s m i s s i o n  thus  consists  of a b i t

s t ream c o n t a i n i n g  no special i nd i ca t Ions  of word boundar ies  but

delayed occasionally while the sender fetches , or the rece ive r

stores , a word . The h i g h — o r d e r  b i t  of each word is t r ansmi t t ed

f i r s t .

Bit transfer is asynchronous , t he transmission of each bit

being contro l led  by a Read y — F o r — N e x t — B i t, There ’ s— Y o u r — B i t

handshaking procedure. Each bit is transferred only when both

sender and rece iver  i n d i c a t e  p repa redness .  -This pe rmi t s  e i the r

the sender  or the r ece ive r  to hold up the transmission between

a n y  two b i t s  in order  to take as muc h t ime as necessary  to get a

new wor d from memo ry, to tuck an assembled word into memory, or

to act iv ate an i n t e r r u p t  r o u t i n e  t ha t  sets up new i n p u t  or ou tpu t

buffers. Neither the sender nor the receiver should expect

transm ission to take place at a pr e—determined bit rate and each

must be able to accept arbitrary delays introduced by the other

at an y poin t  in the bit stream .

The design of an asynchronous interface was selected for two

reasons: first , because of the inherently asynchronous nature of

the process by which word s of one length are fetched from one

mach ine and reformed into words of another length and stored in

another machine ; and , secon d ly, because such a design allows a

var iety of special Host/IMP interfaces to be designed Independent

of stringent timing specifications that may be difficult or

impossible for certain Hosts to meet .
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14.2 IMP/Host Han dshaking

Figure 14—2 shows a much simp lified v e r s i o n  of the con t ro l

logic for the bit—b y—bit handshaking procedure. When PG #1

(Pulse Generator) fires , it turns off the Bit Available flip— flop

and a new data bit is shifted into position by the sender . The

Bit Available fl ip— flop is then turned back on , and , if (or when)

the receiver is read y to receive a bit , a There ’s—You r— Bit signal

is sent to him. This triggers PG / /2 ’  which shifts in the new bit

and shuts off the Read y—Fo r—N ext— Bit flip— flop . When this

indicator goes off , the sender knows that the bit has been take n

by the receiver. PG //1 then fires and shuts off the Bit

Available flip— flop in preparation for getting the next bit ready

for tr ansmission. After the receiver has taken in the bit and is

read y to accept a new one , it turns the Ready— For—Next—Bit

flip— flop back on. The cycle then repeats.

Each time the sender is notified that a bit has been

accepted (by the off transition of Ready—F or—N ext—Bit ) , a wor d

length coun ter is checked to see whe ther a new word must b e

fetched from memory. Similarly when a bit is accepted at the

receiver , it ma y b e ne cessar y to tuck an assem b led wo rd into the

memory before registering readiness to receive anther bit. In

addi t ion to these ob v ious requirements , the simplified picture

1The on (~ ) transition of There ’s—You r— Bit triggers PG #2. The
off (VT transition of Read y— For—Next — Bit triggers PG #1
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conta ins cr it ical race prob lem s’, which have been carefuliy

resolved in the IMP ’s interface and must be similarly resolved in

the Host’ s special interface.

The receiver may choose either of’ two methods of

handshaking , a two—wa y or a four—way handshake . In the four—way

hand shake , the receiver awaits the dropping of’ There ’s—You r— Bit

before raising Ready— For—N ext— Bit. A ful l cycle of the four—way

handshake works as follows : The sender readies the next data bit

and the The re ’s—You r— Bit signal is sent to the receiver (1st

cable transit). The receiver take s in the bit and notifies the

sender by dropping Read y— For—Next— Bit (2nd cable transit) . The

sender respond s by dropping the There ’ s—Your—Bit signal (3rd

cable transit) and after the receiver has noted this , the

Read y— For—Next— Bit signal can be turned back on (14th cable

t r a n s it), registering preparedness for a new bit.

The two—way handshake works as follows: The sender readies

the next data bit and the There ’ s—Y our— B it signal is sent to the

receiver (1st cable transit). The receiver takes in the bit and

notifies the sender by dropping Read y— For—Next— Bit (2nd cable

transit) . Instead of waiting for this signal to propagate to the

sender and the resultant dropping of There ’s—Y our—B it to return ,

the receiver holds Read y— For—Next— Bit off for a brief period and

then turns it back on.

1For example , the race in shutting off the Read y— For—Next— Bit
flip— flop.

14—7 5/78
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Th is met hod has two dangers t hat must be cons idered , both

arising from the situation where Ready— For—Next—Bit is off for

too short a time.

1. If Ready— For—Next— Bit is off for too short a period , the

sender may never note that it went off’ and he will’

continue to wait for the bit to be taken . The IMP

itself requires that the signal be off at the IMP end of

the cable for at least 50 nanoseconds for local Hosts

and for at least 1 usec for distant Hosts.’

2. If the receiver turns Ready— For—Next— Bit back on before

the —lhere’ s—You r— Bit signal has been observed to go off

at the receiver ’s end of the cable , then the receiver

may mistakenly believe the new bit is ready to be taken

in. This problem is avoided if the receiver maintains a

The re’s—You r— Next — Bit flip— flop which is turned off when

Read y— For—Next — Bit is turned off and 13 turned on only

by the leading edge (on transition) of~- the

The re ’s— Your—B it signal from the sender .

‘The 316 and 516 IMPs , i n f a c t , always use the two—way procedure.
They do not wait for the There ’ s—Your—Host—Bit signal to go off
but instead guarantee to hold the Read y— For—N ext—Host—Bi t signal
off for at least 1 usec. The Plur ibus IMP uses the four—way
han dshake .

5/78
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For local Hosts , whe re the cab le del ay s are not s ig ni f icant ,

either handshake procedure may be used . For distant Hosts , where

cable delays may be significant , the two—wa y handshake procedure

is recommended , in order to avoid placing an unnecessary

restriction on the maximum bit rate .

The IMP i n t r o d u c e s  some d e l i b e r a t e  d e l a y s  i n t o  t h i s  con t ro l

loop, both as a sender and as a receiver . Specificall y, as a

sender , the I M P  i n t r o d uces a p p r o x i m a t e l y 10 usec of delay’

be tween  the  t i m e  t h a t  the  Host indicates that it has  t a k e n  one

b i t  and the time that the next bit is made available . As a

receiver , the IMP s h i f t s  in the  d a t a  b i t  and t u r n s  o f f  the

R e a d y — F o r — N e x t — B i t  s ig n a l  s h o r t l y  a f t e r  the The re ’ s — Y o u r — B i t

s i g n a l  comes o n .  H o w e v e r , Read y — F o r — N e x t — B i t  w i l l  not be t u r n e d

on a g a i n  u n t i l  a b o u t  10 u sec~ a f t e r  T h e r e ’ s — Y o u r — B i t  comes o n .

By i n t r o d u c i n g  these d e l i b e r a t e  d e l a y s , the  IMP s lows  d own the

• rate of information flow on the Host  c h a n n e l s , t h e r e b y

c o n t r o l l i n g  the m a x i m u m  a m o u n t  o~’ I M P  m e m o r y  b a n d w i d t h  t h a t  the

channels can consume. This control is essential to avoid

u s u r p i n g  b a n d w i d t h  r e q u i r e d  f o r  the s t o r e — a n d — f o r w a r d  f u n c t i o n i n g

of’ the I M P .

~~~~~~~~~ iTmum t i m e s  a s s u m i n g  no IMP memory reference is
r e q u i r e d . W h e r e  a m e m o r y  f e t c h  or s to re  is r e q u i r e d , t h e  t i m e s
w i l l  be i n c r e a s e d  by a t  l - ~ast  ~4 usec.

—-~~~~~
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Because of the loo p nature of the hand shake proce d ure , the

Host can also introd uce delays. However , know ing that the IMP

will limit the data rate , the Host shoul d, in general , not

introduce further deliberate delays of its own. The delays we

have ment ioned are adjustable and can be tuned so that the

i n t e r face  ope ra t e s  at  m u c h  h i g h e r  speeds .  At the t ime of

i n s t a l l a t i o n  of a n e w  IMP , the standard interface will be set to

r u n  the  Host  c h a n n e l s  at  a l O — u s e c — p e r — b i t  maximum rate. Once

the  IMP is  c o n n e c t e d  to the Hos t , bo th  the i n p u t  and the output

c h a n n e l s  w i l l  n o r m a l l y  be tuned  to ope ra t e  at a m a x i m u m  r a t e  of

100 k i l .o b i ts/ second , t h e r e b y  l u m p i n g  t oge the r  the d e l a y s  in the

I M P  i n t e r f a c e  and the Host  spec ia l  i n t e r f a c e . ’

4 . 3  E n d — o f — M e s s a g e  I n d i c a t i o n

A Hos t  i n d i c a t e s  t h e  end of i t s  messa ge to the  IMP by

p r e s e n t i n g  a L a s t — H o s t — B i t  s i g n a l  to t h e  IMP d u r i n g  t r a n s m i s s i o n

of the  l a s t  d a t a  b i t .  T h i s  s i g n a l  w i l l  g e n e r a l l y  occur  somewhere

in  the  m i d d l e  of an IMP word , i . e . ,  w i t h  the  i n p u t  s h i f t  register

in  the  s t a n d a r d  i n t e r f a c e  o n l y  p a r t i a l l y  loaded . A d d i t i o n a l

‘Since the  I M P  as a r e c e i v e r  ho lds  the  R e a d y — F o r — N e x t — B i t  s ig n a l
o f f  fo r  10 usec , t h e r e  does not appear  to be any  rea l  nee d fo r
the Host  to h a v e  a B i t — A v a i l a b l e  f l i p — f l o p  go on and o f f  on a
p e r — b i t  b a s i s .  The Th ere ’s— Your—Bit line will go off when
Read y — F o r — N e x t — B i t  goes o f f .  However , the  10 usec d e l a y  is
sub jec t  to s h r i n k a g e ;  therefore , t he Hos t shoul d not rely on
t h i s  d e l a y  to pr ovide time for the next bit to arrive —— even if
getting the bit amounts only to moving a shift register over one
pl ace.
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padding bits will then be shifted into the register , n a m e l y  a

single one followed by enough zeroes (perhaps none) to fill up

the register. These additional b i t s  are  appended  at  the end of a

Host message by the hardware in the input section of’ the

standard interface. If the last data bit happens to just fill

the shift register , an additional IMP word consisting of a single

one followed by fifteen zeroes will be appended  to the m e s s a g e .

A l t e r n a t i v e l y ,  i f  the  s ing le  one happens to just fill the shift

register , the IMP p a d d i n g  w i l l  c o n t a i n  o n l y  t h i s  s i n g l e  o n e .  At

the destination , the IMP will indicate the end of the message to

i t s  Host  b y p r e s e n t i n g  a Last—IMP—Bit signal to the Host together

wi th the  l a s t  b i t  of the  IMP p a d d i n g . In g e n e r a l , t h i s  s i g n a l

w i l l  occur somewhere  in the middle of a Host word , i.e., with the

i n p u t  s h i f t  r e g i s t e r  in the special interface only par tially

loaded . The Host  m u s t  s h i f t  e n o u g h  a d d i t i o n a l  zeroes  ( p e r h a p s

n o n e )  i n t o  t h i s  r e g i s t e r  to f i l l  up the  r e g i s t e r .

4.14 M a s t e r  Read y L i n e s

Whenever the IMP is ready, it holds closed a relay contact

that connects two wires (the IMP Master R e a d y  and the  ~~~~~~~~~~
Test  l i n e s)  in the  Host  c a b l e .  F i g u r e  4 — 3 i l l u s t r a t e s  how the

Hos t  can  employ this contact closure to ground a clamped logic
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line whose polarity indicates readiness of the IMP ’ . Note  t hat ,

if the ca b le is remove d at either end , the IMP appea rs to the

Host not to be rea d y. The relay contacts are a Normally —Open

pair and thus , if the IMP ’s powe r goes off , the line indicates

“not rea d y” .

The relay closure is also controlled by the IMP program . If

the IMP detects a serious program failure , it initiates an

automat ic recovery procedure. This same procedure is also

initiated by the Network Control Center under certain conditions.

Execution of the recovery procedure causes the relay to open;

successful recovery will eventually cause the relay to close

again.

Similarly, ea ch Hos t must pr ov id e fo r i ts IMP a set o f

conta cts , which open when Host power goes off or whenever the

Host does not wish to communicate with the rest of the network

for an extended period .” The IMP will use this contact , in the

specific manner suggested above , to pass a signal ground around

to itsel f fo r test ing Host rea di ness.

The s pec ial Host inter face shoul d gate all incom ing s ig nals

with the signal (or i ts inve rse) on the IMP Maste r Rea dy line in

order to avoid responding to meaningless transition s. Since the

~~~~ choice of ground as the interrogation level is obviously
arbitrary, an d the Host may use any reasonable arrangement.
~~~~~ Section 3.2 for a more complete discussion of the
alternatives available to the Host f~ r voluntarily stm ~ plng
c o m m u n i c a t i o n  ~~i t~ the rest of t h e  n e t w - ~r k .

c ~‘e

IL _ _ _ _
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Maste r Rea d y signal passes through a relay , it will , in general ,

sho w contact bounce. When the IMP becomes ready (i.e. , closes

its relay) , it executes a programmed delay before the

There ’s— Your— IMP— Bit line becomes true. This delay covers the

con tac t  bounce  period and thus  the Host need not w o r r y  abou t

bounce on the gated versions of this signal . (The IMP also

e x e c u t e s  a programmed delay before beginning a new input

operation. Since there may however be errors in the current

transmission to the IMP , the Host should always send at least one

NOP message  a f t e r  see ing  the IMP in  a n o t — R e a d y  s t a t e .)

The Hos t  shou ld  p r o v i d e  s i m i l a r  p r o t e c t i o n  by not p e r m i t t i n g

the There ’ s — Y o u r — H o s t — B i t  s ig n a l  to become t r u e  u n t i l  a f t e r  i t s

r e l a y  c o nt a c t s  h a v e  s o l i d l y  f i n i s h e d  c l o s i n g .

1 4 . 5  Host C a b l e  C o n n e c t i o n s

F o l l o w i n g  is a s u m m a r y  of the  s i g n a l s  on the Host c ab le:

1. IMP _ M a s t e~~j~ead y — The r~~t u r n  fo r  the  IMP Read y Test

si gna l  t h r o u g h  the I M P ’ s ~e i a y  c o n t a c t .

2 .  IMP R e a d y  Tes t  — The tes t  s i g n a l  sen t  to the IMP to

i n t e r r o g a t e  its ready status through the IMP’ s r e l a y

c o n t a c t s .  No m o r e  t h a n  100 m a .  shou ld  fl ow in t h i s

w i r e  and the  IMP Master Ready wire.

‘--/ 7-~
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3. Host Maste r Rea dy — The return for the Host—Ready—Test

signal throug h the Host’ s rela y contact.

14. Host  Read y Test — The g round  s igna l  sent to the  Host  to

i n t e r r o g a t e  i t s  r e a d y  s t a tu s  through the Host’ s relay

c o n t a c t s .  No more  t h a n  100 ma .  should  f low  in t h i s

w i r e  and the Host  Master Ready wire .

5. H o s t — t o — I M P  Da ta  L ines  — The d a t a  fr om the Host shoul d

be c h a n g e d  for  success ive  b i t s  o n l y  a f t e r  the I M P ’ s

Read , — F o r — N e x t — H o s t — B i t  s i gna l  goes o f f  i n d i c a t i n g  t h a t

the p r e v i o u s  b i t  has  been se lec ted .

6. There ’ s — Y o u r — H o s t — B i t  — T h i s  s igna l  should  be p r e s e n t e d

to the  IMP by the  Host  as soon as the Host  has a b i t

a v a i l a b l e  to t r a n s m i t  and the IMP is i n d i c a t i n g  t h a t  i t

is R e a d y  For N e x t  Host  B i t .  W h e n  the

R e a d y — F o r — N e x t — H o s t — B i t  s i g n a l  goes o f f , the

T h er e ’ s — Y o u r — H o s t — B i t  s ig n a l  s h ou l d  be r e m o v e d . T h i s

must be done in two ways , as shown in F i g u r e  14_2

f ir s t  by  t h e  A N D  ga te  be tween  the  B i t  A v a i l a b l e

fl i p— f l o p  and t he  R e a d y — F o r — N e x t — B i t  s i g n a l , and second

by i m m e d i a t e l y  t u r n i n g  o f f  the  Bi t  A v a i l a b l e  f l i p — f l o p

- ,
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itself.’

7. Ready— For—N ext—Host— Bit — This signal will be presented

to the Host whenever the IMP is waiting for a

transm iss ion by the Host. Each time that the Host gives

the IMP a bi t (v i a The re ’s—You r—Host—Bit) , the

Ready— For—N ext—Host— Bit will go off after the bit has

been taken in. It will go back on again within 10 usec

unless a memory access is required (once every 16 bits).

A much longer of f  period w ill result when an IMP memo ry

buffe r region fills , and an interrupt service routine

must operate before the IMP is ready for another bit.

8. L a s t — H o s t — B i t  — When the Host  t r a n s m it s  the  l as t  b i t  of

a messa ge , the Last—H ost—Bit signal should be sent to

the IMP in conjunction with the There ’s—Your—H ost— Bit

s i g n a l . S p e c i f i c a l l y ,  t he  L a s t — H o s t — B i t  s ignal  mus t

come on no l a t e r  t h a n  the There ’ s — Y o u r — H o s t — B i t  s i gna l

comes on , and  s h o u l d  r e m a i n  on at l eas t  u n t i l

R ead y— For—Next— Host— Bit goes off. The IMP will pad the

message  w i t h  a one fo l l o w ed by enough  zeroes (perha ps

none) to fill the current IMP word .

‘At first glance this seems like duplication. However , when the
next bi t becomes ava i lab le , the Bit Available flip— flop will be
turned back on and yet the There ’ s—Y our—Bit signal should not be
sent unless the Read y— For—Next— Bit signal is on. Thus , the nee d
for the AND gate. Shutting off Bit Available is required to
avoid  c o n f u s i n g  the r e c e i v e r  w i t h  an old b i t  when a new
R e a d y — F o r — N e x t — B i t  s i g n a l  comes on .

5/78 
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9 . IMP—to—Hos t  Da ta  L i n e  — The da ta  for  the Host w i l l  be

changed for successive b i ts  o n l y  a f t e r  the Host ’ s

Read y — F o r — N e x t — I M P — B i t s igna l  goes of f , i n d i c a t i n g  tha t

the previous bit has been accepted .

10. There ’  s — Y o u r — I M P — B i t  — Thi s  s ignal  wi l l  be presented to

the Host by the IMP as soon as the IMP has  a b i t

a v a i l a b l e  to t r a n s m i t  and the Host p resen t s  the

Read y — F o r — N e x t — I M P . B i t  s ignal . When the

R e a d y — F o r — N e x t — I M P — B i t  goes o f f , the

There ’ s — Y o u r — I M P — B i t  s igna l  w i l l  be removed . It w i l l

not be renewed u n t i l  a new Read y — F o r — N e x t — I M P — B i t  s igna l

a r r i v e s .

11. Read y — F o r — N e x t — I M P — B i t  — This  s igna l  shou ld  be p resen ted

to the IMP whenever the Host is ready to receive

information . Each time that the IMP gives the Host a

bit (via the There ’s—Your— IMP—B it line) , the

Ready— For—Next—IMP — Bit signal should go off after the

bit has been taken in. This notifies the IMP that the

bi t has been taken and that a new bit can be move d into

position and made available. Read y— For—N ext— IMP— Bit

shoul d be off for at least 50 nanoseconds (1 usec for

distant Hosts) as seen at the IMP before it goes back on

again. It may, of course , be of f  for as long as it takes

the Host to ready itself to receive the next bit.

5/78
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12. L a s t — I M P — B i t  — When the IMP t r a n s m i t s  the last  b i t  of

the source I M P ’  s p a d d i n g , the  L a s t — I M P — B i t s ignal  w i l l

be sent  to the Host in c o n j u n c t i o n  w i t h  the

There ’s—You r— IMP— Bit signal . Specifically, the

Last—IMP—Bit signal will come on no later than the

The re ’s—You r— IMP— Bit signal . Last—IMP—Bit will stay on

for  some a r b i t r a r y  shor t  t ime a f t e r  There ’ s — Y o u r — I M P — B i t

goes o f f .  The Hos t ’ s i n t e r f a c e  mus t  not i n t e r r o g a t e

t h i s  l i n e  a f t e r  the R e a d y — F o r — N e x t — I M P — B i t  s ignal  has

been t u r n e d  o f f .  The Hos t ’ s special  i n t e r f a c e  should

round  out the  l as t  memory  word w i t h  zeroes , as r e q u ir e d .

The a s y n c h r o n o u s  ( i . e . ,  s e q u e n t i a l)  n a t u r e  of the  i n t e r f a c e

causes  s t ress  to be l a i d  on the  order  in wh ich  o p e r a t i o n s  occur

r a t h e r  than  on t h e i r  t i m i n g . M i n i m u m  on or o f f  t i m e s  for  the

circuits in the IMP are 50 nanoseconds for a local Host and 1

usec for a distant Host. Thus , fo r ex ample , the Host’s

Rea dy— For— Next — IMP—Bit line must be visibly down at the IMP for

at least this length of time before it is brought bac-k up even if

the Host take s the bit more quickly than that. Similarly, the

Host’ s Bit Available flip— flop must appear off to the IMP (via

the There ’s—You r— Host— Bit line) for at least 50 nanoseconds for

local Hos t s  and  1 usec for distant Hosts. The IMP delays only a

v e r y  shor t  t i m e  f rom the  a r r i v a l  of The re ’ s — Y o u r — H o s t — B i t  be fore

t a k i n g  the Host ’ s d a t a  b i t  or c h e c k i n g  the L a s t — H o s t — B i t  lit ; .~.

5/78 4 — 1 8
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However , for IMP—to—Host transmission , the IMP will guarantee

that the IMP data bit is on the line and the Last— IMP—Bi t level

is correct at least 500 nanoseconds before turning on the

There ’ s — Y o u r — I M P — B i t  s ignal . Thus , skews of under  500

nanoseconds  in the s igna l s  for  IMP —to—Hos t  t r ansmis s ion  at the

IMP end of the cable will be removed by the IMP , but skews for

Host—to—IMP transmission must be removed by the Host.

4.5.1 Connection to a Local Host

The nom inal asserted level for all logic lines (Data ,

Ready— For—Next— Bi t , There ’ s—Your—B it , Last Bit) is +5 volts and

the unasse r ted  level is ground (these ar.e wi th respect to the IMP

signal ground). The driving and receiving circuits and

specifications are shown in Appendix C.

The Host cable supplied with the 516 IMP and the Pluribus

IMP is 30 feet long and contains 12 RG 174/U coaxial conductors

with grounded shields. Host personnel must provide an

appropriate connector for the Host end of the cable. The shield

of each con d uctor  is connecte d to si gnal  ground a t the IMP

connector . Each cable is labelled with the IMP connector pin

num ber corresponding to the center lead of the coaxial conductor .

These wi res  are ass igned  as indica ted  in F igu re  4—4 for  the 516 
- -

I M P ;  t h a t  is , the number  in the f i g u r e  cor responds  to the number

of the label attached to each coaxial conductor . Plur ibus IMP

4 — 1 9  5/78
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connections are pictur ed in Figure 4—6. All shields should be

connected to signal ground in the Host. DC amplifiers are used

for line d r ivin g and , by this means , we expect to couple the

signal ground systems as tightly as possible .

The Host cable supplied with the 316 IMP is 30 feet long and

contains 32 twisted pairs. The cable is terminated at the IMP

end with a paddle card which plugs directly into the 316 Host

interface. Each pair of the cable consists of a colored wire and

a b lack  wi re  numbered  w i th  the pin  number  of the  paddle  card to

which  the colored wire is connected . Al l  b l ack  wi res  connect  to

the paddle  card s igna l  ground . Host personnel  mus t  p rov ide  an

appropr i ate connector  for  the Host end of the cable .  The wires

are assigned as in Figur e 4— 5 . All  twisted pair grounds  should

be connected  to signal ground in the Host .  DC a m p l i f i e r s are

used for  l i ne  d r i v e r s  and the signal  ground systems of the Host

and IMP should be as h i g h l y  coupled as poss ib le .

4 .5 . 2  Connec t i on  to a D i s t a n t  Host

C o n n e c t i o n  to a d i s t a n t  Host necess i t a tes  the use of

ba lanced  l i n e s  and r e q u i r e s  tha t  a Host pay c a r e f u l  a t t e n t i o n  to

differentials in ground potential. The distant Host’ s spec ial

interface must provide balanced drivers and receivers. Ground

isolation is provided by the IMP.
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The Host must sup pl y a sh iel ded ca b le conta ining mult iple

twisted pairs of #20 (or heavier) gauge wire. The characteristic

impedance (Z~~) must be approx imately 120 ohms. The wires may be

e ither indi v id ually sh iel ded or ma y hav e a s ing le sh iel d cover ing

al l pairs. The shield is used to carry the Host’s ground

reference and should have very low resistance. There must be at

last 10 pairs in the cable, and we strongly recommend that at

least two s pare pai rs b e carr ied (see Figure 14 _ 7 ) .  A suitable

cable is Direct Burial Cable , REA Specification PE—23, 19AWG

con ducto rs , 12 pairs.

H A t the IMP side the cable must be terminated in an

MS24266R18B31PN (Amphenol 148— 16R1 8—31P) plug with an MS27291—5

clamp and MS24254—20P contacts. Pair and Pin assignments are

shown in Figure 4—7. Note that the cable shield(s) should be

connected to pin 31 and not to the connector shell.

The cab le sh iel d s shoul d be ve ry sol id ly connecte d to t he

Hos t ’ s signal ground , which should be connected to the third—wire

power ground at the Host computer . DC isolation is done at the

IMP en d of the cable to prevent significant currents from flowing

through the shields. This isolation is accomplished by optically

isolating the signals. All signals from the distant Host must

have trans ition times of less than 100 nanoseconds , and must

rema in in each state for at least 1 usec between transitions.
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The logic signals on the pairs of the cable (Data ,

Ready— For—Next— Bi t , There ’s—You r—Bit , Last— Bit) are balanced

voltage signals with each side terminated at the driver in 62

ohm s to g round . Thus , the  t e r m i n a t i n g  impedance  is 1224 ohm s , and

matches the cable impedance. The asserted logic signal drives

the odd—numbered connector pin of each pair to +0.5 volts , and

the other pin to —0.5 volts , prod ucing a differential signal of

1.0 v o l t .  The u n a s s e r t e d  s igna l  s w i t c h e s  the p o l a r i t y  of t h i s

pair . There is no voltage drop across the cable since the

receiver is unterminated . This produces a step reflection at the

r e c e i ver  w h i c h  is absorbed at  the t r a n s m i t t e r . At the Host  end ,

the t r a n s m i t t e r s  shou ld  t e r m i n a t e  the cab le  in 120 ohm s ac ross

each s igna l  p a i r .

S t a n d a r d  6 — v o l t  IMP l og ic  s i g n a l s  a re  conve rt ed  to

d i f f e r e n t i a l  s igna l s by the  l i n e  d r i v e r s  and f rom d i f f e r e n t i a l

signals to 6—volt logical signals by the receivers. Drawings for

the drivers and receivers used in the IMP are shown in Appendix

D.

The Host should provide drivers and receivers similar to

those used in the IMP. Use of these exact circuits is

acceptable , as is use of any other circuit capable of driving and

receiving a differential signal of 1.0 volts centered around

ground . Care should be taken to preserve proper signal polarity

in the cable.
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5. IMP BACKGROUND PROGRAMS

In th i s  section we descr ibe  the fo rma t s  and p rocedures  t ha t

a Host shoul d use to communicate w ith one o r mo re of the

b a c k g r o u n d  programs t h a t  run  w i t h  the operational IMP prog ram .

These programs are called TTY , DEBUG , PARAMETER— CHANGE , DISCARD ,

TRACE and STATISTICS. The procedur e for communicating with an

IMP Teletype is described in the first part of the section , and a

typical Host will ordinarily have no reason to use any program

other than TTY . The other sections , the refo re , can genera l ly be

om itted from study. However , certa in Hosts , such as the Network

Measurement Center and the Network Control Center , will need to

know the i n f o r m a t i o n  con ta ined  in the l a t t e r  sect ions .

Messages to or fr om an IMP b a c k g r o u n d  program are cal led IMP

messages and a re  d i s t i n g u i s h e d  from r e gu l a r  Host messages  by the

Host f i e ld  of the  l eade r  —— the four  h ighes t  Host numbe ~ s are

used .’ IMP messages  a re  processed by the  o p e r a t i o n a l  prog r am as

if they  were Host  messages , thus  e f f i c i e n t l y  u t i l i z i n g  the

e x i s t i n g  p rogram s t r u c t u r e .  The Hos t  Source or Destination field

of the  leader  i d e n t i f i e s  the  source  or d e s t i n a t i o n  of IM P

messages , as ind ica t ed  in Tab le  5—1 .

1See Sect ions  3 .3 and 3 . 2 4
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FOR IMP HOST F I E L D  FROM IMP

to IMP Te l e type  ( TTY ) 252 from IMP Telety pe (TTY )

to DEBUG 253 from DEBUG

to P A R A M E T E R — C H A N G E  2 524 fr om TRACE

to D I S C A R D  255 from STATISTICS

Table  5—1

The b a c k g r o u n d  p r o gr a m s  a re  somet imes r e f e r r e d  to

c o l l e c t i v e l y as the f a k e  Hos t s .  For each message  to or f rom a

fake  Host , a R F N M  is r e t u r n e d , j u s t  as w i t h  a r e g u l a r

H o s t — t o — H o s t  message .

A s i x — w o r d  leader  m u s t  be p r o v i d e d  for  each IMP message .

The source Host  shou ld  i n c l u d e t h i s  l e a d e r  at the b e g i n n i n g  of

each For IMP message  in the  u s u a l  f a s h i o n , s p e c i f y i n g  the

p a r t i c u l ar bac k g r o u n d  p r o g r a m  w i t h  the Host  f i e l d .  When  a

message  o r i g i n a t e s  from an IMP — b a c k g r o u n d  p r o g r a m , the  IMP mus t

have  access to a l e ade r  to a f f i x  to the f r o n t  of t he  message .  A

Host  t ha t  a c t i v a t e s  the  T R A C E  or STATISTICS p r o g r a m s is expec ted

to p r o v i d e  (o n c e  o n l y )  a l e a d er  for  the r e s u l t i n g  messages , u s ing

P A R A M E T E R — C H A N G E .  In  t he  spec ia l  case of DEBUG , messages  a re

a l w a y s  r e t u r n e d  to the Host t ha t  is us ing  the DEBUG p rogram . A

Te le type  user  may  s p e c i f y  the leader  for  TTY messages  directly.

Messages  to Host  252 w i l l  be typed  on the  d e s t i n a t i o n  IMP

T e l e t y p e . S i m i l a r l y ,  messages  f rom Host 252 originate from the
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source IMP Telety pe. The other entries in Table 5—1 can be

interpreted straightforwardly. Messages to PARAMETER— CHANGE

affect the value of selected IMP parameters ; messages to DISCARD

are thrown away; DEBUG messages are normally used in conjunction

wi th  the IMP Te le type  for  local d e b u g g i n g  but  may  be used w i t h

any othe r IMP Telet yp e or Host program to a id in remote

debugging ; messages from TRACE and STATISTICS contain measurement

information. TRACE and STATISTICS transmit messages but do not

receive them ; conversely , PARAMETER — CHANGE and DISCARD receive

messages but do not send any. Both TTY and DEBUG can send and

rece ive  messages .  The o p e r a t i o n a l  p rogram r e s t r i c t s  the use of

DEBUG and P A R A M E T E R — C H A N G E  to a u t h o r i z e d  users .

A From IMP message  c o n t a i n s  the 9 6 — b i t  l eader  fo l lowed  by

t e x t  and p a d d i n g .  The t e x t  of a From IMP messag e is e i t h e r  pure

binar y text or ASCII characters. The binary From IMP messages

arc a l w a y s  m u l t i p l e s  of 16 bits , ending with a 16—bit word

c o n t a i n i n g  p a d d i n g , i . e . ,  a one fo l lowed  by 15 zeros .  The t ex t

of A S C I I — c h a r a c t e r  messages  c o n t a i n s  a m u l t i p l e  of 8 — b i t

c h a r a c t e r s  packed two to an IMP word . The f i r s t  c h ar a c t e r  is

stored in the  e i g h t  h i g h — o r d e r  b i t s , the f o l l o w i n g  c h a r a c t e r  in

the e igh t  l o w — o r d e r  b i t s , and so f o r t h . Bytes  of a l l  zeroes are

ignored and may  be used for f i l l .  When the number of c h a r a c t e r s

is odd , p a d d i n g  occurs in the secon d hal f  of the  last  word ; when

the n u m b e r  of c h a r a c t e r s  is even , the e n t i r e  last  wo rd is devoted

to padding.
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5.1  TTY

It  is poss ib le to sen d messa ges f rom t he IMP Tele ty pe to any

Host  or to any  IMP in the n e t w o r k ;  l i k ewi se , i t  is possible  to

send messages from any Host or IMP in the network to an IMP

T e l e t y p e .

If  b i t  22 (o n e  of the  l e a d e r  fl ags)  in the l eade r  is equal

to zero , the  TTY prog r am i n t e r p r e t s  the  t e x t  of messages  to the

IMP Te le type  as 8 — b i t  ASCII  c h ar a c t e r s .  These c h a r a c t e r s  are

p r i n t e d  l i t e r a l l y ,  e . g . ,  s epa ra t e  l i n e  feed and c a r r i a g e  r e t u r n .

If b i t  22 is equa l  to one , the  wo rd s are  p r i n t e d  s e p a r a t e l y  as

oc ta l  n u m b e r s , one word per l i n e .

The t ex t  of messages  f r o m  the TTY c o n t a i n s  e i t h e r  8— b i t

A S C I i  c h ar a c t e r s  ( p a r i t y  b i t  a l w a y s  1 , r i g h t  j u s t i f i e d  w i t h  zero

f i l l  in  1 6 — b i t  b y t e )  as typed  at the I M P  Te le type , fo l lowed  by an

a l l  zero  1 6— b i t  b y t e , or b i n a r y  t e x t  as is r e q u i r e d , fo r  example ,

by the P A R A M E T E R — C H A N G E  p r o g r a m . T e l e t y p e — t o — T e l e t y p e

c o m m u n i c a t i o n  in g e n e r a l  w i l l  not i n v o l v e  b i n a r y t e x t , a l t h o u g h

bit 22 can be set in the leader of messages from the TTY .

5 .2  DEBUG

The debug program is primarily a tool for debugging the

o p e r a t i o n a l  I M P  prog r am . I t  a l lows  r e g i s t e r s  in c e to be

inspected  w h i l e  the system is r u n n i n g .

5/78 5..L$ 
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Any access to DEBU G o ther  than  from the Net work  Control

Center is prohibited by a program swi tch. Site use of DEBUG

r equ i re s  advance  permiss ion  fr om the N e t w o r k  Control  Center ,

wh ich can provide this protection. Pluribus IMPs do not have

• phys ical switches; a prog ram switch is used to protect this

feature. Coordination with the Network Control Center will be

necessar y for  site use of DEBUG.

Network messages sent to DEBUG are interpreted as a sequence

of ASCII characters that specifies debug command s as if the

commands had been typed at the local IMP Teletype . Network

messages from DEBUG shoul d be i n t e r p r e t e d  as an ASCI I cha rac t e r

sequence t ha t  c o n s t i t u t e s  DEBUG ’ s r esponse to a rece ived

command.~

5.3 P A R A M E T E R — C H A N G E

The parameter change routine allows a Host to specify the

value of IMP parameters used in tracing and statistics

gathering.” These parameters are primarily leaders for trace and

statistics messages and ON—O FF switches. The parameters that

currently ma y be specified are listed below. Both the parameter

numbe r  and i ts v a l u e  must  be spec i f ied  to change  any  pa ramete r .

1A list of the various debug command s and a descript ion of their
opera t ion  are g i v e n  In the IMP O p e r a t i n g  M a n u a l .
•~ The IMP Te le type . can be used to send messages  to
PARAMETER—CHANGE. The use of semicolon delimiters and colons to
denote  octal i npu t  are descr ibed in the IMP O p e r a t i n g  Manua l .

1~~
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The IMP i s not vulne rab le to the ina d ve r t ent m i sset ti ng o f th ese

parameters. However , som e Hosts ma y be a f fec te d i f a missett ing

causes unex pecte d , or u n w a n t e d , messa ges to be delive red to the

wrong Host. Furthermore , the netwo rk pe r fo rmance can be

seriously degraded by improper and excessive usage of the

stat i s ti cs messa ges.  For t hese reas ons ac cess to

PARAMETER — CHANGE is administrativel y cont rolle d by the Netwo rk

Control Center; a destination dead message will be returned to

any Host which sends messages to PARAMETER — CHANGE without prior

arrangement with the Network Control Center .

PARAMETER — CHANGE ex pects to receive a message whose text

consists of consecutive pairs of IMP words , the first of which is

a parameter number and the second of which is the parameter

value. W ithin a single message to PARAMETER—CHANGE , the ord e r of

parameters is unimportant ; however , parameters should be set in a

logical order (e.g., leader contents before enabling flags). The

twelve reserved parameters are used for reports to the Network

Control Center and may not be changed . At initialization all

other parameter values are reset to zero.

It is only necessary to specify four parameters for each

leader , since the first word of any leader is a constant , and the

sixth word of the leader (message length) wil l be set to 0.
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Parameter
Number
Octal

0 Trace Flag Tracing is enabled when this
flag is non—zero.

1 Snapshot Flag Snapshots are enabled when
• this flag is non— zero .

2 Cumulat ive Statistics Enabled when this flag is
non—zero.

3 Message Generator Enabled when this flag is
non— zero.

24 Reserved

5 Reserved

6 Packet Trace Flag Packet tracing is enabled when
this flag is non—zero.

7 Trace Leader Fifth Word

10 Snapshot Leader Fi fth Word

11 Cumulat ive Stat ist ics
Lea d er Fi fth Wo rd

12 Message Generator
Leader Fi fth Word

13 Reserved

14 Reserved

15 Trace Leader Fourth Word

16 Snapshot Leader Fourth Word

17 Cumulative Statistics
Leader Fourth Word

20 Message Generator
Leader Fourth Word

21 Reserved

4 p

‘S
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22 Reserved

23 Trac e Leader Third Word

224 Snapshot Leader Third Word

25 Cumulative Statistics
Leader Third Word

26 Message Generator
Leader Third Word

27 . Reserved

30 Rese rve d

31 Trace Leader Second Word

32 Snapshot Leader Second Word

33 Cumulative Statistics Second Word

314 Message Generator
Leader Second Word

35 Rese rv ed

36 R ese rve d

37 Autotrace Interval If this value is equal to N , the
trace bit will be sent to one on
eve ry Nth message from the Hosts
(including Fake Hosts). The trace
bit will not be set if N~ O.Parameter 0 may hav e any value.
Trace messa ges are neve r
autotraced .

140 Snapshot Frequency The minimum time between
execu t ions of t he sn ap shot
program , measu red in 25.6 ms
un its (e.g., a value o f 40
implies 0.82 seconds). Th
frequency must be a power of 2.
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41 Cumul ative Statist ics The minimum time between
Frequency executions of the cumulative

s t a t ist ics prog ram , measu red
in 25.6 ms units (e.g., a va lue
of 1 OOO~ Implies 13 seconds).
The fre~ uenc y must be a powe r of 2.

142 Message Generator The minimum tim e between
Frequenc y executions of the message generator

program , measu red in 25.6 ms units.
If set to zero , the nex t  messa ge
is sent immediately (without waiting
for a RFNM ) . The frequen cy must
be a powe r of 2.

43 Reserved

424 Reserved

45 Message Generator The message length is IMP
Len g th wor d s e x c l u s i v e  of lea d er

and padding .

146 Packet Trace If this value is equal to N ,
In te rva l the tr ace bi t will be set to

one on ever y N t h  pac ket
passing through the IMP .
The trace bit will not be set
if N:O. Parameter 6 must be
non— ze ro.

247 Roun d Trip Units for round trip time
Time Units statistics —— value of from

O to 16. Time is measured in
100 m ic roseconds t imes 2 to the
power of t hi s pa rame te r , e.g.,
0:100 microseconds , 1 :200 microsecon d s ,
2:400 microseconds , etc .

50 Auto Trace If zero , messa ges t o an y
Destination IMP destination are autotraced .

Othe rwise , only  mess ages to the
dest ina t ion IMP eq ual to t hi s
paramete r an d dest ina tion Host
equal to parameter 51 are
autot r aced .

5 1 Auto  Trace
Dest in a t i o n  Host

5— 9 5/78 
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52 Auto Trac e If zero , messages from an y
Source IMP source are au to t r aced .

Otherwi se , only messages from the
source IMP equal to thi s parameter
and source Host equal to parameter
53 are autotraced .

53 Auto Trace
Source Host

5. 14 D I S C A R D

This routine discards messages and returns a RFNM to the

source. It is primarily useful in testing and performing

measu rements. DISCARD also happens to be the eventual repository

for overlong messages and other undeliverable messages. In those

cases , an Incomplete Transmission message is returned to the

source Host.

5.5 TRA CE

The trace program forms a record that 1) identifies each

traced packet and 2) contains a history of its processing through

the IMP. This program is extremely useful in studying aspects of

network activity such as routing, queueing , and IMP processing.

The trace message is transmitted from fake Host 2514.

A trac e message is built by an IMP whenever the following

three conditions hold: 1) the trace flag is non— zero , 2) a

packet arrives with its Trace bit equal to one , and 3) a block of

trace storage is available to record the trace info rmation.
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Tracing will not occur if the trace flag is off, even if the

Trac e b i t  is equal , to one. The trac e f lag is tu rned  on by

setting parameter 0 to non—zero value using PARAMETER—CHANGE.

The Trace b i t  in the message leader  may  be set to one e i the r

d i r e c t l y  by the source Host or by the source IMP using the

au to t race  i n t e r v a l  pa ramete r , paramete r  37 (octal). The use of’

autotracing can be mad e selective by the use of parameters 50

through 53 (octal). The Trace bit may also be set through the

use of the packet trace feature. If parameter 6 is on , then the

IMP will turn on the Trace bit in every Nth packet , where N is

given by the Packet Trace interval , parameter 116 (octal).

Storage blocks are reserved in the IMP for  r ecord ing  the

trace i n f o r m a t i o n .  O c c a s i o n a l l y,  a packe t  may  a r r i v e  w i t h  the

Trace  b i t  set when the t race  blocks are m o m e n t a r i l y  al l  f i l l ed .

In t h a t  case , an ove r f l ow  i n d i c a t i o n  is recorded and the packet

is not traced by that IMP . A trac e message is sent as soon as

all the trace data are available.

A single trace message may contain several trace blocks ,

eac h block c o r r e s p o n d i n g  to a s ing le  packe t .  If , for  example , a

t h r e e— p a c k e t  message is traced , the source IMP may  genera te  three

t race  messages;  the d e s t i n a t i o n  IMP , however , may  genera te  on ly

one t race message c o n t a i n i n g  all  three  t race blocks.

5— 11 5/78
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The first six words of the message contain the trace message

lea der . The seventh word currently contains a one. The eighth

word is an overfl ow register that will be non— zero whenever a

packe t that shoul d have been t r ace d was not , due to a lack of

trace storage . A message from the trace prog ram has the format

shown in Figure 5— 1 .

Figure 5—2 shows the format of a trace block. The first

wo rd of each trace block indicates the time at which the last bit

of the  packe t a r r i v e d . The second word is the t ime  at  w h i c h  the

packet was processed on the task queue . The third word contains

the time at which the IMP started to transmit the packet. For

packets to the Host , the  f o u r t h  word denotes  the t ime t h a t

transmission to the Host ended . For packets sent out over a

c o m m u n i c a t i o n  c i r c u i t , the  f o u r t h  word deno tes  the t ime the

a c k n o w l e d g m e n t  was  r e c e i v e d  for  th~.t p a c k e t .  F i v e  words  t a k e n

from the IMP header of the  t r d ced  packe t  occupy  word s 5 to 9 .

The last word contains the input channel on which the packet

arrived , and the output channel onto which the packet was

t r a n s m i t t e d .  For p a c k e t s  t r a n s m i t t e d  to the Host , the c h a n n e l  is

equal to the Host number . Both lines and Hosts are numbered

s t a r t i n g  a t  zero . In t h i s  l a s t  wo rd of each tr ac e b lock , the

h i g h  or der  2 b i t s  n o r m a l l y  h a v e  the v a l u e  2.  a v a l u e  of 3

i n d i c a t e s  t h a t  the  t r aced  p a c k e t  had to be r e rou ted  onto ano the r

l i n e  and the c h a n n e l  n u m b e r  r e f e r s  to the u n s u c c e s s fu l  a t t e m p t ;

5/78 5— 12
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another trace block will eventually be generated with the new

channel num ber and those bits equal to 2. The next 6 bits

contain the length in words of the packet , exclud ing 8 words of

IMP overhea d (acknowl edg es plus header).

The type of pac ket traced can be deduced from the IMP header

information. Control messages (such as RFNM~) are tr aced only i f

the packet trace feature is in use . The trac e times are measured

in 100—usec units.

5.6 STATISTICS

The statist ics pr ograms in the IMP can perform three

d if ferent funct ions , each of which may be activated independently

usin g the parameter—change routine. These functions are 1)

taking snapshots , 2) recording cumulative statistics , and 3)

generat ing artificial traffic. When one or more of these

fun ct ions is act ivate d , the IMP perform s the designated activity

and , except for the artificial traffic , transm its a separate

message containin g the recorded info rmation to the selected

destination.

The three message leaders may be independently selected

using PARAMETER—CHANGE .

Statistics programs run In the background loop of the

operational program and have lower priority than the handling of

5—13 5/78
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___________________________________  

} LEADER

OVERFLOW

TRACE BLOCK

TRACE BLOCK N

100 000 (OCTAL ) PADDING

Figure 5— 1 TRACE Message Format
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ARRIVAL TIME

QUEUE PLACEMENT TIME

SENT TIME

ACKNOWLEDGE TIME

SOURCE IMP

ME SA E DESTINAT iON BLOCKNU BE NUMBER
MLT ~~TVA\ ~~ LEADER ~~CKET ~~CKET
~

KT ~iV~1 ‘1 ~ FLAGS NUMBER CODE

DESTINATION ~%iP

MESSAGE - ID SUB—TYPE

°~I\i 
DATA LENGTH CHANNEL CHANNEL

Figure 5—2 TRACE Block Format
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r e gu l a r  t r a f f i c .  Should  an IMP become c o m p u t e — b o u n d , t he  r u n n i n g

of a n y  s t a t i s t i c s  p r o g r a m  is d e f e r r e d  u n t i l  t i m e  is a v a i l a b l e .

Each program is run to completion before another statistics

prog r am is execu ted .

A schedule  of e x e c u t i o n  t i m e s  fo r  the s t a t i s t i c s  p rog r ams  is

d e t e r m i n e d  by a s y n c h r o n i z a t i o n  p r o c e d u r e  b e tween  I M P s  which

a l lows  the snapsho t  p rog ram to run  at a p p r o x i m a t e l y  the  same t i m e

in d i f f e r e n t  I M P s .  F u r t h e r , i t  pe r m i t s  the  c u m u l a t i v e  s t a t i s t i cs

p r o g r a m  in  each IMP to  be run,  in o rder  of IMP n u m b e r .  Each  IMP

regulates its measur ement interval according to its own IMP

n u m b e r  r e l a t i v e  to the  t o t a l  pos s ib l e  n u m b e r  of I M P s .  For

e x a m p l e , i f  the  t o t a l  n u m b e r  of I M P s  is 64 , and p a r a m e t e r  14 1
/

(octal ) were set to 614 second s in several IMPs at time T , IMP 1

would run cumulative statistics at t~ T+1 , T+65 , T+129 , e tc .  IMP

5 w ou ld  run  c u m u l a t i v e  s t a t i s t i c s  at  t:T+5 , T+69, T+133 and so

on. Each statistics program is assigned a minimum time that must

elapse between scheduled executi ons. This time is determin ed by

the f r e q u e n c y  a s s igned  to t h a t  s t a t i s t i c s’ p r o g r a m  us ing

PARAMETER — CHANGE. At the beginn ing of each pass through the

b a c k g r ound l oop ,  a tes t  is m a d e  to d e t e r m i n e  w h e t h e r  the m i n i m u m

t i m e  h a s  e l apsed  f rom the  t i m e  the  p r o g r a m  was  l a s t  s c h e d u l e d  to

be run (it need not necessarily have been executed then). If the

elapsed time has not exceeded the minimum time , t h e  p rog ram is

not run. During periods of sufficiently heavy traffic , the

~/78 5- 16
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-J

actual time between certain executions of a statistics program

may be considerably above the minimum scheduled time .

Statistics messages are transmitted from fake Host 255. A

buffer is no rmally always set up fo r transm i tt ing st at ist ics

messa ges , but only one buffer at a time may be set up.

Therefore , when mo re than one pro g ram is to be run , the

statistics programs are executed in the following order . First

the snapshot routine is run and its data is transmitted ; then the

cumu lative stat ist ics pro gr am is run an d i ts d ata t r ansmitte d ,

the cumulative s t a t i s t i c s  having already been taken while the

operational pr ogram was running ; and , finally, the messa ge

generator is run .

In the current vers ion o f t he Hone ywell IMP system the

num ber of Hos ts , NH , i s equal to 14 ; the number of fake Hosts , FH ,

is equal to L I ;  th e num b er of channels , CH , is 5; and the number

of IMPs , NIMP , Is 67 . The q u a n t i t i e s  NH , FH , CH and N I M P  a re

incorporated as parameters in the Honeywell IMP program and are

set at assembly time. At a minimum , these quant iti es shoul d be

assembly parameters of any program that decodes messages from the

stat istics program . Ideally, these parameters shoul d be run t ime

parameters of the decoding program since they may eventually be

site—dependent and are transmitted In the snapshot and cumulative

statistics messages. In the Pluribus IMPs , NH and CH are

run—t ime parameters.
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5.6.1 Snapshots

These messages contain information about  the i n s t a n t a n e o u s

s t a t e  of the  IMP , such  as the  l e n g t h  of q u e u e s , r o u t i n g  t a b l e s ,

etc . Othe r  f u n c t i o n s  of the  IMP r e q u i r e d  fo r  p roc es s ing  packe t s

are  not i n h i b i t e d  w h i l e  a snapsho t  is t a k e n ;  c o n s e q u e n t l y the

snapshot is only a close ap2roximation of an instantaneous

picture. Snapshots taken at different IMPs in the network are

approximatel y synchronized .

The leader is specified b y parameters 32 , 214 , 16 , and 10

(octal). The first word of data is a 5 and the second data wo rd

is the global time (in 25.6—msec units) that the message was

transmitted. Data word s 3— 6 specify NH , FH , CH , and NIMP ,

respectively. The statistics and the padding word follow as shown

in Figure 5—3.

The next 2* (NH÷FH)+ 14 words contain queue lengths as listed

in Table —2. The next 2*NIMP words contain the current IMP

routing table and the delay table in alternating words. The

first word of each pai r contains the current output line , i.e.,

the route , to IMP i in the high— order 8 bits (all ones if the IMP

is down or unreachable) . The second word contains the current

delay/hop data , i.e., the route status , to IMP I; the eleven

low— orde r bits contain the delay in arbitrary units , and the five

high— orde r bits contain the minimum number of hops (i.e., the

number of IMPs along the  s h o r t e s t  p a t h )

5/78 
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LEADER

TIME
NH
FH
CH

NIMP

2*(NP4+FH)+4 { QUEUE LENGTHS

RUT TO IMP I
RST TO IMP 1
RUT TO IMP 2

• RST TO IMP 2

2*NIMP
WORDS

RUT TO IMP NIMP
RST TO IMP NIMP
100000 (OCTAL) PADDING

Fi gure 5—3 SNAPSHOT Message Format
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1 R e gu l a r  queue  to Host 0

NH R e g u l a r  queue  to Host  NH—i
NH+ 1 Regular queue to fake Host 0

NH÷FH Regula r queue to fake Host FH— 1
NH+FH+ i Priority queue to Host 0

2*NH+FH Priority queue to Host NH—i
2*NH+FH+1 Priority queue to fake Host 0

2 1( N H + F H )  P r i o r i t y  que ue to fake Host FH— 1
2*(NH+FH)+1 Free Storage queue
2’(NH+FH)+2 Store— and— Forward buffers in use
2~ (NH+FH)+3 Reassembly buffers in use
2* (NH~sFH )+Ll Reassembly buffers allocated

T a b l e  5—2 Order of Queue Lengths in Snapsho t Statistics
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5.6.2 CumulatIve Statistics

The leader for cumulative statistics is specified by

par ameters 33 ,  25 , 17, and 11 (octal) . As shown in Figure 5_14 ,

the first word of data is 2; the second word is the time in 25.6

msec units ; data wo rd s 3—6 specif y NH , FH , CH , and NIMP ,

respectively ; then follow 28+2*(NH+FH)+2*NIMP+ i .l4*CH words of

statistics and the padding word . The majority of Host statistics

are combined into a single set of statistics. The i n d i v i d u a l

behav ior o f Hosts 0, 1 , 2, and 3 is thus unavailable.

For the stat ist ics d ata , the first 7 words contain a

histo gram of messa ge len g th (in packets ) input to the IMP f rom

the NH rea l Hosts. The fi r st wo rd o f th e histo g ram conta ins t he

num ber of two—packet messages ; the second word contains the

num ber of three—packet messages , etc .

The next 6 words contain a histogram of the number of (IMP)

words of d ata for all  last  packe t s  of messages  input to the IMP

f rom the NH real  H o s t s .  The f i r s t  word of the  h i s t o g r a m  is a

count of the number of packets containing 0— i data words and the

remaining words of the histogram count (in order) the number of

packets containing 2—3 words , 14—7 words , 8—15 words , 16—3 1 words ,

and 32—63 words. The sum of these 6 words minus the sum of the

first 7 words gives the number of single—packet messages.

5—2 1 5/78
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AD ERLE 

N I M P  
TOTA L NUMBER OF
ROUND TRIPS TO-

~__________________ EACI1 DESTINAT ION
TIME 

-

NH
FH 

CH ~ # HELLO MESSAGES
CH SENT PER CHANNEL

N IMP 
CH # DATA WOR DS

HISTO GRAM OF 
SENT PER CHANNEL

MESSAGE LENGTH CH # INPUTS RECEIV ED
TO IMP (IN PACKETS ) FROM EACH CHANNEL

__________________ # ERRORS DETECTED
HISTOGRAM OF FROM EACH CHANNEL

6 LAS T PACKET LENGT H
IN IMP WORDS I # I-HEARD -YOU

#IMP WOR DS ~ CH PACKETS RECEIVED
LAST PACKETS FROM EACH CHANNEL

HISTOGRAM OF 
# FREE BUFFER LIST

7 MESSAGE LENGTH 
EMPTY PER CHANNEL

ROUND TRIPTO HOST (IN PAC K ETS) TIME OVERFLOWS
CHANNEL WORDS OVERFLOWS

HISTOGRAM OF
6 LAST PACKET LENGTH C H — 2  UNUSED(IN IMP WORDS 

_________________

#IMP WORDS IN
_____________________ 

HISTOGRAM OF PACKETLAST PACKETS
TOTAL NUMBER 6~ LENGTH FOR CHANNEL 0

NH + FH OF ALL MESSAGES
FROM EACH HOST

_____________________ 
HISTOGRAM OF PACKET

TOTAL NUMBER LENGTH FOR CHANNEL
NH + FH OF CONTROL MESSAGES

TO EACH HOST

SUM OF ALL 
6* (C H 1 )

ROUND TRIP TIMES
NIMP TO EACH HISTOGRAM OF PACK ETDESTINAT ION LENGTHFOR CHANN EL CM- I

__________________ 
TABLE OF

NEIGHBOR IMP #’s

100,000(OCTAL) PADDING

1 .( , u r L  ~~— Ct ~ 1 T VI’ L~. ’ 7 ’ ~ l~ TIC~ ~~~~~~~~~ 1 c~r~:~ t

U
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The next word contains a number which is the sum of the

number of (IMP) words in the last packet of each message sent by

each of the NH real Hosts during the measurement interval .

The next 14 words contain statistics , analo gous to the 1~4

wor d s of stat ist ics desc rib ed above , for messa ges to the NH real

Hosts.

The next NH+FH words contain a count of the total number of

messages (including control messages) from each Host in the order

real Hos t O ,1 ,...NH— 1 , Fake Host 0,1 ...FH— 1; these are followed

by another NH+FH word s containing a count of the total number of

control messages to the Hosts , in the same order as above.

Next , there are two NIMP—word tables. The first table

contains the sum of the times for all round trips of messages to

each destination in units determined by parameter 47 (Round Trip

Time Units) . The second table contains the total number of round

trips to each destination.

Then come seven CH—word blocks. In block 1 is contained the

number of hello messages sent on each channel ; in block 2 the

num ber of data word s sent; in block 3 the number of input s

received from the modem s; in block 11 the number of errors

detected on modem inputs ; in block 5 the number of I—Heard—You

packets received ; in block 6 the number of times the modem

rout ine found the free buffer lIst empty. In block 7 the first

5—23 5/78
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wo rd gi ves the num b er of t im es that any of the NIMP roun d t rip

t ime counters ove r flowe d . The next word gives the number of

t imes that an y of the CH counte r s fo r t he data wo rd s sent pe r

channel overflows . The remaining CH—2 words (currently 3) are

unuse d.

Then come CH 6—wo rd histograms of packe t length transmitted

on each modem circuit. The format is the same as for the lengths

of the last pac kets o f messa ges rece ive d f rom the Hosts , as

described above.

F i n a l l y ,  t he re  is a CH—word block containing the IMP number

of the  n e i g h b or  I M P  on each one of the  modems .  IF a modem is

u n u s e d , t he  I M P  n u m b e r  is ze ro .

5.6.3 Message Generator

The leader for the message generator is set up using

parameters 314 , 26 , 20, and 12 (octal). The message generator is

turned on using parameter 3. The number of IMP words in each

message is specified by parameter 145 (octal) and does not includ e

the leader and padding . The length may vary from zero , namely

just a leader plus one word of padding , to the len gth of a full

8—packet message. If a length greater than 777 (octal ) is

specified , only the low—order bits will be used .

5/78 5—24
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The gene rator interv a l is s pec i f ied us ing pa rameter 42
(octal). This parameter indicates how many 25.6—msec intervals

should occur between messages. If this value is zero , the next

message will be sent immediately. The user will often wish to

discard these messages at the destination IMP.

5—25 5/78



~~. ,.-—-.-—— .. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
— ._-

~~~~—
—..

Report No. 1822 Bolt Beranek and Newman Inc.

APPENDIX A

OLD—STYLE LEADER FORMATS
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Th i s  A p p e n d i x  is i n c l u d ed for  c o m p l e t e n e s s  to r e t a i n  a

s p e c i f i c a t i o n  of a p r e v i o u s  H o s t / I M P  l e ade r  f o r m a t .  Hos t s

a l r e a d y  u s i n g  these  f o r m a t s  w i l l  be suppo r t ed  i n t o  the  i n d e f i n i t e

future , but it is strongly recommended that new implementations

use the  c u r r e n t  f o r m a t s , and t h a t  o ther  Hos t s  s w i t ch  ove r  to the

c u r r e n t  f o r m a t s  as soon as p o s s i b l e  as i t  will be impossible to

add re s s the  f u l l  r a n g e  of H o s t s  on the  n e t w o r k  u s i n g  the  old

formats.

Furthermo re , a Host which is~~ tt.~er attached to an IMP whose

number is greater than 63, or has a logical Host port greater

t h a n  3 ,  m u s t  use the  new formats , in order to receive its proper

address in the IMP— to—Host NOR message. If such a Host attempts

to communicate with another Host which is still using the old

f o r m a t , the  c o n n e c t i o n  c a n n o t  be a l l o w e d , si nce  the  source  H o s t ’ s

address will not fit into the destination Host’ s leader . In this

case , t he  source  Hos t  w i l l  r e c e i v e  a D e s t i n a t i o n  Dead ( t y p e  7 ,

sub type  2 )  m e s s a g e .

I t  shou ld  be ro ted  here  t h a t  b a c k w a r d  c o m p a t i b i l i t y  w i l l

a lso be m a i n t a i n e d  fo r  Hos t s  u s i n g  t h i s  o l d e r  f o r m a t  and

c o n n e c t e d  to the  IMP as V e r y  Distant Ho~~L~~. The VDH package in

the  IMP w i l l  be c a p a b l e  of cor rec t  o p e r a t i o n  w i t h  e i t h e r  the two—

or s i x — w o r d  l e a d er s .
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A .1 HOST— to—IMP Leader Format

For the most part , the var ious fields in this format

corres pon d to , or are subset s of , fiel ds in the Host—to—IMP

lea der form at descr ib ed in Section 3.3. Fiel d s or su b f iel d s in
Sect ion 3.3 that are not ex plic itl y con ta ine d in these format s
are gi ven a default value , as noted in the text .

1 2 3 4 5 8 9 10 fl IS ~7 28 29 32

~~~~~~~ 

MESSAGE 

frT
~~~ 

DESTINATION MESSAGE-ID ~SUB-TYPE~
~~ p E L  

~~~~~~~~~~~ I J l I ~~~~~~l I f ( ( I  L I I

Figure A— I Old—Style Host— to—IMP Leader Format

Bit 1 Priority —

Correspond s to bit 33, Section 3.3.

Bi t 2 Fo r IMP —

Used to specify a Fake Host. If equal to one , causes the
following mapping of values from bits 9—10 of’ this format to

bits 41~ 148 of Section 3.3:
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0 — 252

1 — 2 5 3

2 - 2 5 4

3 — 255

Bit  3 Trace —

Corresponds to bit 21 , Section 3.3.

Bit 14 Oc ta l  —

Corresponds to bit 22 , Section 3.3 and has a predef ined

meaning (octal print) for Host 252 (TTY ) only.

Bits 5 — 8 Message Type —
Correspond to bits 25—32 , Section 3.3, with the following

exceptions:

a) The subtype of type 0 (regular) messages will be

ig nored , a nd a s u b t y p e  of 0 a l w a y s  used . T h e r e f o r e

s u b t y p e s  1 a n d  2 c a n n o t  be sp e c i f i e d . Type  3 messages

will be converted to type 0, subtype 3.

b) The s u b ty p e  of t y p e  14 (NOR ) messages will be ignored

and a s u b t y p e  of 0 a l w a y s  used .

B i t s  9 — 10 D e s t i n a t i o n  Host  — 

.

Correspond to bits 141_48 , Section 3.3; also affected by bit

2 (F o r  I M P ) .

5/78 A— 4
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Bits 11 — 16 Destination IMP —
Correspond to bits 49—64 , Section 3.3.

Bits 17 — 28 Messag e—id —
Correspond to bits 65—76 , Sect ion 3.3.

Bits 29 — 32 Sub—type —
Correspond to bits 77—80 , Section 3.3, wi th exce pt ions note d

above.

The other fields of Section 3 . 3  not specified above are

given the following default values:

a) Bits 23—214 (leader flags) — 0.

b) Bi t s  38— 14 0 ( m a x i m u m  message  s i ze)  — 0 (8 packet max ) .

c) B i t s  8 1 — 9 6  (message  l e n gt h )  — 0 ( i n f o r m a t i o n  not

needed).
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A .2 IMP—to—HOST Leader Format

As in Section A .1 , there is a correspondence of bit s in this

format to those in Section 3.14- .

1 2 3 4 5 8 9 10 I i  16 17 28 29 32

MESSAGE SOURCE MESSA GE - ID SuB -T Y PE
~ ~~ E L  

I I I I I I j i  I i i  I I I

F i g u r e  A —2 O l d — S t y l e  I M P — t o — H o s t  L e a d e r  Fo r t ~at

Bit 1 Priority —

Correspond s to bit 33, Section 3.14 .

Bit 2 From IMP —

Used to specify a Fake Host. If equal to one , causes the

following mapping of values from bits 9—10 of this f - r rnat to

bits 14 1-148 of Section 3 . 1 4 :

0 — 252

1 — 253

2 — 2514

3 — 255

Bit 3 Tr a c e  —

L 

Corresponds to b i t  21 , S e c t i o n  3 . 1 4 .

5/78 A— 6
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Bi t 14 Octal —

Corresponds to bit 22, Section 3.4.

B i ts 5 — 8 Messa ge Ty pe —
Correspond to bits 25—32 , Sect ion 3.4, wi th the follow ing

exceptions:

a) Types 11 , 12 , 13, and 14 are never used .

b) Type 0 subtype 3 (uncontrolled packets) messages ,

described in Section 3.7, are del ivere d to t he Host as

type 3 messages.

Bits 9. — 10 Source Host —

Correspond to bits 41—48 , Sect ion 3.4; also affected by bit

2 (From IMP).

Bits 11 — 16 Source IMP —
Correspond to bits 149~ 64 , Section 3.4.

Bits 17 — 28 Message— id —

Correspond to bits 65—76 , Section 3.4.

Bi t s  29 — 32 Sub—type —
Correspond to bits 77—80 , Sect ion 3.14.

A—7 5/78 
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APPENDIX B

RE COMMEN DATI ONS FOR HOST IMPLEME NTATION
OF THE HOST/IMP INTERFACE
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This Appendix recommend s a plan fo r Hos t imp lement at ion of

the  H o s t / I M P  i n t e r f a c e , both  the h a r d w a r e  and the lowes t— l evel

Host software which drives the hardware . In particula r , the

software discussed here has the tasks of input and output ,

detection of errors , and management of the Ready lines. Figures

B—i and B—2 provide simplified schematic drawings of the Host

interface hardware.

B.1 Read y Line Philosophy

The actions which should be taken when transitions occur on

the Read y l i n e  h a v e  the  o b j e c t i v e  of r e l i a b l y  r e s y n c h r o n i z i n g

transmission after a temporary lapse of service , and possible

loss of state information by either the IMP or the Host.

F i r s t , c o n s i d e r  the IMP Read y l i n e .  When  it drops , the IMP

has suffered a possible loss of state , so the message in transit

f rom the ~MP to the  Host  ( i f  a n y )  is l ike l y to be incomple te .

Sim ilarl y ,  the  message  in t r a n s i t  f rom the  Hos t  to the  IMP ( i f

a n y )  is l i k e l y  to be in ~ o m p l e t e .  Both the  Host  and the IMP m u s t

r e c o g n i z e  t h i s  e x p i l c i t ly  by  s e n d i n g  a message intended to be

di sca rded  ( for  e x a m p l e , a NOP ) . and discarding the message

c u r r e n t l y  b e i n g  r e c e i v e d . (N o t e  t h a t  the  d i s c a r d a b l e  message  m a y

be a p p e n d e d  to some o t h e r  message  a l r e a d y  p a r t l y  r e c e i v e d . )

The simplest arrangement for the Host’ s interface drive r is

a p a i r  of processes , one  s e n d i n g  messages  and  t he  o t h e r  receiving

5/78 B— 2
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messages. A drop of the IMP ’s ready line must be provided as an

error status bit to each process. However , the two processes

will need to clear this condition independently: the simplest

implementation is an Input Error flop and an Output Error flop.

Both flops are set by a drop of the IMP’ s ready line , and they

are cleared independently under program control .

When the IMP raises i ts rea dy line , each conta ct bounce w ill

again set the Error flops in the Host’s interface. To insur e

that messa ges are not flow ing across t he inte r face at th i s t ime ,

assert ions of the signals There’ s—Your— IMP— Bit and

Ready— For—Next—Host— Bit have been delayed sufficiently in the IMP

to guarantee that the IMP rea dy line has stabilized.

B—5 5/78



_- 

Report No. 1822 Bolt Beranek and Newman Inc.

B.2 Programming the I/O Routines

System startup or restart requires the initializatio n step

of clearing the Host Ready flop (driving the relay controlling

the Host Rea d y line) , waiting at least 1/2 second , and sett ing

the Host Read y flop. Restarting the followi ng two (asynchronous)

inter face dri ve r pro cesses w ill t hen pr operly resyn chroni ze

Host—IMP communication.

INPUT : Wait until an input buffer is available

Wa it until IMP rea d y

Sta r t in put

Wa it unt il input i s com p lete

IF Input Error

THEN clea r In put Err o r

Commen t: Discard erroneous message; reuse
b u f fe r

ELSE queue messa ge on in put queue

GOT O INPUT

5/78 B—6
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OUTPUT: Wait until a message is present on output queue

Walt unt il IMP read y

Star t  out put

Wa it unt il out put is com p lete

IF Output Error

THEN c lea r Out put Error

C o m m e n t :  Save e r roneous  message for
re t r a n s m iss ion

ELSE remove me ssa ge from out put queue

GOTO OUTPUT

The IMP Read y l i n e  and e r ror ~ f l ops  should  on ly  a f f e c t  the

processes above ; th is inte rface res ynchron izat ion shoul d be

invisible to both the process which interprets IMP— to—Host

messages (it will be resynchronized by the IMP—to—Host type 10

m essage) and to any user software .

Actu all y, it is possible to share a single Error flop

between the input and output processes by impl ementing Input

Error and Output Error as software flags. A process testing for

error is required (e.g., a mutual exclus ion sem apho re) t o

guarantee that only one process at a time is testing and

modifying the flags. If the Error flop is set , the pr ocess must

copy it into the other process ’ fl ag before clearing the flop and

it s own fla g .

B—7 5/78
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B.3 Host Ready Line Imp lementation

When the Host drop~ and ra i ses  i ts read y l i n e , the IMP

behaves in a fashion symmetric to that outlined above. Of

course , this drop indicates that the state of the Host’s

interfac e d r iver , as well as the current incom ing and outgo ing

messa ges , are likely to be lost. The appropriate action is

triggered by setting the Error flop or flops in the Host

inter face , and the processes specified above will correctly

resyn chronize message flow in both directions. Of course , to

guarantee that messages are not flowing across the interface

while the Hos t rea d y line is undergoing contact bounce , t he Host

must delay transmission until its ready line has stabilized .

This  m a y  be done in two w a y s :

H a r d w a r e :  an i n t e g r a t i n g  o n e — s h o t  d r i v e n  by the  Host r e a d y

l i n e  f l o p  is ANDed w i t h  There ’ s — Y o u r — H o s t — B i t  and

Ready—F or—Next— IMP— Bit to guarantee that message

t rans fer w ill not sta r t unt il the ready f lo p has

been on for  1/2 s e c o n d .

Software: the initialization program executes a 1/2 second

wa it after setting the Host read y flop before

perm itting input or output to begin.

5 / 7 8  8 —8  
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B.4 Summary of Read y L ine Controls

The following summarizes the specification of the Host’ s

Rea dy L ine cont rol:

1. The special Host inter face contains a Host read y flop

wh ich drives a relay closure in the Host Read y line.

Th is flop is set and cleared under program control .

2. The special Host interface detects the IMP ’s read y

signal and sets a pr ogram—readable status condition (not

an “interrupt” condition)

3. The s pec ial Host inte r fa ce conta ins one o r two erro r

flo ps se t when eithe r the Host Rea d y flop is off or the

IMP ready signal is off. The f lop  ( f l o p s)  is a

pr ogram—readable and prog ram— clearable Status condition

(but not an interrupt condition) . These status flops

must not be cleared by system initialization.

14. If hardware stabilization of the Host’s Read y line is

provided , it is a 1/2 second ~ntegrating one—shot driven

by the Host Read y flop . This signal is ANDed with

The re’s— Your—Host—Bit and Read y— For—Next— IMP— Bit.

B—9 5/78 
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APPENDIX C

LOCAL HOST CONN ECTION

ELE CTRI CAL CHARAC TERISTICS

S.

C — I  5/78 

—, _ - - ----- --~~~-— -- ,. - - -, - -, - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 



Report No. 1822 Bolt Beranek and Newman Inc .

All Host—IMP logic signals (Data , Ready— For— Next— Bit ,

There ’ s—Your—B it , Last Bi t) are un balance d , source—terminated

lines with a nominal char acteristic impedance of 68 ohms. The -

line is terminated at the driving end with the characteristic

impedance. The receiver is ideally an open circuit ; in pr actice ,

i t  is a s ing le  TTL g a t e .  In t h i s  scheme a vo l t age  step of ha l f

the n o m i n a l  level  i s pr opa gate d f rom sou rce t o rece iver .  At the

rec eiver , it is reflected by the high impedance termination ,

resulting in a full level step at the receiver and another half

level step propagating back to tt:e source , where it is absorbed

by the termination.

Voltag e levels for drivers and receivers used by the IMP are

g i v e n  be low:

Mm Ty p - Max

Pluribus

V OH 14 .1 5. 0

VOL 0.07 0.1

1.7 2.0

V IL 0.6 0.9

5/ 7 8  C— 2
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316/516

VOH ~~~~

VOL 0.2 0.35

V IH 1.55 2.5

V IL 1 .1 1.35

The IMP will properl y receive 5—volt logic signals; however ,

signals from the IMP may go to 6 volts . Therefore , the Host mus t

provide a voltage divider , i f these s ign als are to b e rece ive d by

n o r m a l  5 — v o l t  logic , to p reven t  d e s t r u c t io n  of the r e c e i v i n g
c i r c u i t.

F

- C— 3 5 /78  

— 
.___ _ -j ._ 

— -
~~~

— - . - — - - . - - -



- - - -. ~~~~~~~~ _ - -. . - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Re port No . 1822 Bolt Beranek and Newman Inc.

/
7

A P P E N D I X  D

DRIVER RE CEIVER FOR DISTAN T HOST

/
/
/

/

Printed with permission of Honeywell , Inc .
Computer Control Division , Frarn ingham , Massa chuse tts
Descriptions and schematic diagram s reflect use in the IMP .
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D.i Differential Receiver PAC Model CC— 124

The Differential Receiver PAC , Mo del CC~ 1 214 , conta ins th ree

identical and independent circuits. Each circuit takes a bipolar

differential signal and converts it to standard single—end ed

u— PAC logic levels. The schematic diag ram (Figure D— 1) reflects

the use of this PAC in the IMP.

D.i.1 Circuit Description

The c i r c u i t  f u n c t i o n s  as bo th  a D i f f e r e n t i a l  A m p l i f i e r  and

D i s c r i m i n a t o r .

When t he “+A” input is more positive than the “—A” , Q3 is

cut off and the output is a logic “1” . When the polarity of the

p signal is reversed , or “—A ” is made more positive than

“+A” , then Q3 is turned on and the output goes to logic “0” .

D . i . 2  T e r m i n a t i n g  N e t w o r k

The input to the CC— 12~4 is unterminated . The terminating

n e t w o r k  in the  PAC is not  used .

5/78 D— 2 
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+6V 0 — 1
R5 ~~R6 ~~R9
•820 820 >620
—  ci ~~~~~~~~~~~~~~~~ OUTPUT

INPUT +A Ioop f

INPUb
~~

Q_ ~~~~~
)Q2 ~~ 

-

R7
680 4JK

-GV C2 ...L
0.OO33,.Lf ’

T 
O.O33~ f

—4.~--~~ G ND

INPUT +4— 2 CC 
1

124 7 — OUTPuT — 12 CC 124 7 — — 22 
CC 124 

27 —

INPUT — A —  4 
— — 14 — 24

_ 8 6 _ 
8 1 6 —  — 2 8  2 6 —

~ 1 1 19 3 
- 

21 29 23

GNO

Fig ure D—l D i f f e r e n t i a l  Receive r PAC Model CC-124 , Schematic
Diagram and Logic Symbol. (Shown as connected in IMP)
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D.1.3 pecifications

Frequency of Operation: DC to 5 MC .

Input: Differential signal , O. 1V to 11.OV .

Input Impedance: 2.5K (mm .)

Commo n Mo de Re ject ion: Greater than ±2.5V

Output Drive Capability: 8 unit loads and 70 p1 stray

capacitance each.

Circuit Delay: 30 nsec (max.).

Current Requirements (exclusive of terminators):

+6V : 60 ma (max.).

— 6V: 30 ma (max.).
/

D .2  D i f f e r e n t i a l  L i n e  D r i v e r  PAC Model  C C — 12 5

The Differential Line Driver PAC , model CC— 125 , contains

three identical and independent circuits . Each circuit will

switch approximately 18 ma into a balanced load when a standard

u— PAC logic level of “1” is present at the input . When the input

is at logic “0” , the output is open circuited . The schematic

diagram (Figure D—2) reflects use of this PAC in the IMP. Note

t h a t  the c i r c u i t  has  been m o d i f i e d  by  t h e  a d d i t i o n  of e x t e r n a l l y

( i . e . ,  back p a n e l )  m o u n t e d  r e s i s t o r s .

5/78
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~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~~~~~~~

0.O033~~~ f - ~ 32 — 6 V

NOTE C2
R101 AND R102 ARE MOUNTED T°°33

~~~EXTERNAL TO THE PAC

CC 
1

125 
4 —OUTPUT — 4  

— 

CC -125 
16 — 

CC —1 25 
28 —

INPUT— 2 
— 

6 —OUTPUT +4 — 4 18 — — 26 30 —8 1 
— —v — 20 13 — — 23 25 —3 9 5 _ 15 21 I? 27 31 29

I I I I I IGND

Figure D-2 Differential Line Driver PAC Model CC-125. Schematic
Diagram and Logic Symbol. (Shown as connected in IMP )
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D.2.1 Circuit Function

When t he in put is at g r o u n d  or logic “0” , Q 1 is biased “on ” .

With Q 1 “on ” , the em i tte rs of an d Q
3 

are biased “off” , and the

out put is effectively open— circuited .

When the input is open or at logic “1” , Q 1 is turned “off” ,

which causes Q2 and Q3 
to tu r n on , switching approximately 18 ma

into the output .

D.2.2 Terminating Network

The terminating network consists of resistors R7—R 10 as well

as the externally mounted resistors R iO l and R102 , and is

designed for use with 100 to 140 ohm , balanced , twisted—pair

transmission lines. With a logic “0” appl i ed to the i n p u t  of the

transmitter , the terminating network establishes a 1.OV

differential signal on the transmission line pair . When a logic

“1” is a p p l i e d  to the  i n p u t  of the  t r ansm it te r , the polarity of

the 1—volt differential signal on the transmission line pair will

be reversed .

5/78 D—6 
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D.2.3 Specifications

Frequency of Operation: DC to 5 MC .

Inpu t  Load ing : I u n i t  load each .

O u t p u t  D r i v e  C a p a b i l i t y :  Approx i m at e l y  18 ma i n to  a

balanced load .

C i r c u i t  D e l a y :  15 nsec ( m a x . ) .

Current Requirements: Exclusive of terminators

+6V: 90 ma (max.).

— 6V : 90 ma (max.).

The c o m b i n a t i o n  of the  i n t e r n a l  t e r m i n a t o r  n e t w o r k  and the

exte rnally conne ct ed res isto rs w ill draw about 9 ma eac h w hen

connected to +ÔV and — 6V .

D— 7 5/78 
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A P P E N D I X  E

ASCII  COD ES
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ASCII CODES

ASCII
OCT HEX MN EMONI C SYMBOL

2~ ø 8~ NUL

2~~1 81 SOH

2~ 2 82 STX

2~ 3 83 ETX

2~ 4 814 EOT -t’ D

205 85 FNQ

2~ 6 86 A CK

2~ 7 87 BEL

2 1~ 88 BS

211 89 HT tI

2 12 8A LF -t- J

213 8B VT

21 14 8C FE t L

215 8D CR tM

21 6 8E SO

217 8F SI t O

22~ø 9,0 DLE t P

221 91 DC1 tQ

222 92 DC2

5/78 E—2
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ASCII
OCT HEX MNEMONI C SYMBO L

223 93 DC3

22 14 944 DC4 tT

225 95 NAK

226 96 SYN

227 97 ETB

23,0 98 CAN

231 99 EM

232 9A SUB

233 98 ESC

23 14 9C FS

235 9D GS

236 9E RS

237 9F US

24~ A~ SP Space

2 14 1 A l

2 142 A2

2 143 A3

2414 ALl $

2 145 A5

246 A6 &

E—3 5/78
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ASCII
OCT HEX MNEMONIC SYMBOL

244 7 A7

25~ A8 (

251 A9 )

252 AA

253 AB +

2544 AC

255 AD —

256 AE

257 AF /

26~ BO’ 0

261 Bi I

262 82 2

263 83 3

2614 B44 14

265 B5 5

266 86 6

267 87 7

2Th 88 8

271 89 9

272 BA

5/78 E—4 
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ASCII
OCT HEX MN EMONIC SYMBOL

273 BE

274 BC

275 BD

276 BE >

277 BF ?

3~ø CO €

301 Cl A

302 C2 B

303 C3 C

30 14 C14 D

305 C5 E

306 C6 F

307 C7 G

3 10 C8 H

3 11 C9 I

312 CA J

3 1 3 CB K

31~4 CC L

3 15 CD M

3 1 6 CE N

E—5 5/78
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ASCII
OCT HEX MNEMONIC SYMBOL

317 CF 0

32~ Dø P

321 Dl Q

322 D2 R

323 D3 S

3244 1)14 T

325 D5 U

326 D6 V

327 D7 W

330 D8

33 1 D9 Y

332 ID A Z

333 D~

3324 DC \

335 DD )

336 IDE

337 DF 
—

314 0 E0

324 1 E l  a

3~42 E2 b

I
5/78 E—6 

_—.-..-~~~
,- ~~~~~~~~ ~~~

-.



Report No. 1822 Bolt Beranek and Newman Inc.

ASCI I
OCT HEX MNEMONIC SYMBOL

3143 E3 C

3 144 E4 d

3 145 ES e

346 E6 f

347 E7 g

350 E8 h

35 1 E9

352 EA j

353 EB

35 14 EC 1

355 ED m

356 EE n

357 EF 0

F0 p

361 Fl q

362 F2 r

363 F3 s

364 F’4 t

365 F5 u

E— 7 5’78
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ASCII
OCT HEX MNEMONIC SYMBOL

366 F6 v

367 F7 w

370 F8 x

37 1 F9 Y

372 FA z

373 FE {

3724 FC

375 FD }

376 FE —

377 FF DEL RUBOUT

The IMP uses 8— b i t  ASCI I  w i t h  the l e f t — m o s t  b i t  set to one .

control

— shift control — P

5/78 E—8
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APPENDIX F

VERY DI STANT HO ST I N T E R F A C E
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F . l  Ph i l o sophy  of the  V e r y  D i s t a n t  Host I n t e r f a c e

I t is somet imes d es ir able to connect a Host an d an IM P ove r

a distance greater than 2000 feet , the max imum di stance ove r

wh ich the distant Host interface can guarantee error—free

transm ission. Such a connection is possible with a relatively

small  change  to the IMP/HOST protocol  and is mad e in t he manne r

discussed in the following paragraphs . We call this kind of

c o n n e c t i o n  a v e r y  di stan t hos t c o n n e c t i o n .

No rm a l l y ,  conne ctio n between an IMP and any of its Hosts

takes place as illustrated in Figure F— i

IMP H O S T
r r 

STANDARD I
I IMP/HOST HOST OR I SPECIAL NETWORK I

i ~~ 
DISTANT HOST CONTROL Ir-r~OGr~AM HOST I INTERFACE PROGRAM I

I INTERFACE [ 
___________I I I I ..~~~~ j  1. 

Figure F— i Normal IMP/Host Connection

The s t a n d a r d  Host ( o r  d i s t a n t  Hos t )  i n t e r f a c e  and the  special

Host  inter face commun icate accor di ng to the hard wa re

s p e c i f i c a t i o n  set down in Sec t ion  LI of’ t h i s  documen t , and the

IMP/Ho st program (in the IMP) and the Network Control prog ram (in

5/ 78 F—2
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the Hos t) commun icate us ing the sof twa re protocol desc rib ed in

Sectio n 3 of t h i s  document .

To minimize the disturbance to existing programs and

s p e c i f i c a t i o n s  in both the IMPs  and the Hosts , the v e r y  d i s t a n t

Host connection is impl emented by adding a new level of protocol

and by using the IMP’ s s tan d a rd mo d em inte r face as shown in

Figure F—2.

T h i s  n e w  pro tocol  level  m a y  be pr ogrammed in s e l f— c o n t a i n e d

f r o n t  end packages , and such a sys tem is c u r r e n t l y  a v a i l a b l e  (see

Appendix H) for Host sites which do not wish to implement the VDH

protocol.

At the  IMP end of the c o n n e c t i o n , the  Host interface is

replaced by a modem interface and a modem , and a software package

which provides reliable packet transmission is added between the

IMP/Host program and the hardware interface. At the Host end of

the connection , a modem is  added , alon g wi th som e sort o f

hardware device which provides an interface between the modem and

the Host. Also , between t he har dwa re in t e r f a c e  an d the Ne twork

Control Program , a software package which provides reliable

packet transmission is added . As before , the IMP/Host pr ogram

(in the IMP) and the Network Control Prog ram (in the H o s t )

c o m m u n i c a t e  a c c o r d i n g  to the s o f t w a r e  s p e c i f i c a t i o n s  in Sec t ion

3. The new Reliable Transmission Packages  in the IMP and the

F—3 5/78
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Host commun icate as outlined in Section F.2 below ; the modem

interface in the IMP and the Error Detecting Special Host

Interface communicate using the line protocol currently used

between IMPs as discussed in Section F.3.

The new componen t s  t h a t  are r equ ired  at the Host end of a

very distant Host connection are a Reliable Transmission Package

and a new piece of hardware , namely the Error Detecting Special

Host  I n t e r f a c e .  The nex t  two sec t ions  s p e c i f y  the f u n c t i o n i n g  of

the R e l i a b l e  T r a n s m i s s i o n  P a c k a g e  and the Error Detecting Special

Host In terf ace .

F .2  The R e l i a b l e  Tr a n s m i s s i o n  Pa cka ge

The Reliable Transmission Packages (RTPs) in the Host and

IMP are functionally equivalent. Both send and receive packets

of da t a  which  are  m u l t i p l e s  of 16 b i t s  in l e n g t h .  Appended to

the f r o n t  of each packe t  is 16 b i t s  of con tro l  i n f o r m a t i o n  as

shown in Figure F—3 .

The 1 6 — b i t  wo rd of cont ro l  info rma tion , as i l l u s t r a t ed in

Figure F~ Ll , includes a count giving c.he length (in 16—bit words)

of the da t a  in the packet , a bit which , when set , indicates the

l a s t  packe t  of a message , an “odd/even ” bit which is used to

detec t  d u p l i c a t e  p a c k e t  t r a n s m i s s i o n s , a o n e — b i t  “ channe l

num ber ” , a Host/IMP bit , and two acknowl edge bits —— one for

channel zero and one for channel one.

F—5 5/78
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CONTROL WORD

DATA 0 to 64 
‘
WORDS

T I -  
I_ 

-

- 16  BITS

F i g u r e  F— 3 P a c k e t  F o r m a t

For e f f i c i e n c y ,  the  RTPs m u s t  be ab le  to h a n d l e  two packets

go ing  in  each d i r e c t i o n  ( t r a n s m i t  and r e c e i v e)  s i m u l t a n e o u s l y .’

At any t ime , each of the  two pack ~~ts go ing  in one d i r e c t i o n  is

associated with one of the two “channels ” ment ioned above. For

each transmit channel the RTP keeps a used/unused bit and an

odd /even  b i t  ( b o th  initialized to zero) . The used/unused bit

i n d i c a t e s  whether  the re  is c u r r e n t l y  a packe t  a ssoc ia ted  w i t h  the

channel. For each receive channel , an o d d / e v e n  b i t  is kept (a l s o

in itialized to zero). The tr ansmit portion of’ the RTP cycles

*Note that ti~i control word format is laid out to enable easy
ex pansion to four channels.

5/78 F— 6
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SPECIAL PACKET BIT

F

HELLO/I
~
HEARD

~
YOu 9IT UNUSED~~~~

L I I ~~I I ~~, 1 1  1
PACK ET WORD COUNT CHANNEL

(6811$) NUMBER

PACKET HOST /IMP BIT CHANNEL ZERO
ODD/ EVEN BIT BIT BIT ACKN OWLEDGE BIT

LAST PACKET BI T I CHAN N E L ONE
ACKN OWLEDGE BIT

F i g u r e  F— 14 Con t ro l  Word F o r m a t

t h r o u g h  i ts  used c h a n ne l s  (t hose  w i t h  packe t s  a s soc i a t ed  w i t h

them) , transmitting the packets along with the channel number and

the  a s soc ia t ed  o d d / e v e n  b i t .  At the receive side of the RTP , if

the o d d / e v e n  b i t  of t h e  r e c e i v e d  packe t  m a t c h e s  the  o d d / e v e n  b i t

associated with the appropriate receive channel , the receive

odd/even bit is complemented . Otherwise the packet is a

duplicate and is discarded . Acknowledgments of all packets

correctly received at the receive side of the RTP , whethe r the

acknowledgments are duplicate or not , ar e sent  to t he t r an sm i t

s ide  of t h e  o the r  RTP . T h i s  is done  by c o p y i n g  the r ece ive

F—7 5/78
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odd/even bits for both channels into the positions reserved for

the two a c k n o w l e d g e  b i t s  in the contro l  wo rd of e v e r y  packe t

transm itted . In the absence of other traffic , t he ac knowl edg es

are r e t u r n e d  in 16 b i t  “ n u l l  packets ” . These have a word count

of zero .  When the t r a n s m i t  p o r t i o n  of the  RTP r ece ives  a packet ,

it compares (bit by bit) the two acknowl edge bits against the two

t r a n s m i t  odd /even  b i t s .  For each n o n — m a t c h  found , the

corresponding channel is m a r k e d  unused and the co r r e spond ing

packe t  is d i s c a r d e d , and the  o t d / even  b i t  is compl emented .

In a s t a n d a r d  Host  to IMP inte rface , messages are delivered

in  a spec i f ic  order  and rece ived  in the  same order . A Ve ry

D i s t a n t  Host i n t e r f a c e  opera tes  s i m i l a r l y  i n that messa ges are

passed , for examp le , from the IMP to its RTP in order: the

Host ’ s RT P t hen  d e l i v e r s  them to i t s  receiving process in the

sam e order. It is i m p o r t a n t  to note , howeve r , t h a t  between these

two software interfaces there is nothing said about ordering. In

particular , if the special interface detects an error in a

packet , for example , the receiving RTP will discard the packet.

The next packet may arrive on another logical channel before the

s e n d i n g  RTP r e t r a n s m i t s  the  d i sca rded  and u n a c k n o w l edged packet ,

and the  r e c e i v e r  should  be p repared  to accept th i s  packet  out of’

order . The protocol described above explicitly permits such

out— of—order behavior between the RTPs , req u ir in g on ly  t ha t  the

t r a n s m i t  po r t i on  of the  RTP f i l l  i t s  c h a n n e l s  in  sequence (one to

5/78 F—B

- -- S-S ~~~~~~~~~~~~ -. 



Report No. 1822 Bolt Beranek and Newman Inc.

channel zero , one to channel  one , one to channel zero, etc .), and

that the receive portion of the RTP empty its channels in

sequence .  In a d d i t i o n , to in su re  correct  sequenc ing , the  f i r s t

channel filled or emptied after initialization must be channel

zero . Nul l packets use neither a channel nor a channel number

when sent and are not acknowledged when received .

When pac kets  mus t be re t r ansm itted unt i l  acknowl edg ed ,

processing and transmission delay may cause acknowledgment to be

delayed for more than one transmission time. Unnecessary

r e t r a n s m i s s i o n  may i n t e r f e r e  w i t h  new t r a n s m i s s i o n s , as well as

p l a c i n g  an added b u r d e n  on both  r ece ive r  and t r a n s m i t t e r .

Therefore , we recommend a program delay before deciding to

r e t r a n s m i t  an u n a c k n o w l edged p a c k e t .  Th is amount  of d elay shoul d

be adjustable , but a trial value of lOOmsec. is recommended .

A d d i t i o n a l  e f f i c i e n c y  may  be ga ined  if the RTP can  no t ice  tha t

the  n e x t  packe t  has been acknowledged  w h i l e  the pr ev ious  one has

not : in this case , i t is clea r that  the f irst packe t was not

correctly received and it may be retransmitted immed iately

without waiting for the programmed delay to expire. This option

has not , however , been implemented in the IMP at this time .

The following algorithm is used to decide whether the

circuit between an IMP and a very distant Host is dead or alive.

We f ir st de fine wha t  we cal l  a spec ial packet —— t h i s  is

( l o g i c a l l y)  a o n e — w o r d  packe t  c o n s i s t i n g  of on ly  the  control word

4
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and h a v i n g  the SPECIAL PACK ET b i t  set to one .  Al l  packets  which

are not special packets (i.e., wh ich are re gu la r  data packets  or

null packets) hav e the SPECIAL PACKET bit set to zero. In a

special  packe t , o n l y  two b i t s  o ther  than  the SPECIAL PACKE T b i t

have any meaning: HELLO/I—HEARD—YOU , and Host/IMP. A special

packet canno t acknowledge data packets or send data .

Ever y r seconds both IMP and Host (independently) send a

HELLO packet , a spec ial packet with the HELLO/I—HEARD—YOU bit set

to zero. When either IMP or Host receives a HELLO packet , it

must promptly (with highest pr iority) send the other an

I—HEARD—YOU packe t , a special packet with the HELLO/I—HEARD—YOU

bit set to one . In other words , the I—HEARD—YOU packet is an

acknowl ed gment of the periodic HELLO packet , and an I—HEARD—YOU

packet must only be sent as an acknowl edgment for a HELLO packet.

If e ithe r IMP or Hos t sen~d s mo re than t HELLO p ac kets without

receiving an I— HEARD— YOU packet in acknowledgment , the IMP or

Host declares the line dead . Once either IMP or Host declares

the line dead , it must send or accept no packets (either special

or r e g u l a r )  for  2’t ’r seconds to a l l o w  the  o ther  p a r t y  also to

d e c l a r e  the l i n e  dead . After waiting 2’t~ r secon ds , an attempt

is made  to b r i n g  the l i ne  a l i v e .  This  is done by  s end ing  HELLO

packets (but no regular packets) every r seconds while noting

received I—HEARD—YOU packets until k HELLO packets in a row are

acknowl edged with I—HEARD—YOU packets. While doing this ,

5/78 F— b
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received HELLO packets must be acknowl edged with I—HEARD—YOU

pac kets. Once acknowledgments for k HELLO packets have been

received in a row (i.e., one ac knowl edgment every  r secon d s fo r k

inte rvals’), the line is declared alive and regular packets again

may b e sent , received , and acknowl edged along with the periodic

(every r seconds) HELLO packets. If a regular data packet is

rece ive d w h i l e  a p a r t y  is trying to bring the line up (due

perhaps  to s l i g h t  t i m i n g  d i f f e r e n c e s  be tween  the pa r t i e s  at the

ends f the line) , the data packet must not be acknowl edged .

The odd/even bits , the used/unused bits , an d the channel

fill ing and emptying sequences must be initialized at start—up”

and reinitialized every time the line is declared dead . If

either the IMP or Host decides the line is dead , the same act ion

is take n that  the IMP o r Host no rm a l l y  takes  when t he othe r’s

read y line is down . The line being up causes the same action as

is normally taken when the read y line is up. The value of r is

currently 1.25 second s, the v a l u e  o f t is cur re n t l y  4 , an d the

value of k is currently also LI. It is likely that the values of

r , t , and k will be adjusted in the future; very distant Host

programmers are advised to make it easy to change these

parameters.

~In particular , the IMP imp lem entation requires the receipt of an
acknowl edgment within r seconds of the tranamission of a HELLO
packet in order to consider that the HELLO packet was
successfully ac knowledged .
“At start—up, the l ine mus~ be assumed to be dead and the
procedure of waiting s0 t r  seconds before sending HELLO packets ,
etc., must be used to bring the line alive initially.
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Packets going from the IMP to the Host have the Host/IMP bit

set to zero.  Pa ckets goin g f rom the Host  to the IMP have the

Host/IMP bit set to one. This enables the IMP or Host to discard

p a c k e t s  wh ich  cou ld  cause errors when the telephone line is

looped back  on i t s e l f  as o c c a s i o n a l l y  h a p p e n s .  In f ac t  the Host ,

the IMP , or the modem m a n u f a c t u r e r  may desire the ability to loop

the connection for test purposes , and the RTP should probably be

des igned  w i t h  t h i s  in mind .’

The IMP requires that transmissions to and from a very

distant Host be in packets which are multip les of 16 bits in

l eng th , up  to a m a x i m u m  of 1008 b i t s  (n o t  i n c l u d i n g  the 16 b i t s

of c o n t r o l  i n f o r m a t i o n  w h i c h  is appended  to the f r o n t  of each

p a c k e t ) . Thus , u n l i k e  a normal  Host , a v er y di stan t Host mus t  be

aware of pac kets. Furthermore , the leader of a message is

t r a n s m i t t e d  to and f rom a v e r y  d i s t a n t  Host in a separate packet

w h i c h  precedes  the  rest  of the  p a c k e t s  of the  m e s s a g e .  For

instance , a message of length 1500 bits would be transmitted in

three packets as shown in Figure F—5 .

I-’

‘In particular , if toe Bell 303 modem is used it includes the
c a p a b i l i t y  of b e i n g  looped bac k  on the  Host  unde r  Host program
control . See the Bell System Communications Technical Reference
Manu al on Wide Band Data Stations , 303 Type ( P U B  141302) for the
specification of the signals needed to activate this feature.
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ORIGINAL 1500 BIT MESSAGE
1500 BIT MESSAGE BROKEN INTO PACKETS

_____ — — — — — CONTROL WORD
LEADER (Word Coun t 6)

~.— -. 
- lit PACKET

— -- —
-.5

--

- — .-.E D’— CONTROL WORD

1500 BITS [
~~

] (Word Count 63)

2nd PACKET

___________ _____ - CONTROL WORD

& Lost Pocket Bit Set )

3rd PACKET

Figure F—5 Segmentation of a Message into Packets for the Very
D is tan t  Host  I n t e r face
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As prev iously  ment ione d , the wo rd count  in the wor d of

cont ro l  information preceding each packet  does not in clu d e the

word of control information itself. Thus , packets which includ e

data have a word count between one and sixty—three. A packet

wi thout  an y data , the “nul l packet” wh ich is sent  in the ab sence

of t r a f f i c , has a word coun t of ze ro .  A max imum len gt h messa ge

is segmente d in to n ine pac ke ts for t r a n s m iss ion over  a ver y

di s t an t  Host l ine , e ig ht  pac kets fo r the data in the messa ge an d

one packe t for  the  leader .

The “ p a d d i n g ” c o n v e n t i o n  ( see Sec t ion  3.5) is not simulated

for messa ges trave rsing a ve ry di stan t Host inte r f ace .  Fu rt her ,

IMP/Hos t control messages only require 80 bits , since padding is

not required . It is recommended , however , that this padding

c o n v e n t i o n  be s i m u l a t e d  ( f o r type  0 messages)  by the  Hos t .  The

destination IMP assumes a padding bit is present , for purposes of

computing the exact bit length of the message and reporting this

len gth to the destination Host. If the source Host is a VDH and

it does not simulate this padding , the  len gt h  re po rted to the

d e s t i n a t i o n  Host may  be up to 15 b i t s  less than  the ac tua l

L 

len gth , although all the bits will be delivered to the

destination Host. The maximum length message the IMP will allow

to come from a Host  over  a V e r y  D i s t a n t  Host  i n t e r f a c e  is 8160

bits (including leader , and with or without simulated padding ,

which  is considered part of the VDH data bits) . This  m a x i m u m

5/78 F — 1 4  
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length is one bit more than the amount permissible over a normal
IMP/Host connection (again , see Section 3 . 5 ) , which must  reuse

the last bit for the hardware padding .

Anothe r importan t r am i f icat ion of the use of mul t iples of

16—bit words over a very distant Host interface is that a word

length mismatch problem may exist . For instance , it takes four

36—bit (PDP—lO) words to make a multipl e of’ 16 bits. The RTP in

the IMP uses the following series of tests to determine message

legal ity on the bas is of mess age len g t h :

1. Any packet which (including the control word ) is

physicall y longer than sixty— four 16—bit word s

(regardless of the packet’ s word count) is discarded .

2. Any packet which is less than one 16—bit word long Is

discarded .

3. A packet ma y h av e a wo rd coun t  of ze ro an d suc h a packet

is t rea ted  as a “ n u l l  packe t” .

LI . The fIrst packet of a message must have a word count

wh ich is always the Host/IMP leader length (6 for type 0

messa ges an d 5 fo r all othe rs , as per Sections 3.3 and

3. - L I ) .

I _
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5. The second th roug h the  n i n t h  packe ts  of a message  m a y

have a word count from one to sixty— three , but the

phys ical packet length may be different. In the case of

a packet  ph ysical ly shor te r  than the wor d count

in dicate s , the IMP f i l l s  out  the packet wi t h ga rb age to

the length specified by the word count. In the case of

a packe t p h y s i c a l l y  longer  th an  the wo rd coun t  i nd i ca t e s

(but no longer than a total of 614 words) the IMP uses

only the portion of the packet specified by the word

c o u n t .  The packe t  b o u n d a r i e s  spec i f i ed  by the  word

counts from the very distant Host will be preserved by

the IMP subnetwork; thus if’ the destination of the

message . is a Host connected to its own IMP via a very

distant Host interface , the delivered message may

consist of several pac kets , eac h of less than maximum

l e n g t h .

Because t he actual  pac ket  len gt h canno t  be grea te r  than 614

words , t he Hos t ’ s ve ry di s t an t  Host  in te r f a c e  mus t  be ab le to

disc ard any information remaining in the Host’ s out put bu f f e r

(probably only part of one Host wo rd ) after 614 16—bit word s have

been sent to the IMP or else the Host must reconcile itself to

b e i n g  able  to send a maximum length message which is somewhat

shor t e r  t h a n  n o r m a l .  For ins tance , the m aximum length message a

P D P — 1 0  m i g h t  be ab le  to send would  be about  160 bits shorter than

t he  no rma l  8I ~~O b i t s .
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F.3 The Error Detect ing Special Host Interface

We see sever al reasona b le ways fo r t he Host to bu il d the

Error Detect ing Special Host Interface. For example :

1. Bui ld  the equivalent of the IMP ’s modem in t e r f ace , a

d ev ice wh ich pr ov id es an inte r fa ce b etween the modem an d

the Host.

2. Adapt the Special Host interface so that it interfaces

to a modem instead of to an IMP as shown in Figure F— 6.

P H O N E  LINE M O D E M  _ _ _ _ _  
MODEM I SPECIAL
ADAPTOR INTERFACE

Figure F— 6 Adaptation of Special Host Interface

3. P l a c e  a m i n i — c o m p u t e r  be tween  the Host  and the modem

(and pr ogram the RTP in the mini— computer) .

An y of these method s Is feasible; the method chosen will depend

on wha t  is c o m f o r t a b le  at the Host  s i te .

Whichever method is chosen , the in t e r f a c e  must  fo l low the

same l ine protocol the IMPs now follow between themselves. This

protocol is described in the following sections.

F — i ?  5/78
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II
F . 3 . i  Message Formatting

Figure F—7 shows the format of a packet on the phone line.

This format is the realization of a particular Binary Synchronous

C o m m u n i c a t i o n  m e c h a n i s m  w h e r e i n  a packet  of data is enclose d

w i t h i n  a f r a m i n g  s t r u c t u r e  p rov ided  by the  h a r d w a r e .

We will descr ib e the st ruc tu re for a un idi rec t ional

transm ission altho ugh transmissions in either direction are of

th is same form .’ When the line is in the passive state (that is ,

when  no i n f o r m a t i o n  is be ing  t r a n s m i t t e d)  the  h a r d w a r e  genera tes

a con tinuous stream of SYN characters (see Section F.3.3 for code

definitions) . In addition to this passive stream , the hardware

gua rantees  th at at least  two SYN charac te r s will  a lways  be

inserted between successive packets. When the program has a

pac ket rea d y for  t r ansm ission , it not if ies the har dware  wh ich , at

the end of the current SYN , places first a DLE character and then

a STX c h a r a c t e r  on the  l i n e .  Fo l lowing  t h i s  the  t ex t  of’ the

packet (including the control Word )  is t r a n s m i t t e d .  This  t ex t

must consist of an even number of 8—bit bytes. Further ,

considering each pair of bytes as a 16—bit word , the less

1In particula r , we describe a transmission from the point of view
of the IMP in terms of the hardware available to the IMP. While
a d e s c r i p t i o n  of the  t r a n s m i s s i o n  m u s t  be I d e n t i c a l  fr om the
point of view of the Host , the me thod the Host uses to const ruct
the transmission may be different. For instance , the Host ma y
choose to implement in software much of what the IMP implements
with hardware.

5/ 78 F — 1 8
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significant (right) byte is sent first. At the end of the text ,

t he ha rd ware  app ends another DLE character  followed th is t ime b y

an ETX c h a r a c t e r .

As the tex t  of a packet is bein g t ransm it ted , a 214— bit

cyclic redundancy check (CRC) is computed by the hardware. The -

details of this process are described in Section F.3.2. After

the final ETX of the packet has been put on the line , the 214—bit ‘I 
- -

redundancy chec k is then transmitted in three 8—bit bytes .

Follow ing th is  at le ast two SYN cha racte r s will be put on the

line . If another packe t is ready to be sent , a new DLE/STX

sequence will begin it. Otherwise the stream of SYN characters

will continue .

One fur the r  sophistication is includ ed . Packets are of

v ar iab le len g th , thus the receiver must be provided with a method

of u n i q u e l y  i d e n t i f y i n g  the  end of a packet. The end is , of

course , m a r k e d  by t he  DLE/ETX sequence. However , inasmu ch as the

by tes of in forma t ion w i th in a packet  may  consis t  of t r ans pa ren t

b i n a r y  da ta , i t  is poss ib le  for  a sequence of by tes  w i t h i n  the

text to look like the DLE/ETX which marks the end . In order .to

break up such sequences , the tr ansm itting hardware scans the’

sequence of text bytes for DLE characters. If such a code is

foun d , the hardware inserts an extra DLE between the DLE found

and the next byte of the packet. In short , all DLE characters

which  appear  w i t h i n  the t ex t  a re  doubled - by the  h a r d w a r e .  This ,

5/78 F—2 0
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of course , exclu des the DLEs of the DLE/STX and DLE/ETX pairs or

any DLE that might chance to get constructed as part of the CRC.

The receiver uses the following set of rules to deal with

t hi s forma t : when the rece ive r is f i r s t  tu rne d on , it works in a

SEARCH mo de wherein it scans the l ine  b i t  by b i t  w i th  a m o v i n g

wi ndow , look ing  for SYN characters. As soon as a SYN character

is detected in the window , t he re ce iver leaves the SEARCH mo de -

-

and t h e r e a f t e r  steps , 8 b i t s  at a t ime , f rom by te  to by t e .

Ensu ing bytes should either be more SYN5 or a DLE . (The arrival

of any bytes other than SYN or DLE puts the receiver back into

SEAR CH mode.) Once a DLE character has been received , the

ensu ing byte must be a STX or once again the receiver returns to

the SEARCH mo de. Af ter the STX has  a r r ive d , the  rece iver enters

a MESSAGE mode in which any set of bytes is acceptable.

Any errors prior to this point (e.g., f r o n t  en d fr am ing

errors such as the presence of a non—STX after the initial DLE)

are not flagged to the receiver program . Beyond this point ,

howeve r , d ata  wi ll  be en te re d into  t he receive r memory  an d an y

errors  wh ich occu r mus t be in di ca ted to the program wh ich

process es the  in put bu f f e r .

In the MESSAGE mode if a DLE character is found in any byte

the r e c e i v e r  en t e r s  an ESCAPE mode in wh ich  it expects  one of two

t h i n g s ;  e i t h e r  a second DLE , w h i c h  i t  t h r o w s  a w a y ,  or an ETX

F— 21 5/78
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wh ich indicates the true end of the packet. (Arrival of any

other character indicates an error and an error flag must be set

for the receiver program . In such a case , t he ha rd ware r e t u r n s

to the SEARCH mode.) After the ETX character has been received ,

the har dware  draws  the three ensu in g bytes t hrou gh the CRC

rece iving logic. After the third byte has been shifted in , the

chec k register will contain all zeros if the message was

correctl y received . A completion flag (interrupt ) is set for the

program at this point. If the check register does not contain

zeros , the error flag is also set. The hardware expects ensuing

b ytes to be SYN cha racte rs , an d the ent ir e process of ab sor bi ng a

message starts over again.

Note that the doubling of text DLE’ s resu l t s  in an in crease

in the length of the packet as it occur s on the line. In the

extraordinary case where a packet consisted entirely of DLE

c h a r a c t e r s , the  l e n g t h  of the packe t  would  be doubled  on the

l i n e .  Of’ course , as i t  a r r i v e d  at  the r e c e i v e r , the remova l  of

the ex tra DLEs would reduce the packet to its original length. -

In the rece iver , in order to avoid missing packets , the

prog ram m u s t  p r o v i d e  a new b u ffe r between the t ime of the

completion interrupt at the  close of one  packe t  and the poin t

within the ensuing packet where the hardware must first enter

data into the memory from the text of the new message. The

completion interrupt should be provided to the program at the end

5/78 F— 22 

-5—.



r ‘-
~~~~~~~~~

- 
-- -5- — --

Report No. 1822 Bolt Beranek and Newman Inc.

of the thi rd check byte. Assuming a minimum inter—packet gap of

two SYN characters , the program must field the interrupt and be

ready for a new Input within the time required to transmit two

SYN cha racte rs , the DLE/STX and the number of bytes which fill

one of the rece ive r ’s words. If a new buffer has not been

provided by that time , the new packet should be discarded by the

hardware , which may then return to SEARCH mode. Although for

reasons of efficiency the receiver should try to avoid missing

packe ts , any missed packets will eventually be retransmitted by

the RTP logic.

F .3 . 2  Charac te r  Codes

SYN 00010110

DLE 00010000

STX 00000010

ETX 1000001 1

Al l  b ytes (data  bytes too) are  t r a n sm i t t e d least sign if icant

(rightmost) bit first.

F .3 .3  The Cyc l ic Re d un d an cy Check

The CR C check register is cleared at the transmitting site

at the b e g i n n i n g  of the  DLE c h a r a c t e r  which  s igna l s  the  b e g i n n i n g

of a p a c k e t .  A l l  of the  bytes  f rom ( i n c l u d i n g )  -t h i s  opening  DLE

through the final ETX (including both DLEs of a doubled pair) go
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into the makeup of the 214—bit checksum . After the final ETX , the

214 bi ts of chec ksum are sh i f ted onto the l ine .  In the

accompanying explanatory figure~i (F—8 and F— 9) , for  the  sake of

simplicity, time is divided into periods called CKTIME and

CKTIME. CKTIME consists of the period during which the checksum

is being computed ; that is , the t ime from the begi nn in g of the

initial DLE at the front end of the packet through the closing

ETX at the end of the packet. CKTIME is the 214 bit times during

which the checksum is transmitted or received .

- 
- F i g u r e s  F—8 and F— 9 show the  o u t p u t  and i n p u t  s e c t i o n s.  In

both cases s h i f t i n g  t akes  p lace  to the  right; clocking , which is

not shown , is once per bit time . The numbered boxes are

flip— flops whose logic true outputs appear at their tops and

whose inputs appear at their bottom . Logical boxes are as

fo l lows :

+ = OR

= A N D

EX CLUSIVE OR

No attention is paid to electrical polarity — al l

ex pr ess ions are in te rms of logic  t rue v a l u e s .  Transm ission of

da t a  and check b y tes  is least  s i g n i f i c a nt  ( I . e . ,  r i g h t mo s t~’ bi t

first.

5/78 F—24
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The output and the input sections compute in the same way

during CKTIME. The difference is that during CKTIME , the out put

vers ion  stops c o m p u t i n g  and shi f ts  what  it has computed onto the

l ine whereas  on in put shi f t in g cont inue s r i g h t  through to the en d

of the  CRC at which  point  the check r egis ter  con ta ins  a l l  zeros

if the packet was received correctly.

Out put wo rks as fol lows : a t the beg inn ing of a t r an smis s ion

(i.e., just as the DLE is readied for transmission) , the  214

fl ip— flops of the output check register are cleared . During

CKTIME , the b i t s  of da ta  w h i c h  are tr an smit ted  are fed d i r e c t l y

to the  da ta  out  l i n e .  The da t a  out  l i n e  is EXCLUSIVE O R ’ d  w i th

t he rightmost  bi t of the check re gi ster an d the out put of the

EX CLUSIVE OR feed s back to EXCLUSIVE OR taps into the various

bits of the check register as shown in Figure F—8. Thus , the  CR C

is b u i l t  as the da t a  is s h i f t e d  ou t .

After the last bit of data (i.e., the last bit of the

c l o s i n g  ETX ) has been s h i f t e d  onto the l i n e , the  CRC dev ice

proceeds to the CKTIME stage. During CKTIME the output of bit 214

of the check re gi ster is ga ted to the l ine as the  reg ister

cont inue s to shi f t .  The fee db ack path is eff e c t i v e l y  d ecou pled

by the  AND ga te  in the lower  r i g h t  hand corner of F i g u r e  F— 8 ,

caus i n g a logi cal ze ro to fee d the bottom in put of eac h of the

E X C L U S I V E  OR t aps , t hus  t u r n i n g  the check r eg i s t e r  in to  a

s t r a i g h t f o r w a r d  s h i f t  r e g i s t e r .

F-25 5/78 
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Input , shown in Figure F—9, is simpler. The input check

register is cleared at the end of’ ever y arriving SYN char acter

before a packe t starts arriving . Starting with the opening DLE ,

the bits of the packet flow into an EXCLUSIVE OR together wi th

the output of bi t 21~ of the check reg ister . The output of this

EXCLUSIVE OR in turn feeds EXCLUSIVE OR taps back into the shift

register just as in the case of output. This process continues

through the bi ts of the incoming check character s at the end of

the packet. After the last bit of checksum has thus been drawn

in , the check regi ster will conta in a zero if no errors have

occurred in transmission. (That is , no errors of the sort that

this particular check detects.)

The characters are drawn through the check registers as they

appear on the line (i.e., least significant bit of a1~~~~ tes

first , less significant byte of data byte pairs first) .

F.3.4 Connection to a Modem

A ver y distant Host communicates with an IMP via

communicat ion circuits such as those provided by the phone

company. Synchronous modem s and dedicated full dupl ex lines are

required . Either an EIA RS232C interface or the special Bell 303

interface can be used . Speed s up to 230.4 kilobits/second are

permitted . Arrangements must be made ahead of time with BBN to

allow for proc urement of’ a proper IMP—modem cable. At the IMP
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end , the hardware 1nterfa~ e between the modem and the IMP is

identical to the inter face which Is used with the Bell

303/50 kilobit modem on the lines that interconnect IMPs , w i t h

the except ion  tha t  the mark  and space conven t ion  Is inver ted  for

cha rac t e r s  sent to the modem ( i . e . ,  bi~n a r y  “ one ” equals  high

c u r r e n t)  — the control  level l ines  are not Inverted .

At the Host site there will be a matching full—dupl ex modem .

Arrangements must be made through BEN in order to guarantee that

the proper strapping arrangements are provided for controlling

that modem . The particular type of connector and definition of

signal s on the pins of this connector will vary from one modem to

another . The only signals which are of direc t Interest to the

Host are transmit and receive data and clock signals. Since only

dedicated lines may be used , other control signals are tied off

either internally within the modem or via lines to the modem

bearing fixed signals. The electrical specifications for drivers

and receivers must be obtained from the modem manufactur er .

a
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APPENDIX G

IMP POWER WIRING CONVENTION
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Wiring conventions used for twl stlock connectors vary

depending on application and locality. The convention used for

316 and 516 IMPs is illustrated In Figures G— 1 and G—2. Wire

colors shown for the Hubbell 3331G (NEMA L5—30P) plug are those

found on the IMP line cord . Colors shown for the 3330G (NEMA

L5—3 0R) receptacle are as found in most electrical installations.

The terms HOT , NEUTRAL and GROUND refer to standard three—wire

1 10 volt a.c. power wiring, where HOT is the 110 volt a.c. lead ,

NEUTRAL is the 110 volt a.c. r e tu rn , an d GROUND is cond u it

ground. It is important that the IMP power receptacle be

properly wired . Connecting an IMP to an improperly wired

receptacle  may damage the IMP or create  a potential shock hazard ,

or both.

5/78 G—2
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GROUND (GREEN )

NEUTRAL (WHITE) HOT (BLACK )

Figure G—l Twistlock Plug (Viewed from Pin Side)

GROUND (GREEN )

HOT (BLACK ) NEUTRAL (WHITE )

Figure G-2 Twistlock Receptacle (Viewed from Socket Side)
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APPENDIX H

INTERFACING A HOST TO A

PRIVATE LINE INTERFACE
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11.1 Philosophy of the Private Line Interface

The Pr ivate Line Interface (PLI) is a front—end computer

which  a l lows c o m m u n i c a t i o n s  over the A R P A N E T  in cases where  da ta

mus t  be t r a n s f o r m e d  before  e n t e r i n g  or l e a v i n g  the n e tw o r k .  The

PLI f a m i l y  of computer  systems also pr ovides  a l t e r n a t i v e  methods

of connec t ing  a da ta  source or s ink  to an I M P .  PLI sys tems

p r e s e n t l y  suppor t  the f o l l o w i n g  n e t w o r k  front—end functions:

1. E n c r y p t i o n / d e c r y p t i o n  of da ta  be tween a Red ( s e c u r e)  Host

and a Black  (u n s e c u r e d ) IMP .’

2. Conver s ion  f rom VDH f o rma t  to local Host f o r m a t .

3. I n s e r t i o n / d e l e t i o n  of’ network  protocol i n f o r m a t i o n

between  an IMP and a b i t  s t r eam sou rce / s ink  ( e . g . ,  a

vocoder )

For c o n v e n i e n c e  of r e f e r e n c e , we sha l l  ca l l  the 3 ver s ions

the secure PLI ,  VD N Adap te r ,  and b i t s t r e a m  I’Ll, r e s p e c t i v e l y .

The f l e x i b l e  system a r c h i t e c t u r e  of the  PL I a l lows  c o m b i n a t i o n s

of the abov e f u n c t i o n s , for  e x a m p l e , a secure b i t s t r e a m  PLI  or a

b i t s t r eam I ’Ll which  is a Very  D i s t a n t  Hos t .  In a d d i t i o n , a wide

se lect ion of c o m m u n i c a t i o n s  i n t e r f a c e s  are a v a i l a b l e  which  may  be

0 1n a “B l a c k ”  e n v i r o n m e n t , sensitive (i.e. classified )
i n f o r m a t i o n  has to be enc ryp t ed  so tha t  u n a u t h o r i z e d  users  cannot
make use of the  da ta  even if they  ob ta in  i t .
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tailored to new applications , and potential users shoul d feel

free to contact BEN to discuss alternative interfacing schemes.

H . 2  Func t iona l  Spec i f i c a t i ons

The PLI is a g e n e r a l — p u r p o s e  f r o n t — e n d  m i n i c o m p u t e r  system

used to p rov ide  a t a i lo r a b l e  t r a n s m i s s i o n  path between po in t s

us ing  the A R P A N E T .  The m o d u l a r i t y  of both h a r d w a r e  and so f twa re

al lows e x p a n s i o n  of the PLI from a smal l , i n e x p e n s i v e  system of

one processor and 8k word s of memory to a powerful , redundant

mul t ip rocessor  c o n f i g u r a t i o n .

The I ’Ll is cons truc ted  us ing  the P l u r i b u s  computer

technology used also for P l u r i b u s  IMPs .  S ince  the I’Ll m u s t

a lways  appear  as a Host  ( t o  the IMP )  and somet imes  as an IMP (to

the ac tua l  Host ) , n a t u r a l l y  m a n y  of the i n t e r f a c i n g

c o n s i d e r a t i o n s  for the I ’Ll a r e  ve ry  s i m i l a r  to the  i n t e r f a c i n g

c o n s i d e r a t i o n s  for  a P l u r i b u s  IMP , as d iscussed  ea r l i e r  in th is

d o c u m e n t .

The I’Ll a l w a y s  appea r s  to the ne twork  ( i . e . ,  the  I M P )  to be

a normal  Host .  In the secure  PLI  and VDH Adapte r  the PLI appe ar s

to the a p p l i c a t i o n  Hosts  to be an I M P .  In the b i t s t r eam vers ion

the PLI appears  to the a p p l i c a t i o n  “Host”  to be a communica t ions

c i r c u i t .  Since some of the tr an sfo rma t ions  tha t  the I ’Ll per forms

on data upon its e n t r y  to the network must  be reversed upon ex i t

from the ne twork , two or more systems a re  f r e q u e n t l y  used to fo rm

a logical  subnetwork , as is i l l u s t r a t e d  in F i g u r e  H —i .
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H . 2 . 1  Secure I ’Ll F u n c t i o n a l  S p e c i f i c a t i o n

A Secure I ’Ll may be usec’ to t r a n s m i t  secure Hos t—Hos t

t r a f f i c  over the A R P A N E T .  A g r o u p  of PLIs each c o nt a i n i n g

iden t ica l  e n c r y p t i o n / d ecrypt ion keys  forms  a secur e subne twork ,

over  wh ich  a n y  of the Hos t s  connected to those PLIs  may

commun icate s e c u r e l y .  Each I ’Ll is p r e s e n t l y  capab le  .- o f

s u p p o r t i n g  up to 7 Host  compute r s , w i t h  the added ad v .antage t h a t

t r a f f i c  between Hosts  on the  same PLI need not go to the A R P A N E T

IMP and back , but  ins tead  is r e rou ted  to the  correc t  secur e Host

by the P L I .

The Host compu te r s  connec ted  to a secure PLI  may  i n t e r f a c e

to the  Red h a l f  of the I ’Ll u s i n g  a n y  c o m b i n a t i o n  of the Local

Host , D i s t a n t  Host or V e r y  D i s t a n t  Host  i n t e r f a c e s , as spec i f i ed

e a r l i e r  in t h i s  r epo r t , or the b i t s t r e a m  interface specified in

the f o l l o w i n g  sec t ion .  In  a d d i t i o n , the Black  h a l f  of the  I ’Ll

may  be connec ted  to the IMP u s i n g  the Local  Host , D i s t a n t  Host  or

Very  D i s t a n t  Host i n t e r f a c e .  See F i g u r e  H_ LI .

There  are two m a i n  prob l em s w h i c h  had to be solved to make

the  PLI s u i t a b l e  for  i n s t a l l a t i o n  in a secure  e n v i r o n m e n t . These

problem s a r e :  ( 1)  w h e t h e r  or not the Key G e n e r a t o r  ( K G )  has  to

be in ser ies  be tween  the  secure  Host  and the  n e t w o r k , t h u s

pr o v i d i n g  comple te  R ed to Black  (u n e n c r y p t e d  to encrypted  da t a)

s e p a r a t i o n ;  and ( 2 )  the e x t e n t  to which  TEMPEST ( l e a k a g e  of
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F i g u r e  H —i  E x a m p l e  I ’Ll and Ne twork  C o n f i g u r a t i o n
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secure da ta  by r a d i a t i o n )  cons ide ra t i ons  have to be hand led

w i t h i n  the I ’Ll r at h e r  t h a n  c o u n t i n g  on a shielded e n v i r o n m e n t .

In both cases the c o n s e r v a t i v e  approach  has been t aken :

n a m e l y ,  as ide fr om two low band w i d t h  da ta  pa ths  on which

necessa ry  control  i n f o r m a t i o n  is sent , the KG is in series

pr ov id ing  complete  Red to Black s epa ra t i on , and the PLI is

s e l f — c o n t a i n e d  w i t h  regard  to TEMPEST c o n s i d e r a t i o n s .  F igure  H—2

i l l u s t r a t e s  the c o n s e r v a t i v e  des ign  adopted .

The e x i s t e n c e  of an u n e n c r y p t e d  da ta  pa th  f rom the R e d — h a l f

to the B l a c k — h a l f  posed a p o t e n t i a l  s e c u r i t y  problem . We

m i n i m i z e d  th i s  prob l em b y s e v e r e l y  r e s t r i c t i n g  the b a n d w i d t h  on

the uner t c ryp ted  path , a r t if i c i a lly  res t r ic ted  our use of i t  to

d e s t i n a t i o n  and l e n g t h  i n f o r m a t i o n  o n l y ,  and worked w i t h  NSA to

“ c e r t i f y ” the code c o r r e c t .

H .2 .2  B i t s t r e a m  I ’Ll F u n c t i o n a l  S p e c i f i c a t i o n

I t  is somet imes  d i f f i c u l t  for  c e r t a i n  e x i s t i n g  sys tems , or

some p lanned  “ s i m p l e — m i n d e d ”  sys t ems , to take a d v a n t a g e  of the

A R P A N E T  t e c h n o l o g y .  For such i n s t a l l a t i o n s, even  the e f f o r t  of

i n t e g r a t i n g  the r e l a t i v e l y s imp le I M P / H o s t  P ro toco l  ( d e s c r i b e d  in

• t h i s  d o c u m e n t )  i n to  t h e i r  sys tems  p resen t s  a c o n s i d e r a b l e  b u r d e n .

One purpose  of the b i t s t r e a m  PLI  is to e l i m i n a t e  th i s  problem and

open the ne twork  to these p o t e n t i a l  users , who could then  use it

in l i eu  of a p o i n t — t o — p o i n t  c o m m u n i c a t i o n  c i r c u i t .
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The I ’Ll appear s to a source system as a s tandard  modem which

the sys tem ’s so f twa re  ( and h a r d w a r e )  is already able to service.

In p a r t i c ul a r s  the i n t e r f a c e  appear s to be a s tandard , f u l l

duplex  Bell System type—303 modem . BBN also provid es a stan dard

RS— 232 or MIL—188C interface for the I’Ll.

In order to make more efficient use of the network , and

hence decrease the resultant costs , the s y n c h r o n o u s  inter face is

des igned to ta ke advanta ge of the fact that many use rs of

synchronous  modem s u t i l i z e  SYN c h a r a c t e r s  to f i l l  the l i ne  when

they  have  no d a t a  for  it ( i . e . ,  to i n d i c a t e  an i d l i n g  s t a t e) .

W i t h  code for  -the PLI  to d e t er m i n e  the ac tua l  message b o u n d a r i e s

in the source ’ s b i t  s t ream’ the  I ’Ll is ab le  to a u t o m a t i c a l l y

el ide al l  SYNs be tween  messages , e l i m i n a t i n g  the expense  of

send ing  the  i n t e r — m e s sa g e  p a d d i n g  t h r o u g h  the n e t w o r k .  S imi l a r l y

on o u t p u t , i f  a n e t w o r k  d e l a y  shou ld  cause  an i n t e r r u p t i o n  in the

da ta  s t ream , the  I ’Ll w i l l  “ cover ” the  i n t e r r u p t i o n  by s end ing

SYNs u n t i l  the n e x t  message  ar r i v e s .

Whe re  SYN i n s e r t i o n  is not  permi t t ed , the  I ’Ll w i l l  “ stop the

clock” e i t he r  when i t  can accept  no more i n p u t  (because  its

• i n t er n a l  b u f fer s  are  f u l l )  or when it has no more ou tpu t  to send

(because  the  n e x t  message  has  not  ye t  a r r i v e d) .  Standard

‘The f e a s i b i l i t y  of t h i s  is s t r o n g l y  dependen t  ~~~~ the l i n e
protocol t ha t  the  source is u s i n g . For e x a m p l e , i t  is simpl e if
the source sends o n l y  messages  of some f i x e d  l e n g t h .
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s y n c h r o n o u s  mod em s p r o v i d e  the da ta  c lock fo r  both i n p u t  and

o u t p u t .  Thus , su spend ing  the clock in one d i r ec t ion  or the othe r

presents  few problem s to the  I ’Ll , and our pr el i m i n a r y

i n v e s t i g a t i o n s  I n d i c a t e  tha t  usua l  user i n t e r f a c e s  are immune  to

an occas iona l  suspens ion  of the c lock .’

The so f tware  in the I ’Ll w i l l  d r i v e  the attache d system ’s

i n t e r f a c e , b r e a k i n g  up i n p u t  i n t o  messages  for  ne twork

t r a n s m i s s i o n  and c o n c a t e n a t i n g  r ece ived  messa ges to reconstruct

the b i t  s t ream for ou tput . The I ’Ll w i l l  h a n d l e  all  of the

IMP/Hos t  protocol or , if  n e c e s s a r y ,  the VDH protocol . Thus , a

f a c i l i t y  could  use a pa i r  of PLIs  to r ep l ace  an a l r e a d y  e x i s t e n t

p r i v a t e  l i ne  and pai r  of modem s w i t h  no o ther  impac t  t han  a

pr obable improv ement  in the l i n e ’ s a p p a r e n t  r e l i a b i l i t y  and a

decrease in c o m m u n i c a t i o n s  costs .  Of course , the t r a n s i t  delay

would  be increased and of v a r i a b l e  l e n g t h .

The b i t s t r e a m  I ’Ll has  been d e s i g n e d  in c o n s t a n t  a w a r e n e s s  of

the f ac t  t h a t  one of the  most i m p o r t a n t  p rope r t i e s  of a PLI

should  be i t s  f l e x i b i l i t y .  W i t h  a r e l a t i v e l y  smal l  h a r d w a r e

r e p e r t o i r e , a I ’Ll w i l l  be able  to appear  to a system to be a lmost

a n y  s t a n d a r d  modem . The s o f t w a r e , however , a l lows the

f l e x i b i l i t y  to p rov ide  for  a g rea t  dea l  more  v a r i e t y .  There  are

1lndeed , the  p r o t e c t i o n  c i r c u i t s  in such i n t e r f a c e s  appear  to
c o n c e n t r a t e  on p r e v e n t i n g  the modem from r u n n i n g  too fas t , r a t h e r
than  too slow .
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a l a rge  n u m b e r  of p o t e n t i a l  op t i ons :  the I ’Ll is swi t chab l e  to a

VDH Ne twork  c o n n e c t i o n ;  the  I’Ll could maintain two or more

i ndependen t  source b i t  s t reams  ove r  the  s i ng l e  i n t e rf a c e , and the

b i t  s t reams coul d be directed to distinct destinations; the I’Ll

can have  v a r i o u s  b u f f e r i n g  s t r a t e g i e s  to m a t c h  the a t t ached

system ’ s needs ( e . g . ,  the data  could inc ur only  a f ixed  d e l a y ,

bu t  por t ions  m i g h t  o c c a s i o n a l l y  be los t ;  or the da ta  t r a n s m i s s i o n

could be “ g u a r a n t e e d” , bu t  the d e l a y s  i t  i n c u r r e d  wou ld  v a r y ) .

F u r t h e r , i t  is easy to enab le  and d i s a b l e  the v a r i o u s  op t ions ,

al lowi ng the users  of an a t t ached  system to e x p e r i m e n t  in order

to d e t e r m i n e  the cor rec t  set to match  local needs .

H .2 . 3  VDH A d a p t e r  F u n c t i o n a l  S p e c i f i c a t i o n

The s t a n d a r d  Host  in the A R P A N E T  is  connec ted  to i ts  IMP by

a d i r e c t  w i r e  less than  2000 fee t  l o n g .  In some cases , however ,

Hosts  m a n y  m i l e s  a w a y  f rom an IMP h a v e  been connec ted  u s i n g  the

Very  D i s t a n t  Host c o m m u n i c a t i o n s  i n t e r f a c e  descr ibed  in A p p e n d i x

F of t h i s  r epo r t .  S ince  e x e c u t i o n  of t h i s  protocol  i nvo lves

c h e c k s u m m i n g  packe t s , t i m i n g  out and r e t r a n s m i t t i n g  packets ,

r e o r d e r i n g  packe ts  as t h e y  a r r i v e  out of o rder , and is g e n e r a l l y

more  compl i ca t ed  than  a d i r e c t  L o c a l / D i s t a n t  Host c o n n e c t i o n , in

some cases Hosts  have  des i red  to o f f — l o a d  t h i s  bu rden  onto a

f r o n t — e n d  processor . The V e r y  D i s t a n t  Host  Adap te r  PLI  provides

t h i s  f u n c t i o n , c o m m u n i c a t i n g  w i t h  the IMP as a Very  D i s t a n t  Host

and a p p e a r i n g  to the  Host to be a s t a n d a r d  L o c a l / D i s t a n t
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i n t e r f a c e  as specif ied in sections 3 and ~ of t h i s  repor t . The

V e r y  D i s t an t  Host Adapter  is compl e te ly  t r a n s p a r e n t  to the Host

Ne twork  Control  Program , and i n t roduces  n e g l i g i b l e  de lay

relative to typical IMP buffering delays.

H . 3  Si te P l a n n i n g  and E lec t r i ca l  I n t e r f a c e s

Due to the va riet y of inte r faces poss ibl e between the

customer ’s Host com puter and I’Ll and between the I’Ll and IMP ,

site p l a n n i n g  is u s u a l l y  c a r r i e d  out in cooperation with BBN

e n g i n e e r i n g  s t a f f .  In a d d i t i o n , prospec t ive  users  of the secure

I ’Ll shou ld  con tac t  the  N a t i o n a l  S e c u r i t y  Agency  for

COMSEC/TRANSEC g u i d a n c e  at the fo l l owing  address :

Depu ty  D i r ec to r  for  C o m m u n i c a t i o n s  S e c u r i t y

N a t i o n a l  S e c u r i t y  Agency

Fort George G.  Mead e , MD 20755 ( A t t n .  S i )

P ro spec t i ve  users  should  be aware  tha t , in  the in te res t  of

m a i n t a i n i n g  the i n t e g r i t y  of the  secure I ’Ll subne t , NSA r e t a i n s

the r i g h t  to inspect  i n s t a l l e d  I ’Ll e q u i p m e n t  in a f a sh ion  s imi la r

to the way NSA now inspects installed KG equipment.
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H . 3 . 1  Secure PLI Phys i ca l  C h a r a c t e r i s t i c s

The secure  P r i v a t e  L ine  I n t e r f a c e is con ta ined  in a

TEMPEST—approved  r ack , approx . 6611 x 25W x 29D , as shown in

F i g u r e  H— 3 . The to ta l  w e i g h t  of the system is between 600 and

700 lbs .  The top ha l f  con ta ins  the Red PLI computer  and the

bottom hal f c o n t a i n s  the Black  I’Ll computer along with a paper

tape reader . The reader  can be used to load programs in to  e i ther

hal f (w i t h  the rack  doors  open )  . A h o r i z o n t a l  bu lkhead  separates

the two ha lves  of’ the r a c k ;  a f i l t e r  box c o n t a i n i n g  opt ical

i so la tors , feed t h r o u g h  c a p a c i t o r s , and TEMPEST f i l t er s  is

prov ided in the  b u l k h e a d . Each h a l f  of the rack  c o n t a i n s  space

to a l low an a d d i t i o n a l  I ’l u r i b u s  compu te r  chass i s ;  consequen t l y

the rack  is cons ide rab ly  larger  than  the min imum r equ i r ed  size

for  c u r r e n t  c o n f i g u r a t i o n s  of the  P L I .

A sealed s y m m e t r i c a l  p o w e r l i n e  f i l t e r  in the base of the

enc losure  a l lows  the  I ’Ll to opera te  from a s i ng l e  power source ,

e i ther  Red or B lack , at the c o n v e n i e n c e  of the i n s t a l l i n g  si te .

The enc losure  has been des igned , tested , and c e r t i f i e d  for

i n s t a l l a t i o n  in  e i t h e r  a TEMPEST—Red  or TEMPEST—Black

e n v i r o n m e n t , p rov ided  t h a t  the a p pr o p r i a t e  s i g na l s  are  con ta ined

in c o n d u i t  as spec i f i ed  b e l o w .

H — 1 3  5/78
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The I’Ll is designed to interface with an externally located

KG — 3 ’I , which  mus t  have the fo l l owing  op t i ons :

1. 110 Vol t  AC power

2. Low Speed

3. Message I n d i c a t o r ;  no A/S

~I .  Da ta  t r a n s i t i o n  on p o s i t i v e  clock t r a n s i t i o ns

(See the KG— 34 m a n u a l s  for  s t r ap  op t ion

on two KG c a r d s .)

5. E ig h t  b i t  MI p a t t e r n  ( two f r o n t  panel  s w i t c he s) .

11.3 .2  Secure I ’Ll Cab le  E n t r y  and C o n d u i t

A l l  c o n n e c t i o n s  to the  I ’Ll are  made  t h r o u g h  one of two (one

Red , one Black )  p la ted  c o n d u i t  e n t r y  pane l s  at  the rear  of the

enc losu re  ( see  F igure  H — 3 ) .  The e x t e r n a l  condu i t s  should be

rou ted  in such a way t h a t  th ey  do not i n t e r f e r e  wi th the  rear

doors. All conduit holes are 1 1/8 i nch  in d i a m e t e r , as r equ i red

for  normal  3/LI ” ID c o n d u i t  bu lkhead  f i t t i n g s .  The use of RF

gasketing material is advisable to ensure TEMPEST integrity.

No conduit , fittings , or gaskets are supplied with the I’Ll.

Unless pri or arran gements have been mad e , the cables furnished

with the I’Ll are of the lengths shown in Table H— i. Connectors

for the I’Ll end are attached to the cables , and where applicable ,

connectors are furn ished for the other end , to be attached after

the cables have been pulled through the installed conduits. The

5/78 H— i4
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d r a w i n g s  s p e c i f y i n g  these connec tions  are  l i s ted in Table  H — i .

A l t h o u g h  all cables to the I ’Ll may be i n s t a l l ed  in condu i t , in a

TEMPEST Red e n v i r o n m e n t  o n l y  the  Black s igna l s  are r e q u ir e d  to be

in c o n d u i t ;  s i m i l a r l y  in  a TEMPEST Black  i n s t a l l a t i o n , on ly  the

Red s ignals  are requ i red  to be in c o n du i t .  Grommets  or s imi l a r

dev ices  should  be i n s t a l l ed  for  phys i ca l  p ro t ec t ion  of cables

where  c o n d u i t  f i t t i n g s  a re  not used .

H . 3 . 2 . 1  AC Power

The AC cord shipped w i t h  the PLI  is p r i m a r i l y  for

‘ I p r e — i n s t a l l a t i o n  checkout  a f t e r  u n p a c k i n g . AC power for the I ’Ll

should be d i r e c t l y  wi red  f rom a d e d i c a t e d  2 0A 12OV A C c i r c u i t

b reaker  to the app rop r i a t e  AC o u t le t  box w i t h i n  the  I ’Ll .  E n t r y

“3” should  be used for  RED power , or e n t r y  “7” should be used for

BLACK power , at  the  c o n v e n i e n c e  of the s i te . Only  one feed

should be used , as the i n — l i n e  power f i l t e r  in the I ’Ll suppl ies

powe r to i ts  o ther  h a l f .  I n p u t  l i n e  vo l t age  to the I ’Ll should  be

m a i n t a i n e d  above 11 5VAC to a l l ow  for  the drop  th rough  and

power l ine  f i l t e r . A s eparate  c o n v e n i e n c e  ou t le t  should be

prov ided  near  the PL I for  use by BBN F ie ld  Serv ice  personnel  and

the t e r m i n a l  f u r n i s h e d  for  d i a g n o st i c  use . The unused  AC condu i t

e n t r a n c e  m u s t  be sealed in TEMPEST approved f a s h i o n .

5/78 11—16
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H . 3 . 2 . 2  IMP Connec t i on

The Black h a l f  of the  PLI acts as a ne twork  Host  and is

connected to the IMP us ing  a Local  Host , D i s t a n t  Host , or Very

Di s t an t  Host i n t e r f a c e .  See F igur ~ H_ LI . The ex t e rna l  cable ( see

Table  H —i ) is connected  to J— 7 w i t h i n  the Black ha l f  of the I ’Ll .

1. Local Host .  The HLC i n t e r f a c e  card is used in the I ’Ll

when it is connected as a Local Host to i ts  IMP.

A l t h o u g h  30 feet  has been spec i f i ed  as the m a x i m u m  cable

d i s t a n c e  between Host ( I ’L l )  and IMP , d i s t ances  of

severa l  h u n d r e d  feet  are made  pr act ical  by the  use of

coax ia l  cables  and special  a t t e n t i o n  to i n s t a l l at i o n

g r o u n d  c o n n e c t i o ns .  BBN engi neeri ng personnel should be

consul ted well  in  a d v a n c e  of s i te  i n s t a l l a t i o n  if cable

runs  in excess  of spec i f i ed  d i s t ances  are to be

a t t empted .

2. D i s t a n t  Host.  The HST i n t e r f a c e  card is used for cable

d i s t ances  of up to 2000 f ee t .  (The  HST card may be

strapped to s i m u l a t e  an H L C . )  Where  g r o u n d i n g  problem s

ind uce subs t an t i a l  common—mode vo l t ages , or s t a n d b y

e q u i p m e n t  causes  severe  d i f f e r e n t i a l  noise problems , the

IMP should  be pr ovided w i t h  the D i s t a n t  Host I n t e r f a c e ,

spec i f i ed  in t h i s  report , Sect ion L I . 5 . 2 ;  the mate  to i t

wi l l  be p rov ided  in the Black h a l f  of the  I ’Ll.  Where
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possible , the Local Host i n t e r f a c e  should be speci f i ed

to connect  to a 3 16 IMP un less  there  is s t rong ev idence

t h a t  d i f f i c u l t i e s  wi l l  be encoun te r ed . Connec t ion  to a

P lu r i b u s  IMP should  use the D i f f e r e n t i a l  D r i v e r  Host

I n t e r f a c e  at each end .

3. Very  D i s t a n t  Host ( V D H ) .  The VDH i n t e r f a c e  is a

c o m m u n i c a t i o n  l i n e  protocol  u s i n g  h igh—s peed  synchronous

modem s ( t y p i c a l l y  Be l l— 3 0 3  or v a r i o u s  c o m m e r c i a l l y

a v a i l a b l e  modem e l i m i n a t o r s) .  It is comple te ly

spec i f i ed  in Appe nd ix  F of t h i s  report , and should be

used where  the cable  d i s t a n c e  between IMP and I ’Ll is

s u f f i c i e n t l y  long t h a t  d i r e c t — w i r e  c o n n e c t i o n  (Loca l  or

D i s t a n t  Hos t )  is i m p o s s i b l e .  Note  tha t  proper TEMPEST

p r e c a u t i o n s  m u s t  be take n for both  modem s and the i r  da ta

l i n e s  if in a Red a r e a .

If  the  303 modem (o r  s u b s t i t u t e)  is less t h a n  30 cable  feet

• f rom the PLI , the  cable  w i l l  be provided w i th  the  coax i n s e r t s  on

the modem end so tha t  it can be pul led  t h r o u g h  the  c o n d u i t  from

the I ’Ll , and t hen  the i n s e r t s  can  be seated in the Burnd y

connec tor  block (p r o v i d e d ) w i thou t  the use of special tools.

Since a special  tool is requ i red  for  r e m o v i n g  them , i t  is

a d v i s a b l e  to i n f o r m  BBN as soon as the  r e q u i r e d  cable  l e n g t h  is

known .
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11.3 .2 .3  Red Host or Data  Connec t ion

Several  i n t e r f a c e s  between the I ’Ll and the Red data  source

are a v a i l a b l e .  See F i g u r e  H — L I .  If the Red data  source is an

ARPANET Host , the Red ha l f  of the  I ’Ll looks to it l i ke  an IMP.

In Sections 3 and LI of t h i s  repor t  the so f twa re  and h a r d w a r e

r e q u i r e m e n t s  for  the Host are  spec i f ied . Where  r aw s y n c h r o n o u s

da ta  or a computer wi -thout  Host  protocol  is to be i n t e r faced , the

C o n t i n u o u s  B i t s t r e a m  I n t e r f a c e  is used . In all eases , connec tor

J—7 and c o n d u i t  hole 1 w i l l  be used for  the c a b l e .

1. Local Host .  ( i d e n t i c a l  to d i s c u s s i o n  in Sect ion H . 3 .2 . 2 )

2.  D i s t a n t  Host .  ( i d e n t i c a l  to d i s cus s ion  in Sect ion

H . 3 . 2 .2 )

3. Very  D i s t a n t  Hos t .  ( i d e n t i c a l  to d i s c u s s i o n  in Sect ion

H . 3 .2 . 2 )  Note  t h a t  bo th  the h a r d w a r e  and so f tware

r e q u i r e m e n t s  imposed on the Red Host  are c o n s i d e r a b l y

grea te r  t h a n  w i t h  the  o the r  Host  i n t e r f a c e s.

14 • C o n t i n u o u s  B i t s t r e a m  I n t e r f a c e .  The BBN S y n c h r o n o u s

Modem S i m u l a t o r  ( SMS )  interface is provided for

a p p l i c a t i o n s  where  da ta  c o m m u n i c a t i o n  would  o the rwi se  be

ca r r i ed  out w i th  s y n c h r o n o u s  modems and a leased l i n e .

Suc h a p p l i c a t i o n s  i nc lude  seismic , acoust ic , and

d i g i t i z e d  speech d a t a .  The e l ec t r i ca l  i n t e r f a c e  may  be
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one of the f o l l o w i n g :  RS— 2 32 ( E I A ) , CCITT V.2 11 ,

M I L — 188C , or Bell 303 .

The des i red  opt ion must  be spec i f ied  pr io r  to d e l i v e r y  in order

tha t  the correct  i n t e r c o n n e c t i n g  cables  can be furnished . The

cable  is connected to J —7 w i t h i n  the Red hal f of the I ’Ll , and the

pin and w i r i n g  a s s ignmen t s  are  spec i f i ed  in the d r a w i n g s

des igna t ed  in t ab l e  H —i . Note  t ha t  a l t h o u g h  the RS—232 i n t e r f a c e

is o f t e n  used over severa l  hund red  feet , under  worst  case

c o n d i t i o n s  50 fee t  can be the pr ac t i ca l  l i m i t , and special

precautions should be discussed with BBN engineering personnel .

H.3.2.11 Key Generator Connections

Two types  of s igna l s  ( i n  three groups) connect the KG—314 to

the I ’LL

Type 1. A l l  low— spe ed control  and s t a tus  ( i n d i c a t i o n)  s i gna l s .

- These are c o n t a i n e d  in a s ing le  m u l t i c o n d u c t o r  cable

( f i r s t  group)  a t tached to connector  J—6 in the Black

hal f of the I ’Ll t hrough  c o n d u i t  open ing  5.

I n s t a l l a t i o n s  r e q u i r i n g  cables  longer  than  200 feet  may

r e q u i r e  the use of l a rge r  gauge wi re  in order to meet

the KG_3 11 i n t e r f a c e  s p e c i f i c a t i o n s .  In genera l , total

DC r e s i s t ance  of a s ingle  conduc to r  should be kept below

5 ohms.
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Type 2. High  spe ed clock and da ta  s igna ls .

BNC connectors  are p rov ided  in each h a l f  of the  I ’Ll for

the four Red ( second g roup )  and four  Black (t h i r d  group)

h igh  speed s igna l s  ( c o n d u i t  e n t r a n c e s  6 and 2

r e spec t ive ly  for  J —1 t hrough  J_1l in each h a l f ) . The

RG — 62 coax cables  p rov ided  have m a t i n g  BNC connectors  at

the I’Ll end but  no connec to r  for  the KG since d i rec t

connec t ion  to i t  is u s u a l l y  made on t e rmina l  s t r ips .

The use of cr imp —on f e r r u l e s  is suggested .

Note  t h a t  the KG — 3 11 i n t e r f a c e  s p e c i f i c a t i o n s  poin t  out t ha t

i ts  o u t p u t  c i r c u i t s  are not  des igned to d r i v e  t e rmina t ed  coax

cables .  If cable distances of more than about 200 feet  are

involved , special  pr ecau t ions  may  be r e q u i r e d , or ope ra t ion  at

red uced b a n d w i d t h  may  be n e c e s s ar y .  BBN e n g i n e e r i n g  personnel

should be consu l t ed  d u r i n g  the  p l a n n i n g  of the i n s t a l l a t i o n .  A

ce r t a in  a m o u n t  of f i n e  t u n i n g  may  be necessa ry  a f t e r  the

i n s t a l l a t i o n  is comple ted  if  m a x i m u m  KG b a n d w i d t h  is r e q u i r e d  and

long cables  are  i n v o l v e d .
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11.3 .3 B i t s t r eam I ’Ll Phys ica l  C o n f i g u r a t i o n

The Bi t s t ream P r i v a t e  L ine  I n t e r f a c e  is conta ined in a

s ingle  equ ipmen t  c ab ine t  ( a p p r o x . 52H x 24W x 2 8 D ) .  Also

inc lud ed is a p e d e s t a l — m o u n t e d  ( s t a n d  a lone)  Tele type  or other

sys tem t e r m i n a l , used for  d e b u g g i n g  and c h a n g i n g  pa rame te r s.

Cable  en t r ance  is through the open bottom of the  r ack , a l though

if  des i red  the connec tor  panel may  be r e located to pr ovide

connec t ion  fr om ou t s ide  the r a c k . .

The c ab ine t  c o n t a i n s  a 22 1 slot P l u r i b u s , a s tand alone power

s u p p l y ,  and a paper tape reader . A r ea r  door p rovides  access to

the connecto r panel  ( “ f a n t a i l”  pane l ) , and removable  bezels

pr ovide  access to the logic ca rds .  The s ide  pane l s  of the  rack

may be e a s i l y  removed when n e c e s s a r y.  The f ron t  panel  con ta ins  a

keyswi t c h used for  t u r n i n g  power on and o f f.  A d u p l e x  AC

r e c e p t a c l e  c o n t a i n i n g  H u b b e l l  No .  5362 (o r  e q u i v a l e n t )  sockets

should  be provided at the poin t  of cab le  e n t r y .  A 15A 115VAC

c i r c u i t  w i l l  h a n d l e  the  PLI ’ s power r e q u i r e m e n t s .

The pe r fo ra t ed  top of the  rack  should  r ema in  uncovered to

al low a i r  to exhaus t . I n t a k e  a i r  is d rawn  in th rough  a f i l t e r  in

the f r o n t  of the r a c k ,  If the cable  e n t r a n c e  in the fl oor is a

po t en t i a l  source of dus t  it should be sealed o f f  a f t e r  cables

have  been i n s t a l l ed .
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Connec t ion  to the IMP w i l l  be made as specif ied in  the

a p p r o p r i a t e  l i ne  of Table H— i . Connect ion to the data source

wi l l  be made  t h rough  the s t andard  2 5— pin  E IA connector (DB—25S)

in the f a n t a i l  panel , and a 50 foot e x t e n s i o n  cable ( s i m i l a r l y

t e r m i n a t e d)  is provided  w i t h  the I ’Ll .  The use of the p ins  is as

stated in E IA s p e c i f i c a t i o n  RS2 32—C.  If the Bell Series 303

Modem i n t e r f a c e  is des i red  ins tead  of RS232 , t h i s  mus t  be stated

when the  I ’Ll is ordered . A 30 foot FML A cable  is then  suppl ied ,

wh ich is te rmina ted  in the  Burndy  coax connec tor  app rop r i a t e  to a

303 modem .

11.3 . 11 V e r y  D i s t a n t  Host  Adap ter  P h y s i c a l  C o n f i g u r a t i o n

The Very  D i s t a n t  Host  Adapte r  ( ‘I DA )  system is housed in the

same e q u i p m e n t  c a b i n e t  as the  B i t s t r e a m  I ’Ll descr ibed  above , so

the po we r r e q u i r e m e n t s , ou te r  d i m e n s i o n s  and cable r o u t i n g  are

iden t i ca l . The m a c h i n e  c o n t a i n s  a 211 slot P l u r i b u s  w i t h  one

processor and 16k of core  m e m o r y ,  a s tand  a lone  po we r supp ly  and

a paper tape reader . The system t e r m i n a l  w i l l  be a Te le type

ASR— 33 or I n fo t o n  V i s t a r  d i s p l a y  t e r m i n a l .

The VDA m a c h i n e  is connec ted  to the Host computer  v i a  the

Local or D i s t a n t  Host  i n t e r f a c e s  d e s c r i b e d  in  sect ion 11 .3 .2 .2  and

the app rop r i a t e  connec to r  is moun ted  on the rear  f a n t a i l  pane l .

Connect ion  to the IMP is  made  v i a  the Very  D i s t a n t  Host  i n t e r f a c e

ou t l ined  in sec t ion  1 1.3 . 2 . 2  and descr ibed f u l l y  in  A p p e n d i x  F of
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th i s  r e p o r t .  Again , the cable connector  to the modem is located

on the rear  f a n t a i l  panel .

H . 4  Sof tware  I n t e rf a c e s  to the I ’Ll

As w i t h  the  I ’Ll h a r d w a r e , the re  are two areas of I ’Ll

so f twa re  i n t e r f a c e , the i n t e r f a c e  f rom the I ’Ll to the IMP and the

i n t e r f a c e  from the Host to the I ’Ll .  The i n t e r f a c e  fr om the I’Ll

to the  IMP is of l i t t l e  in te res t  to the Host except for  genera l

s i te  p l a n n i n g  cons ide ra t ions ;  i . e . ,  where the IMP , I’Ll , and Host

should  be located w i t h  respect  to one a n o th e r .  As has a l r eady

been made c lear  in the I ’Ll i n t er f a c e h a r d w a r e  sect ion , the

d i s t a n c e  from the PLI to the  IMP w i l l  d e t e r m i n e  whether  the I ’Ll

wi l l  appear as a local , d i s t a n t , or Very  D i s t a n t  Host t~ the IMP.

N a t u r a l l y ,  the I’Ll s o f t w a r e  i n t e r f a c e  to the IMP also supports

the f u l l  spec t rum of PLI to IMP d i s t ance  op t ions .

The s o f t w a r e  i n t e r f a c e  fr om the Host  to the I ’Ll supports  a

number  of v a r i a t i o n s :

a) b i t s t ream vs .  IMP/Hos t  message i n t e r f a c e

b) secure vs.  n o n — s e c u r e  i n t e r f a c e

c) L o c a l / D i s t a n t  vs .  Very  D i s t a n t  Host .

If the PLI /Hos t  i n t e r f a c e  is of the b i t s t r eam v a r i e t y ,  the

l o c a l / d i s t a n t  vs .  v e r y  d i s t an t  op t ion  is i r r e l e v a n t  and the

secure  vs.  n o n — s e c u r e  op t ion  is t r a n s p a r e n t  to the Host .  In
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othe r word s , there  is no so f tware  i n t e r f a c e  for the Host to

implement  if  the b i t s t r e a m  opt ion  is chosen , othe r than the

r e q u i r e m e n t  tha t  the Host d e l i v e r  a s t ream of b i t s  to the I ’Ll .

If the  I ’Ll /Hos t  i n t e r f a c e  is of the IMP/Hos t  message

v a r i e t y ,  then  the protocol descr ibed in Section 3 is fol lowed to

the grea tes t  e x t e n t  poss ible .  That  is , eve ry  e f f o r t  is made  to

make the I ’Ll appear  t r a n s p a r e n t  ( a s  if i t  were  the IMP i t s e l f )  to

the Hos t .  Thus , as is the case when a Host is connected d i r e c t l y

to an IMP and not  th rough  the I ’Ll , the  Host may be connected

o p t i o na l l y  to the I ’Ll u s ing  the V e r y  D i s t a n t  Host  protocol

descr ibed in Append ix  F.  In the case where the n o n — s e c u r e  opt ion

is chosen , the IMP/Hos t  message i n t e r f a c e  between the  Host and

the I’Ll should be comple te ly  t r a n s p a r e n t  from the Host  so f tware

point  of v i ew whether  the Very  D i s t a n t  Host op t ion  is used or

not .

In the case where the secure  op t ion  is chosen , i t  is not

poss ible  for  the I ’Ll to be comple te ly  t r a n s p a r e n t  from the poin t

of v i e w  of the Hos t .  None the l e s s , an a t t empt  has been made  to

make the I’Ll as t r a n s p a r e n t  as poss ib le , even when used in the

secure mode.

Listed below are the specific instances in which the secure

I’Ll is not transparent from the Host software point of view :
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1. Both p r i o r i t y  and non—priority traffic from the Host are

sent i d e n t i c a l l y  across the netwo rk ; the re  is no other

cho ice since there is no admiss ib le way to convey the

priority information across the Red/Black interface.

2. Host Going Down messages from the Host are ignored by

the PLI; there is no admissible way to pass this :1
information to the IMP across the Red/Black interface.

3. Type 3 messages (see Section 3) are treated the same as

type 0 messages ; there is no admissible way to pass the

di st inct ion between these two ty pes of messa ges across

the Red/Black interface.

11. There is no IMP Ready line which can be seen by the

Host. If the IMP accepts a message from the PLI and

imme d i a t e l y  goes d own , the I’Ll waits 140 second s, and

then the I’Ll returns an Incomplete Transmission message

to the Host. Also , i f t he Black s id e of the PLI goes

d own , the Red side returns an Incomplete Transmission

message to the Host , but after 50 seconds.  E i t h e r  of

these conditions represents a solid down of the

commun icat ion path from whic h there is no recovery wh ich

is not noticeable ; thus , ex tra buffering does not need

to be provided to cover these delays.
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5. The secure s u b— n e t w o r k  addresses used by the Host  w i l l

be spec i fied by BBN at i n s t a l l a t i o n  time . They w i l l  not

be the same as real  ne twork  addresses , and th is  issue is

e x p l a i n e d  in de ta i l  in the f o l l o w i n g  sec t ion.

6. The b a n d w i d t h  between the Host and the IMP th rough  the

I ’Ll w i l l  be l i m i t e d  to a p p r o x i m a t e l y  5% less than  t ha t

which  is possible  over a normal  IMP/Hos t  i n t e rf a c e .

L i m i t i n g  f a c t o r s  i n c l u d e KG prep r a t e , overhead b i t s ,

b u f f e r i n g  in the I ’Ll , and ne twork  b a n d w i d t h .

7 . The I ’Ll adds overhead  b i t s  to the message , then rounds

up to the n e x t  message  size c o n t a i n i n g  an in tegral

number  of packets .  This  l i m i t s  the m a x i m u m  message size

t h r o u g h  the I ’Ll to 7856 b i t s .  The issues of message

l eng th  and overhead  b i t s  are d i scussed  f ur t h e r  in

sec t ion  H.~4 . 2. • 
-

8. S e c ur i t y  c o ns i d e r a t i o n s  r e s tr i c t  the PLIs  a g a i n s t

t e l l i n g  IMPs  the  up/down s t a t u s  of secur e Hosts .  Thus ,

PL I s  accept messages  for  a secure  Host and then  d i s c a r d

them if t h a t  Host is down . This  lead s to the po ten t ia l

anoma ly  t ha t  IMPs r e t u r n  RFNMs to the source I ’Ll for

messages which were never delivered to their destination

secure Host. The pr imary known effect of this anomaly

is that the secur e Network Control Program ’s messages to
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users say ing  “Host up ,  but  not responding ” must  be

reinterpreted to mean that the destination secure Host

may be down .

Despi te  the cases of n o n — t r a n s p a r e n c y  l is ted above , in  most

cases a Host tested by d i r ec t  c o n n e c t i o n  to an IMP is able  to

opera te  connected  to the IMP t h r o u g h  a I ’Ll w i th  o n l y  t r i v i a l

software mod ifications. For example , secure I’Ll systems are

f r e q u e n t l y-  p rov ided  wi th  a I’Ll bypass  cable  which  pe rmi t s  the

secur e Host to access the ARPANET in a non— secure fashion. These

Hosts are ab le to use the same Network Control Prog ram for both

secure and non—secure communication , with the onl y d ifference

be ing  the ne twork  Host address table  which  must  be m o d i f i e d  in

accordance  w i t h  the  a d d r e s s i n g  c o n v e n t i o n s  spec i f i ed  in the next

sec t ion .

H . 4 . 1  Secure  Subne t  A d d r e s s i n g

Secure Hosts  a t t ached  to PLIs  form a subne twork  wi th

d i f f e r e n t  a d d r e s s i n g  c o n v e n t i o n s  f rom the A R P A N E T .  These secure

Hosts  are considered sub—Hos t s  on the associated I’Ll , wi th  t he

I ’Ll considered a normal  A R P A N E T  Host in the IMP/Hos t /Subhos t

addressing hierarchy. The source sub—Host addresses a message to

a d e s t i n a t i o n  sub—Host  by i n s e r t i n g  a logical  des t ina t ion  I ’Ll

number in the Destination IMP field of the ARPANET Host—to—IMP

leader , and by inserting the number of the destination sub—Host
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in to  the D e s t i n a t i o n  Host f i e ld  of the leader . The D e s t i n a t i o n

I ’Ll n u m b e r  is passed v i a  the c lear  R e d — t o — B l a c k  pa th  to the Black

I ’Ll where  it is mapped  in to  a f u l l  A R P A N E T  IMP/Hos t  l eader , which

is then appended to the front of t he enc rypte d d ata to be passe d

t h r o u g h  the ne twork . At the d e s t i n a t i o n  I ’Ll , enc ryp t ed  I ’Ll

s u b r o u t i n g  b i t s  are  dec ryp ted  and chec ked to v e r i f y  correct

accessing privileges and to rou te  the dec ryp t ed  da ta  to the

correct  s u b — H o s t .  The d e s t i n a t i o n  s u b — H o s t  r e ce ive s  the logical

PLI number  and s u b — H o s t  n u m b e r  in the Source IMP and Source Host

f i e l d s , r e s p e c t i v e l y.  Th i s  ba s i c  scenario is expanded in the

r e m a i n d e r  of t h i s  sec t ion , w i t h  a t t e n t i o n  pa id  to both  the

location of the bit fields and differences between old— style

( 3 2 — b i t )  l eader  f o r m a t  and n e w — s t y l e  ( 9 6 — b i t )  l eader  f o r m a t .

The Red PLI r e i n t e r p r e t s  the  D e s t i n a t i o n  I M P / H o s t  by te  (b i t s

9 — 1 6 )  of the  3 2 — b i t  H o s t — t o — I M P  l e ader  f rom the source su b — H o s t

by u s i n g  the  h i g h — o r d e r  5 b i t s  ( 9 — 1 3 )  to s p e c i f y  one of 31

possible destination PLIs (0 is reserved for diagnostic

purposes) . When the source s u b — H o s t  is u s i n g  the 9 6 — b i t  l eader

fo rmat , the Red I ’Ll r e i n t er p r e t s  the  l o w — o r d e r  5 bi ts of the

D e s t i n a t i o n  IMP word (b i t s  6 0 — 6 4 )  to s p e c i f y  the d e s t i n a t i o n  PU

num ber . In either case , the 5—bit PLI number is extracted ,

checked in the  Red I ’Ll for  v a l i d i t y ,  and sent  in the clear  from

the Red I ’Ll to the  Black  I ’L l .  The Black  PLI maps t h i s  logical

I ’Ll n u m b e r  in to  a rea l  A R P A N E T  I M P / H o s t  add re s s .

/

/
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The d e s t i n a t i o n  sub—H os t  is spec i f ied  in the low— order  three

b i t s  ( 14 — 1 6 )  of the 32—bi t  H o s t — t o — I M P  leader , d e s i g n a t i n g  one of

7 poss ib le  s u b— H o s t s  on the d e s t i n a t i o n  P L I .  In 9 6 — b i t  f or m a t

leader , the e n t i r e  D e s t i n a t i o n  Host b y t e  (b i t s  ~l1 — ~48) may be used

to spec i fy  the d e s t i n a t i o n  sub~ Ho st . ’ A g a i n , number  0 is reserved

for  BBN d i a g n o s t i c s .  The leader  f i e l d s  used on the I M P — t o — H o s t

l eader  sent to the sub—H os t  fr om the I ’Ll use the ana logous  Source

IMP and Source Host b i t  f i e l d s  desc r ibed  above .  For example , the

d e s t i n a t i o n  s u b— H o s t  w i l l  r e ce ive , appended  to the de l ive red

message , the  logica l  I ’Ll n u m b e r  of the source I ’Ll in b i t s  60—6 14

of the  I M P — t o — H o s t  l eader  f . e l d .

The log ica l  PLI  n u m b e r s  supp l i ed  by secure  Hosts  a re  checked

aga ins t  the source and de s t i na t ion  PLIs ’ i n t e r n a l  access tables

to i n s u r e  t h a t  the  n e t w o r k  d e l i v e r s  o n l y  co r rec t  messages , o n l y

to the correc t  d e s t i n a t i o n s .  These I ’Ll n u m b e r s  are ass igned by

BBN and are subjec t  to change , t h e r e f o r e  address ing  tables  on

secure  s u b— H o s t s  should  be des igned  to be e a s i l y  upda ted . An

a d d i t i o n a l  level of n e t w o r k  s e c u r i t y  is p rov ided  by the ex i s t ence

of separa te  secur e s u b n e t w o r k s  which  u t i l i z e  d i f f e r e n t  enc ryp t ion

keys. Any attempt to incorrectly access a secure I’Ll, e ither  d ue

to m a l i c i o u s  a t t a c k  or e q u i p m e n t  f a i l u r e , is i m m e d i a t e l y  logged

in the  I ’Ll to a le r t  local s i te s e c u r i ty  personnel .

‘This is c u r r e n t l y  l im i t ed  by PLI  s o f t w a r e  to the low—order  3
b i t s  (-46 .~48).
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H. L 4. 2  M a x i m u m  and Opt ima l  Messag e Leng ths

There  are m a n y  I ’Ll c o n f i g u r a t i o n s  r a n g i n g  from “Local”

interfaces on both Red and Black I’Ll with word size mismatch on

the Red s ide to “Red a-nd Black V D H . ” For s i m p l i c i t y ,  we shal l

g ive  worst  case ru les  which  app ly  to all  c o n f i g u r a t i o n s .

U s i n g  the 32 bi t  leader  fo rmat , c lear  Hos t —IMP messages  may

be any  l eng th  between 32 and 8095 b i t s .  Let M 8095 b i ts  be the

max imum clear message length. Let P 239 bits be the I’Ll

overhead which is added to each message. Then the maxim um

C message size for secure traffic is M—P 7856 bits.

The opt imal messa ge lengths , i.e. those lengths which get no

Black I ’Ll p a d d i n g  added , a re :  ( 1008—I ’)  + i’ 1008 , i = 0 ,

1 , . . . , 7 .  S l i g h t l y  longer  messages  c o n t a i n  m a x i m u m  padd ing ;

s l i g h t l y  shor ter  messages c o n t a i n  m i n i m u m  padd ing .
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