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EXECUTIVE SUMMARY

This report documents work that Stanford Research Institute (SRI)
has performed for the Office of Aviation Policy , Federal Aviation Adminis-
tration (FAA), Department of Transportation, to assess the impact that
certain proposed Upgraded Third Generation (UG3RD) Terminal Air Traffic
Control (ATC) System alternatives would have upon terminal ATC operations
at the Oakland Bay and Los Angeles Terminal Radar Approach Control (TRACON)
facilities. To compare the operational effects of the alternative UG3RD,
we estimate controller manning requirements associated with each alterna-
tive system, based on models of controller workload and on traffic fore-
casts provided by the FAA . The basic modeling formulation was developed
in previous contract work addressing enroute ATC operations for the
Office of Aviation Policy and the Systems Research and Development Ser-
vice, FAA ; this modeling scheme has been adjusted to represent terminal
ATC operations, based on field observations made at the two TRACON study
sites.

Me thod of Approach

We collected data at the Oakland Bay TRACON and the Los Angeles
TRACON describing the task activities of the terminal sector control team
which a re requi red under the current Automated Radar Terminal System (ARTS)
III operation. Data was collected from the six sectors (out of ten) at
the Oakland Bay TRACON which handle arrival and departure traffic for
San Francisco International Airport and from all four sectors (supported
by two parallel monitoring positions) of the Los Angeles TRACON, which
serves the Los Angeles International Airport. However, operations at
each airport’s Airport Traffic Control Tower, which are not collocated
with the TRACON s , are not add ressed in this report. Both TRACONs are
designated as Group I Terminal Control Area (TCA) facilities.

For each sector, the data were used to construct workload models
describing the sector team routine, surveillance, and conflict process-
ing requirements observed at each TRACON. Routine work includes air/
ground (A/G) voice communications, manual computer data entry or display
operations, paper flight strip and scratch-pad data processing, inter-
sector interphone voice communications, and face-to-face communications.
Surveillance work involves the visual observation of radar-derived air-
craft situation data on a plan view display (PVD). Conflict processing

S-I 

~~~~—..———. —---—---— - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
—— — .— — --‘ - —. .— i—



work includes potential conflict recognition, assessment, and resolution
decision making and it involves AIG voice communications. The models were
used to quantify the relationship between workload limits and traffic
capacity for the selected sectors of the two TRACONs. Workload-capacity
relationships were developed for various sector manning regimes under
both visual and instrument approach operations. These workload models
and capacity relationships describe the operational characteristics of
the current ARTS III terminal ATC system, which is the base from which
we have postulated the evolution of the UG3RD systems.

To analyze ATC evolution through successive automation levels, we
adjusted parameters of the workload models to represent the effects of
various IJG3RD systems on the sector teams ’ capability for traffic handling.
The parametric values encode assumptions we have made as to how each sys-
tem would be implemented in an operational terminal environment, and how
each system would affect the task activities and workload characteristics
of individual sector teams. The modeling approach, which we call the
Relative Capacity Estimating Process (RECEP), estimates the sector traffic
capacity associated with an UG3RD system relative to the performance re-
quirements of current ATC operations.

The capacities estimated for individual sectors were used to deter-
mine multisector manning requirements for increments in day-shift traffic
projections. Peak-hour manning requirements for each sector were deter-
mined by matching sector capacities against traffic projections and esti-
mating the resectorization and sector manning increases needed to handle
the increments in traffic. We have not attempted to estimate delay
effects because such effects would largely be determined by airport con-
straints, rather than constraints upon TRACON controllers. The individual
sector manning requirements (for each sector’s peak hour in the day shift)
were combined to estimate multisector day-shift manning, which includes
the number of sector radar and handoff positions--controllers, coordina-
tors, parallel monitors, and flight data--needed to handle the projected
traffic. This estimate does not include staffing allowances for adminis-
tration, relief, annual and sick leave, excess shift capacity, training,
or special assignments. For each sector, we used the 1975 statistics on
busy day (90th percentile) eight-hour traffic as the base for projections.
This procedure was applied to the current ARTS III and UG3RD systems to
enable comparison of manning requirements at selected traffic levels.

Sector traffic capacities for the UG3RD systems were derived using
the workload models, from which we determined multisector manning require-
ments. Therefore, the resulting manning estimates are sensitive to the
subjective judg ments we have made in structuring the workload models so
that they describe an evolutionary implementation of UG3RD features . In
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the remainder of this Executive Summary , we briefly review the opera-
tional assuaptions and present the manning estimates.

Assumptions

The systems are examined in sequence under the assumption that each
UG3RD feature is added to the previous system. The UG3RD features, added
consecutively to the ARTS III Base (System 1), are:

• Automated data handling (System 2)

• Basic metering and spacing (System 3)

• Sector conflict probe (System 4)

• Area navigation (RNAV) (System 5)

• Discrete Address Beacon System (DABS) data link (System 6)

• DABS-based intermittent positive control (IPC).

Automated Data Handling (System 2)--This first add-on to System 1
includes the implementation of an electronic tabular flight data display
at sector positions. The tabular display is an electronic presentation
of flight data, designated to replace paper flight strips and attendant
manual activities. It would effectively automate some of the controller’s
manua l and verbal tasks associated with control procedures and flight data
distribution.

Basic Metering and Spacing (System 3)--This feature, which we assume
is added on to System 2, is a terminal ATC device to maximize airport
runway use through precise control of interarriva l times at runway thresh-
olds. Suggested control instructions regarding aircraft headings, speeds,
and altitude would be issued to TRACON controllers by the computerized
metering and sequencing operation. Some workload reductions would be
realized because this system would reduce the decision time a controller
needs to assess and determine aircraft sequence assignment and to detect
potential conflicts along inbound flight paths. We do not envision a
significant impact on minute-by-minute control activities.

A refined metering and spacing system would extend the basic service
by including departures and multip le airports in complex terminal areas.
A refined system would not fundamentally change the basic metering and
spacing operations, and we have not explicitly modeled such a refinement.

S-3

_____________



Sector Conflict Probe (System 4)--This feature, which we assume is
added on to System 3, alerts controllers to potential conflicts and recom-
mends resolution actions. To provide an operationally realistic time
prediction horizon with a low false-alarm rate, we assume this feature
will be used when aircraft first enter a sector. Since A/C communications
are required to transmit conflict resolution instructions, workload reduc-
tions affect only conflict detection and assessment tasks.

RNAV (System 5) --This feature, which we assume is added on to Sys-
tem 4, incorporates navigation avionics to achieve close-spaced multi-lane
traffic routes. Processing of overtaking conflicts in departure sectors
would be eliminated by placing successive aircraft on closely spaced paral-
lel routes.

DABS Data Link (System 6) --This feature, which we assume is added on
to System 5, transmits digital data to pilots , including routine clear-
ances and conflict avoidance directives. It is not intended to transmit
extensive nonstandard-format messages. The data link, integrated with
extensive computerization, is the basis for the “control-by-exception”
concept in which the controller would become a system manager who is not
routinely engaged in making minute-by-minute tactical decisions. He would
have to monitor the computerized sector control operation and intervene
when necessary to adjust procedural rules, respond to pilot requests, or
resolve nonstandard situations. We note that the advanced metering and
spacing feature functions with the data link, and this feature is included
in terminal ATC control-by-exception operations. In modeling the workload
changes associated with this system, we have accounted for the automation
of certain routine and conflict tasks while allowing for the controller
work required to maintain operational cognizance.

DABS IPC--IPC provides traffic advisories and threat avoidance com-
mands to pilots, as needed. Since this service could operate in the posi-
tive control environment on imminent conflict situations that might be
missed by controllers, we have assumed IPC to be a safety enhancement
device which would not directly affect routine staffing requirements.
IPC may be necessary to provide fault tolerance in the event of failure
in the operation of the other IJG3RD enhancement systems . However , we
have not explicitly modeled DABS IPC.

S-4
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Results

Projecting 25 percent increments in traffic , we have determined
busy-day , day-shift controller manning requirements for the six Oakland
Bay TRACON sectors and the four Los Angeles TRACON sectors. Results of
these analyses for the ATC system alternatives are partly summarized in
Table S-i. The factors shown in this table measure the growth estimates
for traffic and manning relative to the 1975 busy day.

According to Table S-i , ma nn ing requ irements increase as the t ra f f i c
approaches twice the 1975 level and gradually level off  as traffic in-
creases beyond this 2.0 factor (or thereafter, depending on the alterna-
tive UG3RD system). In developing these manning requirements, we recog-
nized that the Oakland Bay and Los Angeles TRACONs currently have a
well-developed sectorization structure, and major increases in the num-
ber of control sectors are not expected. Therefore, the manning increases
shown in Table S-i are largely due to within-sector manning adjustments
(e .g. , one-man versus two-man sectors) , with some allowances for minor
sectorization adjustments. This limit on the number of sectors and
logical limits on sector team size cause our manning projections to
level off.

Because of the manning l imitat ions , we expect workload saturation
to occur if traffic increases significantly beyond the 2.0 factor. If
such an inc rease occurs , traf f ic dis ruptions would cause signi f icant
change to the operational assumptions we have made in modeling sector
capacity and manning . Therefore, as far as the manning factor estimates
in Table S-i are concerned, comparisons between systems should be made
only for those traffic factors at or below 2.0. But in any case, manning
comparisons at higher traffic levels should not be relevant to the
Oakland Bay and Los Angeles TRACON sectors since traffic forecasts for
their primary airports do not approach the 2.0 level by the year 2000 .

Figure S-l contains a composite graphical representation of the
relationships found in Table S-I between traffic and day-shift manning
requirements for traffic factors at or below 2.0. The graphical repre-
sentations were structured by fitting curves to the paired data given
in Table S-l for both TRACONs. Figure S-I enables comparison of the
overall manning trends associated with each ATC system alternative ; these
graphs do not describe manning relationships developed for a specific
TRACON .
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Observations

To provide some insight into the relative efficiencies of the sys-
tems, we examine the productivity trends of Figure S-I at the current
traffic factor (1.0) and then double this traffic level. As shown in
Table S-2, a productivity factor is determined and used to measure the
traffic handling capabilities of each system’s control personnel, rela-
tive to the current ARTS III base (System 1). At the 1.0 traffic factor,
System 2 (automated data handling) shows a 25 percent productivity gain
relative to System I, while System 6 (DABS data link) shows an 85 per-
cent productivity gain over System I; the intermediate systems show no
productivity gains beyond those achieved by System 2. At the 2.0 traffic
factor, System 2 shows a 14 percent productivity gain, and System 6 shows
one of 87 percent; the intermediate systems show incremental gains of
lowe r magnitude.
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We see that Systems 2 and 6 are shown to have the most significant
impact on manning requirements, while Systems 3, 4 , and 5 have limited
effect . However , through evolutionary development the latter systems
are assumed to be integrated into System 6 , and their operation would be
required to achieve the productivity gain of System 6.

Remarks

Manning estimates were made using controller workload models. These
models are reasonably logical representations of ATC systems operation,
but, being analytical in nature, they are merely abstractions from the
rea l world . Therefore, the resulting staffing estimates should only be
interpreted as first-order predictions of the relative effect of the
various UG3RD automation features. These estimates should be useful
guidelines for further experimental testing of the various systems in
order to define their operational and technological design feasibility ,
and for developing detailed economic feasibility analyses.

Relative to operational and technological feasibility, we emphasize
that many of our modeling assumptions are based on judgments concerning
the implementation capabilities of the enhancement features. We assume,
for example, tha t a conflict probe could indeed be used to predict and
resolve conflicts within an air space sector; however, there is the ques-
tion of whether a conflict probe of any type could be integrated with a
controller ’s human cognitive capabilities. In fact, the basic issue of
productively interfacing man and machine applies to each feature and
requires considerable additional study, experimentation, and evaluation.
This is especially true of the data-link-based control-by-exception
operation in which the cognitive processes of the controller must be
evolved into a system-interactive monitoring mode. Moreover, further
research is needed to ascertain the degree to which a controller ’s cog-
nitive capacity would constrain his ability to handle more traffic.

In regard to economic feasibility, our manning estimates provide
insights into the relative effectiveness of each system in reducing FAA
operating costs for manpower. Howevever, a full economic analysis would
have to consider trade-offs between FAA costs for operations, engineering
and development , and capital investment and user costs of delay and
avionics . Furthermore , since the scope of this ef for t  is restricted to
estimating TRACON manning requirements , the various UG3RD systems are
not assessed relative to safety,  airport capacity , and other effects.
Systems that do not have a significant effect upon TRACON manning, such
as IPC or Wake Vortex Avoidance, should not be dismissed lightly ; such
features may contribute important qualities other than ~educed terminal
manpower needa .
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I INTRODUCTION

A. Objectives and Scope

The work described here assesses the effect on terminal air traffic
control (ATC) operations of various automation systems proposed as part
of the Upgraded Third Generation (UG3RD) Terminal ATC program. The
alternative UG3RD systems are examined in the light of currently observed
control operations in order to jud ge how these automated advances might
successfully be integrated with operationa l requirements and how control-
ler activities might change. We evalua te the opera tional po ten tials of
the various UC3RD alternatives by es t ima ting and comparing their e f fects
on manpower needs at two terminal facilities , the Oakland Bay and the Lo~
Angeles Terminal Radar Approach Control (TRACON) facilities. The cur-
ren tly used Automated Radar Terminal System (ARTS) III was selected as
a bas is for comparing the manning req u iremen ts. 

-

This study was performed for the Office of Aviation Policy, Federal
Aviation Administration (FAA), under Contract DOT-FA75WA-3714.

B. Back ground

This work is based on ATC analysis capabilities developed by SRI
during projects previously conducted for the FAA. The first projectl4*

was a mul t iyear effort performed for the Systems Research and Development
Service , FAA , during which we studied enroute ATC operations, developed
various analytica l models of ATC operations , and studied the opera tiona l
realities of automation and its potential for imp lemen tation . The models
included the Relative Capacity Es tima ting Process (RECEP) , which relates
controller workload requirements to sector traffic capacities , and the
Air Traffic Flow (ATF) network simulation model , which assesses traffic
capacity and delay in a mul tisec tor enrou te environmen t.

*A list of references is appended to this report.
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The second projec t5 was a case study of IJG3RD ATC operational impact
for the Los Angeles Center , which we performed for the Office of Aviation
Pol icy,  FAA . We used the RECEP and ATF models to estimate staffing needs

under the various automation systems. A similar case study was performed
for the Atlanta Center as part of the current overall contract effort ,
but it is documented6 separately from this report.

The studies in this report of UG3RD operational impact at the Oakland
Bay and Los Angeles TRACONs parallel those of the two initial centers.
However , the TRACON case studies are based on applications of the RECEP
model and do not use the ATF model (since we assume terminal area delays
are largely de term ined by airport constraints rather than terminal con-
troller limitations). In using RECEP to model UG3RD ATC system alterna-
tives, we made a number of assumptions and judgmeni s regarding the feasi-
bil ity of imp lementing these alternatives in an operational environment.
Our models of controller workload encoded such assumptions regarding
possible system implementation. In some cases , these assumptions do not
fully conform to the various designs suggested by FAA specialists and
othe r s ,7 ’9  but the s t a f f i n g  ana lyses we perfo rmed required operational
descriptions that were both realistic and consistent with current ATC
development programs. Where such descriptions were not available in
sufficient detail , we postulated development of the necessary operational
p rocedu res .

C. Method of Approach

We are concerned with the impact of automation on ATC capacity . Based
on our observations of ATC operations , we concluded that in almost all cases ,
the limits on capacity are associated with controller workload . Hence, we
chose to focus on controll ers , con troller teams , and team organization.
Because ATC services involve comp lex decision making by many people , we de-
cided that our approach had to be based on measurements of present opera-
tions which are the best examp le of such comp lex decision makings ; this
provides a realistic base from which to develop operating descrip tions of
possible enhancement sys tems. Therefore, we used operations data collected
at the Oakland Bay and Los Angeles TRACONs where Arts III was in full use.

Because capacity is so closely related to controller operations , we
have expressed the effects of UG3RD system equipment and functions in
terms of the changes these sys tems would effec t upon presen t controller
workload . Current controller operations were observed in the field at
six sectors of the Oakland Bay TRACON and the four at the Los Angeles
TRACON ; these data were used in developing RECEP models that estimate
sector capacity. The revised controller operations expected under each
al ternative UG3RD system were then fed into the RECEP model to determine

2
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sec to r capaci ty for each al terna tive. Sec tor capa c i ties were es tima ted
for bo th visual and instrume nt appr oach condi tions and for al terna tive
sector team manning regimes. For each ATC system , includ ing the ARTS III
base , the capacity data were then used to estimate the number of rada r
and handoff  positions--controllers , coordi na tors , para l le l  moni tors , and
f l i ght data positions--needed in each sector to handle increments in pro-
jected traffic . These es timates are made separa tel y for the two TRACON
si tes , and they represent manning requirements in the selected multisector
areas for the day sh if t of the bu sy day (90 th percentile). The se pred icted
manpower needs can be used to compare the potential operationa l impact of
the UG3RD sys tems.

We emphasize that these manning estimates rely heavily on the validity
of the RECEP models . The basi c RECEP technique has been app l ied to 16
sectors in enroute and termina l facilities ,

1
~~ wh ile the RECEP formula-

tion as used in this report has been app lied to 11 enroute sectors at the
Los Angeles and Atlan ta Centers .

4 6  In all cases , the resulting RECEP
capacity estimates were consistent with estimates made by facility per-
sonnel . Al though these results may not be considered a forma l validation
of the RECEP model , they do indicate that it is a reasonable representa-
t ion of con trol opera t ions.

D. Organization of This Report

The sec tions of th is repor t may be grouped in three par ts , al though
these par ts are no t formall y designa ted . The f i r s t par t, which includes
this section and Sections II, III , and IV , is in troduc tory in nature and
describes terminal ATC and workload modeling approaches. The second par t
is the Oakland Bay TRACON case study,  Sections V through VIII . The third
par t, Sections IX through XII, is the Los Angeles TRACON case study.
Fur ther de ta ils of the anal ysis are included in the Appendix .

In the first part , Section II describes TRACON control operations
and procedures , and it differentiates between arrival operations (includ-’
ing visua l and instrument approaches) and departure operations. Sec-
tion III describes the ARTS III system and the associated controller
operating requirements. Section IV describes the analytical approach
used to model terminal opera t ions and sec tor workload requiremen ts.

In the second par t, Section V describes the Oakland Bay TRACON ’s
sectorization structure and arrival and departure procedures. Section VI
exp lains the da ta collec t ion at Bay TRACON and the construction of RECEP

• models corresponding to ARTS III operations for the six sectors. Sec-
tion VII describes the reconstruction of the RECEP models according to

3
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UG3RD sy stem operations . Section VII I gives the sector capacity and
manni ng estimates made for the ARTS III and IJG3RD system a l te rna t ives.

In the th ird pa r t , Sections IX , X , XI , and XII are analogous to
Sections V , VI , VII , and VIII, respectively, but they address the Los
Angeles TRACON .

4 _ 
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II TRACON OPERATIONS

In this report we address the potential impact of ATC automation
on TRACON operations , as distinguished from airport traffic control
tower (ATCT) and air route traffic control center (ARTCC) operations .
The terminal  a irspace controlled by a TRACON operation is a transition
zone between airports and enroute airspace , and it is d ivided in to vol umes
of airspace called ~ac tors . Each sector is under the jurisdiction of a
con trol ler  or team of con trollers who main tain radio con tac t wi th and
radar surveillance of aircraft within the sector. Sectors are configured
according to a system of airport arrival and departure routes, and the
control operations for each sec tor are procedurall y structured and inte-
grated with each other to facilitate traffic flow and separation assurance.

In order to provide an overview of terminal ATC, we first discuss
the terminal control procedures used to integrate sector control responsi-
bilities; and secondly,  the actual operations nature of TRACON sectors.
We base the following discussions on our observation of Oakland Bay and
Los Angeles TRACON operations.

A. Terminal Control Procedures

Although each sector team is responsible for aircraft within its
ass igned airspace , air tr a f f i c  control opera tions currently depend on a
well defined and highly structured system of intersector and interfacility
control pro c~ rlures which facilitate the orderly movement of aircraft
through a multisector environment. Between adjoining sectors and facili-
ties both formal letters-of-agreement and informal accords specify the
usual a ircra f t al titudes , speeds , headings , and in—trail separations
that should be established when jurisdictiona l control over aircraft is
transferred  from one sector team to ano ther a t their common boundary ;
these procedures reinforce an established system of preferential traffic
routes and standard term inal arriva l and depar ture pa tterns.

The intersector agreements provide decision-making guidelines for
sector-control by defining the traffic flow stra tegies and mechanisms by
which jurisdiction is delegated to individua l sector teams without re-
quiring excessive coordination between them. For example , a control team
accepting aircraft at its sector boundary need not be concerned with how
the preceding sector team controlled the aircraft , providing it is properly

5
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set up in accordance with the intersector procedural agreement. Sector
decisions regarding which control techniques (e.g., vec toring , alti tude ,
or speed instructions) should be used in structuring traffic for sector
transit and exit are interna l functions of each sector team and do not
require consultation with a facility authority. The sector teams are
essentially autonomous decision-making units operating under the traffic
organization requirements of the procedural agreements; supervisory ,
coordinating, and support personnel are not involved in minute-by-minu te
issuance of sector control instructions.

The system of procedural agreements and preferential routes struc-
tures each sector ’s traffic flow such that sector contro l becomes somewhat
standardized , resulting in a fairly stable set of control techniques .
Controllers make decisions concerning an individua l flight plan or con-
flict avoidance maneuver based on established personal knowledge of what
is best for facilitating overall traffic flow; they do not spend time
reviewing the direct implications of a single control instruction upon
each and all aircraft under their jurisdiction. Familiarity with the
procedura l requirements of each sector is, therefore, important to a
con trol team ’s ability to make control decisions with minimum effort.

Procedural agreements clearly document facility traffic control
policy and effectively serve as a relatively stable tr a f f i c  planning
device for sector operations . However , flexibility in intersector
tr a f f i c  integration can be introduced directly between adjacent sector
teams or facilities; such coordination is often necessary as traffic
situations change. A sector team, for example , may request another
sector team to adjust spacings between aircraft in order to coordinate
aircraft sequences , or one facility may request another to constrain
traffic overloading situations. Similarl y,  altitude and speed restric-
tions may be app lied or removed as situations warrant. Again , it is
important to emphasize that personnel not on the sector team do not
specify which control techniques should be app lied , bu t only issue
specifications or negotiate with the sector team regarding overall
traffic flow organization.

B. Terminal Sector Operations

TRACON sector controllers provide separation assurance and traffic
flow facilitation services to aircraft arriving and departing from local
airports and to aircraft transiting the terminal airspace. Controllers
monitor displays of radar-derived situation data , make decisions , voice
communicate with pilots to transmit clearances, maneuver instructions,
proximate traffic and navigational advisories and the like, communicate

6
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with other controllers to coordinate their  contro l actions , and mainta in
computerized and hard-copy data records describing aircraft flights.

The terminal area route structure is designed to segregate arriva l
traf f ic  flow s from departure t r a f f i c  flows as much as possible. This
policy minimizes conflicts between descending and climbing aircraft,
which could become excessively frequent and difficult to control in dense
traffic situations. The route segregation is procedurally achieved by
mea ~s of formal altitude separation (i.e . ,  tunnel ing one rou te under
another) and geographic separation (i.e., defining arrival and departure
corridors). In some terminal areas , espec ially where numerous airports
are served , the complexity of the required route network and the con-
straints of airspace preclude the complete segregation of arriva l and
depa r ture t r a f f i c. However, a degree of pro cedural segrega tion is
normally sufficient to enable arrangement of sectors along predominantly
inbound and ou tbound rou tings. As a result, TRACON sectors often are
differentiated according to arrival and departure operations .

1. Arriva l Opera~ ions

Arrival traffic flows from diverse directions are integrated
through a series of merges. These merging operations require arrival
sector controllers to determine the order in which the aircraft are to
be processed through the merge points while maintaining proper spacing ;
these operations are aided by a sys tem of procedural specifications.
Initial route mergings are conducted in the enroute airspace by the
Center in order to organize the traffic according to control specifica-
tion s required for entering the terminal airspace. By this means , air-
craft are brought into TRACON arrival sectors along defined routes in
accordance with prespec ified or individually negotiated in-trail separa-
tions (typically 5 n.m.) and often according to specified altitude and
speed res tric tions . Arriva l sector controllers process the aircraft
through a succession of fewer and fewer merge points until the traffic
is funneled to the airport final approaches. Control jurisdiction then
is t ransferred  to the tower in confo rmi ty  with the appropriate in- t ra i l
sepa ra t ion , speed , and altitude specifications . This process involves
the use of speed , al titude , and vectoring controls to slow the descending
aircraft to approach speed , clear them along their planned routes, sequence
them through the merges , and space them to main tain separa t ion .

At some TRACONs (such as Oakland) arrival operations are based
on the “feeder and final” sectorization concept, where a feeder sector ’s
controller accepts aircraft entering from an ARTC Center , processes the
aircraf t through his airspace , and transfers control jurisdiction of the
aircra ft to a final sector controller . The final sector controller
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maintains control of the aircraft until it approaches the airport run-

ways , at which time control jurisdiction is transferred to a tower.

In this operation , a feeder sector ’s controllers , and not
those of the final sector , usually determine the sequence in which air—
craft are ordered for landing. Because the feeders con trol the merges
loca ted in the ir airspace and are respons ible for the sequenc ing and
spacing of aircraf t through these po ints, they control the order and
spac ing of tr a f f i c  en tering the fina l sec tors . Thus the feeder sector ’s
control decisions determine the sequencing of aircraft merging at down-
stream points located in the fina l sector. En this way the feeder con-
trollers “set up” the traffic for downstream sequencing, while the fina l
sector controllers “fine-tune” the traffic by issuing directives needed
to complete the mergings , mainta in separa tion , and proceed to landing.
However, if necessary, the final sector controllers have the option of
altering the traffic sequencing plan established by the feeders.

At other TRACONs (such as Los Angeles), con trol opera tions are
not delineated according to feeder and final sector pairs ; these functions
are perfo rmed by a single designated arriva l sector . In any case , the
single or the paired sector design can be used for handling traffic in
separa te and possibly parallel  corridors. For example , one arrival sec-
tor or pair of sectors may control aircraft destined to a specific run-
way or runway complex, while another sector operation controls aircraft
destined for other runway(s). Both the Oakland Bay and Los Angeles
TRACONs basically have such a control scheme : two traffic corridors run
into the final approaches to parallel runways. At the Oakland Bay TRACON ,
each sector feeds into its own runway , while the Los Angeles TRACON sec-
tors feed two pairs of parallel runways. In such cases , an arrival sec-
tor or a “feeder and final” pair may operate relatively independent of
its comp lementary sector(s), especially during visual approach cond i-
tions. However, if the runway configuration is such that the aircraft
on the parallel  approach courses are in la teral proximi ty with each
other , special precautions must be taken to assure adequate aircraft
separation during instrument approaches . Each final, feeder, or arrival
sector ’s controllers must coordinate their sequencing and st acing opera-
tions with those of the parallel sector to integrate traffic for mutual
a irpor t approach .

In summary , arrival sector operations depend on the traffic
requirements specific to each TRACON site. We see that controllers
carry out local merging operations for aircraft directly under the ir
control , but also influence merging situations in downstream sectors.
During ins trumen t landing opera t ions , controllers must overtly coordi-
nate approach mergings with other controllers ; such coordination may not
be needed during visual approach operations. Additionally, sector
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controllers need to maintain separation assurance for aircraft that are
potentially in crossing or overtaking conflict situations, while at the
same time facilitating the flight of all aircraft--including those merely
crossing the airspace--in accordance with pilot plans and procedural
requirements.

2. Departure Operations

Departure sector operations differ from those of arrival sec-
tors only in that aircraft are predominantly diverging rather than merg-
ing. Departure sector controllers accept climbing aircraft from an
airport tower , process the a i rcraf t  through their airspace , and transfer
control jurisdiction to an ARTC Center as the aircraft enter enroute air-
space. Although the aircraft are received from one or a few origin air-
ports, they normally have different destinations and therefore are
usually on divergent routes within a departure sector. However, some
local merging may occur in order to integrate take-offs from different
runways or airports. Although parallel departure sectors may be desig-
nated (as at the Oakland Bay and Los Angeles TRACONs), alternate departure
routes are sufficiently separated so that extensive coordination normally
need not be carried out between controllers of different departure sec-
tors.

As in the case of arrival sectors, a few aircraft may be cross-
ing through the departure airspace. Controllers need to separate all
aircraft in potential crossing and overtaking conflict situations as well
as those in local merging si tuation s , and facil i tate fl ight p lann ing.
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III ARTS III SYSTEM DESCRIPTION

The current third generation ARTS III system is the base from
which the upgraded ATC systems will evolve. To enable an understanding
of the potential applications and limitations of automated ATC enhance-
ments, we first describe ARTS III operational equipment and secondly,
ARTS III control operations. These descriptions are intended to provide

an insight into the operating characteristics of current automation
technology. One should bear in mind that the ARTS III system is the
technological mechanism currently used by controllers in carrying out
the operations described in the preceding section of this report.

A. ARTS III Equipment

ARTS III is a semi-automated terminal ATC support system whose
major elements are the computerized data acquisition subsystem (DAS),
data processing subsystem (DPS), and da ta entry and disp lay subsystem
(DEDS). The system operates in conjunction with Airport Surveillance
Rada r (ASR) and Air Traf f ic  Control Beacon Interrogators (ATCBI) to
process primary radar and Air Traffic Control Radar Beacon System
(ATCEBS) data . ARTS III interfaces with the computerized Flight Data
Processing (FPD) system to enable transfer of digitized flight data
between ATC facilities .10

ARTS III hardware/software apparatus enables :

• Beacon tracking.

• Broadband radar/beacon displays with alphanumeric data
blocks (including aircraft identity , Mode C automatic
altitude , and ground speed reports).

• Displa y f i l tering.

• Simp lified clearance/coordination procedures.

~~~~~~~~~~~~~~~~~~ - - -
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I . Equipment  Appl ica t ions

The ARTS III computer system tracks the trajectory of an air-

cra f t’s ATCRBS beacon responses to successive ATCBI interrogations (e.g. ,
a t  4-second in tervals )  and corre la tes  th is  in format ion  wi th  computer-
stored flight plan data . This flight plan correlation enables the sys-
tem to recognize the identity of an aircraft replying on a selected dis-
crete beacon code , and to automatically initiate tracking operations ;
controllers must manually initiate tracking for nond iscrete beacon tar-
gets. The ARTS III tracking program stores positional data, calcula tes
beacon targe t veloci ty ,  predi cts f l ight path posi t ion , and correla tes
subsequent beacon responses with these predictions . Concurren tly ,  the
computer uses manually entered al time ter se tting da ta to decide al titude
da ta from Mode C tra nsponder responses to in terroga tions . Tracking is
automaticall y discontinued when an active track passes a prespec ified
range and azimuth or manual l y a t the control ler ’s discretion .10

Fl ight plan data are obtained automatically from other FDP-
equ ipped facilities through established computer interfaces or are en-
tered manually by TRACON controllers .1° As indica ted in the preceding
paragraph, the f l igh t p lan da ta record is used to es tabl ish and main ta in
automatic tracking , and it facilitates target correlation and identifica-
tion . The correlation process enables the ARTS III system to associate
data blocks with beacon targets; such associa tion is useful for display
purposes . This disp lay capab il ity and the concurren t computerized da ta
processing are the basic automation attributes of ARTS III; these at-
tributes determine the design of the operationa l equipmen t made available
to sector teams.

2. Equipment Usage

The ARTS III system supports control operations through the
presen ta t ion of al phanumeric da ta on sector con trol ler s’ rada r displays ,
the semi-automatic transfer of data between sectors , and the automatic
transfer of flight data between the termina l and ARTCC computers. These
suppor t capabil it ies are prov ided to con trol lers  through the ARTS III
automation devices included in each sector team ’s opera t ing console .

An ARTS III console includes a planned view display (PVD)
and keyboard and trackball units , which jointly provide a data entry
and d isp lay interface between the controllers and the computer system .
These automation elements augment sector team voice communications and
hard-copy (paper) data processing equ ipment.

12
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The PVD presents radar-derive d aircraft situa t ion data and
computer-processed alphanumeric and symbolic data. The presen ta t ion may
inc lude pr imary rada r targe ts , beaco n targe ts , con trol position symbols ,
aircraft data blocks (from beacon targets only), video maps , tab u lar
lists (i.e., arrival/departure and coast/suspend lists) , time, al timeter
setting , selec ted beacon codes , genera l system information (e.g ., ATIS ,
weather) and the like. The PVD may be vertica l (Type I console) or
hor izon tal (Type II console), with adjustment knobs to control bright-
ness range , alphanumeric character size , and so forth.

A trackball and keyboard unit operates in conjunction with
the PVD and provides the controller-computer interface mechanisms for
da ta en try and display con trol . The unit includes a trackball panel ,
alphanumeric keys and quick-action , special function keys. The track-
ball is used manually to slew and capture PVD targets , while manua l
keypunching is used to acces s the computerized opera t ion . These capa-
bil ities enable controllers to select and revise data presented on the
PVD , enter f l i ght data , and carry out specia l control operations (e.g . ,
tra nsfer  control ju r i sd iction , manuall y initiate or drop beacon tracking).
At leas t one trackball and keyboard uni t is buil t into each console , but
addi tional keyboard-only un its may be provided (normally with the Type II
hor izon tal display) ~~~~~~

The console designs vary from facility to facility in accordance
w ith local opera tions . At some facilities (such as the Boston-Logan
TRACON) , vertica l PVDs and associated keyboard and trackball units are
arranged in rows , with one PVD console assigned to each sector team . At
other fac i l i t ies , sector team pairs are set up as islands isolated from
other sector team pairs . En this case , each team usuall y is equipped
with its own PVD console (as at the Los Angeles TRACON where both horizon-
tal PVD and vertica l PVD pairs exist). At least one facility (Oakland
Bay TRACON) has a single PVD island shared by two sec tor teams, bu t each
team is equipped wi th its own trackball panel a nd keyboards .

In addition to the ARTS III automation , the sector console
includes air/ground (A/G) radio and interphone communica tions appara tus
and workspace for maintaining paper flight progress strips or scratch
pad hard-copy da ta records . A/G communications enable two-way voice
conversation between pilot and controller , while interphone communica-
tions enable two-way voice conversations between controllers of different
sectors as well as between d i f f e ren t  f ac i l i t i e s. Hard-copy records pro-
vide flight data information to supplement PVD-disp layed data , and they
are manual ly  updated in handwriting. Paper flight strips are prepared

• by FDP printer or prepared manually by sec tor con trol lers ;  some sec tor
teams use pap er scra tch pads in l ieu of forma l f l igh t strips .
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B. ARTS III Operations

We now examine the way in which the ARTS III equipment is used to
ca rry out sector team contro l operations and the options available in
assigning control responsibilities among sector team members.

1. Sector Control  Operat ions

The sector control team utilizes the ARTS III console to con-
duc t separa tion assurance and facilitate traffic flow. In this opera-
tion , the controllers are the primary decision makers and use the ARTS III
console to obtain and transfer information. The ARTS III automation does
not make control decisions , but it supports the controllers ’ decision-
making processes by automa ticall y processing and displaying flight data
and facilitating communications . The following discussion reviews the
means by which a sector controller interacts with the ARTS III system ,
wi th pilots , and with other controllers in order to effect control ser-
vices and implement procedural requirements.

The PVD’s alphanumeric aircraft data block information serves
as an aid to the con troller ’s awareness of curren t and p lanned tr a f f i c
situations , and it become s increasingly impor tant as sector tr a f f i c
levels rise . The data block presen ts aircraf t f l i ght identity , curren t
altitude , and ground speed informa tion tha t trigger an instan t recall
of each aircra ft’s current and p lanned f l i ght path. This mnemonic effec t
is particularly useful to a controller who must cope with dynamic traffic
data . A controller can concentrate attention on traffic presented in one
area of the PVD, while other data are automatically being updated without
con troller assis tance . The al phanumeric data blocks are also useful in
establ ishing the targe t iden tities of a ircra f t not yet under the sec tor
team ’s j ur isdict ion .

The controller relies on continuous PVD surveillance to men-
ta l l y project fligh t trajectories and conduct limited conflict searches;
his pic ture of current and future traffic situations includes a concep-
tual overlay of the standardized control procedures (including minimum-
separation requirements) and preferential routes as well as a thorough
knowledge of aircraft performance characteristics (which depend on air-
craft design and owner operating policies). In order to formulate contro l
decisions , the controller mentally compares his traffic projections against
the traffic struc turing guidelines specified by the control procedures.
His control decisions are then disseminated by means of A/G communications.
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The con trol le r ’s mental “picture-keep ing” process is also
suppor ted by hard-copy da ta , usua l ly paper f l igh t progress strips but
somet imes paper scra tch pads . The f l igh t strips describe each air-
craft ’s flight identity, route, altitude , speed plans , beacon code
assignmen t, and equ ipmen t. This basic information supplements the PVD
da ta blocks by indica t ing f l i ght p lans and a i rcraf t capab ili ties tha t
a controller must know when an incoming aircra ft is added to his mental
p icture of the t r a f f i c  s i tua t ion . Flight st rips may be used for ma nua l
recording of such control actions as altitude clearance , route revisions ,
or beacon code changes. In some cases, where sector procedures are ex-
tremely structured (e.g., final approach sectors), only the sequence in
which aircraft enter and depart the sector need be recorded on scratch
pads . Hard-copy data also serve an important failure-mode function for
surveillance . In the event of a complete failure in the radar data
presentation capability, the paper data may be used in conjunction with
pilot reports for on-line fligh t fol lowing by the controllers.

A controller also issues contro l instructions to pilots by vo ice
communicating over A/G radio . Such verbal ins tructions include clearances
(i.e. ,  assignments or approvals of specific routes , altitudes , and speeds),
advisories (i.e., wea ther , proximate traffic information), and direct navi-
gational control (i.e., heading vectors and altitude or speed revisions).
Direct voice communication provides some flexibility because it allows
pilots to nego tia te wi th a con troller if the ins truc tion issued canno t
be readily followed; positive confirmation of instruction compliance is
also transmitted by voice. Since most aircraft in a sector are on the
same radio freq uency , the A/G communication is on a “party-line” with
a ircraf t crews moni toring each other ’s ins truc tions and responses . Al-
though no t studied exp lici tly here , pilo ts may perhaps use this capabili ty
to communicate among themselves in order to attempt separation assurance
should a ground-based A/G system totally fail.

Con trollers commu n ica te wi th each other by means of interphone
voice or face-to -face coordination. The interphone sys tem is used to
negotiate and confirm procedura l controls (i.e., arrival sequences , speed ,
or altitude restrictions , in-trail separations) and to advise sector teams
of some specific traffic condition that may be unusual. Members of a
single sector team or , in cer ta in cases , members of adjacent sector teams
may communica te direc tly wi th eac h other by face-to-face oral conversa-
tions (i.e. ,  without interphone apparatus) or with hand signals (i.e. ,
by pointing to a PVD target or moving a flight strip). As in the case
of interphone intersector messages , these communications are needed to
coordinate controller actions so that each controller maintains cogni-
zance of overall operations and thereby avoids last-minute surprises.
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A sector controller uses the computer data entry and display
inte rface to carry out various control operations and keep the automa-
t ion system up to date concerning his on-line control operations . For
exa mp le , manual t rackball and keyboa rd operations are used to e f fec t
control jurisdiction transfers between sectors; these transfers are
usually performed silently without accompany ing interphone voice com-
munica tion. Such “handoffs” are registered in the computer system ,
which in turn transfers da ta f ile access from one con trol team to ano ther
and updates PVD posi tion symbol disp lays . In other cases , the controller
may use the da ta entry and disp lay sys tem to manual l y enter or mod if y
f l ight p lan data into computer storage , assign a discre te beacon code ,
or establish beacon tracking. A controller may selectively force the
presentation of individua l data blocks on to his PVD or delete them,
or he may force the entire PVD data for another sector onto his disp lay
in order to “glance over” tha t sector ’s traffic. Controllers also have
the op tion to use an al phanumeric “scratch pad” which elec tronically
disp lays such data as destination airport , runway, or departure fix
designations; this scratch pad information time shares PVD data block
d isplay space with the Mode C altitude data. (The PVD “scratch pad”
should not be confused with the paper scratch pad.) Other operations
enable controllers to disp lay tabular lists , reorient da ta block presen-
tations , preview flight plan data , present system data on the PVD, and
so for th . These examples demonstrate some of the uses made of the track-
ball and keyboard uni ts, which provide the means to integra te computer
processing capabil ities with sector control operations .

2. Sector Controller Responsibilities

The lead member of an ARTS III sector team is the radar (R)
controller , who is responsible for separation assurance, minute-to-minute
decision making,  and A/ G voice communications . He may be supported by a
coordina tor, by a handoff (H) controller , or by bo th . During periods of
light traffic , the R controller may man the sector alone and therefore
perform all necessary communications and data processing activities.
However, as traffic increases, the R controller ’s workload res tr icts his
performance, necessitating the allocation of some operational activities
to one or both of the other team members .

While a single H controller may be assigned to assis t an R
controller , a coordinator is assigned to a pair of sectors and simul-
taneously supports both R controllers. As a result of the shared nature
of ~~~~~~~~~~~~~ services, we refer to sector team manning alternatives
according to four regimes: a 1-man team (R controller) ; a 1.5-man team
(R controller and one-half the services of a coordinator) ; a 2-man team
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(R and H control lers) ; and a 2. 5-man team (R and H control lers  and one-
h a l f  the services of a coordinator) .

The ART S III console is usua l ly set up so that each controller
and coo rd ina tor pos it ion is equi pped with keyboard and interphone appara-
tus, while  a sing le PVD and trackball pane l is directl y accessible by the
R controller . Each R controller is equipped with A/C apparatus , while
all sector team members may handl e f l i ght strips or paper scra tch pads
depending on local opera ting proced ures . These equipmen t arrangements
enable the effective division of control responsibility among team mem-
ber s. In the following paragraphs we briefly review the operational role
of each member of the team and address other suppor t posi tions .

a. 1-Man Team

The R-controller performs all the sector control operations
necessary for separation assurance and traffic flow facilitation. These
operations include surveillance , A/C communications , data entry and dis-

play, f l i ght strip (or paper scratch pad) processing, iritersector inter-

phone and face-to-face coordination , and related decision making.

b . 1.5-Ma n Team

The R-controller maintains responsibility for separation
assurance and minute-to-minute decision making, but shares decision
mak ing abou t tr a f f i c  p lanning w ith the coord ina tor . The coordinator per-
forms intersector coord ina tion wnd some da ta en try opera tions , while the
R controller performs separation assurance , surveillance and related data
processing opera tions . Based on our observations of control activities ,
the coordina tor is usually able to perform the interphone communica tions
for both the sectors he supports and half the computerized handoffs for
each sec tor . However, these activities do induce some additiona l face-
to-face communications with the R controllers since he must advise the
R controller regarding the intersector negotiations completed. A co-
ord inator supporting a pair of arriva l sectors determines the sequence
in which a ircra f t should be mutuall y merged and advises each R controller
of his plan ; each R controller sets up this traffic in accordance with
the coordinator ’s p lan . A coordinator supporting a pair of departure
sectors integrates tower departure operations with those of each sector.
Such in terfac il ity coord ina tion is also performed for arriva l sec tors ,
and also is conducted with adjacent ARTC Centers. Also , the coord ina tor
may assist in distributing flight strips to the appropriate R controller .
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c. 2-Man Team

The R con t ro l l e r  m a i n t a i n s  r e s p o n s i b i l i t y  for  s e p a r a t i o n
assurance and t r a f f i c  flow f a c i l i t a t i o n , and sha res some of the mechanical
aspects of contro l operations with the H controller . In this case , the
H controller supports only one R controller and should have time to per-
form the routine interphone communications and computer handoff operations .
However , the R controller must himself coordinate separation assurance and
sequencing for aircraft merging into other sectors while performing sur-
ve illance and communica tions and da ta processing ac tivi ties. Again , intra-
sector face-to-face communications is needed to maintain operationa l cog-
nizance of each team member ’s activities . The H controller may al so
assis t the R controller by arra nging and correc ting f l igh t str ips. We
should note that we have not observed a 2-man team in actua l operations ,
indicating that TRACON personne i prefer the manning strategies which in-
volve a coordinator. However , since 2-man teams are physically and opera-
t ionally possible , we do consider this manning option to be feasible.

d . 2 . 5-Ma n Team

The R controller maintains responsibility for separation
assurance and minute-to-minute decision making, bu t he shares dec is ion
making about traffic p lanning with the coordina tor and a f f o r d s  some of
the mechan ical cont rol task s to the H con trol ler . The coordina tor is
pr imarily concerned with integrating intersector and interfacility opera-
tions and is there fore active in interphone and face-to-face communica-
tions ; he also assists in fligh t strip distribution where appr’-~ riate.
The H cont ro l le r  pe rforms in terp ho ne communicat ions not handled by the
coo rdinator , ca rr ies out computer da ta en try and disp lay opera tions , and
may assist the R controller with flight strip preparat ion.

e. Other Support Positions

Al though no t direc t ly associa ted with a spec if ic  sector ,
a controller may normally man a flight da ta position , where f l i g h t
progress strips are printed . He checks and corrects flight strip data
and delivers the fligh t str ips to the proper sec tor team or team pa ir .
In some cases , the delivery is made to an arriva l or departure coordina-
tor, who selectively distributes strips to an R controller when aircraft
entry is about to occur. In at least one facility (Los Angeles TRACON),
f l igh t stri p printers are located at each departure sector and are operated
by the sector H controllers . In this case , no separa te f l i ght data posi-
tions are curren tly manned , and the arrival sectors must manually write
their own flight strips . In other cases (such as final arriva l sectors
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at Oakland Bay TRACON), R controllers use paper scratch pad s to keep
track of aircraft entries and exits; FDP pr inted fligh t strips for
arriva l aircra ft are delivered to the feeder sectors but not to the
finals .

A t the Los Angeles TRACON, parallel monitor (PM) positions
are manned during instrument approach operations . A PM controller ma in-
tains surveillance of aircraft on a set of parallel final approach courses
and intervenes on the arrival sector ’s A/C radio frequency to correct
potentia l violations of minimum separations . A PM pos it ion is loca ted a t
a PVD console other than one being used by the regular  sec tor teams .

_______________________________________ - - 
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IV WORKLOAD MODELING

The preceding two sections have described terminal ATC control pro-
cedures , opera t ions , and operationa l technology . In this section we
presen t a me thodology for quantitatively rela ting these procedures ,
ope rations , and technology to the t r a f f i c  hand l ing  capabi l i t ies  of
secto r controllers. This methodology models cont ro l ler  workload require-
ments based on observations of ART S III operatio ns , and enabl es estima-
t ion of sector control ler  tr a f f i c  capaci ties corresponding to various
operating strateg ies . The resulting RECEP models will facilitate subse-
quent extrapolations and ana lysis of the impac t on con trol opera t ions of
ATC enhancement alternatives.

A. Model Overview

In order to relate sector traffic handling capabilities to the
various opera t ing stra tegies , we will develop workload models correspond-
ing to each of the four alternative sector manning regimes: 1-man,
1.5-man , 2-man, and 2.5-man teams. Ot’r modeling approach will follow
that of our previous ATC analyses4 7  in which we used data collected
from field observations of sector teams to construct the models , and
thereby to describe controller work characteristics .

A major assumption of our approach is that the workload on the
controller due to his operationa l requirements is the factor which limits
the nu mber of a i r c r a f t  that he can handle during any given period of
time ; this thus determines the traffic capacity of the sector. Our pas t
observations of air traffic control activities indicate that within a
given time period (i.e., one hour) there is a maximum total time that
a controller can spend perform ing control tasks . Through previous fiel
observations and data calibration efforts ,’5 we have found that an
R controller ’s workload threshold is tyr ically 48 man-mm of work per
hour; the number of aircraft per hour that generates this amount of
work represents his traffic capacity. The objective of our models is
to correlate workload time requirements with traffic flow rates so that
we may iden tif y the traffic flow rate (i.e., capacity) corresponding to
the workload threshold (48 man-min/hr). We use an hourly time period as
a basis for estimating capacity since this interva l is the time a con-
trol ler  normall y spends at a sector position before being relieved .
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The f o l l o w i n g  d i s c u s s i o n  reviews the  procedures  for  f i e l d  data
co l l ec t ion  and descr ibes  the methods  and r a t i ona l e  w i t h  which  the  da ta
were used to s t r u c t u r e  work load  mode l s .

1. F i e l d  E x p e r i m e n t a t i o n

Using as a gu ide l ine  our previous data co l lec t ion  exerc ises a t
NAS Stage A enroute ATC f a c i l i t i e s , 1

~~ we have developed a pa ra l l e l
data collection/reduction procedure for ARTS III termina l ATC facili-
ties ba sed on the fo l lowi ng data sources:

• Video tape recordings of PVD data , u s i n g  an a u x i l i a r y
console to dup l ica te in rea l time the presen ta tion on
an operationa l PVD.

• Audiotape (including videotape sound track) recordings
of A/C and in terphone communica t ions .

• Manual recordings of the frequency of observed con-
troller ac tions , including da ta en try and display
opera tions , fligh t strip or paper scra tch pad process-
ing, and face-to-face communications .

• Manual stopwatch recordings of observed controller
ac tions .

• Reproductions of flight strips and paper scra tch
pads , used and marked on by con trollers .

These data were collected during a one-hour observation of a
selec ted sec tor ’s con trol ac tivi ties . Each observation session was
followed by a one-hour structured interview with the sector ’s controllers.
The interv iewer used video tape playback during exam ina tion and d iscussion
of the opera tional stra tegies , procedures , and techniques employed by the
con trol lers . This informa t ion was supplemen ted by published facility
operations manuals , letters-of-agreement , map s, and the l ike , as well as
consultations with facility supervisory personnel .

Reducing the field observation data involved assembling the
data measurements into a format that facilitates cross-reference of the
observed activities and perm its a reconstruc tion , in par t, of the
various control activities . The information on operational procedures
ob tained during the con troller  in terview, along with the data observa-
tions , provided perspective on control requirements that was useful in
the logical reconstruction of contro l activity.
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Also, as par t of the da ta reduc tion e f f o r t s , we obtained stop-
watch measurements of recorded communications , to supplement the activity-
time measurements made at the facility. For each identified task, we
selected from the data measurements a “reasonable” minimum task performance
time to represent task work requirements . In determining minimum per-
formance times, we considered only those observed or recorded activities
that we judged were performed completely (that is, they satisfied the
requirements of information transaction or message content) and with
efficiency (without delay, interruption , or extraneous information).
Since the f ie ld  data collection sessions were generally conducted du r ing
moderate-to-heavy conditions , we have assumed that our reconstruction
of control activities is representative of control requirements during
capacity conditions (during which nonessential activities are minimized).

2. Model Rationale

Using our observations on control operations and interviews
with fac ility controller and supervisory personnel , we conclude that the
R controller ’s workload is the critical determinant of sector team
traffic capacity. Tha t is , the R controller , rather than the coordina-
tor or H controller , is the team member whose workload requirements will
limit traffic handling capabilities . We base these conclusions on the
observation that a significant proportion of terminal ATC control work
is centered on surveillance, minu te-to-minute decision making, and A/G
communications ; these tasks are not off-loaded to other positions under
any of the alternative sector team manning regimes. Therefore, we will
develop an R controller workload model corresponding to each of the four
sector manning regimes ; the regimes will be differentiated by changes
in the model reflecting the revised operations of the R controllers
each time an additional controller or coordinator is added to the team.
In each case, the R controller ’s workload threshold will be used to de-
fine the sector team’s traffic capacity.

Out emphasis on the R controller model differs from the ap-
proach we used in modeling enroute operations;’7 then we modeled R con-
troller and sector team work separately. Our field observations indicate
that enroute operations make more extensive use of computer data entry
and flight strip processing than terminal operations. The distribution
of work among enroute sector team members would in some instances cause
a sector data (D) controller to experience heavier work loading than the
R controller at comparable traffic levels. In this case, the overall
team work requirements rather than those of the R controller alone would
limit traffic handling capability.
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B. Model Structure

In a preceding section we described the various operational activi-
ties (i.e., decision making, surveillance , communications, data process-
ing) that are required of the R controller. These activities are mutually
in tegra ted and interac tive and are very d i f f i cult to model as independent
entities. Therefore, we aggregate the various control work requirements
into activity categories that represent operational/procedura l relation-
ships. For our model ing purposes, we organize control requirements
according to:

• Routine work

• Surveillance work

• Conflict processing work.

Routine work includes the A/C, interphone, and face-to-face corn-
munications, data entry/display operations , and flight strip or paper
scratch pad data processing tasks needed to facilitate traffic flow.
Surveillance work is the visua l observations of the PVD da ta to facili-
tate flight-following. Conflict processing work includes the decision
making and communications needed to detect and assess potential conflicts ,
resolve the conflicts by means of A/G communications , and coordi na te the
assessment and resolution actions with other controllers. We further
categorize potent ia l  confl icts  according to crossing, local me rging,
overtaking, and coordinated approach merging situa _ons.

R control ler wo rkload time , WR, measured in man-mm /br, correspond-
ing to a specified hourly traffic rate is calculated using the following
additive formulation:

W
R 

= [k1
N + ct N  + (k2 ÷ k3 ÷ k4 + k

5) 
N2]/60

where

N is the number of a i r c ra f t/h r  through the sector.

t is the average sector f l ight  time, measured in mm .

c is the surveillance workload constant, measured in rnan-sec/
aircraft-mm .

is the routine workload weighting, measured in man-sec/
aircraft.

k
2 

is the crossing conflict workload weighting, measured in
(man-sec/hr) / 2
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k3 
is the local merging conflict workload weighting, measured
in (man-sec/hr) /(aircraft/hr ~ 

2

is the overtaking conflict workload weigh ting, measured in
(man-sec/hr)/(aircraft/hr) 2

k
5 

is the coordinated approach merging conflict workload
weighting, measured in (man-sec/br) /(aircraft/hr)2.

60 is the factor to convert man-sec/hr  of work to man-mm /hr .

A set of four R-controller workload times (WR’s) is calculated for
each sector corresponding to the four manning regimes . The regin.es are
d i s t ingu i shed  by ad jus t ing  th e workload weight ing  parameters (k’ s).

The importance of the workload component structure of the R con-
troller model is the capability of distinguishing the control work re-
quirements of different sectors in a manner that is sensitive to each
sector ’s operationa l characteristics . Sector routine workload time (k1N)
increases in direct proportion to the traffic flow rate, but varies from
one sector to another depending on the pat tern of t r a f f i c  flow throu gh
each sector as well as each sector ’s procedural rules. For example, the
routine workload weighting (k1) for an arriva l sector (where speed con-
trol instructions are frequent) would differ from that of a departure
sector (where speed control is not as frequent).

The surveillance workload time (ct5N) increases in direct proportion
to sector flight time ; therefore , surveil lance work is sensitive to the
geographic size of a sector as well as the traffic flow rate. The flight
time parameter (ta) distinguishes the surveillance work requirements of
different sectors since the same surveillance workload constant (c) ap-
plies to each sector. We note that the product , ct5, may be considered
to be the surveillance workload weighting measured in man-mm /aircraft.

Potential crossing, local merging, overtaking, and coordinated ap-
proach merging conflict processing workload times (k2N

2, k3N
2, k4N

2, and
k5N

2) increase with the square of the traffic flow rate. The conflict
workloa d weightings (k 2 , k3, k4, a nd k 5) ca lculated for one sector would
differ from those of another, depending on the complexi ty of each sector ’s
route s t ructure  and i ts procedura l rules . In par t icu lar , the de r iva t ion s
of the conflict workload weightings can model a variety of aircraft cross-
ing and merging situations including level/level , level/climb , climb f
climb , level/descent , and so forth.

In the fo l lowing  par agraphs we review the derivation of the workload
weightings.
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1. Routine Wo rk

The routine workload time (k1N) represents the ordinarily
occurring control events required to clear aircraft through the sector;
it is generated in some form by every flight. Using the field data col-
lected for each sector, we identify the routine control events, specify
the set of tasks required to effect each event , determine minimum task
performance times , and measure the frequency of each event by sector.

Each routine event is included in one of the following func-
tional categories :

• Control jurisdiction transfer

• Traffic structuring

• Pilot request

• General intersector coordination

• General system operation.

Control jurisdiction transfer encompasses the collection of
control events required to handoff an aircraft from one sector to another.
Traffic structuring refers to the procedural-based, decision-making pro-
cess of guiding aircraft through a sector. Pilot requests result in
real-time flight modifications , adding work. General intersector coordi-
nation includes those informational transfers that are performed to rema in
cognizant of multisector traffic movement, but are not part of handoff,
traffic structuring, pilot request , or pointout activities . General system
operation refers to the remaining activities not included in the above
categories, activities such as PVD disp lay maintenance.

A routine event consists of a single task or sequence of tasks
that must be performed to complete the event. The tasks are :

• A/G communications

• Data entry/disp lay operations

• Paper flight strip (or paper scratch pad) processing

• Interphone communications

• Face-to-face communications.

For example, one control event routinely required for control
jurisdiction transfer is handoff acceptance. This event requires the
controller to perform manual data entry/display operations and flight
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strip processing tasks. On the other hand , an altitude instruction
event issued by the control ler  as part of the t r a f f i c  structuring func-
tion migh t involve only the A/G communication task.

Our field observation results enable us to specify individual
task times and the frequency of each event by sector for any given manning
regime. We use these data to calculate the routine workload weighting,

k
1
= E r O t . .

where

is the frequency of occurrence of type i routine event
measured in events/aircraft.

t~ . is the minimum performance time required for each type
j task included in routine event i, measured in man-min/
event. (In subsequent modeling applications , we will
describe task times by man-sec ; conversion to man-mm is
implicit in the modeling equations.)

2. Surveillance Work

Surveillance workload time (ct5N) is the time spent scanning
the PVD. We were not able to measure in the field the number of times
a controller looks at the PVD or the duration of each glance. Instead ,
we inferentially formulated assumptions regarding surveillance frequency
and time duration; these assumptions are developed from interviews with 4
controllers and reflect their perceptions.

To maintain a menta l picture of traffic movement, we assume
that the R controller is likely to look at an aircraft ’s data display
once every minute , I to 1.5 sec per look being sufficient time to identify
aircraft and recognize or recall situations. These assumptions--l .25 man-
sec/look and I look/aircraft-mm --set the surveillance workload con-
stant (c) equal to 1.25 man-sec/aircraft-m m . The corresponding surveil-
lance workload weighting is 1.25 t5 man-sec/aircraft (which is implicitly
converted to man-mm /aircraft in the workload mode l equations).

3. Conflict Processing Work

The workload times for processing crossing, merging, and over-
taking conflicts (k2N

2, k3N
2, k4N

2, and k5N2) represent the time spent,
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including communications and decision making, to maintain separation 4

assurance. Aircraft conflict situations arise when there is a prospec-
tive violation of the minimum separation allowable between aircraft.
Because prevention of such situations requires corrective action in
advance, conflict avoidance by the controller necessitates a rather
well-developed capability to mentally project flight trajectories and
to perceive potential conflict. The R controller activities are de-
tection and assessment, then resolution and coordination of potential
conflicts.

The detection and assessment task entails situation recognition
and action selection based on traffic data derived from PVD surveillance
and flight strips ; the resolution is the issuance and negotiation of con-
trol instructions through A/C communication. Effective detection and
assessment depend , to a large extent, on judgment and familiarity with
procedures developed through control experience . Observations reveal
that journeymen R controllers have refined these capabilities to such a
degree that situation resolution instructions are typically issued when
conflicting aircraft first enter the sector. The corrective actions,
which usually occur five or so minutes before violation would be imminent ,
are performed as soon as possible to avoid possible controller distrac-
tions by other critical situations. In merging situations, some inter-
sector coordination (usually face-to-face communication) is needed to
integrate aircraft sequencing and spacing.

To estimate conflict processing workload weightings, we use
the duration of each conflict processing event and its frequency of
occurrence:

k = t  e
2 c c

k = t  e
3 m m

k = t  e
4 0 0

k = t  e
5 a a

where

t , t , t , t are the minimum performance times required for
m 0 a 

crossing, local merging, overtaking, and co-
ordinated approach merging conflict processing,
measured in man-sec/conflict.
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e , e , e , e are con f l i c t  event f r equency factors thatc m 0 a 
measu re the rates of occurrence of crossing,
local mergi ng, overtaking, and coordinated
approach merging conflict events, measured
in (conflicts/hr) /(aircraft/hr) 2

We determine the conflict processing time (t0, tm~ ~~ 
and ta)

by est!mating and summing the minimum times typically needed for the
detection and assessment, resolution, and coordination tasks. These
task times are based upon field observation of control activity and sub-
sequent interviews of controllers using the videotape playback of the
observed situation to review controller actions.

The hour ly confl ic t  fr equency factors (e~ , em , e0 , and ea)
determi ne the number of conf l icts per hou r (e~N 2 , e N 2 , e N 2 , and eaN2)
for any hourly t r a f f i c  flow rate , N , and represent the tota l number of
conflicts that may be occurring at one or more conflict points in the
sector. These factors are calibrated for each sector using mathematical
models (developed by SRI4~~) that determine the expected frequency of
each conflict type at each selected location or along each selected
route. The models define conflict frequencies as functions of aircraft
speeds, route intersection angle, route lengths, and minimum separation
requirements. These relationships are formulated as a summat ion of the
probability of pairwise conflicts between aircraft ; the models are further
described in Appendix A.

C. Sector Capacity Estimation

The R controller workload formulations are used to quantify sector
traffic capacity. We estimated sector capacity by identifying the hourly
traffic rate (ac/hr) that generates 48 man-mm /hr of R controller work.
One procedure was to determine R co itroller workload for a range of
traffic flow rates, and search for the flow rate corresponding to the
workload threshold. The R controller workload is the sum o:E routine,
surveillance , and conflict work as defined by the workload weighting
parameters, for a specific sector operation. We calculated workload at
successive 5 ac/hr increments in traffic flow , and obtained the sector
traffic capacity by interpolation.
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V BAY TRACON OPERATIONS

The airspace under the jurisdiction of Bay TRACON is designated as
a Group I Terminal Control Area (TCA) within which all aircraft are con-
trolled .* Bay TRACON provides control servi ces to a i rcraf t arriv ing and
departing three major civil , two military , and numerous lesser airports ,
as well as enrou te a ircraf t trans iting the TCA . Final approach and re-
la ted airpor t con trol serv ices are provided by separate ATC tower facili-
ties located at each airport and coordinated with Bay TRACON .~ Airspace
above that of Bay TRACON is controlled by the Oakland ARTC Center. San
Francisco International Airport (SF0), wh ich genera tes mainl y air carrier
tr a f f i c , is the primary airport and is included in the TCA ; other air-
ports underlay the designated TCA airspace. Two major civil airports,
Oakland International (OAK) and San Jose Municipal (SJC), also genera te
commercial traffic but with significant general aviation activity, while
the Alameda (NGZ) and Moffet (NUQ) Naval Air Stations (NAS) generate
m il itary and rela ted governmental ai r tr a f f i c. The rema ining a irpor ts
under the TCA generate general aviation air traffic , with some commercial
and m ili tary helicopter activity .

To accommoda te the comp lex ity of tra f f ic pa tterns requ ired by the
various ai rports, Bay TRACON is configured into ten sectors. Six of
these sectors , AR-I, AR-2, AR-9, AR-ID , DR-I, and DR-2 , primar ily handle
the SF0 approach and departure traffic and are shown in the Figure 1

*The TCA designation requires all aircraft operating in its airspace to
be subject to ATC operating rules (thereb y elimina ting uncontrolled
flights), and requires equipment and pilot to meet certain qualifications.
The Group I designation currently requires: an aircraft to be equipped
with ATCRBS and ‘Mode C transponders (unless it is a helicop ter or an
IFR fligh t not to or from the primary airport), 2-way radio , and VOR or
TACAN receiver; the take-off  or landing pilot to hold at least a private
pilot certificate; a large turbine-powered aircraft to operate within
designated airspace limits; and the fligh t to be ATC authorized.
Group II requirements are less stringent .9

Bay TRACON is located on the property of Oakland International Airport ,
but is not collocated with the Oakland Airport Traffic Control Tower,
nor with the Oakland Flight Service Station.
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schema tic; two sectors , AR-3 and AR-4, handle predominantl y OAK and NGZ
tr a f f i c , and the remaining two sectors , DR-5 and DR-6, handle  predomi nan t l y
SJC and NUQ traff ic. Small genera l aviation aircraft operating out of

other airports normall y rema in  below the TCA airspace and therefore are
not controlled by Bay TRACON .

Figure 1 presents the West Plan sectorization scheme used during

the predominant wind conditions . An alternative Southeast Plan is

general ly assoc iated with weather frontal activity in the Bay Area , and

it is used less frequently. The West Plan sectors are structured into
a shelf-like inverted conical configuration focused on SF0, with some

sectors overlaying others in order to accommodate the typically c limb ing
or descend ing a ircra f t.*

In the remainder of this section , we first describe the overall
operational integration of the six sectors serving SF0 traffic under the
West Plan configuration . This p lan was in operation during the period
of our ob serva t ion and da ta collec tion a t Bay TRACON . We then present
more de ta i led  descriptions of the six sector operations .

A . Opera tiona l Overview

Aircraft landing at SF0 are handled by the four arriva l (AR) sectors ,
which also handle some aircraft destined to other airports (e.g., OAK
and NGZ). These other aircraft are on approach routes (not shown in
Figure 1) that diverge from or cross the primary SF0 arriva l routes .
A ircraft taking off from SF0 are handled by the departure (DR) sectors;
the DR sec tors also handle some aircra f t from other a irpor ts, wh ich are
on departure routes (not shown in Figure 1) merging or crossing the primary
SF0 departure routes.

The geographic segregation of arrival and departure traffic exempli-
f ies the proced ural separa tion concep t whe reby prep lanned routes (ra ther
than individual aircraft on opposing courses) are kept apart. At those
poin ts where arrivals and depar tur es mig h t intersec t each othe r , pro-
cedural separation is almost always app l ied by means of altitude restric-
tions wh ich tunnel tr a f f i c  streams around others . Th is high ly struc tured
sys tem of separa ted rou tings is e f f ec ted through the rout ine use of
standard instrument departure (SID) and arrival (STAR) assignments .

*We designate the routes shown in Figure 1 as “primary” in accordance
with our field observations in order to facilitate the textual descrip-
tions given in this report; this designation does not necessarily con-
form to FAA official terminology .
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The fo l l ow in g d iscussions of arriva l and departure operations per-
tain to the primary routings shown in Figure 1. We will subsequently
presen t more detailed descriptions of primary and secondary route inter--
actions for each of the six sectors.

1 . Arriva l Operations

Bay TRACON arrival operations are based on the ‘feeder  and
final” sec toriza t ion concep t, but with the fina l sectors sharing juris-
diction of the fina l approach corridor to parallel runways. Two feeder
sectors (AR-9 and AR-ID) set up traffic to be processed by the two fina l
sectors (AR-i and AR-2), and the two fina l sectors fine-tune the traffic .
AR-9 feeds aircraft to AR- i , and AR-lO feeds AR-2.

The integration of traffic flows from a single feeder to a
sing le f inal (e .g. , AR-9 to AR-l) is relatively direct and a minimum of
in tersec tor coordi na tion i~ usually req ui red . The feeder sec tor con-
tro l ler  imp lements the sequencing p la n by issui ng c learances  to the
pilots , while the final sector controller generally recogn izes the
sequencing p la n by observ ing on h i s  radar d isp lay the relative positions
and speeds of incomi ng aircra f t. Control negotiations between feeder and
f ina l  control ler  r egarding indiv idual pairwise mergings are not routine .

However, integrating traffic from the different feeders (i.e.,
AR-9 and AR-lO) for merging at the final approaches to SF0 requires a
well defined proced ural con trol structure to enable bo th feeders to
integrate their traffic into mutually compatible sequencings and spac-
ings. The control proced ures depe nd on whe ther the f inal  approach is
conducted according to visua l or instrument approach operations .

a. Visual Side-by-Side Approach Operations

Final approaches to SF0 are primarily for landing on
ei ther runway 28R or 28L, which are shown in Figure 1. Sector AR-I
controls aircraft on the final approach course to 28L and Sector AR-2
controls aircraft on the parallel approach course to 28R. Under visual
condi tions , one final sector controller clears aircraft for a v~ sua1
approach to the appropria te runway af ter p ilots have confirmed visual
sighting of the airport and of other aircraft in the vicinity; control-
lers continue radar surveillance of aircraft on the final approaches
and issue advisories as necessary to facilitate separation. This pro-
cedure enables aircraft to be cleared for simultaneous approaches to
the two parallel runways, resulting in side-by-side approach operations.
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b . Instrument In-Trail Approach Operations

Although both 28R and 28L are equipped with instrument
landing systems (ILS), there is not s u f f i c i e n t  latera l separation between
the two runways to allow simultaneous side-by-side instrument approaches.
Under instrument conditions , minimum in-trail separations are maintained
between successive aircraft regardless of which runway approaches are
used. That is , an aircraft on the 28L approach course is kept at least
3 n.m. (more for wake turbulence spacing) behind a preceding aircraft
whether the lat ter  is on the 28R or 28L approach courses . In essence ,
aircraft on both parallel approaches are treated as if they are merged
into a single stream of separated traffic , resulting in in-trail approach
operations .

In- t ra i l  approach operations require coordination between
the two feeder as well as between the two final sectors ’ controllers to
enable sequencing and spacing of aircraft on the final approach. In this
case , the two feeder controllers (AR -.9 and AR-b ) need to integrate their
tr a f f i c  so tha t one feeder ’s aircraft will be properly sequenced on final
approach with those of the other, ra ther than bringing in their  traf f ic
independently as under visua l conditions . Using radar display data, a
feeder sector controller uses speed or vectoring controls to fit his air-
craft into holes the other controller has built into 1-is traffic stream.
Othe rwise , the two feeder sector controllers negotiate the pairwise order-
ing of aircraft and decide which aircraft will be first , second , and so
forth. The two final sector controllers must similarLy ~ise radar display
data to be aware of each others ’ traffic in order to mahitair. spacings
between aircraft. A final sector controller must keep aircraft under his
control separated from each other, and also keep his aircraft separated
in-trail from parallel aircraft in the other final sector.

2. Departure Operations

As shown in Figure 1, departure traffic climbing from SF0 diverge
into various routings. The primary departure runways are lL and lR, fron’
which aircraft climb directly into Sector DR-2 airspace or turn left into
sector DR-I airspace. Departures are also conducted off runways 28R and
28L and these are handled by Sector DR-l .

The airport tower hands off aircraft directly to the appropriate
sector, which controls the climbing aircraft until they enter enroute air-
space. Little coordination is required between the two departure sector
controllers , and TRACON control procedures for departures do not distin-
guish between visual and instrument conditions.
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B . Sector T ra f f i c  Opera tions

We wish to describe the~ tra f f ic routin g geome trics speci f ic  to each
of the six sec tors , wi th emphas is on the po ten tial confl ic t si tuations
inherent in each . For descriptive convenience , we first address arriva l

operations for visual approaches on a sector-by-sec tor basis; secondly,

the effect of instrument approaches on overall arrival operations; and ,
thirdly, departure operations on a sector-by-sec tor basis .

I. Arrival Sectors--Visua l Approaches

The traffic routing and po ten tial conf l i ct charac teris tics for
v isual approach opera tions a t the two feeder and two fina l sectors are
given below. -

a. South Feeder (AR-9) Sector

Fi gure 2 dep icts the major air routes used in the South
Feeder (AR-9) Sector. We have numbered these routes separately within
each sector for purposes of identification and description. They are
used as follows :

• Route 1 for inbounds to SF0 from Southern
California .

• Routes 2 and 3 for inbounds to SF0 from the
Northwest  and the P a c i f i c .

As indicated in the f igure , most of the t r a f f i c  on Route 1 enters the
sector from the Oakland ARTCC descending to or level at 10,000 f t and
leaves the sector descending to or level at 6,000 ft. On Route 2, most
of the traffic enters descending to or level at 11 ,000 ft and leaves
the sector descending to or level at 6,000 ft; while most traffic on
Route 3 enters descending to or level at 6,000 f t and leaves at 5,000 ft.
Since all of the aircraft are landing at SF0 , they mus t be locall y me rged
by the South Feeder controller before handoff to the Woodside Fina l sector.
Al though the air routes actuall y merge in Woodside Final airspace , as
indicated in Figure 2 by the two circles where the dashed route lines
converge , the sequencing and spacing, merging, and resolution of any
potential conflicts at these points are performed by the South Feeder
controller . There are potential overtake conflicts on nearly all of
the route segments .
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FIGURE 2 SOUTH FEEDER (AR- i)  ROUTES

b . North Feeder (AR-b) Sector

Figure 3 shows the ma jo r ai r routes u sed in the North
Feeder (AR-b ) Sector. Again, we designate the routes by number as
follows :

• Route I for inbounds to SF0 from the South
and East.

• Route 2 fo r inbounds to SF0 fr om the Nor th
and East.

• Route 3 for inbounds to OAK and Alameda NAS
f rom the Southeast.
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As indicated in Figure 3, most of the traffic on Route I enters the sec-
tor at or descending to 11 ,000 ft and leaves the sector at or descending
to 7)000 ft. On Route 2, most of the traffic enters the sector at or
de scend ing to 10,000 ft and leaves the sector at or descending to
7,000 f t. For Route 3, the traffic usually rema ins level at 7,000 f t
through the sec tor . The traffic on Routes 1 and 2 are landing at SF0;
hence , these aircraf t must be locally merged by the North Feeder con-
troller before handoff to the Foster Final (AR-6) sector. Also , as
indica ted by the cross-hatched area , there is a po tential conflict  zone
where all three routes come together , and resolution of any potential
conflic ts at this point must be performed by the North Feeder controller
before transferring control of the aircraft to adjacent sectors . Our
observations indicated that traffic on Route 3 inbound to Oakland and
Alameda NAS tended to be procedurally separa ted by al titude from the
inbound SF0 streams , with Route 3 traffic crossing Cedar Ridge on the
average of 2,000 to 3,000 f t lower than the 10 ,000 to 12 ,000 ft altitudes
at which Route 1 and 2 traffic crosses this area. We do not show several
m inor routes through the sector which are pr imari l y used by a ircraf t
f l ying to and from the San Jose and Sacramento areas. Their contribu-
tion to con troll er confl ict processing ac tivi ties is usual ly negligible
due to li ght traffic volumes and the routine altitude separation at
route cross ings . When potential crossing conflicts do occur between
these aircraft and the high volume inbound streams , climbing directives
are issued to the aircraft crossing the inbound corridor.

The sequence and space maintenance activities associated
with aircraft on the major inbound routes through both feeder sectors
involves a significant amount of overtake conflict processing. For
aircraft transitions into SF0 and OAK , controllers will generally allow
the use of pilot discretion in descending through the feeder sectors to
7 ,000 f t  and slowi ng to 250 knots.  The resu l t ing ,  un ique decele rat ion

38

I. -. —-  *_ ~~~~~~~ __- - ~___~__~ —- - _-___4 ____2 — — ~~L S _ _  _-..__-~~~~-—-! - - — - 4- . - —.
~~

- -~~~~ .- ,_



and descen t pr of i l e s  of each inbound a ircraf t are cha ra cteris tic of
feeder sector opera tions and con tribute grea tly to the overtaking work-
loads of these sec tors .

c. Wood side Final (AR-l) Sector

Figure 4 shows the major routes used in the Woodside Fina l
sector .

\
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FIGURE 4 W000SIDE FINAL (AR-9) ROUTES

Although the routes designated as I and 2 in the figure
are physically separate , they are considered by the Woodside Final
controller as one flow by the time they enter the sector. Preliminary
sequencing and spacing of the merging traffic on the two routes has been
per fo rmed by the South Feede r cont rolle r befo re handi ng ove r the a i rcra ft
to the Woodside Sector; the Woodside Final controller fine tunes the in-
bound streams so that the sequence established upstream is maintained at
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the  appropr ia te  i n - t r a i l  s epa ra t ion , which w i l l  be three , four , f ive ,
or six miles in trail , depend ing on the size and type s of the aircra f t
involved . The Woodside controller also makes adjustments of speeds and
al titudes in order to prepare aircraft for handoff to tower on fina l
approach .

A ircraft enter the sector on Route 1 from the South be-
tween 9 ,000 and 10 ,000 ft and descend to approximatel y 5,000 ft and
250 kts a t the Menlo f ix . A ircraft from the North and West enter near
OSI at about 6,000 ft and reach Menlo at 3,000 to 4 ,000 f t and 250 kts.
All inbound aircraft are handed off to the SF0 tower at 2,000 to 3,000 f t
and 200 to 250 kts at the localizer outer marker (LOM) about 5 miles
from the runway 19 comp lex .

During periods of light-to-moderate traffic and relative ly
good wea ther , the so—called “Gas Can ” route to SF0 is used by a ircraf t
inbound from the North and West to conserve fuel . These a ircra f t en ter
the Woodside Sector at about 10,000 ft directl y over the SF0 VOR and make
a “teardrop” approach trajectory to intercept the f nal approach path at
the ~~M a t 2 ,000 to 3,000 f t. Al though a few such approaches were ob-
served during the hour of da ta collection at the sector , the prescr ibed
approach for these airc raft during heavy traffic involves flying from
the Point Reyes VOR (RYE) to HMB and merging with Route 2 at OSI.

Vir tua l l y a l l  the tr a f f i c  observed a t Woodside was inbound
to SF0, al though it is possible that general aviation traffic entering
the TCA from satellite airports could conflict with “Ga s Can ” and Fina l
approach tr a f f i c  and tha t inbound m ili tary tr a f f ic a t Mof f e tt Field cou ld
genera te poten tial cross ing conf l ic ts w ith Route 1 tr a f f i c  over the
Boulder Creek-Saratoga areas . We assume that the Moffett-Route 1 cross-
ings ar e proced ura l l y separa ted by al titude and the genera l aviation con-
fl icts to be negligible .

d . Foster Fina l (AR-2) Sector

The pr imary purpose of the Foster City Sec tor controller
is to ensure the proper in-trail separation and to maintain the arriva l
sequence of aircraft on the inbound arriva l stream coming to SF0 from
the east through the North Feeder Sector . Most aircraft follow Route 1,
entering the sector west of the Cedar Ridge f ix , descending through
7,000 f t, and are rada r vectored to the SF0 localizer , reaching the LOM
at altitudes between 2,000 to 3,000 ft where they are handed off to the
tower. Rou te 2 carr ies some low speed , genera l aviation or commuter ‘

traffic which is inbound to SF0 over the Oakland and Hayward areas; this
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route merges with the primary inbound stream at the 1DM. Additionally,
an occasiona l “Gas Can” arriva l over SF0 from the Northwest transitioning
through the South Feeder Sector will be turned over the Bay and handled
by the Fo ster control ler  as e i ther  a noise abatement procedure or as an
attempt to balance traffic workload between final sectors . Separation
standards are the same as those used by Woodside controllers. Figure 5
dep icts the route structure observed in the Foster Final Sector.

“GAS CAN
ROUTE”

2 

—
3000 ft. “ ‘..~~~ DUMBARTON ATE 1

CEDAR

MENLO~ 4000 Ft.
FIX

SA-4416-27

F I G U R E  5 FOSTER FINAL (AR-b ) ROUTES

Under visual conditions , when simultaneous landings on
the 28 runwa y comp lex at SF0 are performed , we have assumed that the two
feeder/final pairs , South Feeder/Menlo Fina l and North Feeder/Foster
Fina l are operationally independent , with Foster City traffic using Run-
way 28 and Woodside traffic using 28L. It follows, therefore, that poten-
tial merge conflicts in the localizer area will be negligible and that
both final approach controllers will be engaged chiefly in the processing
of overtaking conflicts .

2, Instrument Approach Characteristics

When instrument landings are necessary, side-by-side approaches
cannot be performed and aircraft must be spaced in trail for landings on
either of the parallel runways, 28R or 28L. Figure 6 shows the two poten-
tial merge conflict points in the bocalizer area. (We have assigned al l
“Gas Can” traffic to the standard arrival route from the northwest over
OSI.)

Merge Point One is the most critical potentia l conflict zone,
since it combines Woodside Route I and 2 traffic with Foster City
Route 1 traffic; these routes contain virtually all the con~nercial and
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private jet arrivals into SF0. Merge Point Two merges the largely gen-
eral aviation traffic on Foster City Route 2 (see Figure 5) with the
traffic combined at Merge Point One.

As mentioned previously, the merging act ivi t ies  of the Foster
and Woodsid e Fina l controllers are negligible during visual conditions .
However, d~.-ing instrument operations , merging operations at Merge Points
One and Two must be coordinated by the feeder sectors , to ensure the
proper a l t e rna te  in - t ra i l  spacing of aircraft within the approach routes.
These coordinated mergings are in addition to the local mergings per-
forred by each sector during both visua l and instrument conditions. Also,
the necessity of mutually sequencing traffic from both feeder and final
pairs imp lies a necessity for each sector to selectively increase in—trail
spacings ; this in turn increases overtaking conflict work.

3. Departu re Sectors

The t r a f f i c  routing and potential conflict characteristics of
the two departure sectors are given below.

a. Sutro Departure (DR-l) Sector

Figure 7 shows the major departure and crossing routes
used in the Sutro Departure Sector.
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These routes are used as follows :

• Route 1, the most heavily used flight path in
the sector, for departures from SF0 to the
wes t, south , and southeas t.

- Route la for departures to the south and west
from OAK, tha t merge in tra il , but are altitude
separated from SF0 departures .

- Route ib , for oceanic departures separating
from the mai n body of Route I traffic.

• Route 2, for departures from Moffett Field and
San Jose area airports to the Northwest toward
Point Reyes.

• Route 3, primarily for general aviation and
commuter airctaft arriving at SF0 (STOL air,
SF0 helicopters) and Peninsula airports; and
Route 3a, for general aviation and commuter
aircraft departing SF0 to the west and turning
sharp ly to the southeast .

Aircraft on departure routes 1 and lb generally enter the
sec tor at or climbing to 2 ,000 f t  a t abou t 250 kts , and they are handed
off to the Oakland ARTC Center at or climbing to altitudes between
7,000 and 10,000 f t and wi th airspeeds near 300 kts for commercial je t
aircraft. Route 1 ai rcra f t climb rapidl y and are therefore above many
other aircraft in the sector at points where their routes intersect ,
thereby minimizing the potential for crossing conflicts . Route I crossing
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conflicts can, however, occur with some of the military aircraft on
Route 2, and with most of the aircraft on Route 3 that intersect Route 1
departures from the Runway 28 complex at SF0. Merging conflicts are,
of course, possible on Routes 1 and 3, while potential overtakes exist
primarily on Route 1.

b. Richmond Departure (AR-2) Sector

Figure 8 shows the major departure and crossing routes used
in the Richmond Departure Sector. These routes are designated and used as
fo l lows:

• Route 1 fo r a l l depa rtur es to the north and east
via the OAK VOR, where it branches into three
branches. They are :

- Route la, an aggregation of routes with regional
destinations such as Stockton and Fresno, and
nationwide destinations east of Sacramento and
Reno.

- Rou te lb for t ra f f i c  to the Sacramento area and
points north and east.

- Route lc, toward Napa for departures to Portland ,
Seattle, and other points to the north and west.

• Routes 2a, 2b , and 2c for departures from OAK and
NAS Alameda to the west, eas t, and nor th , respec-
tively.

• Route 3, representing an aggregation of radar vector
routes involving general aviation and commercial
commuter aircraft flying through the TCA from the
Sausalito area toward OAK and beyond.

• Route 4, similar in structure and aircraft mix to
Route 3, but lying in a more northerly and southerly
heading.

Nearly all the departing aircraft on these routes enter the sector at or
climbing to 2,000 ft and are handed off to Oakland ARTC Center at or
climbing to altitudes between 5,000 and 10,000 ft; the lower performance
ai rcraf t  in the sector airspace tend to f l y at or below 5,000 f t .  Poten-
tial crossing conflicts between low level enroute aircraft and fast
climbing departures out of SF0 and OAK are minimized by routine altitude
separation. Some crossing conflict processing appears necessary to
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separate random pairs of low level and enroute aircraft on Routes 3 and
4, while potential overtakes exist on each of the SF0 and OAK departure
routes,

ATE ATE
lb

ATE
ATE 4 la

ATE 
2a NGZ 

2c 

OAK
~~~~~~

AT E 4/
SF0 28

SA-4416-29

FIGURE 8 RICHMOND DEPARTURE (DR-2) ROUTES
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VI BAY TRACON ARTS III MODEL

SRI conduc ted f ie ld  observa tions a t Bay TRACON during the week of
March 29, 1976. We collected operations da ta for the six sectors con-

trolling SF0 arrival and departure aircraft; these include two final

sectors (AR-i and AR-2), two feeder sectors (AR-9 and AR-b ) and two

departure sectors (DR-i and DR-2). Da ta from one session at each of the

six sec tors was reduced to ob ta in the in forma tion necessary to model R
Con troller  rou t ine, surveillance , and potentia l conflict processing work-
load for the 1-man, 1.5-man , 2-man, and 2.5-man sector team manning re-
gimes corresponding to current ARTS III operations .

A. Routine Work

Our R controller model requires estimation of routine workload

weighting (k1) using the routine event frequencies and task performance
times measured from field data collection and reduction . In the following
paragrap hs, we presen t the resul ts of our data measuremen ts and workload
weighting calculations.

1. Routine Event Frequencies

Our measurements of routine event frequencies (r~~ ’s) are sum-
marized in Table 1 for the six Bay TRACON sectors. Each frequency value
is the ratio of the total number of routine events observed during one
hour to the total number of aircraft generating those events; therefore,
each frequency val ue is an empir ical ly  der ived representation of the ex-
pected rate of event occurrence associated with each aircraft.

We distinguish the routine events in Table 1 according to basic
and supplemental events; supplemental events are indented in the table ’s
listing of event descriptions. The basic events are “parent” even ts,
each of which may have one or more supplementa l events associated with
it. A supplemental event will occur as frequently or less frequently
than its parent basic event, but never more frequently. This phenomena
is due to the nature of the task structure which we use to define each
event; this structure will be explained in the discussion of event per-
formance times which follows.
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Table  1

ROUTINE LUENT FREi)UFNCY ESTIMATES

OAKLAND BAY TRAC ON

-__

Rou tin Control~~~ en D scri ti~ Fve nt Freq uenc ’. by Sec tor (event/aircraft)

A R — i  I AR— 2 AR—9 - AR—l U - D R — i  I UR—2
Event Basic Event and Woodside Foster South North Sutro Richmond

Function Supplemental E~~~~ t Final Final Feeder Feeder - Departure - Depar ture

ontrol Randoff acceptance 1.00 1.00 1.00 0.96 0.80 0.79
jurisdic tion Manual acceptince—sileat 1.00 1.00 1.00 0.96 0 0
transfer Tower departure call 0 0 0 0 0.80 0.79

Controller coordina tion 0.08 0.13 0.13 0.05 0.10 0.11

Handoff ini tiation—silent 0 0 1.00 1.00 1.00 1.00

Controller coordination 0 0 0 0.09 0.30 0.21

~raffic Ini tial pilot call—in 1.00 1.00 1.00 1.00 1.00 1.00

structuring TCA clearance request 0 0 0 0.04 0.20 0.21

Initial controller response 1.00 1.00 1.00 1.00 1.00 1.00
Altitude instruction 0.33 0.13 0.94 0.68 0.40 0.21
Data update 0 0 0.50 0.23 0.20 0.21

Heading/rou te instruction 0.92 0.33 0.94 0.86 0.10 0.21
Speed instruction 0 0.07 0.63 0 0 0

Approach/runway advisory 0.92 0.27 0.94 0.86 0.05 0.05

PVD display update 0 0 0.94 0.86 0.05 0.05
Traffic advisory 0.08 0.20 0 0 0.10 0.05
ATIS advisory 0.08 0.07 0.13 0.14 0.10 0.11
Altimeter setting advisory 0 0 0 0 0.30 0.21
Transponder code assignment 0 0 0 0.04 0.20 0.21
Controller coordination 0 0 0.07 0 0.20 0

Altitude instruction 1.17 0.87 0.13 0.73 0.25 0.79
Data update 0 0 0.13 0.14 0.10 0.21
Controller coordina tion 0 0 0 0 0.05 0.05

Heading/route insttuction 0.33 0.13 0 0.45 0.50 0.95
Controller coordination 0 0 0 0 0.10 0

Speed instruction 0 0.20 0.25 0.09 0 0

Approach clearance 1.08 0.93 0 0 0 0.05

Runway assignment 0.33 0.53 0.13 0.05 0.15 0.11

Traffic advisory 1.17 1.00 0.19 0.18 0.55 0.89

Pilot altitude report 0.08 0.20 0.19 0.09 0.45 0.84

Pilot heading/position report 0.08 0 0 0 0.10 0.16

Pilot speed report 0.17 0 0 0.09 0.05 0

Miscellaneous A/G communica tion 0 0 0.07 0.09 0.15 I 0.26

Frequency change 1.00 1.00 1.00 1.00 1.00 1.00
Transponder code change 0 0 0 0 0.10 0.11

Approach/runway advisory 0.58 0.60 0.13 0.09 0 0

Pilot Al titude revision 0 0 0.19 0.05 0.15 0.11
request Controller coordination 0 0 0.06 0 0 0.05

Route/heading revision 0 0 0 0 0.20 0.21
- Controller coordination 0 0 0 0 0.05 0.11

Miscellaneous pilot request 0.17 0.20 0.13 0.05 0 0.26

General Pointout acceptance 0.17 0.13 I 0.06 0 0.15 0.26

fflt 
P i t  initiation 0 0 0.25 0 0.50 0.42

Control instruction approval 0 0 0.06 0.09 0.25 0.37

Planning advisory 0.17 0 0.06 0.09 0.15 0.05

Aircraft status advisory - 0 .25 0.07 0.13 0.16 0.25 0.11

oneral Data block 1arcing/removal 0.67 0.53 0.50 0.96 0.20 0.84

sy~.tem PVD display adjustment 0.25 0 0.19 0.18 0 0.05
peration -
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The event  f r equenc i e s  are a c o n v e n i e n t  means to d i s t i n g u i s h  the
rou t ine work  cha r a c t e r i s t i c s  of d i f f e r e n t  sectors . This p rope r ty  is
demonstrated in Table 1 by the differences be tween  sec to r s  in the fre-
quencie s measured for all but a few of the individual events. For ex-

ample. the frequency of an “altitude instruction ” event (included as part
of the “ t r a f f i c  s t r u c t u r i n g” f un c t i o n )  d i f f e r s  f rom one sector  to the
o t h e r .  A l so ,  some even t s , i nc lud ing  bas ic  even ts , may be pe r fo rmed  by some
sector teams but not by others , as evidenced by the “handoff-initiation-
s i l e n t  event .

2 .  Rou t ine  Even t  P e r f o r m a n c e  Times

We i d e n t i f i e d  the t a sk  components  of each event  as summarized
in Table 2.  The ind iv idual t a s k  pe r fo rmance  t imes (

~~~
‘
~~

) shown in Table 2
are s topwatch  measurements  of observed minimum execu t ion  t imes ;  these rep-
resent work requirements during capacity traffic conditions, when control-
lers are assumed to be operating at peak efficiency .

During our observation sessions, each of the four arrival sectors
was operating under visual approach conditions as a 1-man team (R contro l-
ler only), wh ile both departure sectors were opera ting as 1.5-man teams
(one R controller for each sector, sharing a coordinator between them).
By carefully cross-referencing the various data collection sources (i.e.,
communica tions record ings , f l i g h t  s t r ips or paper scra tch  pads , and man-
ual observation records), -we were-able to extrapolate the tasks necessary
to carry out each event regardless of which controller is performing them,
and whether the operations occur under visual or instrument conditions.
The resulting task items in Table 2 therefore represent the requirements
of a “composi te team,” and do not descr ibe the spec if i c  R con trol ler  task
requirements for either of the 1-man, 1.5-man, 2-man, or 2.5-man team
regimes.

We w ill subsequently use the composite team tasks structure of
Table 2 to allocate specific tasks to the R controller for each of the
four regimes. We observed that the minimum task performance times did
not vary between sectors, and the compos ite team task times of Table 2
thus app ly to each of the six sectors . The data regarding task times
are used to distinguish the work time requirements of events under the
al ternative team manning regimes; moreover, task t ime da ta are also used
in conjunc t ion wi th even t freq uency data to develop work requirements for
each individual sector. Before describing the R controller requirements
for each reg ime, we will examine the underlying task structure for the
composite team.
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Table
COMPOSITE T EAM

51111 1 : ; F  E V E N T  M I N I M 1 M P E R F O R M A N C E  T I M E  E S T I M A T E S

OAK LAND BAY TRA CON . S Y S T E M  1 - - A R T S  i l l  BASE

R~ ut r r i c Cont rol tv~ nt I1-s~~ript ion Pecfo roan~ c T i - us  by Task (man— sec/event)

- 
A / G C~ m— f~~t~ 

— 
Inrerp hone Fac e—to —

Event Basic Event and r sn ica — En t ry  s I r  ip Con,nunica— Face Corn—
Function Supp lenen tal Event tion ‘~~~~~~

1
~~~ ‘~~~ n o n  ruunication

________ -~~~~ -_________ 
- Operar ion 

__________ ____________

Control Handoff acceptance 2
jurisdic tion Manual acceptance—silent 2
transfer Tower departure call 2

Controller coordination 6 3

liandoff initiation—silent 3
Controller coordination 6 3

Traffic Initial pilot call—in
structuring TCA clearance request 4 10 6

Initial controller response 2
Altitude instruction 3
Data upda te 2

Heading/route instruction 3
Speed instruction 3
Approach/runway advisory 3
PV0 display update 3

Traffic advisory 3
ATIS advisory 3

Alt imeter setting advisory 3

Transponder code assignment 3 3 2
Controller coordination 3

Altitude instruction S
Data update 2
Controller coordination S

Heading/route instruction 5
Controller coordination 5 3

Speed instruction 5

Approach clearance 6

Runway assignment 5

Traffic advisory S

Pilot altitude report 5

Pilot heading/position report 5

Pilot speed report S

Miscellaneous A/C communication S

Frequency change 4 1
Transponder code change 2
Approach/runway advisory 3

Pilot Altitude revision 6 2
request Controller coordination 5 3

Route/heading revision 8 2
Controller coordination 5 3

Miscellaneous pilot request 6

~eneral Ponn toiit acceptance 3 6 3
intersector

Poin tout initiation 6 3
coord m a t  ion

Control instruction approval 5 3

Planning advisory 5 3
Aircraf t status advisory 5

Cen eral Ii.,to block forcin I/renoval 3 -

-n l I V U  d i~.p1ay - -1 uul : 1- nt 3

F light str ip process ing includes paper scr atch—pad processing.
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a. Composite Team Routine Tasks

Table 2 iden t i f ies  the ta sks associa ted wi th the basic and
supp lemental events first presented in Table 1. Each basic event is com-
prised of a parent set of tasks necessary for event execution ; each sup-
plemen tal event is associated with an additiona l set of tasks that are
per formed only when required .

Control Jurisdiction Transfer--Under the control jurisdic-
tion transfer function, the basic handoff acceptance event requires 2 man-
sec of f l igh t strip process ing or pa per scra tch pad processing (which is
included under the “fl ight strip proces sing” task category in Table 2).
In this caqe, the flight strip processing is performed by the feeder and
departure sector teams who arrange or distribute the strips, or scra tch
pad proc ess ing is performed by the final sector teams who handwrite the
aircraf t ’s flight identity onto the scratch pad. These actions are con-
sidered basic tasks since they are perfor med whenever a handoff  accep tance
occurs. In contrast, the supplemental events associa ted with handoff ac-
cep tance are not always performed . For instance, the fe eder and f inal
sectors manually accept (silently, without interphone contact) handoffs
from other sectors by means of a 2 man-sec keyboard data entry/display
operation ; this operation increases the total handoff acceptance time to
4 man-sec. The departure sectors need not perform this supplemental oper-
ation for climbing aircraft whose t’acks are automatically acquired by
the ARTS III system . However, depa rture sector teams receive interphone
calls from towers, e.g., SF0 ATCT), advising of each aircraf t take-off.
This supplemental event (tower departure call) takes 2 man-sec and enables
the TRACON controllers to initiate flight-strip handling and confirm that
each aircraft is correctly acq uired, tracked, and displayed on the PVD .
Ano ther supp lemental event, controller coordination, may accompany a hand-
off acceptance and typically requires a 6 man-sec interphone communica tion
between different sector teams and a 3 man-sec face-to-face message relay
(voice or hand-signal) or consul tation between controllers within a sector .

A basic handoff initiation event is performed silently, re-
quiring a 3 man-sec manua l data entry/disp lay opera tion, and it may be
accompanied by supplementa l controller coordination . Since the tracks of
aircraft descending to airports are automatically dropped by the ARTS [II
sys tem, final sectors need not initiate handoffs to towers for aircraft
on final approach . This opera tiona l characteristic of the final sector
does not alter the task requirements of the basic handoff initiation event
in Table 2 bu t is represented under the event frequency tabulations of
Table I (where handoff initiation events are shown not to occur in the
final sectors).
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This rather detailed discussion of handoff events is in-

tended to demons trate the applica t ion of the basic and supp lemen tal even t

concepts and the relationships between event frequenc ies and performance
times. These concepts app ly to the models of the remaining rout ine even ts,
which we now briefly describe.

Traffic Structuring and Pilot Requests--All basic events

under structuring and pilot request are initiated by an A/G communication
and sometimes include flight strip marking . The performance time of each

A/G communication task, which entails  nego tia t ion and confirma tion be tween
p ilo t and con trol ler, is measured from the beg inning transmission to the
end ing transmiss ion for both part ies and includes time devoted to decision

making . Similarly, interphone and face-to-face communication includes
both decision-making and transmission time .

The f i r s t tr a f f i c  struc turing even t for an aircraf t is the
pilots initia l flight identity and altitude call-in on the sector ’s A/G
radio frequency, taking 4 man-sec. The occurrence of the call-in is
manual l y “checked” on the pap er scra tch pad or flight strip (or at least
genera tes flight strip review or rearrangement), requiring 1 man-sec. In
a few cases, an unexpec ted aircraft “pop-up” involving a pilot ’s reques t
to enter the TCA requires an additional 4 man-sec for the A/C radio call-in .
Such a supplemental TCA clearance request also causes the controller to
spend 10 man-sec to hand write a new flight strip, and 6 man-sec to enter
the appropria te f l igh t and tracking da ta by means of keyboard data entry/
d isp lay operations . The controller ’s ini tial response to the pilo t take s
2 man-sec of A/c communications to acknowledge the call-in and is followed
by one or more supplemental events. Such events typically are par t of a
sing le leng thy A/ G commun ica tion used to issue al titude, heading or speed
clearances; approach and runway, tr a f f i c, ATIS, and al t imeter setting
advisories; or transponder code assignments. Each one of these A/G mes-
sages takes an additiona l 3 man-sec and may require other tasks . For
example , data entry/display operations taking 3 man-sec are used to enter
expec ted runway assignment data for PVD disp lay or to reques t or en ter a
transponder discrete code assignment . Flight strip processing tasks taking
2 man-sec may be needed to hand write altitude or transponder code revis-
ions. Also, occas ional con troller coordina t ion of the p ilot call-in re-
quires 5 man-sec and 3 man-see, respectively, for in terphone or face- to-
face communications.

These controller-to-p ilot traffic structuring events may
be performed, revised, or repeated at some time after the initia l pilot
call-in, in which case they may require 5 to 6 man-sec of A/G conimunica-
tions, depending on the transaction . Other A/G communications involving
pilot reports and requests regarding altitude , position, or speed, and
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other miscellaneou s messages (such as weather reports) are performed as

needed.

A 4 man-sec controller-to-pilot instruction to change ra-
dio frequency to tha t of the next sector or tower culminates the traffic
structuring and pilo t reques t ac tiv ity for an aircraft. It is manually
recorded by crossing-ou t the aircraft flight identity on a paper scratch
pad or fil ing the fligh t strip ; each such task requires I man-sec. In
addi tion, a 2 man-sec transponder code change (normally to establish a
VFR non-discrete code) or a 3 man-sec approach/runway advisory may be
issued to supplement the basic frequency change A/c communication .

General Intersector Coordination--These events include
informational transfers performed by controllers to maintain mutua l cog-
nizance of multisector traffic movement and are not part of handoff,
traffic structuring, or pilot request functions . Pointou t actions are
required by a sector team to reta in control of aircraft briefly in or near
another  sec tor ’s airspace . Both po in tout accep tance and ini tia tion typi-
cally require 6 man-sec of interphone communica tion be tween d i f f e ren t
sector teams to coordina te and e f fec t the opera t ion, and 3 man-sec of
face -to-face communication between members of a sector team. The point-
out acceptance operation also involves a 3 man-sec keyboard da ta entry!
display opera tion to force the aircraf t ’s da ta block on to the receiving
sec tor team ’s PVD disp lay.

The remaining general intersector coordination events in-
volve 5 man-sec interphone and 3 man-sec face- to-face communications .
Control instruction approvals are issued in response to other sector
team ’s traffic structuring and pilot request activities. Planning ad-
visories are used to negotiate or transmit procedura l requirements, while
aircraft status advisories clarify individual aircraft situations and do
not necessitate intrasector face-to-face communications.

General System Operation--This category includes those
activities not mentioned in the above descriptions, such as da ta block
forcing removal and PVD display adjustment. General system operation
events are performed entire ly by 3 man-sec data entry/display operations
and are needed for minute-by-minute PVD disp lay maintena nce .

b. R Controller Routine Tasks

We now assign the composite team task requirements specific
to the R controller under each of the four sector team manning regimes.
These alloca tions are made in accordance with the operationa l assumptions
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given in a previous section of this report regarding sector control re-
sponsibilities under the ARTS III system, and they are summarized in Ta-
bles 3, 4, 5, and 6 for the 1-man, 1.5-man, 2-man, and 2.5-man teams,
respec tivel y

I-man 2~am--Under the 1-man team shown in Table 3, the R
controller is assigned all the tasks necessary for event execution except
face- to-face communication ; this is not performed since there is no other
team member to communicate with. The Table 3 task time entries corre-
spond to the Table 1 composite team entries, excluding the face-to-face
tasks . The resulting minimum time required to execute each event is
ob ta ined by summing the componen t task times, as shown in the r ight-hand
column of Table 3.

1.5-man Team--We assume tha t the addition of a coordina tor
supporting a pair of sectors enables each R controller to assign inter-
phone communications tasks to the coordinator . However, an R con troller
must be kept advised of the intersector negotiations being conducted by
the coordina tor, and face-to-face communications between R controller
and coordinator are necessary . The resulting R controller task require-
ments for the 1.5-man team are summarized in Table 4; these requirements
were obtained by eliminating the interphone communication tasks from the
1-man team operation in Table 3, and in troducing face- to-face communica-
tions ta sks, from the composite team tasks in Table 2.

The coordina tor also partic ipates in handoff activities by
dis tribut ing f l ight strips to the appropriate R controller and (according
to our observations) performing half the manual keyboard silent handoff
acceptance and initiation events. Therefore , we eliminate from the R
controller requirements the handoff acceptance flight strip processing
task as shown in Table 4. The coordinator ’s contribution to handoff re-
quirements is signified by reducing by one-half the frequency of silent
manual acceptance and silent handoff initiation events presented in Ta-
ble 1. This adjustment to the handoff event frequencies app lies only to
the 1.5-man team regime .

2-man Team--The R and H controllers share task responsi-
bili ties for a single sector, and no coordinator position is manned . In
this case, we assume the R controller assigns the H controller all inter-
phone communication tasks, some of the keyboard data entry/display opera-
tion tasks, and flight-strip processing (or paper scratch pad) processing
tasks required for handoffs. This reallocation of responsibilities re-
suits in the set of R controller tasks shown in Table 5. These task time
entries are obtained from Table 3 by eliminating those entries relating
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Table 3

R CONTROLLER
ROUTINE EV ENT MINIMUM PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRACON~ SYSTRM 1 , 1—MAN TEAM

Routine Control Evont De~ cri pnioa 
1 

Per m are e Tine by Task (nan—sec/event)

-_______ - 
A/C Data fTfi~ht Inter- P~~~~~~

Event Basic Event a z id  ommuni Entrv/  Strip phone Face

Function Sup leruental E~ ent cation - ~~~~~~~~ Communi— Co ssunj— Total

Control ilandoff acceptance 2 2
j u r i ad i c t~ on Manual acceptance—silent 2 2
transfer Tower departure call 2 2

Controller coordination 6 6

liandoff ini tiation—silent 3 3
Controller coordination 6 6

fraffic Initial pilot call—in 4 1 5
atruc turing TCA clearance request 4 10 6 20

Initial controller response 2 - 2
Altitude instruction 3 3
Data update 2 2

Heading/rou te instruction 3 3
Speed instruction 3 3
Approach/runway advisory 3 3

PVD display update 3 3
Traf f ic  advisory 3 3
ATIS advisory 3 3
Altimeter setting advisory 3 3
Transponder code assignment 3 3 2 8
Controller coordination 5 5

Altitude instruction S 5
Data update 2 2
Controller coordination 5 5

Heading/route instruction 5 S
Controller coordination 5 5

• Speed instruction 5 5

Approach clearance 6 6

Runway assignment 5 5

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5 5

Miscellaneous A/C communication 5 5

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3 3

Pilo t Altitude revision 6 2 8
request Controller coordination 5 5

Route/heading revision 8 2 10
Controller coordination 5 5

Miscellaneous pilot request 6 6

General Pointout acceptance 3 6 9
lute rsec tor

Pointout initiation
coordination 1

Control instruction approval 5 5

PlannIng advisory 5 5

Aircraft status advisory 5 5

1 --ioral Data block forctng/renoval 3 3
- , ,ten 

~~ ~~~~~~~~~~~~ 
-
~~ ~-~~~

- - -~~~ 3 3
; - r i t i un  I
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Table

R CONTROLLER
ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRACON, SYSTEM 1, 1.5-MAN TEAM

Rout ine Control Evant Dc -er i p t ie - : i  Per fo rmance Tine by Task (man—sec/event)

lA/G Data Flight Inter— Face—to— —

Event Basic Event and 
~ ommunj— Ent r / Str ip  phone Face 

T t 1
Function Supplemental Event cation 

~~~~~~~~ 
Pr?cess_ Corn~ i — C  ml— 0 a

Cont rol f landoff acceptance o
ju risdiction Manual acc eptance—siLe nt  2 2
transfer Tower depart ure calL

Contro ller coordination 3 3
Handoff  initiation—silent 3 3

- Controller coordination 3 3

Traffic Initial pilot call—in 4 1 5
structuring TCA clearance request 4 10 6 20

Initial controller response 2 2
Altitude instruction 3 3
Data update 2 2

Heading/route instruction 3 3
Speed instruction 3 3
Approach/runway advisory 3 3

PVD disp lay update 3 3
Traffic advisory 3 3
ATIS advisory 3 3
Altimeter setting advisory 3 3
Transponder code assignment 3 3 2 5
Controller coordination 3 3

Altitude instruction 5 5
Data update 2 2
Controller coordination 3 3

Heading/route instruction 5 5
Controller coordination 3 3

Speed instruction

Approach clearance 6 6

Runway assignment 5

Traffic advisory 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot Speed report 5

Miscellaneous A/C communication 5 5

Frequency change 4 1
Transponder code change 2 2
Approach/runway advisory 3 3

Pilot Altitude revision 6 2 8
request Conttoller coordination 3 3

Route/heading revisioa 8 2 10
Conttoller coordination 3 3

Miscellaneous pilot request 6 6

General Pointout acceptance 3 3 6
intersector Pointout initiation 3
coordination I

Contrnl instruction approval 3

Planning advisory 3

Aircraft status advisory - 0

Cc-octal - D at a  block f o r e i n~ / r~’movil 3

~~~~ inn 
PVI) disp lay adju’ tminr I
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Table S

R CONTROLLER
ROUTINE EVENT MINIMIJM PERFORMANCE TIME ESTIMATES

OAKLAND BAY T RACON, SYSTEM l~ 2—MAN TEAM

Control  Event De~ cr iptian Performance Time by Tatk (man—sec/event) 

- — —  
1

A/C Data Flight In te r— 
- 
Fac e —to —

S&ipp 1c---~e; tnJ Lv~ nt  ~ Dts P~ a4Proc
P
ess~ C~~~’ 1-ICo~~~~~j- 

Tota l

- .~tr5 l Ihandoif accepta nce 0
Iarisd lc t iua Manual acceptance—si lent  0
tr -lnsfer Tower depar ture call 0

Controller coordination 3 3

Haadouf initiation—silen t o
Controller coordination 3 3

Craffic Initial pilot call—in 4 1 5
structuring TCA clearance request 4 6 10

Initial controller response 2 2
Altitude instruction 3 3
Data update 2 2

Heading/route instruction 3 3
Speed instruc t ion 3 3
Approach/runway advisory 3 3

PVD display update 3 3
S Traffic advisory 3 3

ATIS advisory 3 3
Altimeter setting advisory 3 3
Transponder code assignment 3 2 5
Cont’oller coordination 3 3

Altitude instruction 5 5
Data update 2 2
Controller coordination 3 3

Heading/route instruction 5 4
Controller coordination 3 3

Speed instruction S 5

Approach clearance 6 6

Runway assignment 5
Traffic advisory 5

Pilot altitude report S

Pilot heading/position report 5 5

PIlot speed report 5 5

Miscellaneous A/C communication 5 5

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3 3

Pilot Altitude revision 6 2 8
request Controller coord ination 3 3

Route/heading revision 8 2 10
Controller coordination 3 3

Miscellaneous pilot request 6 6

General Pointout acceptance 3 3
tntersector Pointout initiation 3 3
coordination

Contrnl instruction approval 3 3

Planning advisory 3 3

Aircraft status advisory 0

General Data block forcing/remova l 3 3

PVI3 display adjustme nt 3 3
lilpera tt on
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Table 6

R CONTROLLER
ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRACON , SYSTEM 1, 2.5—MAN TEAM

Routin e C~ uttol Event Deacti ptiOn Performance Time by Task (man—sec/event)

A/C )ata Flight Inter— Face—to—

Event Basic Event and ommuni— intry/ ftnip phone Face To tal 
—

Function Supplemental Event ca t ion pe?at~ o 
Fr?cess_ Comm~nj— Cos~~ nt—

Con trol Handoff acceptance 0
jurisdic tion Manual acceptance—silent 0
transfer Tower departure call 0

Controller coordination 3 3

llandoff initiation—silent 0
Controllet coordination 3 3

Traffic Initial pilot call—in 4 1 5
structuring TCA clearance request 4 6 10

Initial controller response 2 2
Altitude instruction 3 3
Data update 2 2

Heading/route instruction 3 3
Speed instruction 3 3
Approach/runway advisory 3 3

PVD display update 0
Traffic advisory 3 3
ATIS advisory 3 3
Altimeter setting advisory 3 3
Transponder code assignment 3 5
Controller coordination 3 3

Altitude instruction 5
Data update 2 2
Controller coordination 3 3

Heading/route instruction 5
Controller coordination 

- 3

Speed instruction 5 5

Approach clearance 6 6

Runway assignment 5 5

Traffic advisory 5 5

Pilot altitude report 5

Pilot heading/position report 5 5

Pilot speed report S 5

Miscellaneous A/C communication 5 5

Frequency change 4 1 S
Transponder code change 2 2
Approach/runway advisory 3 4

Pilot Altitude revision 6 2 8
request Controller coordination 3 3

Route/headfttg revision 8 2 10
Controller coordination 3 3

Miscellaneous pilot request 6 6

Ceneral Poifl to ut acceptance 3 3
intersector Pointout initiation 3 3
coordination

Control instruction approval 3 3

Planning advisory 3 3

Aircraft status advisory 0

General Data block forcing/removal 0
syst em 

~~~ ~~~~ 
mdjustaent 0operat ion
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to the interphone communication tasks, the da ta processing tasks required
for handof f s , and those data entry/display tasks that are not required
for minute-by-minute PVD display upda te and maintenance . However, some
face-to-face communication tasks between R and H controllers are now

necessary .

2.5-man Team--We assume the R controller offloads some

flight strip processing and all data entry/disp lay operation and inter-
phone communication tasks to the H controller and the coordina tor. The
resulting R controller tasks in Table 6 are obtained from Table 5 by
elimina ting all task entries other than A/G communication, f l igh t strip
processing and face-to-face communication tasks. Also, those f l ight
strip processing tasks (including handoff and transponder code assign-

ment) not directly concerned with minute-by-minute traffic da ta ma inte-

nance are alloca ted to positions other than the R controller.

c. R Controller Event Performance Times

The controller minimum performance times required to exe-
cute each event are presented in Table 7 for each of the four sector team
manning regimes. Each event time entry is the sum of the component task
times as shown in the right-hand columns of Tables 3, 4, 5, and 6; these

• summaries are collated in Table 7 to facilita te comparisons between event
times under each regime .

3. Routine Workload Weighting

The R controller routine workload weighting (k1) is calculated
by multiplying event frequencies (Table 1) by corresponding event perfor-
mance times (Table 7) and summing the products obtained for each sector
manning regime for each of the six sectors. The resulting workload weight-
ings are listed in Table 8.

B. Surveillance Work

As discussed earlier, surveillance workload modeling is based on the
assump tion tha t 1.25 man-sec/aircraft-mm of PVD scanning work is needed
to maintain cognizance of traffic movements. Surveillance workload weight-
ing is obtained by multiplying this scanning work constant by the average
aircraft transit time for each sector ; this is summarized in Table 9. The
transit t imes in Table 9 are those reported~~ for each sector by Oakland
Bay ThACON and correspond to the average time aircraft were on each sector ’s
A/G radio frequency during out data collection sessions.
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Table 7

R Controller

GOUTINE EVENT MINIMUM PERFORMANCE . TIME ESTIMATES

OAKLAND BAY TRACON
SYSTEM 1——ARTS III BASE

Routi ne Control Event Description Performance Time by Team (man—sec/event)
Event Basic Event and 

— 
1.0—Man f 1.5—Man 2.0—Man 2.5—Man

Function Supp lemental Event Team ~ Team - Team Team

Control l1andoff acceptance 2 0 0 o
jurisdiction - Manual acceptence—silen t 2 2* o o
transfer Tower departure call 2 0 0 0

Controller coordination 6 3* 3 3

Handoff initiation—silent 3 3 0 0
Controller coordination 6 3 3 3

Traffic Initial pilot call—in 5 5 5 5
structuring TCA clearance request 20 20 10 10

Initial controller response 2 2 2 2
Altitude instruction 3 3 3 3
Data update 2 2 2 2

Heading/route instruction 3 3 3 3
Speed instruction 3 3 3 3 -

Approach/runway advisory 3 3 3 3
PVD display update 3 3 3 0

Traffic advisory 3 - 3 3 3
ATIS advisory - 3 3 - 3 3
Altimeter setting advIsory 3 3 3 3
Transponder code assignment 8 8 5 5
Controller coordination 5 3 3 3

Altitude instruction 5 5 5
Data update 2 2 2 2
Controller coordination 5 3 3 3

Heading/route instruction 5 5 5 5
Controller coordination 5 3 3 3

Speed instruction 5 5 5 5

Approach clearance 6 6 6 6
Runway assignment 5 S S 5

Traffic advisory 5 5 5 5

Pilot altitude report 5 5 5

Pilot heading/position report 5 5 5 5

Pilot speed report 5 5 5

Miscellaneous A/C co unication 5 5 5 5

Frequency change 5 5 5 5
Transponder code change 2 2 2 2
Approach/runway advisory 3 3 3 3

Pilot Altitude revision 8 H 8 8
request Controller coordination 5 3 3 3

Route/heading revision 10 10 10 10
Controller coordination 5 3 3 3

Miscellaneous pilot request 6 6 6 6

General Pointout acceptance 9 6 3 3
Intersector Pointout initiation 6 3 3 3conrdination

Control instruction approval 5 3 3 3
Planning advisory 5 3 3 3

Aircraft Status adviso ry 5 1) 0 o
General Data block forcing/removal 3 3 3 0

:~~~ion 
PVD disp lay adjustment 3 3 3 0

Indicated event occurs at one—half the frenuency rate shown in Table 1.
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Table 8

R CONTROLLER ROUTINE WORKLOAD WEI GHT INC S
OAKLAN D BAY TRACON , SYSTEM 1--ARTS III BASE

R Controller Routine Workload Weight-
ing , k1, by team (man-sec/aircraft)

Sec tor __________ __________ ________ _____________

1-Man 1.5-Man 2-Man 2.5-Man
Tea m Team Team Team

AR-i , Woodside Final 56 50 49 46

AR’-2, Foster Final 46 42 41 39

AR—9, South Feeder 48 41 38 34

AR— lO , North Feeder 47 41 38 32

DR— i , Sutro Departure 55 43 39 39

DR—2 , Richmond Departure 66 56 51 48

C. Confl ict Processing Work

Our formulation of the conflic t processing workload requires esti-
ma ting the frequency of potential conflict events and their processing
task times.

1. Conflic t Event Frequency

The traffic operation and route pattern characteristics for
each of the six sectors were described in a preceding section of this
report. We use the mathematical relations described in Appendix A to
model each sector ’s traffic patterns and calculate the expected number
of potentia l conflicts. These calculations give the frequency fac tors
(eu, em, e0, and ea, respectively), that measure the frequency of poten-
tial crossing, local merging, overtaking, and coordinated approach merg-
ing conflic ts. These calculated frequency factors are summarized
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for each sector in Table 10. Since approach control procedures vary ac-
cording to visibility conditions, we model both visual approach and in-

strument approach operations.

a. Visual Approach Operations

Under visual appr oach cond it ions , simultaneous side-by-
side approaches to the SF0 parallel runways are normal. For modeling
purposes, we assume the two feeder-and-fina l pairs, South Feeder/Woodside
Fina l (AR-9/AR-1) and North Feeder/Foster Final (AR-10/AR-2) are opera-
tionally independent; AR-9/AR-1 traffic uses Runway 28L and AR-1O/AR-2
traffic uses Runway 28R. Therefore, tr a f f i c  along one of these approach
courses need not be sequenced and spaced with traffic along the other
approach course, and no coordina ted approa ch merging conf l ic t si tua tions
exist. Thus, under visual approach operations, the corresponding fre-
quency factor in Table 10 is zero for each sector .

The remaining frequency f a c t o r s  shown in Table 10 r e f l e c t
the conflict situations interna l to each sector (i.e., those potential
conflic ts are resolved by each sector team without formal intersector
coordination). For examp le, we find tha t overtaking situations are most
frequent in the final sectors . The feeder sectors must resolve crossing
and ove r taking confl icts and conduc t local merg ings of tr a f f i c  under
their jurisdiction . The departure sectors primarily resolve crossing
si tua t ions, but are also concerned with overtaking and local merging
conflicts.

b . Instrument Approach Operations

In this case, all traffic approaching the SF0 parallel run-
way complex mus t be mu tua l ly  sequenced and spaced , and the resolu tion of
po ten tial approach merging confl ic ts must be coordina ted by the two feeder
sector teams . Our ma thematical modeling for this potential conflic t situ-
a tion ob tains a frequency factor of 3.8 (confl icts/hr)/(aircraft/hr).2

However, since both feeder sectors are involved in the resolution of each
coord ina ted approach merge, this frequency factor app lies to bo th sec tors,
as shown in Table 10. (The resulting double counting of approach merge
frequencies will be counteracted by the methodology we use to estimate
conflic t event times, which we will explain subsequently.)

Except for arrival sector overtaking situations, we assume
that the frequency of each sector ’s rema ining potentia l conflicts is the
same under instrument approaches as for visual approaches, since their
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)R-2 , Richmond Departure 4.5 x l0~~ 0 0.8 x 10~~ 0
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corresponding procedural requirements do not change. However, each f inal-
and-feeder pair must increase in-trail aircraft spacings in order to into-
gra te its traffic with those of the other sector pair along the parallel
fina l approach courses. To approximate this situation , we assume that the
in- trail aircraft spacings required will be double those of the visual
approach case, such as would occur if each feeder alternated aircraft
del iveries to the final approach course with the other. This assumption
will double the calcula ted frequency fac tor es tima tes, wh ich are adjusted
accordingly in Table 10 for the feeder and fina l sectors under instrument
approach operations.

2. Conflic t Event Performance Time

The minimum time required for potential conflict event process-

ing is the sum of the min imum t imes req u ired to perform de tec t ion and
assessment, coordination, and resolution tasks . Our estimates of the

min imum task performance and even t times requ ired by the compos ite sec tor
team are summarized in Table 11 for crossing, loca l merging, overtaking,
and coordina ted approach merging situations.

Table 11

COMPOSITE TEAM
CONFLICT EVENT PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRACON, SYSTEM 1--ARTS III BASE

Minimum Performance Time by Task
(man—sec/conflict)

Conflict 
________________ _______________ _______________ ______________

Event De tec tion
and Assessment Coordination Resolution Total

Crossing 20 0 20 40

~ocal 20 0 15 35
1erging

)vertaking 20 0 10 30

~oordinated 20 5 15 40
~pproach
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a .  Compos i t e  Team C o n f l i c t  Tasks  -

The d e t e c t i o n  and a s se s smen t  t a sk  t ime e s t i m a t e  ( w h i c h  is
20 man-sec  for  each c o n f l i c t  even t )  cor responds  to the  r e s u l t s  o b t a i n e d
from our p rev ious  enrou t e  ATC d a t a  a n a l v s e s 4 7  in which  we reviewed w i t h
c o n t r o l l e r s  v ideo- tape  p l a y b a c k s  of t h e i r  c o n f l i c t  p rocess ing  a c t i v i t i e s .
Spot checks of Bay TRACON controller activitie s found that no change was
w a r r a n t e d  in th is  previous  e s t i m a t e  of d e t e c t i o n  and assessment  t a s k
t ime .

The estimates of coordination and resolution task time were
obta ined  d i r e c t l y  from d a t a  m e a s u r e m e n t s  made a t  Bay TRACON . Table 11
shows that intersector Coordination (5 ruan-sec ) is needed be tween feeder
sec tor teams to negotia te (by means of face-to-face ora l conversation or
hand signals) and agree on the order in which each sector ’s a i rcraf t are
sequenced onto the final approaches during instrument approach operations .
Such communications app ly only to the coordinated approach mergings. The
re soiu tion task times vary acc ording to the type of potential conflict
event. The crossing conflict resolution time (20 man-sec) is longer than
tha t of the others because controllers rely on vectoring, altitude , and
speed controls to correct conflicts and often later instruct an aircraft
to return to its origina l course. Merging conflict resolution time (15

man-see) normally consists of speed controls with some vectoring, whil e
overtaking conflict resolution time (10 man-sec) generally consists of
only speed controls.

b. R Controller Conflict Tasks

The tasks represented in Table 11 for crossing, local merg-

ing, and over taking si tua tions are performed by each sec tor ’s R control-
ler , no ma tter wha t team manning reg ime is in effect, and the corresponding
task times represent his workload requirement for each such conflict event.
However , the R controller workload associated with a coordina ted approach
merging situation will vary under different manning regimes . Consider the
situations presented in Table 12 where R controller task requirements are
shown dependen t on whether or not a coordinator is involved and to which
of the two feeder R controllers overtly resolves the approach merging .
With reference to the non-coordinator operation (i.e., I-man or 2-man

teams), we assume each approach merging conflict will require both feeder
R con trollers to de tec t, assess, and coordinate the situation ; therefore,
both R controllers spend time on these tasks even though only one approach
merging conflict is involved. In our field observations, however, we found
that generally only one of the two R controllers is needed to resolve the
merge via A/G communications . He issues the appropriate instructions to
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Table 12

COORDINATED APPROACH MERGING

R CONTROLLER CONFLICT EVENT PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRACON , SYSTEM 1—-ARTS III BASE

R—Controller Minimum Performanc e Time by Task

Sector 
(man—sec/coordinated merging event)

Operation Detection
and Assessment Coordination Resolution Total Average

Withou t 
*Coordinator

AR—9 (or —10) 20 5 15 40
32.5

AR—1O(or —9) 20 5 0 25

With
Coordinator

AR— 9 (or —10) 10 3 15 28
20.5

AR—1O(or —9) 10 3 0 13

*1—man and 2—man sector team manning regimes

tl.5_tnan and 2.5—man sector team manning regimes

fit his aircraft into spacings built into the other controller ’s traffic
stream. (Additional control work required to maintain aircraft in proper
relat ive positions is assumed to be r epre sen ted by our mode ls of over ta king
conflict work.) Therefore, the total work time required by both R control-
lers to process a single coordina ted approach merging conflic t is 65 man-
sec, which results in an average event performance time of 32.5 man-sec for
each R controller .
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Regarding the coordinator-supported operations (i.e., 1.5-
man or 2.5-man team regimes) in Table 11, we assume the coordinator will
make the sequencing decisions, and this would reduce each R controller ’s
detection and assessmen t task time requirements to 10 man-sec . The coor-
dinator will issue sequencing directives simultaneously to each R con-
troller, taking 3 man-sec of each of their time for coordination . The
resulting average event performance time is 20.5 man-sec for each R con-
troller.

For our modeling purposes, the R controller ’s performance
times (t a, tm~ 

t0~ and ta~ 
respectively) for the potentia l conflict events

in crossing, local merging, overtaking, and coordinated approach merging
situations measured in man-sec/conflict are:

t~ = 40, for 1-man, 1.5-man, 2-man, and 2.5-man teams ;

tm = 35, for 1-man, 1.5-man, 2-man, and 2.5-man teams ;

t0 = 30, for 1-man, 1.5—man, 2-man, and 2.5-man teams;

ta = 32.5, for I-man and 2-man teams ;

= 20.5, for 1.5-man and 2.5-man teams.

3. Conflic t Workload Weighting

R controller conflict workload weightings (k2, k3, k4, and k5)
are es tima ted by mul tip lying the conflic t event frequencies (Table 10) by
the corresponding performance time (see above). Results of these calcula-
tions for visual and instrument approach conditions in each of the six
sectors are presented in Table 13.

D. Workload Weighting Application

The routine, surveillance, and conflict workload weighting data are
used to estimate sector capacities for each sector team manning regime.
We defer to a subsequent section of this report the presentation of the
resulting sector capacity estimates for ARTS III operations so that we
may then make comparisons between these capacity estimates and those cor-
responding to the UG3RD system alternatives.

68

- —.—--‘ ~ -. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~  ‘-V - -
~~

- - 
~- — —~~ 

—



cf~ C —
-~~ a -~~ a

Z Z c--I c--J
I * I I I —0 0  -‘

C . . —I
-~~ C—I S ,-l c--J u~s~ 5 0 0 0 0 00  oc E Q  0 X x  0 0
1.. - 5  I-. - a
QI C Q I  4)
Z a E-’ ~ ~~4-~ . . tZ
-~~ I -o .r~ ca cf
a . a -
0 —~ 0 .—
a_ I _____________  a_c ~~~~~~~~~ ——-- -  C0-~~~~~~~~~

40 C n. ~ c-a c--aC -~~ c~ < a I I-.
Z 0 0  0a-a ‘0 1 ‘0 I 4 c

.0 CI c--I S 4) c--I a)
40 1.1 5 0 00 0 0 0  a-a 5 0 0  X 1 < 0 0  a

a - a  a . c ~ a-.Ole-a s O  C C I  C C 0 4 )  -~~ —r .4
3— .C.- aO l-’ o .4 cI a-.

1-. 0 ‘0 Z .4 ‘0 Z c-’a (0
‘0 Z ‘—4 1-. I a-a E-. I ‘ ‘—I COa O — a - . o ‘-1 a o — 4  C

I-. 0 -‘-4
4) 0 a-I

_ _ _ _ _ _ _ _ _ _ _ _  C 

-

___  _ _ _ _ _ _ _ _ _ _ _

0 CcIn 0 0 0
.0 41 0)

• 2 an -~ 4 .0 • c--a c--a c—I c--a c--a c-a u • c—a c--a c--I c—I c--I c--a
a i a a a oc I I I I

I-’ ~~ 0 — a 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 ‘0x ~—4 -— 4 —~ 0 —f ~ -f ‘—4 —a .—4 .—4 —4 1-. ---4 —4 .—a .-a —a --a - —-a
— I - .  -~~ 0. -~~ 0

4) -r x x x  n- .4 -r x x x x x  x —~C~~~~ t a.a .)~ < a - j -~I-I 0 —S -~~ I- an ~~ c--a .-4 o~ -r a- 0 .0 -r c-I 0’ -r a.
Cc 0 0  0) 4) 0

0 -~~ CI —4 ~ 0’ .-4 -r .—4 ‘0 c--I C ~ a’ c’-~ ~~ c--a ‘0 c-ia-. (5 4) 0 —a .n ,-4 4) 0 c-~ —0 c-I
1) I S  C

a ___ _ _ _ _ _ _ _ _ _ _ _  a-)

I-. —-a
Cc 0 x >  a-ce a-c, a--a c-a -a c--I c--I c-I c-I

c~. ox a-. ---- I I a i i a-.
—4 5 a-) I-~ 0 0 0 0 C • 0 0 0 0 C

f-c C ,—4 c - 4  4 .4 40 ‘I 4 . 4  ‘I  0
4) c a-I) 0 C C C,

—4 0 >-’ 0 .4 on 14 1< 1< 1 <0  .4 c- I 1< 1< 14 1 40
.0 4-4 15 00.~ 0 00 0 00
.4 *-) CO a-c c—a .—4 .0 afl I. c—a r—4 ‘0 an

I-c a-. • 4) , . . . 0) . . . .
2 2 Z ‘—4 ‘0 .-. c-I ~-4 ‘0 .—4 c--I 0)
0 0 ‘—4 ‘.4 ‘.4  -4 ‘ —4 14 5
0 1 )  1.1 .4

-~~ I-l ao
C O C O  ___________- ___ - _ _ _ _ _ _ _ _ _ _ _ _  4 ) 0 )
te a-.
-~ 41 41 0
-~ 1-’ • c--a c—I c-a c—a c-I C~I 41)
0 <  CC I I I CO I I ‘ 0 0
CO an C 0 0 0 C 0 0 0 C ~ 1
1-S. .4 ,—4 c-4 .4 c—a ~ a .-4 4) 0z o  5 c--I a) c-a
0 2  a.~ 0 0 0  1< 1 4 1 4  (0 0 0 0  < x x  oo co
0 <  0 0 0 5

-~ 1-. 0 ~~~ 0 1.. 0 ~~~ 0 .40 . . . U . . . b OB
.0 c--I ~~ -0 c—a ~~ a. 4)

0 c--I .—4 C—I .—4 4 ) 4 1
—

‘—4 a.
C O O
0 4-a
0 1 )

4) 0) c—l W
‘-4 1-. ‘—4 4- 4).4 a a a
C -4 I-c I, 4-i C , 4  I-. I-. I-i 4 1 ) 0

I.. .4 4) 4) 4) 4- 1-. .,4 tO 01 4) I-. 0 4 )
o 1*. 0 ‘0 ‘0 a 0 4-. C ‘0 ’0 S . 4 5a.. -‘-4 01 0) 0- CI .4 0) 0) 0- 4) C I
0 4 ) 4 - .  0) 41 4) ‘0 1.. 0 0) 4 - - .  CI 0) 41 ‘0 1-. c o a n
0) ‘0 4-. 4-. 0 C a  ‘0 0.. 0.. 0 C a  0 .

1/) .4 4- 0 4~J .4 4- 0 1-i I.. c--I
CO 0 1 . 0 .0 0 5 1 4  CO 0) -C -~~ 0 B a - .  0

‘0 a~c 4-I 1.4 14 . 0 44  ‘ 0 IJ  4-4 4-’ Ic . 0(0  ‘0o a a a-. a-a 1) 0. O u a  a a. a-i 0 0.  ‘ 0 0O 0 0 0  a 0 0 0  0 5 . 4 4 )  4 ) 4 4
0.. CI) 2 1 5  C O O  ~ Ia. (I) Z U) C O O  a-i

0 0- .~ . 0 . - • .
— c—a 0’ c-I 4 c--I ,-4 c—a a’ ,-c c--a ‘0 5

I I I I I I I I I I C I
CO CO 4 0 C c  Cc Cc CO I-I C’I

_ _ _ _ _ _  < <- . 4 0 0  _ _ _ _ _ _  < < < < 0 0  -K

69

— — ~~~~~~~~~~‘-~~~..-—-..—.- — -~~~~~~~~~~aa-_7 n--- - 
~~~~- —.___ - — - -



VII BAY TRACON UG3RD SYSTEMS MODELS

In this section we describe the technological and operationa l aspects
of various proposed UG3RD automation fea tures and assess their impact on
R controller workload for the six Bay TRACON sectors. These systems are :

• Au toma ted da ta handling (ADH)

• Basic metering and spacing (M&S)

• Conflic t probe

• Area navigation (RNAV)

• Discrete address beacon system (DABS) da ta link

• DABS-based intermittent positive control (IPC).

Our UG3RD fea ture descriptions are based on FAA engineering and oper-
at ional preliminary design p lans ’7 for  terminal ATC and UG3RD ATC System,
on consultations with FAA Oakland Bay TRACON, Los Angeles TRACON and Head-
quar ters personnel , and on our experience and judgment. We consider each
fea ture, in the order of the above list, to be added incremen ta l l y  to the
preceding fea ture. This procedure obtains a set of alterna tive ATC sys-
tems, each of which includes the features of its predecessor system, as
well as its own additiona l feature .

The current ARTS III System modeled in the preceding section of this
report is taken as the base system . Beginning with the ARTS III model,
we will incrementally adjust the event frequency and performance time pa-
rameters to describe the operational characteristics of each successive
UG 3RD system. This process will prov ide revised workload weightings for
each successive UG3RD system and enable determination of sector capacities
under each system . The workload descriptions stem from our views on how
the various fea tures migh t be imp lemented.

A. Au tomated Da ta Handling (System 2)

Au tomated data handling provides for the automatic distribution of
fligh t data among sectors and facilities. The ma in automation aspect of
this feature is the addition at sector positions of an electronic tabular
flight data display system.
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The tabular disp lay can be high ly important because of its impact on
sector controller activities and its implications for sector configuration
redesign . The tabular disp lay, an electronic alphanumeric presentation
of flight data , would replace the flight progress strips and paper scratch
pads on which f l igh t da ta are cu rre nt ly found . The display is assumed to

be automatically refreshed by the FDP computer system and to be accessible
by sec tor team keyboard entry devices. It is designed to eliminate manual
f l i ght strip processing by consolidating all on-line data presentation and
maintenance into computer interactive forma t (thus eliminating the current

sys tem req u iremen t for  redundan t simul taneous keyboard and f l i gh t strip
processing opera tion s) and to f ac i l i ta te sec tor team handoff  and po in tout
opera t ions .

The automa t ic t ransfe r  of f l i ght  data and the e l imination of current
paper f l igh t s trip process ing would mean tha t a fligh t data pos4tion would
no longer be necessary, provided tha t the automa ted system opera tes with
a high degree of failure recovery . We expect that, with the advent of ad-
vanced microprocessing technology, continu ity of tabular disp lay operations
could be provided through redundant ADH software/hardware equipment.
Otherwise, if such fault tolerance were not provided, an important produc-
tivity benefit of automated data handling could not be realized, because
flight strip printers and flight data processors would probably be needed
for back-up purposes. (Of course, the f l igh t da ta posi t ion is also used
for on-the-job training of controllers, and elimina ting this position
would require adjustments in controller training programs.)

Quite apart from the issue of sector team manpower support, the tab-
ular display should reduce R controller workload requirements and thereby
increase sector traffic capacities. We discuss R controller workload
changes in the following paragraphs .

1. ADH Workload Model

The ADH tabular display will primarily affect routine work by
altering many of the sector team ’s da ta ma intenance activities. We foresee
no effect on our surveillance or conflict work models.

a. Composite Team Routine Tasks

Our thterpre tations of the effects of tabular display on
the composite team ’s routine task performance time are summarized in Ta-
ble 14. The parenthesis around entries in the table indicates task times
under the ARTS III Base System (Table 2). Entries adjacent to the paren-
thesis are the revised task times corresponding to automated data handling .
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Table 14
COMPOSITE TEk’i

ROUTINE EVENT MINIMUM PERFORNANCr T~~!E ESTIMATES
OAKLAND BAY TRACON, SYSTEM 2--AUTOMA f~ I) DATA HANDLING

Roor ir~-- Control. Evc~rt~ fl~~ c ri p tian Perforriance Time by Task (man_ sec/eve nt ) * 
I

______ — 

- ~~A/G Con— Da ta Fli h t~~~~~c-~~~p
hone Face-t

~~
_

Eve~ t Basic Ev..nt iad munica— Entry! Str~p CoCrrnuntca— Faca-- Con—
Funct)on~ Supplemental. Even t 

— 
tion ~1isp1a~v Pr

~ ce~
s_
~~tj0~ ccu ntca tion

Control 4andoff acceptance 0(2)
jurisdiction Manual acceptance—silont 

I 
2 -

transfer Tover departure call I 0(2)
Controller coordination 6 3

Handoff initiati~ n—si1en t (3)
Controller coordination 6 3

rraffic Initial pilot call—in 4 1(0) 0(1)
.trcccturin; TCA clearance request 4 10 0(6 )  4(0)

Initial controller response 2

Altitude instruction 3

Data upda te 3(0)  0 ( 2 )
Beading/route instruc. on 3

Speed instruction 3
Approach/runway advisory 3

PC’!) display uod.~t.- 
3

Tra f f i c  advisory
ATIS advisory
Altineter setting advisory
Transponder code assignment 3 3 0(2)
Controller coordination 5 3

Altitu4e instruc ti on 5
Data update 3(0)  0(2)
Controller coordination 5 3

Heading/route instruction 5
Controller coord ination 5 3

• Speed instruction
Approach clearance 6
Runway assignment 5
Traffic advisory 5
Pilot altitude report 5
Pilot heading/position report 5

Pilot speed report 5

Miscellaneous A/C co~~unicat ton
Frequency change 1(0) 0(1)

Transponder code change 2
Approach/runway advisory

Pilot Altitude revision 6 3(0) 0(2)
request Controller coordination 5

Route/heading revision 8 1(0) (1(2)
Controller coordination 5 3

I-Uscella~eous pilot request 6

General Pointout acceptance - 3 0(6) 0(3)

Pointout initiation 3(0) 0(6) 0(3)

Control instruction approval 3

Planning advisory 3

Aircraft status advisory 
- 5

General Data block forcing/re moval 3 I

p c - ic - L i 
Icy!) dinplziy adju steent 3 

-

*Sy-ctee 1 p,-ri.cci.ance t in- ,- are indicated in parentheses.
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A l l  o ther  e n t r i e s  in Table 14 are iden t i ca l  to those in Table 2 , s ince we
assume tha t these tasks will not be affected by tab u lar  d isp lay oper at ions
and must be performed.

With  re fe rence  to the tasks under  the control  j u r i sd ic t ion
transfer function shown in Table 14, we assume the FDP compu ter sys tem
w i l l  be ca pable of recognizing h andof f  i n i t i a t i o n  and accep t ance  events
and automatically indica ting the ir occurr ence on a tabul ar disp lay of
f l i gh t  data  for each a i r c r a f t .  This c a p a b i l i t y  el imina tes the 2 man-sec
f l ight  s t r ip processing current ly needed to manua l l y a r range or d i s t r i bu te
the s t r ips (o r to mark paper scratch pads) . However , the key board data
entry/d isp lay opera tions are still needed for silently initiating or ac-
cep ting handoffs (and thereby triggering an update of the computerized

tabular display). Tower departure calls would not be needed if the tower
con trol lers  used simp lified button-pushing operations to report aircraft
takeoff ; the ADH system would use these reports for automatically updating

TRACON tabular fligh t data displays and to check for correct track acqui-
sition . Silent handoff initiation could be manually performed on the air-

craft ’s electronic flight data tabulation by a 1 man-sec button-pushing
opera tion rather than by the current 3 man-sec data entry/display opera-
tion .

For traffic structuring and pilo t req ues t events, the
f l igh t s tri p processing tasks become keyboard data entry/display opera-
tions. Event recording tasks (e.g., re cord ing the occurre nce of a pilo t
call-in or frequency change instruction) are assumed to be accomplished
by simple direct entry devices on the tabular display ; they would not take
longer than the current f l ight strip performance times of 1 man-sec each .
However, preparation of new flight files for unexpected aircraft “pop-ups”
would still need to be performed, requiring a 10 man-sec data entry/disp lay
opera tion ; however, the 6 man-sec flight strip preparation is elimina ted .
Under 2-man or 2.5-man sector team operations, we assume the H controller
performs the necessary keyboard operations for the “pop-ups”, and we al low
an additiona l 4 man-sec face-to-face communication so tha t the H controller
may ob tain the necessary f l ight da ta from the R controller (who has ob-
tained the data from the pilot via A/G communication) .

Cer tain data update operations currently recorded on flight
strips (e.g., al titude and route/heading instructions or requests) would
need to be replaced by new keyboard da ta en try/ disp lay opera tions. Since
current keyboard operations for computer data entries require 3 man-sec
to perform, it is assumed tha t data entry operations using the tabular
display would also take this long . Therefore, implementing the tabular
disp lay would ac tua l l y  increase da ta en try opera tions by I man-sec over
the current fligh t strip entries. The 3 man-sec data entry time may be
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an over-est imate if one considers the possib ili ty of designing improved
man-machine interaction devices as part of the tabular display, but it is
nevertheless adopted for lack of more precise data .

The keyboard data entry/disp lay opera tions required for
accepting handoffs could also g ive a v i sua l  signa l (e.g., bl inking light)
which could be removed by pushing a button after issuing the radio fre-
quency change . We assume tha t a 1 man-sec manual button push would re-
place the current I man-sec fligh t strip marking associated with a fre-
quency change ins truct ion.

Pointouts currently initiated by interphone communica tions
cause the recipient sector team to force a data block onto its own PVD

disp lay as part of the pointout acceptance event . The receiving sector
has no f l igh t s trip on the a ircraf t in ques tion, and verba l intersector
communica tions are used to transmit needed flight data as well as to con-
firm pointout recognition . The interphone and associated face-to-face
communica tions cou ld be elim ina ted by the tabular d isplay if both the
pointou t initiation and acceptance events are performed by silent keyboard
data entry/display operations. The pointout initiation would automati-
ca l ly  force the PVD data block display and simultaneously force per t inent
f l igh t da ta on to the rece iving sec tor ’s tabular  display, thus elimina ting
the need for voice consultations . A manua l silent pointou t acceptance
would conf irm pointout recognition . As shown in Table 14, we assume the
ADH pointout initia tion and acceptance events require 3 man-sec data entry/
display opera tions but no interphone or face- to-face communications .

No effec t on A/G communication task requirements is pro-
jected since the tabular display automates controller data ma intenance
activities rather than the controller/p ilot interface .

b. R Controller Routine Tasks

We alloca te the composite team routine task time require-
men ts to the R controller for each of the four sector team manning regimes
as shown in Tables 15, 16, 17, and 18. The alloca tions parallel those
made for the ARTS III Base System : The coordinator performs routine in-
terphone tasks and, for the 1.5-man team, half the handoff events ; the H
controller performs keyboard data entry/disp lay tasks where appropriate
and interphone communications if the coordinator position is not manned ;
face-to-face communications app ly only to the multi-man team regimes.
Regarding pointout acceptance and initiation events for the 2-man and
2.5-man teams, we assume the necessary manua l tasks are performed by the
H controller, bu t the R controller must observe the pointout-related
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Table 15

Il C O N T R O L L E R

R O U T I N E  EVENT NI N IM U N PERFORMANCE r IME ESTIMATES
OAKLAND BAY TRACON , SYSTI1~1 2 , 1-MAN TEAM

R~ u~ j~- - Control lv~ nt IL c r 1 p t 1~’:i P e r f ~~rn Tic. - by Task (Oan—Sec/evenr)
- 

A /c  Data Eli -It Int er— V i c e - I  ci—~~ 
Event I ~c n t  Comr~erc i -  

~~~~~~~~~ p~~~~~ 5_ C~n~ cco i- y~~~~~j Tot al
Function Supp le.~c- cc L a1 I - - a t  cat ion 

~~~~ 
ing ca t  i act c a t i r i

;:ontro l Hindof~ a ec c p t a : i c e  o
ju risdiction - Manual cic -ci-~. t- lnce—s i 1ent 2 2
transfer Tower depar ture call 0

Controller coordinati on 6 6

Uandoif initia tion—silent 1 1

Controller coordination 6 6

Traffic ‘Ini tial pilot cull—in 4 I 5
structuring TCA clearance request 4 10 14

Initial controller response 2 2
Altitude instruction 3 3
Data upda te 3 3

Heading/rou te instruction 3 3
Speed instruction 3 3
Approach/runway advisory 3 3

PVD display update 3 3
Traffic advisory 3 3
ATIS advisory 3 3
Altimeter setting advisory 3 3
Transponder code assignment 3 3 6
Controller coordination 5 5

Altitude instruction 5 5
Data up date 1 3

Controller coordination 5 5

Heading/route instruction 5 5
Controller coordination 5 5

Speed instruction 5 5

Approach clearance 6 6

Runway assignment 5 5

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5 5

Miscellaneous A/C communication 5 5

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3 3

Pilot Altitude revision 6 3 9

reques t Controller coordination 5 5

Route/heading revision 8 3 11
Controller coordination 5 5

i Miscellaneous pilot request 6 6

ceneral Pointout acceptance
intersector - Pointout initiationcoordination I

Control instruction approval 5

Planning advisory 5 5

Aircraft status advisory - S S

ueneral Dora block lorcing/removal 3
- yste m I’C’D display adjustment 3 3
c.p ~ r.it1on - I
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Table 16

R CONTROLLER
ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRACON , SYSTE!-1 2, 1.5-MAN T EAM

Rou tine Contro l Event Description Performance Time by Task (man—sec/event) 

- -  

1

A/C Data Flight Inter- Face-to-
Event Bas ic Event and ‘ on,-~1unj— ~~tr~/ Strip phone Fece

Func tion Supplecental E’.ent cation ~~ 
P
~~~

rs_ ~~~~~~~~~~~~~~~~~~ 
Total

Cont rol Handoff acceptance 0
jurisdiction ’ Manual acceptance—si lent  2 2
transfer Tower depar ture call 0

Controller coordination 3 3

IHandoff initiation—silent 1
Controller coordination 3 3

1rraff ic Initial pilot call—in 4 1 I

structuring TCA clearance request 4 10 14

Initial controller response 2 2
Altitude instruction 3 3
Data update 3 3

Heading/route instruction 3 3
Speed instruction 3 3
Approach/runway advisory 3 3

PVD display upda te 3 3
Traffic advisory 3 3
ATIS advisory 3 3
Altimeter setting advisory 3 3
Transponder code assignment 3 3
Controller coordination 3 3

Altitude instruction 5 5
Data update 3 3
Controller coordination 3 3

Heading/route instruction 5
Controller coordination 3 3

Speed instruction 5 5

Approach clearance 6 6

Runway assignment 5 5

Traffic advisory 5 5

Pilot, altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5 5

Miscellaneous A/C communication ~

Frequency change 1 5

Transponder code change 2 2

Approach/runway advisory 3 3

Pilot Altitude revision 6 3 9
request Controller coordination 3 3

Route/heading revision 8 3 11
Controller coordination 3 3

Miscellaneous pilot request 6 6

General Pointout acceptance 3 3

intersectur -:PointOut initiationcoordination 1
Control instruction approval 3 3

Planning advisory 3 3

Aircraft status advisory 0

i:,neral Darn block forcin~/re oval 3 3

- PVD ‘ lI;p I.j . , c l j c c  intent 3 3
~p .rci r Ion
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Tabl e 17

R CONT R OLLER
R O U T I N E  EVENT M I N I M U M PER FOR MANCE TIME ESTIMATES

OAKLAND BAY TRA CON , SY S T E M  2 , 2—M AN TEAM

R n-ct Control Es’c ’cit lh’ ‘ -‘ ipt ‘-a Pcrfarc ,c nc’ c- Tine by Task (ma n—sec / c -ve nt )
—- - ‘~~~ 

~~~
‘ 

~~~~~~~~~~~~~~~~~~~~~~~ ~~~~ Face-b- 
Event Basic L ent end komm uni- 

~
t
~~~ 0Y P oco~ s—

’ C~isr,uni— Co~~~ n i— lot al
Func tb I S 1 t~ 1 c i  at c- c r ion 

~~~~~ ~~~ 
c a tio n  cat ion

‘
~antrol H’madoff acceptance 0
jurisdiction Manual nccccptauce—s iietl t 0
transfer Tower departure call 0

Controller coordination 3 3

}~andoff initiation—silent 0
Controller coordination 3 3

Craffic Initial pilot call—in 4 1 5
structuring TCA clearance request 4 4 8

Initial controller response 2 2
Altitude instruction 3 3

Data update 0
Heading/route instruction 3 3
Speed instruction 3 3
Approach/runway advisory 3 3

PVD display update 3 3
Traffic advisory 3 3
ATIS advisory 3 3
Altimeter setting advisory 3 3
Transponder code assignment 3 3
Controller coordination 3 3

Altitude instruction 5 5
Data update 0
Controller coordination 3 3

Heading/route instruction 5
Controller coordination 3 3

Speed instruction 5 5

Approach clearance 6 6

Runway assignment 5 5

Traffic advisory 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5 5

Miscellaneous A/G communication 5 5

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3 3

Pilot Altitude revision 6 3 9
request Controller coordination 3 3

Route/heading revision 8 3 11
Controller coordination 3 3

Miscellaneous pilot request 6 6

General Poin tout acceptance 3 * 3
intersector Pointout initiation 3 * 3
coordination1

Contrnl instruction approval 3

-Planning advisory 3 3

‘ A i rc raf t  status advisory 0

c1~-nera1 O l i n  block forcin5frcmoval 3 3

PVD displ ay .- t . I j c c i t r nea t  3 3

OperaUonal Cognizance
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Table 18

R CONTROLLER
ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES

OAKLAND BAY TPACON , SYSTRM 2 , 2.5-MAN TEAM

Routine Control Event D~~~r i ption P c rf o r n a r . c e  Time by Task (man—sec/event )

• A/C Data Fli ht Inter— Face—to— —

Function ~~~~~~~~~ ~~~~~~~~ 
~~~~~~~ ~~~?~~

Y P~~~!~
s_ c~~~~i- Co~~~~j Total

Control Handoff acceptance o
jurisdiction Manual acceptance—silent 0
t r a n s fe r  Tower d e p a r t u r e  call 0

Controller coordination 3 3

!Handoff initiation—silent 0
Controller coordination 3 3

rrafflc Initial pilot call—in 4 1 5
s t ructur ing TCA clearance request 4 4 8

Initial controller response 2 2
Alt i tude instruction 3 3
Data update 0

Heading/route instruction 3 3
Speed instruction 3 3
Approach/runway advisory 3 3

PVD display update 0
Tra€fic advisory 3 3
ATIS advisory 3 3
Altimeter setting advisory 3 3

S Transponder code assignment 3 3
Controller coordination 3 3

Altitude inatruction 5 5
Data update 0
Controller coordination 3 3

Heading/route instruction 5 5
Controller coordination 3 3

Speed instruction 5 5

Approach clearance 6 6

Runway assignment 5 5

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5 5

Miscellaneous A/G communication 5 5

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3 3

Pilot Altitude revision 6 6
request Controller coordination 3 3

Route/heading revision 8 8
Controller coordination 3 3

Miscellaneous pilot request 6 6

General k0t!~
t0

~
t acceptance 3* 3

intersector • *‘Pointout Initiationcoordination
Control instruction ipproval 3 3

Planning advisory 3 3

~Atrcraft status advisory 0

General Data block forcinK/removal 0

~~ r~~t t o n  PVD d i.np lay ad j u s t m e n t  0

*Operational cognizance
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d isplay da ta to mainta in cognizance of these activities. Therefore, the

R controller ’s “opera tion cognizance” requirements are considered to re-

suit in 3 man-sec data entry/disp lay tasks, as shown in Tables 17 and 18.

The deriva tions of the rema ining R controller task allocations in Tables

15, 16, 17, and 18 are the same as under the ARTS III Base System .

The reciil ting R controller routine event minimum perfor-

mance times for the 1-man, 1.5-man, 2-man, and 2.5-man team regimes are

summ arized in Table 19.

2. ADH Workload Weight ings

R controller routine workload weightings are calculated using
the routine event frequencies in Table 1. The Table 1 entries are based
on current ARTS III Base System operations and are assumed to be repre-
sentative of ADH operations since no revisions in the frequency of routine
control requirements are anticipa ted. We multiply the Table 1 event fre-

quencies by the corresponding event performance times in Table 19 to ob-
tain the R controller routine workload weightings shown in Table 20 for
each sector under the four sector team regimes.

The R controller surveillance workload weighting (Table 9) and
conflic t workload we ighting (Table 13) calculated for the ARTS LII Base
System also apply to the automated data handling system .

B. Basic Metering and Spacing (System 3)

Basic metering and spacing (M&S) is a terminal ATC computerized op-
eration to maximize runway system utilization by precisely controlling
the delivery time of arriva l aircraft to a runway system ’s threshold and
thereby minimizing interarrival times.7 The computer operation processes
FDP- and radar-derived aircraft situation data , determines sequencing and
spacing requirements along the inbound routes , and displays control ma-
neuver suggestions to the controllers. Fina l decisions regarding minute-
by-minu te control instructions , as well as their ac tual issuance via A/G
commun ica tions, are the responsibility of the R controllers. The control-
lers manage the computerized operation by manually specifying algorithm
parameters describing operational or procedura l constra ints (i.e., in-trail
separa tion, al titude, speed , and route-merging requirements, runway usage,
res tric tions, and so forth).7

Basic me tering and spacing is intended to replace part of the deci-
sion making involved in merging aircraft from divergent directions into
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Table 19

R Control ler
ROUTINE EVENT )1IS1M1JM PERFORNANCE TIME ESTIMATES

OAKLAN D BAY TRACON
SYSTEM 2—-AUTOMATED DATA HANDLING

R o u t i n e  Control Event D~scrtption Performance Time by Team (man—sec/event)
Event~~~~ b a s i c  Event and 1.0-Man { 1.5~ Man 2.0-Man 2 .54~.an

Function Sup;~1~irental Lv~ nt team Team Team Team

Control Handoff acceptance 0 0 o o
jurisdiction ?Ianual acceptance—silent 2 2* 0 0
transfer Tower departure call 0 0 0 0

Controller coordination 6 3 3 3

Hand off  inIt iat ion—silent  1 1* 0 0
Controller coordination 6 3 3 3

Traffic Initial pilot call—in 5 5 5 5
structuring TCA clearance request 14 14 8 - 8

Initial controller response 2 2 2 2
Altitude instruction 3 3 3 3
Data update 3 3 0 0

Heading/route instruction 3 3 3 3
Speed instruction 3 3 3 3
Approach/runway advisory 3 3 3 3

PVD display update 3 3 3 0
Traffic advisory 3 - 3 3 3
ATIS advisory 3 3 3 3
Altimeter setting advisory 3 3 3 3
Transponder code assignment 6 3 3 3
Controller coordination 5 3 3 3

Altitude instruction 5 5 5 5
Data update 3 3 0 0
Controller coordination 5 3 3 3

Heading/route instruction 5 5 5 5
Controller coordination 5 3 3 3

Speed instruction 5 5 5 5

Approach clearance 6 6 6 6

Runway assignment 5 5 5 5

Traffic advisory 5 5 5 5

Pilot altitude report 5 5 5 5

Pilot heading/position report 5 5 5 5

Pilot speed report 5 5 5 5

- --  
Miscellaneous A/C cossnunication 5 5 5 5

Frequency change 5 5 5 5
Transponder code change 2 2 2 2
Approach/runway advisory 3 3 3 3

Pilot Altitude revision 9 9 9 9
request Controller coordination 5 3 3 3

Route/heading revision 11 11 11 ii
Controller coordination 5 3 3 3

Miscellaneous pilot request 6 6 6 6

General Pointout acceptance 3 3 3 3
Intersector Pointout initiation 3 3 3 3
coordination

Control instruction approval 5 3 3 3

Plaoniag advisory 5 3 3 3

Aircraft status advisory 5 0 0 0

Ceneral Data block forcing/removal 3 3 3 0

PVD display adjustment 3 3 3 o

*Indicated event occurs at one—half the ra te  shown In Table 1.
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Table 20

R CONTROLLER ROUTINE WORKLOAD WEIGHTINGS
OAKLAND BAY TRACON , SYSTEM 2--AUTOMATED DATA HANDLING

R Cont roller Rou tine Workload Weighting,
k1, by Team (man—sec/aircraft)

Sector 1-Man 1.5-Man 2-Man 2.5-Man
Team Tea m Team Team

AR—l , Woodsid e F inal 53 50 49 46

AR— 2 , Foster Final 44 42 41 39

AR— 9 , South Feeder 44 41 37 32

AR—b , North Feeder 43 40 37 31

DR— i , Sutro Departure 46 41 38 38

DR— 2 , Richmond Departure 57 53 50 /i7

one or more f inal approach sequences and def in ing their order or sequence
on a t ime - integ rated basis .  The computer algori thm must meter the flow
of ai r c r a f t  across the various merge points and allow for the longitudina l
spacing of airc r a f t  along the routes through these merge points .  However ,
the ba sic metering and spacing algorithm determines sequencing and spacing
requirements for  a i r c r a f t  destined to a specific runway comp lex , and it
ma y not encode knowled ge of all airc r a f t  in the sectors . Therefore, con-
trollers must constantly compare the displayed instructions against their
own de tailed minute-by-minute mental projec tions of aircraft trajectories
in order to satisfy separation assurance needs . Accordingly, the R con-
troller may issue A/G directives tha t to do necessarily correspond to
those tha t are automatical ly  generated. 7

The pote n t i a l  incompatibi l i ty  between actual  and automatically gen-
erated control instruct ion suggests tha t the basic metering and spacing
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operation (i.e., withou t comprehensive automated conflict processing) could
not be expected to fully automate the decision-making activities needed
in spacing aircraft arrival traffic. But regardless of the content of
the automatically generated commands, the automated operation could de-
termine the sequencing requirements needed to optimize runway utilization,
display to controllers the order in which successive aircraft are to be
processed through merge points, and update the sequence orderings as
traffic situations change . This updating function includes the ability
to automatically detect sequencing incompatibilities as they develop .
Therefore, the basic metering and spacing operation is capable of allevi-
ating some of the decision making needed to structure and update the se-

quencing p lan, al though controllers must still decide the minute-by-
minute instructions needed to effect the preferred sequences and maintain
spacing . Such control instructions may correspond to or be partly based
on commands suggested by the automated operation .

In the following paragraphs , we develop art R controller workload
model corresponding to our opera tional descrip tion of ba sic me tering and
spacing . We assume that controllers will respond to sequencing directives
automatically issued and updated by the computerized system, will mentally
determine action requiremen ts, and will transact the A/G voice communica-
tions to resolve the situation .

1. M&S Workload Model

Since controller sequencing operations are generated by pairwise
interactions between merging aircraft, basic metering and spacing will
alter the decision-making task times that we have incorporated into our
conflict work model. We expect no impact on routine or surveillance work
requirements.

a. Composite Team Conflict Tasks

Our projections of the effect of basic metering and spacing
on the composite team ’s potentia l conflict processing task times are
summarized in Table 21. Since the computerized operation is designed to
facilitate only arrival traffic flows, we assume that task time reductions
will be experienced f or loca l merging, overtaking, and coordinated approach
merging situations along inbound routes in feeder and final sectors; de-
parture sectors will not be affected. We assume no effect on crossing
conflict task performance because such conflicts are not normally part
of the arriva l traffic merging operation . Since the automa ted operation
does not completely alleviate the controller ’s need to decide on appropria te
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Table 21

ARRIVAL SECTOR COMPOSITE TEAM
CONFLICT EVENT PERFORMANCE TIME ESTIMATE S

OAKLAND BAY TRACON , SYSTEM 3——BASIC METERING AND SPACING

*Minimum Performance Time by Task
(man—sec/conflict)

Conflict Detection
Event and Assessment Coordination Resolution Total

Crossing 20 0 20 40

Local 10 (20) 0 15 25 (35)Merging

Overtaking 10 (20) 0 10 20 (30)

Coordina t ed
Approach 10 (20) 5 15 30 (40)
Merging

*System 2 task times ere indicated in parentheses. Revisions apply only
to arriva l (feeder and final) sectors.

control instructions, we assume the detection and assessment task time for
the three conflict situations of interest will be reduced from 20 to 10
man-sec/conflict. This reduction in man-sec/conflict is due to the as-
sistance given to controllers by the automatic detection of sequencing
conflicts and the automatic suggestion of aircraft orderings. With this
automation, controllers do not have to spend time searching for a specific
pa irwise conflict and then determining which aircraft should be merged
ahead of another, but must only decide how to accomplish the merge .

In overtaking situations, more time is normally required
for mentally detecting the problem than with a merging conflict, but the
sequencing decision here is obvious. Therefore, a 10 man-sec/event time
reduction results from the automatic detection of the overtaking conflict.
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We assume tha t automa tic de tec t ion and assessmen t of over taking si tua t ions
is incorpora ted in to the basic me tering and spacing opera tion because all
pairs of successive aircraft must be properly spaced at the runway thresh-
old whether or not each aircraft is on identical or merging inbound rout-

ings.

We do not adjust conflict coordina tion and resolution task
times because basic metering and spacing is not expected to affect the
communica tion activities necessary for these tasks .

b. R Controller Confl ic t Tasks

As in the case of our analysis of the ARTS III Base System,
we assume the tasks represented in Table 21 for crossing, loca l merging,
and overtaking situations are performed by the R controller. The impact
of basic M&S on the R controller ’s coordina ted approach merg ing tasks are
shown in Table 22. The detection and assessment task time reductions at-
tribu ted to basic me tering and spacing o f f s e t much of task suppor t tha t
otherwise would have been provided by the coordinator . That is, me tering
and spacing essen tially automa tes the sequenc ing decisions made by the
coordinator . However, the coordinator still reduces the R con troller ’s
coordination time required to confirm sequencing plans between feeder
sectors, although only by 2 man-sec/event (and the coordinator is still
needed to support R controller routine work requirements as defined in
the ARTS III Base System).

To summar ize the e f f ec ts of basic me tering and spac ing
upon our wo rkload model , the R controller ’s potential conflict event per-
formance times (tc, tm, to, and ta, respectively) for crossing, local
merging, overtaking, and coordinated approach merging situations measured
in man-sec/event are :

tc = 40, for 1-man , 1.5-man, 2-man, and 2.5-man teams ;

tm = 25, for 1-man, 1.5-man, 2-man, and 2.5-man teams ;

= 20, for 1-man, 1.5-man, 2-ma n, and 2.5-man teams ;

ta = 22.5, for I-man and 2-man teams,

= 20.5, for 1.5-man and 2.5-man teams .

2. M&S Workload Weightings

No revisions to frequency of conflic t events are assoc iated with
basic metering and spacing, and the conflict event frequencies in Table 10
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Table 22

COORDINATED APPROACH MERGING

R CONTROLLER CONFLICT EVENT PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRACON , SYSTEM 3--BASIC METERING AND SPACING

*R Controller Minimum Performance Time by Task
(man—sec/coordinated merg ing event)

Sector
Operation Detection

and Assessment Coordination Resolution Total Average

Without
Coordinator

AR—9 (or —10) 10 (20) 5 15 30 (40)
22. 5(32.5)

AR—lO (or —9) 10 (20) 5 0 15 (25)

With 4,
Coord inator

AR—9 (or —10) 10 3 15 28
20.5

AR—lO (or — 9 ) 10 3 0 13

*
System 2 task times are indicated in parentheses.

1-man and 2-man sector team manning regimes

1.5—ma n and 2 .5—man sector team manning regimes
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calcula ted for the curre nt ARTS III Base Sys tem app ly; these frequencies
also  app ly to the automated data handling system which we assume to pre-
cede the basic metering and spacing system . We multip ly the conflict
event performance times (see above) by the correspond ing Table 10 even t
frequencies to obtai n the R controller conflict workload weightings shown
in Table 23 for basic meter ing and spacing .

The R controller routine workload weightings (Table 20) and sur-
veillance workload weightings (Table 19) correspond ing to the predecessor
systems also app ly to the basic metering and spacing system .

C. Conflict Probe (System 4)

Projections of aircraft flight trajectorie s by computer calcula tions
of the FDP and radar-derived situation data migh t be used in two ways to
assist controllers in processing potential conflic t situations: first,
to alert controllers of imminent potential conflicts and to suggest cor-
rective actions; second, to probe for conflicts over a long-term horizon
to enable early resolution . In either case, A/G communications are re-
quired to transmit control instructions.

The curr en t ~nroute ATC conflict alert device provides warning of
an imminent potential conflict that occasionally may be missed by the con-
trollers . It does not affect the routine sector control workload because
the conflict alert projects minimum separation violation a few minutes or
less ahead of its occurrence, while the controller generally projects
conflic ts further ahead in time . We will not examine this device further
with regard to terminal ATL workload impact, al though safe ty is the area
of benefit potential.

A conflict probe with longer look-ahead capabilities is difficult
to assess. To avoid excessive “false  alarms ,” a degree of f l i ght pl’in
description that is not currently part of the computerized data-files
may be required. The projection of the minute-by-minute variation in
aircraft trajectories , which are grasped by controllers for short-term
projection purposes , would need to be incorporated into a conflict probe
device. This capability is par ticularly critical in a terminal ATC en-
vironmen t such as tha t of the Bay TRACON , in which mergi ng t raff ic f l ows
are a major part of basic operational procedures , or in any high-density
traffic operation in which turning maneuvers are standard .

Since the computerized conflict probe must be knowledgeable of the

fligh t trajectories routinely followed by aircraft in the terminal air-

space, a rather extensive description of the operational route geometrics

and procedura l restrictions needs to be incorpora ted into the probe . This
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knowledge is essential to enable projection of conflicts along the curved
and straight-line flight paths, which may be in descending, ascending , or
horizonta l configurations with speed or altitude restrictions in effect .

The complexity and scope of the route geometry and procedura l data encoded

into the probe ’s software may restrict the conflict prediction capability
to tha t of a sector-specific projection horizon . A longer look-ahead hor-
izon over an integra ted multisector routing environment may not prove fea-
sible because of da ta processing cons tra in ts and prediction inaccuracies
(i.e., excessive false alarms) .

Opera tionally, a sector conflic t probe may be used for automatically
assessing clearance decisions immediately when aircraft enter into a sec-
tor and for upda ting these assessments continuously until the aircraft
exit. The probe warns controllers of potential conflicts projected within
a sec tor and may display resolution alternatives. The automated operation
could be integrated with basic metering and spacing to facilitate compat-
ibili ty be tween approach sequencing and spacing requiremen ts and each
sector ’s separation assurance responsibilities. The integration of the
two sys tems would enhance the val idi ty of the bas ic me tering and spacing
operation as a mechanism for automatically generating spacing commands
accep table to controllers. (Recall that we assume tha t basic metering
and spacing is u sef ul f or au toma ti cally genera ting sequencing plans , but
lacks the resolu tion needed to automa ticall y genera te re l iable spac ing
commands.)

Controller acceptance of the automatically generated conflic t avoid-
ance da ta depends on the accuracy his tory of the probe and on con trollers ’

abil i ty to quickly in tegra te the probe 1 s conclusions with their own mental
comprehension of traffic situations. The probe would be of limited value
in terms of workload redu ct ion if the con trol lers dup licated the automatic
conflic t processing activities. Questions concerning the realistic limits
on interfacing computer-derived control decisions with human cognitive
processes is beyond the scope of this work, and f or the purpose of our
ana lyses, we assume tha t a conf l i c t probe is operationally feasible. We
make this assumption with the understanding tha t the technologica l ability
of a confl ict probe to perform accura tely and its accep tance by control-
lers are not yet proven or disproven .

1. Conflic t Probe Workload Model

The sector conf l i c t  p robe wi l l  a l te r  the sector teams task per-
formance time requirements tha t we have included as part of our conflict
work model. We foresee no impact on our routine work or PVD surveillance
work models.
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a. Composite Team Conf l ic t Tasks

The sector conflict probe ’s effects on composite team task
performance times are estimated as shown in Table 24 for all sectors. De-
tection and assessment are performed by the computerized probe, and reso-
lu tion sugges tions are disp layed to controllers . We judge that 5 man-sec

Table 24

COMPOSITE TEAM

CONFLICT EVENT PERFORMANCE TIME ESTIMATES
OAKLAND BAY TRACON , SYSTEM 4—-SECTOR CONFLICT PROBE

Minimum Performance Time by Task
(Man—Sec/Conflict) *

Conflict I -
Event DetectionI and Assessment Coordination Resolution Total

Crossing 5(20) 0 20 25(40)

Local Merging 5(10) 0 15 20(25)

Overtaking 5(10) 0 10 15(20)

Coordinated
Approach 5(10) 5 15 25(30)
Merging

*
System 3 performance times are indicated in parentheses .
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will be su f f i c i en t to assimila te this information . Similar to current
opera t ions, actual resolution is performed via A/G communications . A
reduction of 15 man-sec in total conflict processing time results.

b. R Controller Conflic t Tasks

We alloca te the composite team tasks to the R controller
in the manner described for the predecessor basic metering and spacing
system (and the same as for the ARTS III Base System). The R controller ’s
potentia l conflic t event performance times (ta, tm~ 

t0, and ta, respec-
tively) for crossing, local merging, overtaking, and approach merging
situations measured in man-sec/conflict are :

= 25, for 1-man, 1.5-man, 2-man, and 2.5-man teams ;

tm = 20, for 1-man, 1.5-man, 2-man, and 2.5-man teams ;

= 15, for 1-man, 1.5-man , 2-ma n , and 2.5-ma n teams ;

ta = 17.5, for 1-man and 2-man teams,

= 15.5 , for 1.5-man and 2.5-man teams.

As in the case of basic metering and spacing, the conflict
probe automates much of the support work of the coordinator. The coor-
dinator reduces the R controller ’s coordina ted approach merging even t time
by only 2 man-sec (although other R controller work reductions are attri-
buted to the coordinator in the routine work model).

2. Conflic t Probe Workload Weightings

Since the sector conflict probe does not affect the frequency
of po ten tial confl ic t even ts, the event frequencies  used to model the
predecessor bas ic me tering and spacing sys tem app ly. These frequencies
are shown in Table 10. We multip ly the Tabl e 10 even t frequencies by the
appropriate event performance (see above) to obtain the conflict workload
weightings shown in Table 25.

The R controller routine workload weightings (Table 20) and sur-
veillance work weightings (Table 9) used under the predecessor system also
app ly to sector conflict probe system .
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D . Area Navi gat ion (System 5)

RNA\, incorporates navigation devices to achieve closely spaced ar-
rival and departure and multi-lane direct routes for high-density terminal
and enroute airspace . Enroute airspace uses are not considered here. The
concept we consider includes the establishment of an RNAV route system
using fixed waypoin ts to facilitate computerized navigation .

The RNAV waypoint network could be configured to conform closely to
t r a f f i c  routing pa t te rns . Since analogous NAVAID locations are currently
in ef fec t, the number of routine ins tructions requ ired to clear a ircraf t
through the navigation network should not be significantly reduced. Use
of RNAV to reduce crossing conflict resolution A/G instructions may not
be feasible because of the d i f f i cu l ty of in tegra ting vec tor ing maneuvers
with an established waypoint network ; it might be as difficult to vector
the aircra f t as i t is to es tablish and t ransmit temporary waypoin t f ixes
(e.g., latitude and longitude) to the pilot.

The ma in workload-rela ted benefit of termina l RNAV appears to be the
ability to reduce overtaking conflicts by establishing closely spaced
parallel routes. By assigning successive aircraft to offset routes or
segrega ting var iable speed tr a f f i c  on to the separa te lanes , con trollers
could elimina te aircraft overtaking situations.

7 However, we suggest
that this RNAV advantage would probably no t be realized in arriva l sec-
tors where convergent routings dominate operations and where spacing must
be main tained to facilitate merging at final approach ; overtakings and
passings would not routinely be permitted even though arriva l aircraft
a re on paral le l  o f f s e t  routes.  Overtakings and passings in closely spaced
pa ral lel route s through departure sectors does appear feasible since the
route corridors are diverging and requirements to satisfy me tering and
spacing specifications do not exist.

1. RNAV Workload Model

RI4AV wil l  alter a portion of the event frequency da ta tha t we
ha ve included as pa r t of our conflict model. We project no impact on our
routine or surveillance work models.

We assume RNAV will eliminate the occurrence of overtaking con-
f l i c ts in depar ture sec tors, as shown in Table 26. The Table 26 entries
a re obtained by adjust ing the conf l ic t  event frequency entries in Table 10
which we used to model the predecessor sector confl ic t  probe system. We
assume RNAV will not eliminate or reduce conflict event occurrences in the
arrival sectors nor will it eliminate or reduce crossing and merging con-
flict occurrences in the departure sectors .
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Table 26

CONFLICT EVENT FREQUENCY ESTIMATES
OAKLAND BAY TRACQN , SYST~~4 5 - RNAV

Conflict Event Frequency Factor*

[(Conflicts/Er) / (Aircraft/Er)2)

Visual Approach Operatio ns

Local Coordinated
Sector Crossing , e0 Merg ing , e Overtaking , e0 Approach Merging , ea

AR—i , Woodside Final 0 0 6.5 x lO~~ 0 -

AR—2, Foster Final 0 3.2 x lO~~ 10.6 x lO~~ 0

AR—9 , South Feeder 0 4 .6 x l0~~ 1.4 x ~~~~ 0

AR— lO , North Feeder 1.5 x ~~~~~~~ 3.3 x iO~~ 3.7 x 0

DR—i , Sutr o Departure 5.7 x ~~~~~~~ 0.7 x iO~~ )(2.3 x lO s ) 0

DR— 2 , Richmond Depar ture 4.5 x 0 0(0.8 x iO~~ ) 0

Instrument Approach Operations

Local . Coordinated
Sector Crossing ,e Merging , e Overtak ing ,e0 Approach Merging , e5

AR—i, Woodsid e Final 0 0 13.0 x lO~~ 0

AR—2, Foster Final 0 3 .2  x i0~~ 21.2 x i0~~ 0

AR—9, South Feeder 0 4.6 x lO~~ 2.8 x IO~~ 3.8 x 1O~~

AR—lO , North Feeder 1.5 x l0~~ 3 . 3  x 7 .4  x iO~~ 3.8 x 1O~~

DR— l , Sutro Departure 5.7 x ~~~~ 0.7 x 10~~ (2.3 x i0~~~) 0

DR—2 , Richmond Departure 4 .5  x ~~~~ 0 (0.8 x 10~~~) 0

* System 4 event frequencies are indicated in parenthesis .
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2. RNAV Workload Weightings

RNAV does not affect the conflic t event performance times calcu-
la ted for the predecessor system (Table 24). R controller conflict work-

load we igh t ing may be ob ta ined by mul tip lying these task performance times
by the RNAV conflict event frequencies in Table 26. The results are iden-
tical to the workload weightings shown in Table 25, excep t tha t the fou r
entries shown for departure sector overtakings are equa l to zero.

The R controller routine workload weightings (Table 20) and sur-
veillance workload weighting (Table 9) used for the predecessor system
also app ly to the RNAV system .

E. DABS Data Link (System 6)

The DABS data link transmits digital data to pilots, including gen-
eral control instructions and collision avoidance directives.

7 
It is not

intended to transmit extensive nonstandard messages in a high-density en-
vironment.

The da ta link in tegra ted w ith ex tensive compu teriza tion is the basis
for the so-called “control-by-excep tion” concept. We view this concept
as somewha t more revolutionary than evolutionary, since it would tra nsform
the con troll er in to a sys tems manager who is no t rou tinely engaged in
minute-by-minu te tactica l decision making . Rather, he would moni tor and
regulate a computerized sector control operation ; the latter would auto-

maticall y issue, by means of data l ink, many routine and conflict process-
ing clearances and instructions accord ing to traffic situations and pro-
cedural rules. The controller would intervene when necessary to adjust
procedural rules, to respond to pilot reques ts, to resolve non-standard
situations, and to transmit A/G messages tha t are too long for the DABS
da ta link. In essence, he would concentrate on minute-by-minute proce-
dural dec ision making and perform minute-by-minute tactica l decision mak-
ing only when required. We assume tha t sectors will be retained as the
basic control jurisdictiona l unit to provide fault tolerance in the event
of da ta link or computer system malfunction (where operat ions fall back
to a nondata-link ATC system) -

Under the control-by-exception concept , we assume that a sector con-
troller need not review and approve each instruction . If he were required
to read , men ta l l y assimila te, and approve each instruc tion (duplicating
the au tomated  operat ion) , wo rkload advantages would not be realized . This
concept assume s the imp lementa t ion  of ref ined and advanced metering and
spacing (which ex tend basic metering a nd spacing se rvices to integrated
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mu l t i -a irport arr ival  and departure opera t ions) and automatic  confl ict
processing computerizat ion , using data l ink to deliver si tuation resolu-
tion inst ructions . By this means , seque nc ing, spacing, and pote n t ial
con f l i c t  s i tuat ions are resolved withou t dependence on human decision
making . However , assuming human con trol lers re ta in  responsibil i ty for
separa tion assurance, the question arises as to the degree to which con-
trollers would actua lly remove themselves from the capability to perform

minute-by-minute tactical decision making . Therefore, we assume tha t

controllers will continue to perform intensive PVD surveillance to retain
real- time mental picture-keeping (which would be vital in the event of

some computer-processing failures) and to maintain cognizance of computer-
genera ted traffic structuring and conflict processing stra tegies.

1. Data Link Workload Mode l

The data link-based control-by-exception operation will  a l ter
many of the sec tor team ’s communication and data maintenance activities
that we have included as par t  of our routine and confl ic t  work models.
We foresee no impact on our surveillance work model. In the following
paragraphs we adjust our routine and conflict work models to represent
control-by-exception operations under the assumption that all aircraft
are equipped with DABS data link.

a.  Routine Wo rk

Composite Team Routine Tasks--Our revisions to the route
task perfo rmance times for the composite team are shown in Table 27.
The parentheses enclose task t ime entries that  apply to the predecessor
RNAV system (which were originally established as part of the ADH system
rou t ine work model and p resented in Table 14) .

With reference to task t ime revisions in Table 27 , we as-
sume the control-by-exception computerization performs much of the me-
chanica l da ta ma intenance activities associated with the assimilation
and upda t ing of traffic control operations data . Controllers need not
pe rform the 2 man-sec keyboard manual silent handoff acceptance because
the computeriza tion wil l  au toma t i ca l ly  begin to process control refine-
men t 5.

A/G voice communications for  the standard a l t i tude, head-
ing, speed , approac h and runway advisory, t ran sponder code change , and
f requency change instruct ions a re assumed to be replaced by data link
t ransmissions. These automatic transmissions elimina te controller time
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Table 27 -
COMPOSITE TEAM

ROUTINE EVENT MINIMUM PERFORMANCE T IME ESTIMATES
OAXLAND BAY TRACON , SYSTEM 6——DABS DATA LINE

Routin e Control Event Description Perfor mance Time by Task (man_sec/event)*

A/C Corn— I~~ta ru ht : Interp hoae ’Face—to—
Event Basic Event and munica— :ntr1/ Str~p ‘Colemunica—lFace Corn—

Function Supplemental Event tion 
~~iat?oi 

Pr tion munication

Control flandoff acceptance -

jurisdiction Manual acceptance—silent 0(2)
transfer Tower departure call

Controller coordination 6 3

Handoff initiation—silent 1
Controller coordination 6 3

Traff ic Initial pilot call—in 4 1
structuring TC& clearance request 4 10 4

Initial controller response 2 (0)
Altitude instruction 0(3)

Data update 0(3)
Reading/route instruction 0(3)
Speed instruction 0(3)
Approach/runway advisory 0(3)

PVD display upda te 0(3)
Traffic advisory 3
ATI S advisory 0(3)
Altimeter setting advisory 0(3)
Transponder code assignment 3 0(3)
Controller coordination

Altitude instruction 0(5) 3t(0)
Data update 0(3)
Controller coordination 5(0) 3(0) 5 3

ReadIng/route instruction 0(5) 3t (0)
Controller coordination 5(0) 3(0) 5 3

Speed instruction 0(5) 3t (Q)
1-

Approach clearance 0(6) 3 (0)

Runway assignment 0(5) 3t(0)

Traffic adviso ry S

Pilo t altitude repor t
Pilot beading /position rep ort 5

Pilot speed report
Miscellaneous A/C coemanication ~
Frequency change 0(4 ) 3t (1)

Transponder code change 0(2)
Approach/runway advisory 0( 3)

Pilot Altitude revision 6 3
request Controller coordination

Route/heading revision 8 3
Controller coordination 5 3

Miscellan eous pilot request 6

General Pointout acceptance
inter sector 1-
coordination Pointout initiation 3

Control instruction approva l 5 3

Ilanning advisory 5 3

Aircraft status advisory 5

General Data block forcing/removal 3

:;:~~~ion PVD display adjustment 3

System 5 perfo rm ance t imes are indica ted in parenthesis .

top r ati 1 cognisanc e
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spent in these A/G voice communications. However, when such activities
are nonstandard and require intersector coordination, we assume that A/G
vo ice communica tions and manual keyboard data entry/display operations
will be required. The duration of each nonstandard A/G communications
depends on the message tran saction involved , and our estimate varies from

3 to 5 man-sec , in acco rdance with the communication time requirements
determined for the predecessor systems . Similarly, we use 3 man-sec to
accoun t for keyboard data entry/display actions since it is typical of
observed controller capabilities. We note that data entry/display opera-
tions requ ired for updating altitude and runway data and changing trans-
ponder codes are assumed to be performed automatically, thus elimina ting
these 3 - rn-sec manual task time requirements.

Also shown in Table 27 under the data entry/display heading
are “opera tional cognizance” activities. These reflect the controller
monitoring work required to maintain awareness of the computerized traffic
structuring strategies. Although keyboard activities are not necessarily
assumed, these task items provide a surrogate mechanism for estimating
the controller monitoring work associated with each data link message
transmission. In actuality, rather than reviewing each individual trans-

mission, controllers would probably be provided with a data display de-
scribing the overall traffic-oriented procedural intentions of the com-
puter opera tion, and thereby mainta in their mental picture of control
ope rations.

We judge that 3 man-sec is a reasonable time to allow for
the operational cognizance activities associated with a standard data
link message transmission and pointout (the latter function would also
be au toma tically performed). This time span is not as long as a typical
A/G voice message , but should be suf f ic ien t  fo r the controller to recog-
nize the procedural intentions of the computerized operation . We associate
a 5 man-sec operation cognizance time with the controller ’s initial re-
sponse to a pilot call-in in order to account for the time controllers
need to mentally assimilate the aircraft’s operational requirements in
relation to the computerized procedural intentions .

R Control ler  Routine Tasks--We allocate the composite team
routine task t ime requirements to the R controller for each of the fou r
sector team manning regimes using the same alloca tion guide l ines described
for the ARTS III base and the automated data handling system . Results
a re presented in Tables 28 , 29 , 30, and 31.

The corresponding R controller  routine event minimum per-
formance times for the 1-man, 1.5-man, 2-man, and 2.5-man team regimes
are summarized in Table 32. We note tha t no R controller event time
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Table 28
R CONTROLLER

ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES
OAKLAND BAY TRACON SYSTEM 6, 1-MAN TEAM

Routiri~- Control Event Description Performance Time by Task (Tnan—sec/even ~ )

A/c Data Flight 1nter— •Face—to—
Event Basic Event and Comnuni— ~r~ir~ / Strip phone Fece

Function Supp lenental Event cation ~~~?a~
Y Pr?ceas_ Comm,~n1— com~~ni— 

Total

Control Handoff acceptance 0
jurisdiction Manual acceptance—s ilent 0
transfer Tower depart ure call 0

Con troller coordination 6 6

Handoff initiation—silent 1 1
Controller coordination 6 6

traffic Initial pilot call—in 4 1 5
structuring TCA clearance request 4 10 14

Initial controller response 2 5* 7
Altitude instruction 0

Data update 0
Headin g/route instruction 0
Speed instruction 0
Approach/runway advisory 0

PVD display update 0
Traffic advisory 3 3
ATIS advisory
Altimeter setting advisory 0
Transponder code assignment 3 3
Cont roller coordination 5 5

Altitude instruction 3* 3
Data update 0
Controller coordination 5 3 - 5 13

Heading/route instruction 3* 3
Controller coordination 5 3 5 13

Speed instruction 3* 3

Approach clearance 3* 3

Runway assignment 3* 3

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/posit ion repor t 5 5

Pilot speed report 5 5

Miscellaneous A/C communication 5 - 5

Frequency change 3* 3
Transponder code change 0
Approach/runway advisory 0

Pilot Altitude revision 6 3 9
request Controller coordination 5 5

Route/heading revision 8 3 
- 11

Controller coordination 5 5

Miscellaneous pilot request 6 6

Ceneral PointOut acceptance 3* 3
intersector *
coordination 

Pointout initiation 3 3

Control instruction approval 5 S

Planning advisory 5 5

Aircraft status advisory 5 5

Cenera l Data block forcing /removal 3 3
systen PV1, display ad justment 3
nperat ton

*Operat tonal cognizance
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Table 29

R CONTROLLER
ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRACON , SYSTEM 6 , 1. 5 — MAN TEAM

R o u t i ne  Cont ro l  Event s~~~ 1p t1O~l Per formance  Time by Task (man—sec/event)
___________ _________ ________- - 

A/C i flata Fli&hc inter— ~hce—to—
Event Basic Event and :omanuni— ~~ Lr~ / Str !p phone Face 

T
Function Supplenental Event cation ~~~?a~Y Pr?cess_ C~~~~n1— C~~~~n1— 

ota

Control Handoff acceptance 0
jurisdiction Manual acceptance—silent 0
transfer Tower departure call 0

Con troller coordination 3 3

Handoff ini tiation—silent 1 1
Controller coordination 3 3

r r a f f i c  Initial pilot call—in 4 1 5
s t r u c t u r i n g  rCA clearance request 4 10 14

Initial controller response 2 5* 7
Alti tude instruction 0
Data update 0

Heading/route instruction
Speed instruction 0
Approach/runway advisory 0

PVD display update 0

Traffic advisory 3 3
ATIS advisory 0
Alt imeter setting adviso ry 0
Transponder code assignment 3 3
Controller coordination 3

Altitude instruction 3* 3
Data update 0
Controller coordination 5 3 3 11

Heading/route instruction 3* 3
Controller coordination 5 3 3 11

Speed instruction 3* 3

Approach clearance 3* 3

Runway assignment 3* 3

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5

Miscellaneou s A/C communication 5 S

Frequency change 3* 3
Transponder code change 0
Approach/runway advisory 0

Pilo t Altitud e revision 6 3 9
reques t Controller coordination 3 3

Route/heading revision 8 3 11
Controller coordination 3 3

Miscellaneous pilot request 6 6

General IP oin tout acceptance 3* 3
in t ersec tor Pointout initiation 3* 3coordina t ion

Contrnl instructio n approval 3 3

Planning advisory 3 3

Aircraft status advisory 0

General Data block forcing/removal 3 3

PVD display adjustment 3 3

*Operatioflsl cognizance
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Table 30

R CONTROLLER
ROUTINE EVENT MIN IMUM PER FORMANCE TIME ESTIMATES

OAKLAND BAY TRACON . SYSTEM 6 , 2—MAN TEAM

Routine Control Event Deacription Performance Time by Task (man—sec/event)

A/C Data Ph ht inter— FaCe—tO
Event Basic Event and ommuni- ~~Lr~ / Str~p phone Face

Function Supplemental Event cation ~~~~~~~~~~~ Pr~cess— Comm~n1— coi~~ ni— Total

C ont r o l  Randoff  a ccep t ance  0
jurisdiction , Manual acceptance—silent 0
transfer Tower departure call 0

Controller coordination 3 3

Handoff  i n i t i a t i on—si l en t  . 0
Controller coordination 3 3

traffic Initial pilot call—in 4 1 5
structuring TCA clearance request 4 4 8

Initial controller response 2 5* 7
Altitude ins t ruct ion 0

Data upda te 0

Heading/route instruction 0
Speed instruction 0
Approach/runway advisory 0

PVD display update  0
Traffic advisory 3 3
ATIS advisory 0
Altimeter setting advisory 0
Transponder code assignment 3 3
Con troller coordina t ion 3 3

Altitude instruction 3* 1
Data update 0
Controller coordination 5 3

Heading/route instruction 3* 3
Controller coordination 5 3 8

Speed instruction 3* 3

Approach clearance 3* 3

Runway assignment 3* 3

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5 5

Miscellaneous A/C communication 5 5

Frequency change 3* 3
Transponder code change 0
Approach/runway advisory 0

Pilo t Altitude revision 6 6
request Controller coordination 3 3

Route/heading revision 8 8
Controller coordination 3 3

Miscellaneous pilot request 6 6

General  ~Poin tout acceptance 3* 3
in tersec tor Po intout initiation 3* 3
coord ina t ion !

Con trol instruction approval 3 3

Planning advisory 3 3

Aircraft status advisory 0

~eneral Data block forcing/renoval 0
.~~y s t c n  PVI) d isplay adjn ~~tment  0
~per at  ion

5Operat tonal cognizance
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Table 31

R CONTROLLER
ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRAC0N~ SYSTEM 6 , 2.5—MAN TEAM

Routine Control Event Description Performance Time by lask (man—sec/event)
_____________________________—— A/C Data Phi ht inter— Face—to—

Event Basic Event and ommuni- ~i7tr~ / Str~p phone Face
w sD ay Process— Commu~~i —  Communi- Total

Function Supp lenental Event cation ~~~~~ ing cation cation

Control Haudoff acceptance 0
j u r i s d i c t i o n  Manual acceptance—si lent  o
transfer Tower depar ture call o

Controller coordination 3 3

Handoff initiation—silent o
Controller coordination 3 3

traffic Initial pilot call—in 4 1 5
structuring TCA clearance request 4 4 8

Initial controller response 2 5*
Altitude instruction 0
Data update o

Heading/route instruction 0
Speed instruction 0
Approach/runway advisory a

PVD display update 0
Traffic advisory 3 3
ATIS advisory 0
Altimeter setting advisory
Transponder code assignment 3 3
Controller coordination 3 3

Altitude instruction 3* 3
Data updat e 0
Controller coordination 3 8

Heading/route instruction 3* 3
Controller coordi nation 3 8

Speed instruction 3* 3
Approach clearance 3* 3

Runway assignment 3* 3

Traffic advisory S 
.

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5 5

Miscellaneous A/C communication 5 5

Frequency change 3* 3
Transponder code change 0
Approach/runway advisory 0

Pilot Altitude revision 6 6
reques t Controller coordination 3 3

Route/heading revision 8 8
Controller coordination 3 3

Miscellaneous pilot recuest 6 6

General Pointout acceptance 3* 3
intetsector 

Poin tout initiation 3* 3
coordination

Control instruction approval 3 3

Planning advisory 3 3

Aircraft status advisory 0

General Data block forcing/removal 0

~ysten PVD display adjustment 0
npe rntton

*Operatiopal cognizance

- 
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F.il li 32

R C o n t r o l l e r

R O I T I X E  EVE N T M INIMUM PERFORMAN CE TIME ESTIMATES

OAKLAN D BAY TRACO N
SYSTEM 6——DABS DATA LINK

R o u t i n e  C ont r o l  Even t  D~~scrt p t i on  Performance Time by Team (man—sec/event)
Event~~~~ J 

Basic  E v e n t  and 1.0-Man 1.5-Ma n 2 .0 - M an  2 .5 -Ma n
Func t ion  Se~ p leeeotal  Even t  Team Team Team Team

Cont ro l  H a od o f f  acceptance  0 0 a a
j u r i s dic t i o n  Manual  a cc e p t a n c e — s i l e n t  0 0* a o
t r a n s f e r  Toier d e p a r t u r e  cal l  0 0 a a

Cont ro l le r  coord ina t ion  6 3 3 3

Handof f  in i t i a t i o n — s i l e n t  1 1 * o a
Controller coordination 6 - 3 3 3

Traffic Initial pilot call—in 5 5 5 5
structuring TCA clearance request 14 14 8 8

Initial controller response 7 7 7 7
Altitude ins truction 0 a o

Data update 0 0 0 0
Heading/route instruction 1 0 0 Q
Speed instruction 0 0 0 0
Approach/runway advisory 0 0 a a

PVD display up date 0 0 a a
Traffic advisory 3 3 3 1
ATIS advisory 0 0 0 0
Altimeter setting advisory 0 0 0 a
Transponder code assignment 3 3 3 3
Controller coordination 5 3 3

Altitude instruction 3 3 3 3
Data update 0 0 0 0
Controller coordination 13 11 8 8

Heading/route ins truction 3 3 3 3
Controller coordination 13 11 8 8

Speed instruction 3 3 3

Approach clearance 3 3 3 3

Runway assignment 3 3 3 3

Traffic advisory 5 5 5

Pilot altitude report 5

Pilot heading/position report 5 5 5 5

Pi lot speed report 5 S 5
Miscellaneous A/C conmunication 5 5 5 5
Frequency change 1 3 3 3

Transponder code change 0 a a
Approach/runway advisory 0 0 a a

Pilot Altitude revision 9 9 9 9
request Controller coordination 5 3 3 3

Route/heading revia ion 11 11 11 11
Controller coordination 5 3 3 3

Miscellaneous pilot reques t 6 6 6 6

General Point out acceptance 3 1 3 3
In t er sector Po intout initiation 3 3 3 3coordination

Cont rol instruction approval 5 3 3 3

Pla r niag advisory 5 3 1 3
Aircraft status advisory 5 I) 0 0

Cenerah Data block forcing/removal 3 1 0 1)
system PVD disp lay adjustment 3 3 0 0operation

*Indicated event occurs at one—half the rare shown in Table 1.
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reductions are obtained by increasing from 2-man to 2.5-man team opera-
tions. In the 2-man regime, the H controllers perform the inte rphone
communications and those few data entry/display operations that are not
pe rformed automatical ly  by the compute rized system. Therefore , there
are no additiona l tasks tha t may be offloaded effec tively from the R
controller to a coordinator under the 2.5-man regime.

b. Conflict Work

Composite Team Conflict Tasks--Our revisions to the com-
posite team conflict tasks performance times for DABS control-by-exception
operation are shown in Table 33. We assume tha t, in accordance wi th their
separation assurance responsibi l i t ies, cont roller wi l l  mainta in close

Table 33

COMPOSITE TEAM
CONFLICT EVENT PERFORMANCE TIME ESTIMATES

OAKLAND BAY TRACON , SYSTEM 6 -- DABS DATA LINK

Minimum Performance Time by Task*

Conflict (man—sec/conflict )

Event Detection
and Msessment Coordination Resolution Total

Crossing 5 0 15(25)

Local 5 0 10t(15) 15(20)
Merging

Overtaking 5 0 lO~ 15

Coordinated 5 0(5) 10t (15) 15(25)
Merging

*
System 5 performance times are indicated in parentheses.

t C f  confirmation
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surveillance of conflict processing operations. Since actua l conflict

resolution instructions would be issued by da ta l ink , we estimate tha t

10 man-sec in resolu tion time is needed by controllers to confirm air-

craf t conformance . This time enables controllers to check aircraft re-

sponses to the automaticall y transmitted conflict avoidance directives.

Also, the computerized operation obviates the need for coordinating ap-
proach mergings between sector .

R Controller Conflict Tasks--The R controller conflict

event performance times (ta, tm~ 
to, and ta~ 

respec tivel y) for  cross ing
local merging, overtaking, and coordi na ted approach merging si tua tions
are identica l to those shown for the composite team in Table 33, a l l  of
which equal 15 man-sec per conflict. In these cases, the conflic t sup-
port work of the coordinator effectively is automated by the control-by-
exception operation.

2. Data Link Workload Weightings

The R controller routine and conflict event frequencies
used to model the predecessor sys tem app ly to DABS da ta link modeling
since the rates of occurrence of these events are not affected by control-
by-exception automation . We use the appropriate routine event frequencies
(Table 1) aud performance times (Table 32) to calculate the routine work-
load we ighting summarized in Table 34. The conflict event performance
times (Table 33) and RNAV-based conflic t event frequenc ies (Table 26) are
used to calcula te the con f l ict workload we ightings shown in Table 35.

The R controller surveillance workload weightings (Table 9)
used for  the predecessor systems also app ly to the DABS data  l ink system .

Recal l  that routine and c o n f l i c t  task time reductions could
not be obtained by increasing sector manning to the 2.5-man level. The
routine, confl ict, and surveillance workload we ightings reflect these re-
sul ts, indica ting tha t simultaneous use of a coordinator and H controller
is not an effective way of operating control-by-exception .

F. DABS Intermittent Positive Control

IPC provide s t r a f f i c  advisories and threat  avoidance commands to VFR
pilots on an as-needed basis .7 Extended to IFR operations, IPC would op-
era te on imminent (e.g., load- time of 1 to 2 m m )  conflict situations that
are “missed” by controllers . This is assumed to be a safety enhancement
device tha t  would not affect the capacity considerations assoc iated with
norma l sector task ac t iv i t i e s .
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Tab l e 34

R CONTROLLER ROUTIN E WORKLOAD WE ICILT1NGS
OAKLAND BAY TRACON, SYSTEM 6--DABS DATA LINK

R Controller Routine Workload Weighting,J
k1, by Team (man—sec/aircraft )

Sector

1-Man 1.5-Man 2-Man 2.5-Man
Team Team Team~J

jeam

AR— i, Woodside Final 38 37 34 I ~
AR— 2, Foster Final 34 33 32 32

AR—9, South Feeder 28 26 23 23

AR—b , North Feeder 30 28 23 23

DR—i, Sutro Departure 44 39 37 37

DR—2 , Richmond Departure 52 49 44 44

However , DABS IPC may be needed to pro~iide fault tolerance in the
event of failures in the other enhancement operations (particularly con-
flic t processing automation) . Therefore, IPC would be necessary for the
successful imp lementation of these other fea tures. We do not fu r ther
evalua te IPC ; it is considered to be an incremental add-on to the data
l ink system but with no independent capacity impact.
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VIII BAY TRACON SECTOR CAPACITY AND MANNING

In th is  sec t ion , we es t ima te tr a f f i c  capa cities for six Bay TRACON
secto rs for each sector team manning regime under each of the six ATC
system alternatives . We use these capacities to estimate multisector
m inimum manning req u iremen ts for a range of t r a f f i c  levels , which enable
comparisons of TJG3RD systems effects on facility operations ,

A . Sector Capacity

Reca l l  tha t we define sec tor tr a f f i c  capaci ty as the hourl y t r a f f i c
rate (ac/hr) that generates 48 man-mm /hr of R controller work . We use
the routine , surveillance and confl i ct workload weightings quan tif ied in
the two preceding sections of this report to calculate R controller work-
load for successive increments in traffic flow, and interpolate the sec-
tor traffic capacity.

We apply th is procedure to es tima te sec tor capac ities for bo th
visual and ins trumen t approach condi t ions , for each of the four sector
team mann ing regimes , and for each of the six ATC system alternatives.
The resu l t ing  capacity es tima tes are presen ted in Tables 36 , 37 , 38 , 39 ,
40 , and 41, respectively,  for each of the six sectors of in teres t. (We
note that these capacity est imates were jud ged to be “realistic” and
“reasonable” by a Bay TRACON supervisory staff member .)

These secto r capacities directl y ref lect  the R controller ac t iv i ty
requi rements defined by the workload ‘weig h tings . We see that feeder and
f ina l  sector capacities for instrument approach operations are less than
those for visua l operations because of the additiona l approach merging
work , while depa r ture sector capacities are not a f fec ted  by approach
condi tions . The sector capacities generally increase for each successive
incremen t in sector team manning because the R controller usuall y o f f -
loads some portion of routine or conflict work to the added team mem-
ber(s). In some situations , the amount of work offloaded is not suf-
ficiently significant to increase sector capacity ; in the case of 2-man
versus 2.5-man tea m regimes under the DABS data link system , no work
of f load ing  is projected and sector capacities are identica l under the
two regimes . The refo re , the 2-man team is the practical sector manning
l im it under Sys tem 6 opera tions .
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Each UG3RD ATC system successor to the ARTS III Base system includes

an automation feature that is added onto the operational features of its

predecessors , Since each TJG3RD fea ture fu r the r redu ces R cont roller
wo rkload requirements to vary ing extents , sector capacity generally in-
creases as each successive system evolves. However, some of the automa-
tion features do not alleviate workload in certain operational environ-

ments, For examp le , basic metering and spacing supports approach
opera tions , but it does not increase departure sector capacity. Simi-
larly,  RNAV was not assumed effective in reducing work requirements for
arrival operations , and it does not increase feeder or final sector ca-
pacity.

We note that our workload analyses assume 100 percent dep loyment of
RNAV and DABS data link airborne equipment for the aircraft fleet under
TRACON control , We do not explicitly assess the effect on capacity of
pa r tia l dep loyment of such avionics equi pment. However , based on our
previous analyses of enroute ATC aircraft equipment dep loyments, first-
cut capacity estimates for partial dep loyment may be made by linear
in terpola tions be tween systems. For examp le , a 100 percent RNAV and
50 percent data-link aircraft equipmen t dep loyment is expected to obtain
sector capacity es timates midwa y between those shown in Tables 36 through
41 ~—r RNAV and DABS data link.

B, Multi-Sector Manning

Subject to the traffic handling constraints imposed by our sec tor
capacity calculations , we wish to compare the relative manning require-
ments of each of the six alternative ATC systems associated with the
jo in t opera tion of the six sectors . These comparisons require estimating
multi-sector minimum manning over a range of traffic activity projections
so that the relative effectiveness of each system ’s traffic service capa-
b i l i ty  may be assessed. We use sector capacities calculated for instru-
ment approach conditions rather than visual because instrument conditions
a re more cr i t ical  constraints to controller t r a f f i c  handling capabilities .

1, Manning Calculations

Our intention is to calculate for each system the minimum number
of manned control positions required to process various levels of traffic
through each sector without exceeding our R controller workload-based
capacity cons traints, Manning estimates might be made simply by cotnpax--
ing the traffic through each sector during some specific hour against the
hourly capacity of each sector team manning regime. However, certain
aspects of TRACON operations comp licate this manning estimation procedure.
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The first of the-se comp lic ating factors is tha t a coordinator

does not support one single- sector team , hut operates interactivel y with
two specific sector teams , There fore , we need to account for coordinator

manning requirements on a sector pa irwise basis , rather than on an in-

dividua l sector basis . Second , se-ctor manning requirements are determined

by the peak hour traffic during an 8-hour work shift . We need to account
for the peak hou r manning needs even though each sector ’s peak hour does

no t neces sa r i l y occ u r a t the same t ime as another ’s, Third , fligh t data

positions support contro l operations even though they are not necessaril y
part of any specific sector team , We need to account for flight data
manning needs on a facility-wide basis ,

The estimation procedure we use to account for these manning
needs is as illustrated in Tables 42, 43, 44 , 45 , 46, and 47 for the
six alternative ATC systems , respectively, These tables are worksheets
that trace our calculations ,

Con sider Tabl e 42 , which represents the ARTS III Base system .
Our traffic base is the 1975 statistics reported for the 8—hou r day shift
for the Bay TRACON busy day (90th percentile) ,

1 
The traffic statistics

shown in Table 42 are the peak hour traffic Counts for each sector , Our
sector capacity estimates for each team manning regime are also listed .
We determine a traffic handling growth potentia l factor (relative to the
1975 day s h i f t , peak hour traffic) for each sector ’s manning regime by
d i v i d i n g  the cor responding  sector t r a f f i c  c a p a c i t y  by the peak hour  t r a f -
f i c . For examp le , the I-man team regime for AR-I is shown to have a
traff ic growth potential factor equal to 1, 37 , which means this sector
operation is assumed capable of handling a 37 percent increase to the
1975 day shift , peak hour traffic ,

We use the traffic growth potential factors to estimate sector
m a n n i n g  needs for  25 percent increments in day-shift traffic projections
As shown in Table 42, we compare each traffic factor increment against
a sec tor’s grow th potential for each team manning regime , and iden ti f y
the sector manning required to handle the projected traffic . By this
means , we find that AR-I needs a 2-man team to handle a 50 percent traffic
increase , a nd a 2.5-man team to handle a 75 percent traffic increase .
However , the coordinator in this latter regime supports AR-2 as well as
AR-I , even though AR-2 can handle the 75 percent traffic inc rease with
a I-man team , To account for the sector pairwise sa-rvices of the coordi-
na tor , we ass ign a 1,5-man team to AR-2 at this traffic level,

With reference to the sector team manning .equirement c-alculated
for the DABS data link system in Table 47, the two fina l sectors are shown
not to be manned at low traffic activity levels . In this case , the large
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t r a f f i c  growth p o t e n t i a l s  associated with contro l -by-exception software
for the two feeder sectors represent considerable capacity excess for
their 1-man team operations , We assume tha feeder sector workload require-
men ts are su f f icien tly low to enable a ceder R con tro l l e r  to hand l e a
feeder-and-f ina l sector pair  at low t r a f f i c  levels.

We next estimate the manning requirements for the fligh t data
posi tion needed to operate the f l igh t str ip pr in ters , Two f l i g h t da ta
posi tions are curren tly established at Bay TRACON , of wh ich one is
rout inel y manned (regardless of training activities) . Based on con-
sultations with facility supervisory personnel , we conservative ly assume
tha t mann ing of the second f l i ght data position under the ARTS III base
sys tem could be delayed a t mos t un til tr a f f i c  ac t ivi ty doubles , as shown
in Table 42. However, automated data handling is assumed to eliminate
flight strip printers and the attendant manning, and thus fligh t data
position manning is set at zero in Tables 43 through 47 for the alterna-
tive UG3RD systems .

The total  mul t i - sec to r  d a y - s h i f t  minimum mann ing requ iremen ts
are calcula ted by summing the sec tor team and f l i gh t da ta mann ing for
each traffic factor. (The manning estimates do not include staffing
allowancesl2 for administration , rel ief , annual and sick leaves , excess
shift capacity, training,  and special assignments,) Under the ARTS III
Base system, we estimate that a total of eight manned positions cor-
respond to the 1975 day-shift traffic (1.0 traffic factor), as shown
in Table 42. This 1975 manning level define s the base manning fa- °or
(1.0 in Table 42) and is used as the reference for calculating manning
factors for each traffic-factor increment under each alternative ATC
system. That is, the manning factor data shown in Tables 42 through 47
rela te each projected manning requirement to that of the 1975 ARTS III
base system.

2. Manning Comparisons

Our manning factor calculations corresponding to selected
tr a f f i c  fac tors are summarized by ATC system in Table 48 The manning
factor estimates are made under the assumption of a fixed six-sector
conf igura t ion , and these estimates represent adjustments to the six
sector teams and flight data positions needed to handle increases to
the 1975 traffic activity.

This manning estimation procedure as applied to Bay TRACON
does not account for possible resectorizations or possible traffic
cons tr a in ing  delays induced by terminal airspace capacity limitations ,
Our consultations with Bay TR,ACON personnel indicate that the current
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six sector design concept used to handle SF0 operations is not likely
to be reconfigured into addit ional  sectors , since potential termina l
a rea capacity gains are not expected to result from such a reconfigura-
tion. The current pairwise arrangements of feeder-and-fina l and departure
sectors is considered the most efficient sectorization design operationally
feasible for SF0 traffic ,

Based on our consultations with Bay TRACON personnel , field
observations, and operations analyses, we conclude that whatever critical
delay-producing bottleneck situations may exist are related currently to
SF0 airport constraints rather than terminal airspace constraints.

In regard to delay-related implications of future operations ,
the manning requirements in Table 48 are shown generally to increase as
traffic approaches twice the 1975 level and to gradually level off as
traffic increases beyond the 2.0 factor (or thereafter, depending on the
alternative UG3RD system), The leveling-off is due to the inability of
adding controllers to those sector teams operating at their maximum
manning level (Le ,, 2 men for DABS data-link , 2.5 men for the other
systems), Therefore, certain sectors are workload saturated and cannot
handle additiona l traffic. In fact, some delays may be induced earlier
by one departure sector (DR-2) which reaches maximum manning for ARTS III
well before the traffic projection doubles. However , delays generated
by terminal airspace should not be significant since SF0 traffic is pro-
jected to increase only by 65 percent (relative to 1975) by the year 2000.*

Since major workload saturation situations would occur if
traffic increases significant ly beyond the 2.0 factor, such traffic dis-
ruptions would cause significant change to the operations assumptions
we have made in modeling sector capacity and manning. Therefore, as far
as the manning factor estimates in Table 48 are concerned, we suggest
that comparisons using these data be made between systems only for those
traffic factors at or below 2.0, Comparisons at the higher traffic levels
would have no realistic meaning, particularly since Bay TRACON is not
expected to operate at these levels. In the following paragraph we do
examine manning requirements at the 1,0 and 2.0 traffic factors for the
sake of comparing the potential operational impacts of the alternative
ATC systems.

In Tab le 48, the ARTS Eli base system is shown to be capable
of handling a doubling of 1975 traffic if manning is also doubled. Sig-
nificant reductions in these manning requirements appear under the automated

*
Airport traffic acttvity forecast provided by FAA(AVP), October 1975.
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data handling and DABS data link operations, while the intermediate
UG3RD systems show incrementa l gains of lower magnitude. Au tomated
data handling reduces manning (relative to ARTS III) by 25 percen t for
the 1.0 traffic factor, and by 82 percent for the 2.0 traffic factor.
DABS data link reduces manning (relative to ARTS III) by 50 percent and
100 percent, respectively, for the 1.0 and 2.0 traffic factors. This
shows that the fully upgraded system is capable of handling twice the
1975 traffic with the current manning comp lement,
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IX LOS ANGELES TRACON OPERATIONS

The Los Angeles TRACON, a Group I TCA facility, is desi’gned pri-
marily to serve aircraft arrivals and departures at Los Angeles Inter-
national Airport (LAX). The facility also provides separation assurance
for traffic enroute through the area and for instrument traffic using
satellite airports outside the TCA at Hawthorne, Santa Monica, Culver
City, and Torrance The coverage area of L.A. TRACON extends for ap-
proximately 20 miles to the east and west of LAX and 10 miles to the
north and south. It is bordered by the Hollywood-Burbank TRACON on the
north, the Ontario TRACON on the east, the Coast (Long Beach) TRACON on
the south, and by Los Angeles ARTC Center airspace above 10,000 ft. and
to the west, A separate contingent of controllers man the Los Angeles
ATCT, although both the Los Angeles tower and TRACON controllers are
part of a single administrative facility, the Los Angeles Tower-TRACON.
The tower and TRACON are not coliocated .

A. Operational Overview

The map in Figure 9 shows the geographic coverage and sectorization
structure of the facility. The sector structure shown conforms to a
standard “West” wind plan in which aircraft land in a westerly direction
on either of the Runway 25 or Runway 24 complexes ; both complexes are
closely spaced dual parallel runways. This sector structure will shift
to accommodate wind and weather conditions that call for landings in the
“opposite,” easterly direction . 

-

L.A. TRACON also participates in a unique noise abatement procedure
in which downward approaches and standard, upward departures require
aircraft to proceed in opposite headings during those night and early
morning hours when total traffic volume at LAX is extremely light. How-
ever, during the periods of our observation and data collection at the
facility, the West plan was in operation.

Measurements were taken and observations noted at all four of the
sectors shown in Figure 9; the Downey Arrival (AR-i) and Stadium Arrival
(AR-2) sectors and the South Departure (DR-i) and North Departure (DR-2)
sectors. Both the 24 and 25 runway complexes are each used for landings
and take-of fs. Generally, the AR-i sector controls aircraft approaching
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FIGURE 9 WEST PLAN PRIMARY ARRIVAL AND DEPARTURE ROUTES FOR
LOS ANGEL ES TRACON
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straight-in from the east and landing on the 25 runway, while the AR-2
sector controls aircraft turning into the 24 runway complex. However,
aircraft under control of one sector may use the airport approaches
normally controlled by the other sector. For example, because of air-
port ground taxi routing restrictions and terminal design, weight limited
heavy (including jumbo) and general aviation aircraft must land in the
24 runway comp lex, normally landing on runway 24R.

Under visual approach operations, simultaneous side-by-side landings
to both runways on each complex are permitted. Under instrument con-
dition, in-trail operations to both the 24 and 25 complexes are performed,
but not simultaneously side-by-side to 24B. and 24L runways, nor simul-
taneously to 25R and 25L runways. In effect, simultaneous side-by-side
approaches to each complex are allowed, but not to the closely spaced
parallel runways within each complex. During periods of heavy traffic
under instrument conditions, two parallel monitor positions, PM-i and
PM-2, are deployed to ensure lateral and intrail separation of approach-
ing aircraft. PM-l monitors aircraft to the 25 runway complex, and PM-2
monitors the 24 runway complex.

Brief descriptions of the four sectors and the instrument and visual
approach operations are given below,

B. Sector Traffic Operations

1. Arrival Sectors

a. Downey Arrival Sector (AR-i)

The Downey Arrival Sector processes the typically heavy
traffic arriving at LAX from the east and south and all instrument opera-
tions at the Hawthorne (HHR) Airport . Where parallel approaches are in
progress at LAX, the Downey Controllers will usually sequence traffic
to the Runway 25 complex. In general, controller duties are similar to
those exercised by Stadium Sector personnel.

Figure 10 shows the principal arrival and crossing routes
used in the Downey Sector.

These routes are designated by number as follows:

• Route ic for arrivals at LAX from the east.
This is the primary arrival corridor through
the Downey Sector and is used by high speed
commercial jets.
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• Route td for arrivals at LAX from th~ south
over SBI. it too, Is used mainl y by com-
mercial  jet  a i r c r a f t .

• Route 2 for instrument tr af fic arriving at
and depar t ing UHR .

• Route 3, for nor t h — s o u t h  t r a f f i c  through the
sec tor ,  I t  i s  l a r g e l y  a l t i t u d e  s ep a r a t t - i l
from Routes Ic and Id traf ilt- .

t
ATE

IN T ER SE CTI ON

AT E h

LAX 
~~~~~~~~~~ 

2~~L,R ATE 2 \ ._._~~~~
_ ..._.R TE 7

HHR _~~~~~~~~~~~~~~~ \

\ R T E  ~

SA- 4416 - 32

FIGURE 10 DOWNEY ARRIVAL (AR-i )  ROUTES

As indicated in Figure 10, most traffic on Route Ic enters the sector
at the LAX localizer heading about 25 miles east of the airport. Most
jet traffic on Ic enters the sector at or descend ing to 10,000 feet,
crosses the Downey Intersection (about 15 miles from LAX) at or descend-
ing to 4,000 ft., and is handed off to the L.A . tower near the LOM at
about 2,000 ft. Route Id jet traffic enters over the Seal Beach VORTAC
(SLI) at or descending to 7,000 ft. and is typically vectored to the
localizer final approach heading, intersecting it and merging with the
Route lc and Stadium arrival flows at 4,000 to 6,000 feet. The rela-
tively high volumes through the Downey Sector require frequent spccd
control directives, particularly to aircraft on Route Ic. Moat LAX
arrival jet traffic on Routes Ic and Id crosses the Downey Intersection
between 230 and 270 knots, with aircraft in potential overtaking situa-
tions occasionally reduced to 200 kts or less.

Both Routes Ic and id contain small amounts of relative ly
low speed general aviation and commuter air traffic inbound to LAX ; this
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traffic usually remains altitude separated from the higher, faster traf-
fic on these routes until the Downey intersection is reached. The slower
traffic is generally assigned to the Runway 24 complex for easy access
to the LAX commuter terminal. It proceeds through the sector at speeds
between 130 and 170 kts.

The potential for overtaking conflicts between aircraft
under Downey Sector Control is especially high on Route ic inbound to
Downey Intersection and fairly high for the Route ld inbounds to Downey,
while overtaking conflicts on Routes 2 and 3 appear to be insignificant.
Crossing conflicts in the sector appear to be miniiai~ ed through the
strict, altitude separated structuring of intersecting air routes and
arriva] corridors . This is especially true of the intersection of
Route 3 with the LAX arrivals on Routes lc and id. Merging conflicts ,
which occur between Downey Intersection and the LOM create special prob-
lems for both Downey and Stadium arrival controllers since these con-
flict situations depend on runway assignments, instrument or visual
approach conditions, and the traffic volume and aircraft type mix in
both sectors at a given time. Our analysis of the potential merging con-
flicts for each type of approach condition is described shortly.

b. Stadium Arrival Sector (AR-2)

The Stadium Arrival Sector handles arrival flights to
LAX from the north and west plus instrument approaches to the Santa
Monica airport and miscellaneous crossing traffic. Controller responsi-
bilities include the full positive control of all instrument approaches
to LAX plus the sequencing of all visual approaches so that the appro-
priate separation standards are met and maintained. This involves the
use of radar vectoring and speed control directives for all traffic and
the issuance of runway assignment and traffic identification instructions
to visual approach traffic.

Figure Il shows the principal arrival and crossing routes
used in the stadium sector.

These routes are designated by number as follows:

• Route la for arrivals to LAX from San Francisco
and other points north and west. This is the
primary arrival corridor through the Stadium
sector , and is used mainly by commercial, hi gh
performance jet aircraft.
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• Route lb for arrivals to LAX from the Ventura
area and points west. This usually inc ludes
a high percentage of general aviation and com-
muter aircraft that is altitude separated from
the faster Route Ia traffic between Saddle and
S14D.

• Route 2, an aggregation of routes for traffic
using Santa Monica Airport.

• Route 3, roughly corresponding to the V459 air-
way, for aircraft arriving at Hawthorne and
other satelli te a irpor ts, or crossing the sector
on north or south headings . It is altitude
separated from most of the traffic on the localizer
approach path to LAX .

A VIRGINIA

ATE in

RADAR
ATE lb VECTOR TO

~~~~~~~~~~~~~~~~~~~ 
\ 

LOCALIZER

o ~ DOWNEY
_ 24 o ~~~~~~~~~~~~~~~~~~ INT .

LAX “
~~~~~25 LOM 

\
RTE 3

SA-4416-33

FIGURE 11 STADIUM ARRIVAL (AR-2 ) ROUTES

As indicated in Figure 11, most of the traffic on Route
la enters the sector near the Virginia Fix at or descending to 11,000 f t .,
turns east over Saddle at 9,000 to 10,000 ft., and crosses S~~ at approx-
imately 7,000 ft. Aircraft proceed east of ST~~ and at 4,000 to 5,000 ft.
are radar vectored to the base and final approaches, reaching the local-
izer outer marker (LON) at about 2,000 ft., where they are handed off
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to the tower. Under light-to-moderate traffic conditions, Route Ia
aircraft are allowed to decelerate at the pilot ’s discretion , with most
aircraft slowing to around 250 kts at SMO and 200 kts at LOM.

Route lb traffic crosses Saddle at 7,000 ft. and the SMO
area at less than 5,000 ft. Most aircraft on this route are turned in-
bound on the base approach leg at the LOM, which effectively removes
much of the overtaking conflict potential with the faster Route la traf-
fic, leaving instead a potential merging conflict point with Route lb
traffic and other inbound traffic at the localizer . Most Route lb traf-
fic uses the Runway 24 complex.

Major potential conflicts in this sector include a sig-
nificant amount of overtaking on Route Ia and the merging of la traffic
at the LAX localizer with inbounds from the east and south through the
Downey arrival sector. (Both the instrument and visual approach conflict
potentials at the LAX localizer are discussed below.) The potential for
crossing conflicts is quite high between la traffic and departures out
of LAX heading east through the North Departure sector, as will be dis-
cussed shortly. Some crossing conflicts are possible between aircraft
on Routes 2 and 3, while some overtake conflict potential exiw s on both
routes.

Aircraft separation minimums are 3 to 6 miles, depending
on the pairwise aircraft size and type mixes involved on relative air-
craft headings.

2. Approach Characteristics

a, Instrument Approach Merges

Figure 12 below shows the five distinct merge points that
are assumed to exist at the LAX localizer during instrument approach
conditions, when simultaneous IFR landings are performed on the Runway
24 and 25 ILS ’s.

The traffic composition of each of the five merge points,
which can involve aircraft from both arrival sectors, is briefly de-
scribed below. They are:
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STADIUM (AR 2) RTE in
SECTOR

ATE la A DENOTES DOWNEY
ATE lb INTERSECTION

5

LOM 

ATE 

I)

SA-44 i 6-34

FIGURE 12 INSTRUMENT APPROACH MERGE POINTS

• Point 1, which combines most jet traffic (except
jumbos) on Route lc with most jet traffic on
Route id (except jumbos) at Downey Intersection
for landing on Runway 25. (Jumbos and some other
larger aircraft are usually too heavy to use the
Runway 25 complex.)

• Point 2, which combines some Route id heavy jets
and all Route ld and lc jumbos with approximately
half the jet t r a f f i c  inbound from the Northwest
on Route la. Merging takes place at or near the
Downey intersection for landing on Runway 24.
Route id t ra f f ic  is assumed to cross over Route
ic traffic to Runway 25.

• Point 3, which combines all point 2 traffic with
the slower Route ld general aviation and conmiuter
traffic for landing on Runway 24. Merging is as-
sumed to take place halfway between Downey Inter-
section and LOM. This Route ld traffic is as-
sumed to cross beneath Runway 25 traff ic by 1,000
to 2,000 feet.

• Point 4, which adds about half the Route la jet
traffic to the Runway 25 stream at a near Downey
intercept. The Route la traffic is assumed to
cross under the Runway 24 traffic . (The Runway
25 complex is a convenient terminal access for
several airlines flying into LAX from the north-
west.)
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• Point 5, which combines Bunway 24 traffic with
Marina arrivals through the Stadium sector
Route lb. Merging is assumed to take p lace at
the LOM.

For our analysis purposes, the overtake conflict workload
is allocated to each arrival controller based on the traffic composition
of each route se~ nent in the merge area. For example, if half the traf-
fic on the Runway 25 localizer between Downey Intersection and LOM
entered the Downey sector, then that arrival controller is assumed to re-
tain control of those aircraft only, and he is therefore assigned half
the overtake conflict processing necessary on that segment. The remain-
ing workload would be assigned to the Stadium sector controller.

c. Visual Approach Merges

Figure 13 shows the merge points assumed to remain in
effect under visual, side-by-side approach conditions . Merge points 2
and 4 have been largely eliminated by the assignment of Route la traffic

AT E la

RTE l b

V Y 4 ~~~~~~~~~~~~~~~~~~~~~
I 

LOM 

\ RTE ld 
\RTE 

ATE i d

SA-441 6-35

FIGURE 13 VISUAL APPROACH MERGE POINTS

under Stadium control to Runways 25R and 24R. A small amount of merging
at point 2 will occasionally be necessary to combine Route Ic and id
jumbo and heavy jet traffic. All altitude crossing separations for in-
strument approaches are assumed to hold for visual approaches ; these are
indicated by the loops in Figure 13. The remaining merging and overtaking
conflict workloads are distributed among controllers and coordinators as
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before, although much conflict avoidance work will be replaced by routine
“see and be seen” visual approach instructions.

3. Departure Sectors

a. South Departure Sector (DR-l)

Figure 14 shows the major departure and crossing routes
used in the South Departure Sector.

0 SMO

ATE 3

~~~~~ 24

SLI 0

RTE 3
SA-44t6-36

FIGURE 14 SOUTH DEPARTURE (DR-i) ROUTES

These routes are used as follows:

• Route lh for oceanic departures to the west
and southwest.

• Route ii primarily for coennercial jet traffic
to San Diego and points south and east.

• Route lj primarily for commercial jet traffic
over the Seal Beach VORTAC to the east and
southeast.

• Route 2 for general aviation and commuter
t ra f f ic  to Ontario, Santa Ana and points east ,
and instrument departures from Hawthorne.

• Route 3, as a cont inuation of North Departure
Route 3 for enroute traffic north to the
Hollywood-Burbank area.
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Aircraft departing LAX on Routes lh, li and lj enter the sector at or
climbing to 2,000 ft. and are handed off to the Los Angeles ARTC Center
at or climbing to altitudes between 7,000 and 10,000 ft. Aircraft on
Route 2 departing LAX climb to and maintain altitudes under 4,000 ft.
in TRACON airspace, while HHR departures often climb to 7,000 in a cir-
cling pattern, leaving the TRACON at 7,000 ft. above the airport. Route
3 traffic maintains 4,000 to 5,000 ft. altitudes through the sector.

Route 1 aircraft tend to climb rapidly through the sector
and are therefore above most other aircraft at points where their routes
intersect, thereby minimizing the potential for crossing conflicts.
The potential for overtaking conflicts, however, is high on Routes Ii
and lj and moderate on Routes lh, 2 and 3.

b. North Departure Sector (DR-2)

Figure 15 shows the major departure and crossing routes
used in the North Departure sector. These routes are designated and
used as follows:

ATE if
RTE 

ATE 3 — — — —  Denotes Stadium , AR-2
Sector Route la A rriva ts

SADDLE A

I

~~~~~~~~~~~~~~~~~

f

~~~
\

EXPECT RADAR VECTOR
FOR TURN

SA-4416-37

FIGURE 15 NORTH DEPARTURE (DR-2) ROUTES

• Route le for departures to the east.

• Route lf for departures to the north and north-
west.

• Route Ig for oceanic departures.

• Route 2 for low level, general aviation and com-
muter traffic to Ventura, Santa Barbara, and
other points north and west.

139

Ca- ._ - ,  -~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~ — -— . ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
- - -  - —--- .-_.- _--.,

~~- 
---- . 

~~~~~~~~~~~~
__  - -



• Route 3 for traffic enroute through the
TRA~0N to the Hollywood-Burbank area and
points north .

• Route 4 for instrument departures from *

Santa Monica (SMO) and Hughes (OVR ) Airports.
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X LOS ANGELES TRACON ARTS III MODEL

SRI conducted a field experiment at Los Angeles TRACON during the
week of May 3, 1976, which included observations of the operations of
the two arrival sectors (AR-l and AR-2) and the two departure sectors
(DR-l and DR-2). Workload modeling data are based on data measurements
taken during one 1-hour observation session for each of the four sectors.
During these observation sessions, AR- i was operating with a 1.5-man team,
AR-2 with a 2.5-man team, and the two departure sectors were each operat-
ing as 2.5-man teams ; visual operations were in effect, and parallel moni-
toring positions (PM-I and PM-2) were not manned . Two additional 1-hour
sessions observed each arriva l sector, during which instrument operations
were in effect part of the time with the PM-i and PM-2 manned. Although
detailed task activity measurements were not obtained during these latter
sessions, these observations aided our modeling of instrument operations.

Our Los Angeles TRACON field observation, data reduction, and work-
load model formulations closely parallel those we made for the Oakland
Bay TRACON. In this section, we describe the Los Angeles TRACON models,
but to avoid repetition do not discuss many of the modeling details.
Such details have already been explained during our analysis of the Bay
TRACON. However, where Los Angeles and Bay TRACON operations differ, we
do delineate our modeling approach.

A. Routine Work

1. Composite Team Routine Event Data

Measurements of routine event frequencies for each sector are
summarized in Table 49, and corresponding minimum task performance times
for the composite team are shown in Table 50. The basic and supplemental
control events correspond in general to those identified for the Oakland
Bay TRACON (Tables 1 and 2), but some differences should be noted.

For example, three additional handoff acceptance events--flight
strip preparation , flight strip printer servicing, and clearance delivery--
were observed at the Los Angeles TRACON and are included as supplemental
events in Tables 49 and 50. These events account for the departure con-
trollers ’ requirement to service the flight strip printer (one of which
is located near each departure sector console), and the arrival controllers’
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Table 49

COMPOSITE TRAIl
ROUTINE EVENT FREQUENCY ESTIMATES

LOS ANGELES T RACON

Routine Control Event Description Event Frequency Sector
(event/aircraft)

Event Basic Event and DR—i DR—2
AR—i AR—2 South NorthFunction Supplemental Event 

- Downey Stadium Departure Departure

Control Handoff acceptance 0.92 0.86 0.94 0.91
Jurisdic tion Manual acquisition—silent 0.92 0.86 0 0
Transfer Flight strip preparation 0.92 0.86 0 0

Flight strip printer servicing 0 0 0.94 0.91
Tower departure call (run down ) 0 0 0.94 0.91
Clearance delivery coordination 0 0 0.06 0.09
Controller coordina tion 0.23 0.18 0.17 0.06

Handoff initiation—silent 0.08 0.14 1.00 1,00
Controller coordination 0.15 0 0.14 0.18

Traffic Initial pilot call—in 1.00 1.00 1.00 1.00
Structuring TCA clearance request 0.08 0.14 0.06 0.09

Initial controller response 1.00 1.00 1.00 1.00
Altitude instruction 0 .62  0 .64  0 .31  0.56

Da ta update 0.62 0.64 0.25 0.38
Heading/rou te instruction 0.23 0.82 0.39 0.09
Speed instruction 0.62 0.23 0 0
~ ‘proach/runway advisory 0.54 0.82 0 0

liata update 0 0.82 0 0
T r a f f i c  advisory 0.08 0 .09  0.08 0.06

• ATIS Advisory 0 0 0 0
Altimeter setting advisory 0 0.05 0 0.06
Transponder code assignment 0.08 0.14 0.06 0.09
Con troller coordination 0 0.05 0.03 0

Altitude instruction 1.27 2.41 0.67 0.59
Data update 0.58 1.23 0.31 0.18
Controller coordination 0 0.14 0.17 0.06

Heading/route instruction 0.62 2.27 1.50 1.47
Controller coordination 0 0.14 0.08 0,03

Speed instruction 0.85 2.09 0.08 0.12

Approach cleatance 0.85 0.64 0 0
PVD display update 0.85 0 0 0

Runway assignment 0.27 0.14 0 0 
*

Controller coordination 0.15 0.14 0 0

Traffic advisory 1.38 1.27 0.72 0.65

Pilot altitude report 0.12 0.27 0.92 1.21

Pilot heading/position report 0 0.14 0.19 0.15

Pilot  speed report  0.04 0.18 0.08 0.03

Miscel laneous A/C cossnunication 0.04 0.18 0.14 0

Frequency change 1.00 1.00 1.00 1.00
Transponder code change 0 0 0.11 0.06
Approach/runway advisory 0.23 0.68 0 0
Altitude/heading/speed instructio- 0.62 1.00 0.06 0.59

~‘i1ot Altitude revision 0.12 0.18 0.06 0.15
Request Controller coordination 0 0.09 0 0.06

Rou te/heading revision 0 0 0.06 0.06
Con troller coordination 0 0 0 0.06

Miscellaneo us pilot request 0.08 0 0.11 0.06

General Pointou t acceptance 0.04 
- 

0.05 0.03 0.03
In tersecto ,- 

Poinr out initiation - 0.08 0.09 0 0

na tion Control instruction approval 0.04 0.05 0.06 0.12
Plann ing advisory 0.35 0.27 0.08 0.06

\ i r ~~r~~f t  st atus advisory 0.19 0.18 0.11 0.12

(ener-, Data b~~, - k  for cing/removal 0.92 0.36 0.61 0.71

~~~~~ di splay ad ju st uen t  0 .08 0 0.14 0.03

• 142

a- ~~~~~~~~~~~~~~~~~~~~~ .-~~. .- ..- —- ~~~~~~~~~~~~~~~~ - .—_ - - - - -——-- ----
~
------.--.----—— —i,--

~
.-- - ,-



Table 50
COMPOS I TE T EAM

ROUT INE TASK M INIMUM PERFORMANCE TIME ESTIMATES
LOS ANGELES TRACON , SYSTEM 1--ARTS I I I  BASE

R O ut i n e  C o n t r o l  Ev en t  G~~-. r i n n  i~ nfl— n -n I i~~ n by Task ( n a n — s e c / e v e n t )

Event l j sj c  F-v.~n t  and 
- 

Dare
, F1i~ ht In t er p h on e

Func t ion  S u p p l em e n t a l  E v e n t  (~~~~~~n~~ Disp~~~y Proce~ s — I  Cormuni-  Ccnntu~n I —
— t i ~~~ ~~eratcon ing J~ 

c a t i o n  C O t t on

i~on t ro 1  H a n d o f f  accepr an ~-e 2
J u r i s d i c t i o n  Manoal a cq u i s i t i o n —s i l e n t  2
~t .~n sfer Flight strip pr eparat ion 6

F l i g h t  s t r i p  p r i n t e r  s e r v i c i n g  15
Tower d e p a r t ur e  call  (run down) 2
Clearance de l ivery  2 10 3
Controller  coordination 6 3

Handoff initiation—silent 3
Controller coordination 6 3

traffic Ini tial pilo t call—in 4 1
; t ruc turing  TCA clearance request 4 10 6

Initial controller response 2
A l t i t u d e  i n s t r u c t i o n  3

Data update 2

Heading/route ins truction 3

Speed instruc tion
Approach/runway advisory 3

Da ta upda te 2

Traffic advisocy
ATIS Advisory 3
Al t ime te r  s e t t i n g  advisory 3
Traosponder code assignment 3 3 2
Con troller coordination

Altitude instruction 5
Data update 2
Controller coordination 5 3

Reading/route instruction 5

* 
Controller coordination 5 3

Speed instruc tion 5

Approach clearance 6
P110 display update 3

Runway assignment
Controller coordination

Traffic advisory

Pilot altitude report

Pilot heading/position report

Pilot speed report

Miscellaneous A/C communication

Frequency change 4
Transponder code change 2
Approach/runway advisory 3
Altitude/heading/speed instructioi 3

Pilot Altitude revision 6 2
Request Controller coordination

Route/heading revision 8 2
Controller coordination

Miscellaneous p ilot request 6

General Poin tout acceptance 3 6 3
Inter sect or
Coord i— Pointou t initiation 6 3

- cation Control instruct ion approval

Planning advisory

Aircraft status advisory

General Data block torcing /rcTnval 3

Op e r a t i o n  PVD d i s p l a y  adj u st n . . i 3
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requ irement to handwrite their own flight strips (no printed flight
strips are de livered to the arrival sectors and paper scra tch pads are
not used), Also , clearance delivery coordination is conducted by the
departure sectors with some local towers (other than LAX) regarding cer-
tain aircraft that will enter the TCA after take-off from these lesser
airports; in these cases, a tower is advising the TRACON controllers of
an aircraft ’s flight intention. These flights, as well as other “pop-
ups,” enter the TCA without formal silent handoffs because other ARTS III
or NAS Stage A equipped facilities are not involved, and they require a
TCA clearance request A/G communication from the pilot (which is treated
as a supplemental event to the basic pilot call-in , as in the Bay TRACON
anal ysis) .

Some minor differences occur between Bay TRACON and Los Angeles
TRACON traffic structuring events. The AR-2 controllers were usually ob-
served to perform the data update event by marking their flight strips
(rather than using keyboard data entry/disp lay operations) to record the
issuance of approach/runway advisories dui~ing the initial controller re-
sponse to a pilot call-in . The AR-I controllers , however, were observed
to record the issuance of an approach clearance by using data entry!
display operations (a PVD disp lay update event). Both Los Angeles TRACON
arrival sectors conduct some routine interphone coordination with tower
controllers regarding specific runway assignments (the LAX approaches are
more complex than those of SF0). These arrival sectors in some cases
issue approach/runway advisories to pilots, supplementing a basic fre-
ciuency change event (this repeating of the approach clearance is analogous
to instructions given by both feeder and final sectors at Bay TRACON).

2. R Controller Routine Event Data

We allocate the composite team task requirements to the R con-
troller for each of the four manning regimes in accordance with the
allocation rules defined for the Bay TRACON analysis: the coordinator
performs routine interphone tasks and , for the 1.5-man team, performs
half the handoff events; the H controller performs keyboard data entry!
display tasks where appropriate (including departure sector flight strip
printer servicing), and interphone communications if the coordinator
position is not manned; and face-to-face communications apply only to
the multi-man team regimes. The resulting R controller task allocations
are shown in Tables 51, 52 , 53, and 54 for the I-man, 1.5-man, 2-man,
and 2.5-man teams respectively. The corresponding R controller routine
event minimum performance times are summarized in Table 55.
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Table 51
R CONTROLLER

ROUTINE TASK MINIMUM PERFORMANCE T IME ESTIMATES
LOS ANGELES TRACON, SYSTEM 1, 1—MAN TEAM

Rout in e Con t ro l  E cen t  De s c r i p t i o n  P e r f o r m a n c e  Time by Task (nan—sec/event )

Event 8asic Event and A/c En t r /  
f lj ~ ht I n t e r -  F a c e — t o —  

- -Func t io f l  Supplemental  Event Commun i— Display Process— Co~~~uni — C on m u n i —  rot e
ration ~eration ing cation c an on

C ont r o l  H a n d o f f  acceptance - 2 2
i nr i s d i c t i o n  Manual a cq u i s i t i on— s i l en t  2 2
T r an s f e r  F l i g h t  st r ip  p r o p nr ar i o n  6 6

Fligh t s t r ip  p r i n t e r  se rv ic ing  15 15
Tower departure call (run down ) 2 2
Clearance delivery 2 10 12
Controller coordination 6 6

Handoff  i n i t i a t ion—si len t  3 3
Controller coordination 6 6

T r a f f i c  In i t i a l  p ilot cal l—in  4 1
S t r u c t u r i n g  TCA clearance reçuest 4 10 6 20

Initial controller response 2 2
Al t i tude  ins t ruc t ion  3 3
Data update 2 2

Head ing / rou t e  ins t ruct ion  3 3
Speed - nstruction 3 3
Approach/runway advisory 3 3

Da ta update 2 2
Traffic advisory 3 3
ATIS Advisory 3 3
Altimeter setting advisory 3 3
Transponder code assignment 3 3 2 8
Controller coordination 5

Altitude instruction 5 5
Data update 2 2
Controller coordina tion 5 5

Heading/rou te instruction 5 5
Controller coordination 5 5

Speed instruction 5 5

Approach clearance 6 6
P110 display update 3 3

Runway assignment 5
Controller coordination 5 5

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5 5

Miscellaneou s A/C communication 5 5

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3 3
Altitude/heading/speed instructio t 3 3

Pilot Altitude revision 6 2 8
Request Controller coordination 5 5

Route/heading revision 8 2 10
Con troller coordination 5 5

Miscellaneous pilot request 6 6

General Pointout acceptance 3 6 9
Inter sector
Coordi— Po~ntout initiation 6 6

nation Control instruction approval 
- 

5 5

Planning advisory 5 5
Aircraft status advisory 5 5

General Data block forcin l/renoval 3 3

~~~~ ion P111) disp lay adJu .ttert 3 3
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Table 52
R CONTROLLER

Oi l ! I N ! .  T A S K  M I N I M I M PERFOR MANCE TIME ESTIMATES
(IC AN (~EI ES TRACON , SYSTEM 1, 1 .5 -MA N TEAM 

_________ ________—

~~~~
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~~~

, I O l i n  C i n t e r —
- e t  t .. - L - I~~ i it an 

-~ 
-

- - — I E n t ry !  Str  p p hon e - i i .  -
l a i r ~n i t  Sopp l , - : n - . ’  t e l  C - n i .  1 D I s p l ay  Process— Ct .ccnuni — Cur - j : e i t . i —

‘

~

Ion

~

ni in g i C t I c f l ~~ , - i t i u n 
—

-

Coon rul ,~~ - I  .n - . e p  1 .00 - 0
J , t i s d i c t l o n  ~: n a , l  .. - , i j s i t j i i — - i i j  - i i i  2 2
I r n  ,fer Ph i-k ’ st r i p pr  ,. j - , i -  6 6

F - .t r i p ~ r i  i l l - C  a cr e S .  Ing 15 15
i n -a r  d i - p ar t u r .  I - e l i  ( r u n  dot-itt ) 0
C I .- . r i i i i - n d c , h i v er y  2 10 12
C u i r r r o l l , - t  c o o r d i n a t i o n  3 3

I i n j t i . , t i u i , — n i l , - r m t 3 3
Ccii  r o l ler  c u . , r d  i r i a t  In , .  3 -i

T r a f f i c  I n i t i a l  p i l o t  n e l l - i n  4 1 5
S t r u c t u r i n g  ICA cl ear . ,n c e  r 4 10 6 20

I n i t i a l  c o nt r o l h- ,  r i n i l I t i e 2 2
it i i , ! . -  in s r r u . - t  i n . ,  3 3

ila t a  u p d a t e  2 2
}le~ .I I ‘~~~/ e r n i e , -  in - F r uct  iOn 3
Speed i l l - I t ru e  t b , ,  3
A p p r i . a c h / r u n w ay  a dv i e o r y  1 3

Dar t up d at e  2 2
Tr ail!, - advisor y -i 3
AT IS A dv i s o r y  1 3

b r  s e t t i n g  advisory 3
T r a n s p o n d e r  code -t i C  Igoment  3 3 2 8
C o n t ro l l e r  coord loan  ion 3

Altitud e instruction
Data update 2
ControJ ier coordination 1 3

H e a d in g / r o u t e  i n s t r u c t i o n  5 5
Controller coordination 3

Speed i n s t r u c t i o n  S S
Ap pr oac t cl earance 6 6

PVD d isplay update 3 3

Run way assignment 5 5
Controller co ord inat l’- n 3 3

Traffic advisory 5 5

P ilot altitude report 5

P i lot he ading/po sition report 5

Pil ot Speed report 5 5

Misr ellaneous A/c communicat Ion 5 5

Freq uency change 4 1 5
Transponder code ch ange 2 2
Approach/runway adviso ry 3 3
Al titude/heading/spe ed instr u cniot 3 3

Pilo t Altitude revision 6 2 8
Request Connrol ler coordinatiun 3 3

Rou te/heading revision 8 2 10
Controller coordination 3 3

M i s c e l ln , . e ou s  p i lo t  request  6 6

General Pointou t acceptance 3 3 6
Intersec tar
Gourd !-  P o i n t o u t  i n i t i a t i o n  3 3

nat ion Con trol instruction appro val 3 3

P l a n n i n g  advisory 3 3

.~i rr r,, f t  s t a t u s  .-tdv i so ry  0 *

( i - r i - r d  C i t  -‘ b l o c k  f o r c i n g / r i - c  - vii i 3 3

PVC ill - ,. I  .ly o d j u s i t  i t  3 3
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Table 53
R CONTROLLER

ROUTINE TASK MINIMUM PERFORMANCE TIME ESTIMATES

- - ___________________ LOS ANGELES TRACON. SYSTEM 1, 2-MAN TEAM

R o u t i ne  Cont ro l  Event D - sc r i p t i on  - P e r f o r m a n c e  T i m e  by Task (m a n — se c / e v e n t )

Event  Basic Event and 

- 

Com~~~ni-  En~~~~/ ~ii ght lpt e r-  Fa~ e-t o-~
Func t ion  S u p p l em en t a l  Event  - Disp ay Process— Cøaaru n i— Comri -j n i —  ot a l ,

ca t ion  ~~eratio ing c a t i o n  c a t i o n
‘ont r o ]. H~ rr i o ft  accep tance  - 0
l ur i s d i c t i o n  Manual  a c q u i s i t i o n — s i l e n t  0
r an s f e r  F l i g h t  s t r i p  p repa ra t i on  0

Fl ight  s t ri p p r i n t e r  se rv ic ing  0
Tower d e p a r t u r e  call  ( run down) 0
Clearance de l i ve ry
Controller coordination 3 3

Handoft  i n i t i a t i o n — s i l e n t  0
Con t ro l l e r  coordinat ion  3 3

r a f f i c  In i t ia l  pilot ca l l—in  4 1 5
tructuring TCA clearance request 4 6 10

In i tia l  c o n t r o l l e r  response 2 2
Altitude instruction 3 3
Data update 2 2

Heading/ rou te  i n s t ruc t i on  3 3
Speed Instruction 3
Approach/runway advisory 3

Data update  2 2
Traffic advisory
AIlS Advisory
Altimeter setting advisory 3 3
Transponder code assignmen t 3 2 5
Controller coordination

Altitude instruction 5 5
Data update 2 2
Con troller coordination 3 3

Heading/rou te instruction 5 5
Controller coordination 3 3

Speed instruction 5 5

Approach clearance 6 6
P110 display update 3 3

Runway assIgnment 5 5
Control let coordination 3 3

Tra (fic advisory S S

Pilo t altitude report 5 5

Pilot heading/position report 5 5

Pilo t speed report 5

Mis cellaneous A/C communica tion 5 5

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3

Altitude/heading/speed instructiol 3 3

Pilot Attitude revision 6 2 8
Request Controller coordination

Route/heading revision 8 2 10
Controller coordina tion 3 3

yliscellaneous p ilot reques t 6 6

I General Pointout acceptance 3 3
Intersector
Coordi— Pointout initiation -

na tion Control ins truction approval 3 3

PlannIng advisory

Aircraft status advisory 0

General Data block forcing/removal 3 3

i’VI) , i iy p 1i~v a dj u a t m e t i t  3 3
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Table 54
R CONTROLLER

ROUTINE TASK MINIMUM PERFORMANCE TIN E ESTIMATES
— 

LOS ANGELES TR.ACON , SYSTEM 1, 2.5—MAN T EAM

Rout i i t e  Con t ro l  Event D e s c r i p t i on  P e r f , ’r c a -  Ti~~e by Task ( r a n — s e c - c - c ot )

Event Basic Event  and A/c  
- — 

U i i t n
7 

F l ight  I n t e r -

F u n c t i o n  Supplementa l  Event ommani Disp~ av procegs— Com monS— Commim uni— eta
___________ _________ _______________ - 

cation 
~~!!! ~4on log c a t i o n  c a t i on

: o n tt o l  Hart do ff  accep tance  0
ur i s d  i t t  ion Manual a cq u i s i t i o n — s i l e n t  0
ransfer Flight St r ip  p r e p a r a t i o n  0

Flight  s t r i p p r i n t e r  s e r v i c i n g  0
Tower d e p a r t u r e  t a Il  (run dow-n ) 0
Clearance  d e l i v e r y  3 3
Controller coordination 3 3

Handof f  i n i t i a t i o n — s i l e n t  0
Cont ro l le r  c o o r d i n a t i o n  3 3

r r a f f ic  In i t i a l  pi lot  c a l l — i n  4 1 5
tructuring TCA clearance request 4 6 10

init ial  cont ro l le r  response 2 2
A l t i t u d e  i n s t ruc t ion  3 3

Data update  2 2
H e a d i n g / r o u t e  i n s t r u c t i o n  3 3
Speed in s t ruc t ion  3 3
Approach/runway advisory  3 3

Data update 2 2
Traffic advisory 3 3
ATIS Advisory
Al timeter setting advisory 3 3
Transponder code ass ignment  3 2 5
Controller coordinat ion 3 3

A l t i t u d e  ins t ruct ion 5 5
Data update 2 2
Controller coo rd ina t ion  3 3

Heading/route instruction 5 5
Controller coordination 3 3

Speed instruction 5 5

Approach clearance 6 6
P110 display update a

Runway assignment 5 5
Controller coordination 3 3

Traffic advisory 5 5
Pilot altitude report 5 5

Pilot heading/posi t ion repor t  5 5

Pilo t speed report 5 5

Miscellaneous A/C communication 5 5

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3 3
Altitude/heading/speed instructiom 3 3

Pilot Altitude revision 6 2 8
Request Controller coordination 3 3

Route/heading revision 8 2 10
Controller coordina tion 3 3

Miscel laneous  p ilot request  6 6

General Pointout  acceptance 3 3
tn t er~ ec tor , 3
Coordi— PoSntout initiation -

nation Control instruction approval 3 3

Planning advisory 3 3

Aircraft status advisory 0

General Data block forcing/removal 0
1 

P111) d isplay adj..’it n,’.t 0
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Table 55
R CONTROLLER

ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES
—~~~~~~~~~~ LOS ANGELES TRACON , SYSTEM I--ARTS I I I  BASE

R ou t i n e  - ‘i , t r u l  Event  D e s c r i p t i o n  P e r f o r m a n c e  Time by Team (n a n — s e c / e v e n t )

Event Basic Event and l .O-Man 1.5—Man 2.0—Man 2.  ‘-M ~~F n ’cct i o n  Supp iccent a l  Event  Team Learn Team T, c i

on t r o l  Handof f  acceptance 2 - 2 0 0
urisdiction Manual acquisition—silent 2 2* 0 0

I ransier  F l i g h t  s t r ip  p r e p a r a t i o n  6 6 0 0
F l igh t  s t r i p  p r i n t e r  s e rv i c ing  15 15 0 0
Tower departure call (run down) 2 0 0 0
Clearance delivery coordination 12 12 3 3
Controller coordina tion 6 3 3 3

Macdoff i n i t i a t i o n — s i l e n t  3 3* 0 0
Cont ro l le r  coord ina t ion  6 3 3 3

r r a f f i c  I nit i a l  pilot c a l l — i n  5 5 5 5
Struc turing TCA clearance request 20 20 10 10

Initial controller response 2 2 2 2
Altitude jnstrucrtiort
Data update 2 2 2 2

Heading/ro ute instruction 3 3 3 3
Speed instruc tion 3 3 3 3
Approachfrunway advisory 3 3 3 3 -

Data update 2 2 2 2
Traffic advisory 3 3
AILS Advisory 3 3 3 3
Alt imeter  set t ing advisory 3 3 3 3
Transponder code assignment 8 8 5 5
Controller coordination 5 3 3 3

Altitude instruction 5 5 5 5
Data update 2 2 2 2
Controller coordination 5 3 3 3

Heading/rou te instruction 5 5 5 5
Controller coordination 5 3 3 3

Speed instruction 5 5 5 5

Approach clearance 6 6 6 6
PVD display update 3 3 3 0

Runway assignment 5 5 5 5
Controller coordination 5 3 3 3

Traffic advisory

Pilot al titude report 5 5 5 5

Pilo t heading/position report 5 5 5 5

Pilot speed report 5

Miscellaneous A/C communica tion 5 5 5 5

Frequency change 5 5 5 5
Transponder code change 2 2 2 2
Approach/runway advisory 3 3 3 3
Al t i tude /heading/speed  instruc tlo  3 3 3 3

Pilot A l t i t u d e  revision 8 8 8 8
- Request Controller coordination 5 3 3 3

Route/heading revision 10 20 10 10
Controller coordination 5 3 3 3

Miscellaneous p ilot request 6 6 6 6

General Pointo ut acceptance 9 6 3 3
intersector
Coordi— Pointout initiation

nation Control instruction approval 
-

Planning advisory

Aircraft Status advisory 
- 0 0 0

Ge ne ral Data block forcing/r emova l 3 3 3 0

‘ , “ r e t l o n  rva d isp lay adj , .n i .~ , i r  3 3 3 0

“ Indicated event occurs at half the frequency rate shown in Table 49.
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3. Routine Workload Weightings

The R controller routine workload weighting is calculated by
mult ip ly ing event frequencies (Table 49) by corresponding event per-
formance times (Table 55) and summing the products. The resul t ing work-
load weightings are listed in Table 56 for the four sector manning regimes
at each of the four sectors.

B. Surveillance Work

Surveillance workload weightings based on the assumption of 1.25
man-sec/aircraft-m m for PVD scanning is shown in Table 57 for the four
sectors . The transit times in Table 57 are those reported1 for each
sector by Los Angeles TRACON. The transit times shown for the arrival
sectors do not include that portion of time aircraft spend on the final
approach during which separation is maintained by parallel monitors under
instrument operations or by pilots under visual operations; this time
would increase by 2.5 mm the sector transit times shown in Table 57 for
both arrival sectors.

Table 56

R CONTROLLER ROUTINE WORKLOAD WEIGHTINGS
LOS ANGE LES TRA CON , SYSTEM 1—-ART S III BASE

R Controller Routine Workload Weighting,
k , by Team (man—sec/aircraft)

Sector 1 ____________ __________ ___________

1-Man 1.5-Man 2-Man 2.5-Man
Team Team Team Team

AR— i, Downey Arrival 77 72 63 57

AR—2, Stadium Arrival 102 97 87 86

DR— i, South Departure 69 63 45 42

DR—2 , North Departure 71 65 46 44
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Table 57

R CONT ROLLER SURVEILLANCE WORKLOAD WE IC1!TINC
LOS ANGE LES TRACON , SYSTE~1 1——ARTS III BASE

Aircra ft Average Tran— Surveillance Workload
sit Time , t (m m ) W e i g h t i n g ,  CtSector s s 

*
(man—sec/aircraft)

AR— i, Downey Arrival 7.5 9.18

AR— 2, Stadium Arrival 7.5 9.38

DR— i, South Departure 5 6.25

DR—2 , North Departure 5 6.25

*Surveillance workload constan t , c = 1.25 man—sec/aircraft—m m .

C. Conflict Work

I. Conflict Event Data

Application of the potential conflict modeling relationships
(Appendix A) to the traffic operation and route pattern characteristics
for each of the four Los Angeles TRACON sectors provides the conflict
event frequencies shown in Table 58. Distinction is made between visual
and instrument approach operations to account for coordinated approach
mergings and increased overtaking work during instrument conditions.

In accordance with the operational descriptions given for the
two arrival sectors, coordinated approach mergings are made at fewer
merge points during visual rather than instrument approach operations ,
causing the frequency of such events to be less during visual than during
instrument conditions. The overtaking conflict frequencies calculated
in Table 58 for the two arrival sectors during instrument approach opera-
tions are double twice calculated for visual operations, because increased

151

S - . _.. ~~~~~~~~~~~~~~~~~~ -~n -— -—- - 
~~c- c. ._—_.. . ~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~ 

— .-——- _.——1.---
~~~



‘0 Ce
W 4) m)  C~~ m

I I I I
C 8 U  .‘ 0 0  0 0
~~~~C e 0 0  ‘-4 ,-4 .-4 .-4

•.4 0 5
‘ 0 1 4 ,-I 

~~ )( 0 0  )( )( 0 0
14 0 . 00
0 0 . 1.4 to to —zI• -3~o~~~~~~w .

0 0 C4 C’)
14 _ _ _ _ _ _ _ _ _  In _ _ _ _ _ _ _ _ _

o r ’ )  S
3-4 — 0 0
U 1-. 4) (0
to ,c S cfl r~ cfl Si cfl ~flIS. ‘~. 

0 I I S I iB i i s u
1.2 1~J 00 ‘-4 0 0 0 0 1.4 0 0 0 0
U) 1-~ ‘4-4 5 Si ,-4 ~ 4 ‘-4 ‘—4 4) _I ~~I ‘-I .-‘
< U Ce .,.4 Cd 0.

C 14 .~~ 1~ X X  )( )( 0 X X X X4) u CO 4)
CI) I-I 5 1.’ 4.1 0. cn cn c’) ‘.0 ,~ in in C~’) ‘.0

-I 14 0 . . . . .
1-’ I-I 4) Ce 4) .-4 C’) —4 C’) Ce C’) -~~ —4 CN

1.. — 1- .5 0
IS. ‘~ - 0 CI 14

4-4 1-’ ____  Ce _ _ _ _ _ _ _ _ _  0. _ _ _ _ _ _ _ _ _ _

E-~~~~ ~~ 14 0 0.
C .5 14 -~~

~~ I 4) ‘- 4) 0. C’.) c”)
I ii in 0. I I 1.4 I I

~.3 Si .-4 Ce 0 0 5 0 0
C) Cd bO .-4 ‘-4 4) ‘-4 —

Si ~~ U S  ‘~~ E
to 1.21.2 CI ‘-4 0 , 4  (9 )< )( 0 0  X X  0 0
in ~~~ 1-4 ~~ ‘4-4 p.2 00 D

o~ Cl) .-4 5 14 in in ‘.0 Si in ‘.0
‘4-4 0 4) .‘.4 . . in
C U ~~ Ia- 0 en 5 0 en
0 ’  _ _ _ _  _ _ _ _ _ _ _ _  4-4 _ _ _ _ _ _ _ _ _

0
1-4 E-4 Z CIz o  4) en en.. 0 0

00 -l
F-’ S

F—I .‘.4 0 0 0 X 0 0 0 )<
o t o  in

in to to
0

1.2 14 en en

_ _ _  

0 -

4) 4) .—i 0) 4)
to ‘-4 Ce 14 14 —4 Ce 14 14

Ce F- S S Ce F- S S
F- ~4 4.1 Si F- 43 4-4

14 14 14 .,.4 14 14 14
14 1.. (0 Ce 14 14 Ce Ce
1-. ~~ 0. 0. 14 -Ce 0. 0.

-Ce 4) 4) -Ce 44 4)
14
0 

0
Si 4) .‘. . 5.5 4) ~.4 . 5  .5
C) C ‘0 Si 4-) 5 ‘0 43 4.4
4) ~ Ce 5 14 8 (0 5 14
tO 0 1-1 0 0 0 43 0 0

to to z ~~ to to z

.-I C’) .—4 C’) .-4 C-i — (‘4
I I I I I S I S

~~ 1~ ~~
- C e O  0 -Ce -Ce O 0

152

- — —‘--~ t ~~~~ — -; 
~~~~~~~~~~~~~~~~~~~ 

— a- ------——- - - ____________________________—V ~~~~~~~ ~~ — - —



in-trail spacings are assumed necessary during instrument operations for
coordinated approach mergings of both sectors ’ traffic .

Spot checks of conflict task minimum performance times observed
at Los Angeles TRACON showed them to be consistent with those of Bay
TRACON. For our modeling purposes, ‘we use the R controller conflict event
times previously defined for Bay TRACON. These minimum performance times
(tc, tm, to, and tal respectively) for crossing, local merging, overtaking,
and coordinated approach merging situations measured in man-sec/conflict
are :

t
c 

= 40 , for 1-man, 1.5-man, 2-man, and 2.5-man teams ;

t = 35, for I-man , 1 5-man, 2-man, and 2.5-man teams ;m
t = 30, for I-man , L5-man, 2-man, and 2.5-man teams;

t = 32.5, for I-man and 2-man teams
a

= 20.5, for 1.5-man and 2.5-man teams .

Recall that the R controller time for coordinated approach
merging (ta) varies by team manning regime because the coordinator decides
aircraft sequences and calls them out to each R controller.

2. Conflict Workload Weighting

Conflict workload weigh tings ar e es t ima ted by mul tiply ing the
conf l ict event fre quencies (Table 58) by the corresponding performance
time (Table 11). Results of these calculations are presented in Table 59
for visual and instrument approach conditions for the four sectors.
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XI LOS ANGELE S TRACON IJG3RD SYSTEM MODELS

In this Section we describe the operational impacts of the TJG3RD
automation features using our models of R controller workload for the
four Los Angeles TRACON sectors. These features, including their as-
sumed technological and operational characteristics, are the same as
those addressed in our Bay TRACON analysis:

• Automated data handling (ADH)

• Basic metering and spacing (M&S)

• Area navigation (RNAV )

• Discrete address beacon system (DABS ) data link

• DABS-based intermittent positive control (IPC).

The basic modeling assumptions used to analyze the UG3RD systems
are the same as for our Bay TRACON study. Thus, we present here only
the workload modeling data pertinent to the Los Angeles TRACON sectors.

A. Automated Data Handling (System 2)

The primary element of automated data handling is the electronic
tabular disp lay system which eliminates paper flight strip processing
and consolidates on-line data presentation and maintenance into a com-
puter interactive format.

1. ADH Workload Model

The tabular display will alter many of the sector team’s data
maintenance activities that we have included as part of our routine
workload model. We foresee no impact on our surveillance or conflict
work models.

Our interpretations of effects of the tabular display on the
composite team ’s routine task performance times are summarized in
Table 60. The corresponding R controller routine task performance times
for the four team manning regimes are shown in Tables 61, 62, 63, and 64.
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Table 60
COMPOSITE TEAM

ROUTINE TASK MINIMUM PERFORMANCE TIME ESTIMATES
LOS ANGELES TRACON, SYSTEM 2--AUTOMATED DATA HANDLING

*i~o ut i n e  Control Event Descript ion Performance  Time by Task (m an—sec /ev en t )

8 Event Basic Even t and A/C Data P11 ht Interpho tie FSCC tO

Function Supplemental Event Communi— En tr~/ StAp 
— 

Communi- lCo~~~~~i-
011Q)3 . rn~~ d~~O~ 

~~~cess~ ca tion ca tion

ontrol Handoff acceptance 0(2)
J u r i s d i c tio n  ~1anual acquisition—silent 

2
‘r a n sfe r  F l igh t  s tri p p r epa ra t i on  0(6)

Fli gh t Stri p prin ter servicing
Tower depar ture  call (run down ) 0( 2)
Clearance delivery 0(2) 10 3
Controller coordination 6 3

l{andof I Initiation—silent 1(3)
Controller coordination 6 3

r a f f ic  Ini t ial  pilot call—in 4 1(0) 0(1)
truc turing TCA clearance request 4 10 0(6) 4(0)

Ini tial controller response 2
Altitude instruction 3

Data update 3(0) 0(2)
Heading/route instruction 3
Speed instructIon 3
Approach/runway advisory 3

Data upda te 3(0) 0(2)
Traf f ic  advisory 3
ATIS Advisory 3
Altime ter Setting advisory 3

Transponder code assignment 3 3 0(2)
Controller coordination 5 3

Altitude instruction 5
Data update 3(0) 0(2)
Controller coordination 5 3

Heading/route instruction 5
Controller coordination 5 3

Speed instruction 5

Approach clearance 6
PVD display update 3

Runway assignment 5
Controller coordination 5 3

Traffic advisory 5

Pi lot altitude report S
Pilot head ing/positi on report 5

Pilot speed report 5

Miscellaneous A/C conununication

Frequency change 4 1(0) 0(1)
Transponder code change 2
Approach/runway advisory 3
Altitude/heading/speed instructioi 3

Pilot Altitude revision 6 3(0) 0(2)
Request Controller coordination 5 3

Route/heading revision 8 3(0) 0(2)
Controller coordination 5 3

Miscellaneous pilot request 6

General Pointout acceptance 3 0(6) 0(3)
In tersector 

Pointout initiation 3(0) 0(6) 0(3)

nation Control instruction approval

Planning advisory

A ircraft status advisory

General Data Mock forcing/removal 3

• 
1 : ~:~ ion FY13 display adjustment 3

*
System 1 performance times are indicated by parentheses .
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Table 6~R CONTROLLER
ROUTINE TASK MINIMUM PERFORMANCE TIME ESTIMATES 

- 
LOS ANGELES TRACON , SYSTEM 2 , 1—MAN TEAM

R o u t i n e  Con t r o l  Event D e s c r i p t i o n  Per for imance  T i m e  b y Task ( m a n — se c / e v e n t )

Event  R a s i c  Event and A/ G ~a~ a / ~~ I~ ht  l i t e r —  Face—to— —

Function Supplemental Event Communi— D1sp~a~ Process— c~ -nns ni- Connuun[— Th~~

Co n t ro l  H~ n d o f f  acceptance 0
j e r i n d ic t i o n  ~anuai a c q u i s i t i o n — s i l e n t  2 2
}r a n ~~f e r  Fli gh t  s t r ip  p repa ra t ion  0

Fl i ght  s t r i p  p r i n t e r  serv ic ing  0
Tower depar ture call (run down ) 0
Clearance delivery 10 10
Cont ro l le r  coord ina t ion  6 6

l iandoff  init ia t ion-s ilent  1 1
C o n t r o l l e r  coord ina t ion  6 6

T r a f f i c  Ini tial pilot call— in 4 1 5
Structuring TCA clearance request 4 10 14

Initial controller response 2 2
Alti tude instruction 3 3
Data update 3 3

Head ing / rou te  i n s t ruc t ion  3 3
Speed instruction
Approach / runway  advisory
Data update 3 3

T r a f f i c  advisory 3 3
ATIS Advisory 3 3
Altime ter setting advisory 3 3
Transponder cod e aJs ignnient  3 3 6
Controller coordination 5 5

Altitude instruction 5 5
Data update 3 3
Controller coordination 5 5

H e a din g / r o u t e  i n s t r u c t i o n  5 5
Controller coordination 5 5

Speed instruction 5 5

Approach clearance 6 6
PVIJ display update 3 3

Runway assignment 5
Controller coordination 5 5

Traffic advisory 5 5

Pil ot altitude report 5 5

Pilo t heading/position report 5 5

Pilot speed report S 5

Mi scellaneous A/C communication

Fr~ quency  change 4 1 5
Trans pcu de t code change 2 2
Approach/runway advisory 3 3
A l t i t u d e / h e a d i n g / s p e e d  i nst ru c t i oi  3

Pilot Altitude revision 6 3 9
Requeat Controller coordination 5 5

Route/heading revIsion 8 3 1
Controller coordination 5 5

Mis cellaneoum pilot reques t 6 6

General  Po int oet  acceptance 3 3
lntersector
Cc’ord i— Poi ntout initiation -

• n a t i o n  C o n t r ol  i n s t r u c t i o n  app rova l

Planning advisory 5 5

Aircr af t  status advisory 5 5

• General Data block forcing/removal 3 3

PVT) H - ,0 1.1v adjustssnt 3 3
i i~ o r e t I O n  -
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Table 62
R CONTROLLER

ROUTINE TASK MINIMUM PER FO RMANC E T IME ESTIMATES
LOS ANGELES TRACON, SYSTEM 2, 1.5—MAN T EAM

R o u t i n e  Control  Event  D e s c r i p t i o n  Performance Time by Task (man—sec/event)

Event Basic Event and A/C 
~~~ / 

T~l~~ht 1~ ter— Fa~ e— to- 
—

Func tion Supplemental Event Cominuni— 
~isp~~y PrQc~ as— Cormuni— Commu ni— total

cotton uperatio ing cation cation

:ontrol Handoff acceptance 0
u r i s d ict i o n  ~ anua 1 acqu i s i t i on—si l en t  2 2
fronsfer Flight strip preparation 0

Flight strip printer servicing 0
Tower departure call (run down) 0
Clearance delivery 10 10
Controller coordination 3 3

Handof I initiation—silent 1 1
Con troller coordination 3 3

raffic Initial pilo t call—in 4 1 5
tructuring TCA clearance request 4 10 14

Initial controller response 2 2
Altitude instruction 3 3

Da ta update 3 3
Heading/route instruction 3 3
Speed instruction 3 3
Approach/runway advisory 3 3

Da ta upda te 3 3
Traffic advisory 3 3
ATIS Advisory 3 3
Altimeter setting advisory 3 3
Transponder code amsi gnmen t 3 3
Controller coordination 3 3

Altitude instruction 5 5
Data update 3 3
Controller coord ina t ion  3 3

Heading/rou te instruction 5 5
Controller coordination 3 3

Speed instruction 5

Approach clearance 6 6
FYI) display update 3 3

Runway assignmen t 5 5
Controller coordination 3 3

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilo t speed report S 5

Miscel laneous A/C com~iunica tion 5 5

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3 3
Altitude/heading/speed instructio- 3 3

Pilot Altitude revision 6 3 9
Request Controller coordination 3

Route/heading revision 8 3 11
Controller coordination 3 3

Miscellaneous pilot request 6 6

General Pointout acceptance 3 3
Intersector
Coordi— Pointout initiation - 3

n2tion Control instruction approval 3 3

Planning advisory 3 3

Aircraft status advisory 0

General Data block forcing/removal 3 3
System 

~~ display adjustrcrt 3 3
Opt-rat Ion
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Table 63
R CONTROLLFR

ROUTINE TASK MINIMUM PERFORMANCE TIME ESTIMATES
LOS ANGELES TRACON, SYSTEM 2, 2-MAN TEAl-I

Routine Control Event Descri ption Performance Time by Task (man—Sec/event)

Event  Sasic Event and A/C ata 
/ ~1i~ht 1~iter~ Fa~ e— to—

Func t ion  Supp l e m e n t a l  Event itlUlLifli isp~ ay Process— Conmuni— Conmuni-  iota
Cation imetatiol log cation cation

on tro l. Iiindoff accep tance o
l u r i s d i c t i o n  Manual  a c q u i s i t i o n — s i l e n t  0
C r an s f a r  Fl ight  s t r i p  p r e p a r a t i o n  0

Fligh t strip prin ter servicing 0
Tower depar tu re  call ( run down ) 0
Clearance delivery 3 3
Controller coordination 3 3

Handoff initiation—silent 0
Controller coordination 3 3

raffic Initial, pilot call—in 4 1 5
tructuring TCA clearance request 4 4 8

Initial controller response 2 2
A l t i t u d e  ins t ruc t ion  3 3
Data update 0

Heading/rou te .  ins t ruct ion 3 3
Speed ins t ruct ion 3 3
Approach/runway advisory 3

Data update 3 3
Traffic advisory 3 3
ATIS Advisory
Altimeter setting advisory 3 3
Transponder code assignment 3
Controller coordina tion 3 3

Altitude instruction

- Data update 0
Controller coordinat ion

Heading/route ins t ruct ion 5 5
Controller coordination

Speed ins truction 5

Approach clearance 6 6
FYI) display up da te 3 3 

-

Runway assignment 5 5
Controller coordinati”nt 3 3 -

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot beading/position report 5 5

Pilot speed report 5 5

Miscellaneous A/C communication

Frequency change 4 1 5
Transponder code change 2 2
Approach/runway advisory 3 3
Altitude/heading/speed instructio 3 3

Pilot Altitude revision 6 3 9
Request Controller coordination 3 3

Route/heading revision 8 3 11
Controller coordination 3 3

Miscellaneous pilot request 6 6

General Pointout acceptance 3 3
Intersecto r - . 3 3
Coordi— Pointout initiation

nation Control instruction ~pprovat ~

• Planning advisory ~

Aircraft status advisory 0

General Data block forclng/renoval 3

• ~~~~~~Ion 
PVI) disp lay adjustment

159

-. - - - ,-~~~ -~.-~~------—,‘-——. - -—- - ---— ~~~~~~~~ ~~~~~~~~~~~



Table 64
R CONTROLLER

ROUTINE TASK MINIMUM PERFORMANCE TIME ESTIMATES
LOS ANGELES TRACON, SYSTEM 2, 2 .5—MAN TEAl-I

R o u t i n e  C ont r o l  Event D e s c r i p t i o n  Pe r fo rmance  Time by Task ( m a n — s e c / e v e n t )

ate Flight In te r— Faco — t o-Lvent aasic Event and ‘ - :n try/  S t rIp  phone F~ te -
Function Suppl e nental Event O Il1H\ UIi i~~ isplay Process— Conniuni— Coni-in ni— Ot ~~~

C Ot t o n  peratlo ing c at i o n  c a t i o n

ontrol 1-l a n d of f  acceptance  - 0
l u r i sd ict ion  Manual a c q u i s i t i o n — s i l e n t  0
r o n sf e r  F l i g h t  s t r ip  p repa ra t i on  0

Flight strip printer servicing 0
Tower d e p a r t u r e  call  (run down ) 0
Clearance de l ivery  3 3
Cont ro l l e r  coordinat ion  3 3

H a n d o f f  i n i t i a t ion—si len t  0
Cont ro l le r  coordinat ien 3 3

‘r a f f i c  I n i t i a l  p i lo t  ca l l—in 4 1 5
~truc tuting TCA clearance request 4 4 8

Initial controller response 2 2
Alti tude instruction 3 3

Data update o
Heading/ro ute instruction 3 3
Speed instruction 3 3
Approach/run way advisory 3 3

Da ta update 0
Traffic advisory 3 ~ 

-

ATI S Advisory 3 3
Al t imete r  Se t t ing  a d v i s ory  3 3
Transponder code assignmen t 3 3
Controller coordination 3 3 -

Altitude instruction 5 5
Data upda te 0
Controller coordination 3 3

Heading/route instruc tion 5 5
Controller coordination 3

Speec i ~struction 
5 5

Approach clearance 6 6
FY13 display update 0

Runway assignment 5 5
Contro 1 1cr coordination 3 3

Traffic advisory 5 5

Pilo t altitude report

Pilot heading/position report 5 5

Pilot speed report 5

Miscellaneous A/C communication 5

Frequency change 4 1
Transponder code change 2 2
Approach/runway advisory 3 3
Altitude/heading/speed instructio 3 3

Pilot Altitude revision 6 3 9
Request Con troller coordination 3 3

Route/heading revision 8 3 11
Controller coordination 3 3

Miscellaneous pilo t request 6 6

General Pointou t acceptance 3* 3
In t er secto r - *Coor di— Po into u t initiation 3 3

na tion Control instruction approval ~

Planning advisory

Aircraft status advisory 0

Cencral Data block forcing/rerioval 0

O’ora t ton PVD displ ay adjustviert 0

*Operat ional cognizance
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The resulting R controller routine event performance times for each
regime are suninarized in Table 65.

2. ADH Workload Weightings

The R controller routine workload weightings are obtained by
multiplying the Table 49 event frequencies by the corresponding event
performance times in Table 65. The resulting routine workload weight-
ings for each sector under four sector team manning regimes are shown
in Table 66.

The R controller surveillance workload weighting (Table 57)
and conflict workload weighting (Table 59) calculated for the ARTS III
base system also apply to the automated data handling system.

B. Basic Metering and Spacing (System 3)

Basic metering and spacing performs part of the decision making
required to merge aircraft from divergent directions into one or more
final approach sequences.

1. M&S Workload Model

The M&S feature will alter the decision making task times
that we have incorporated into our conflict work model. We expect no
impact on routine or surveillance work requirements.

Our Bay TRACON estimates of conflict task performance times
assume that metering and spacing will automate that part of the merging
and overtaking detection and assessment tasks devoted to situation and
sequence identification. Thus, under this system, the R controller ’s
potential conflict event performance times (ta, tm, to, and ta, respec-
tively) for crossing, local merging, overtaking, and coordinated ap-
proach merging situations measured in man-sec/event are:

t = 40, for 1-man, 1.5-man, 2-man, and 2.5-man teams;

t
m 

= 25, for 1-man, 1.5-man, 2-man, and 2.5-man teams;
t
o 

= 20, for 1-man, 1.5-man, 2-man, and 2.5-man teams;

t = 22.5, for 1-man and 2-man teamsa
= 20.5, for 1.5-man and 2.5-man teams.
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Table 65
R CONTROLLER

ROUTINE EVENT MINIMUM PERFORl- ANCE TIM E ESTIMATES
— LOS ANGELES TRACON , SYSTEM 2—-AUTOMATED DATA HANDLING

R o u t i n e  Cont ro l  Even t  Desc r i p t i o n  P e r f o r m a n c e  Time by Team (ma n - s e c/ e v ent )

Event Sasic Event and 1.0—Man 1.5—Man l .0-Man 

- 

2.5—Man
n-unction Supplemental Event Team Team Team Team

‘it r o l  Uan dof f  acceptance 0 - 0 0 0
~u r i s d i ct i on  Manual  a cq u i s i t i o n — s i l e n t  2 2 * 0 0
fr n n n s f e r  F l igh t  s t r ip p r e p a r a t i o n  0 0 0 0

Flight strip prin ter servicing 0 0 0 0
Tower departure call (run down) 0 0 0 0
Clearance del ivery coordinat ion 10 10 3 3
Controller coordination 6 3 3 3

I lando f t  i n i t i a t ion—si len t  1 1* 0 0
Controller coordInation 6 3 3 3

C r a f f i c  In i t i a l  p i lo t  c a l l — i n  5 5 5 5
S t r u c t u r i n g  TCA clearance request 14 14 8 8

Initial controller response 2 2 2 2
Al t i t ude  instruction 3 3 3 3

Data update 3 3 0 0
Head ing / rou te  ins t ruc t ion  3 3 3 3
Speed instruction 3 3 3 3
Approach/runway advisory 3 3 3
Data update 3 3 3 0

T r a f f i c  adv isory 3 ~ ~
ATIS Advisory 3 3
Al t ime te r  se t t ing  advisory 3 3 3 3
Transponder code assignmen t 6 3 3 3
Con troller coordination 5 3 3 3

Altitude instruction 5 5 5 5
D*ta update 3 3 0 0
Controller coordination 5 3 3 3

Heading/route ins t ruc t ion  5 5 5 5
Controller coordination 5 3 3 3

Speed instruction 5 5 5 5

Approach clearance 6 6 6 6
FYI) display update 3 3 3 0

Runway assignmen t 5 5 5 5
Controller coordination 5 3 3 3

Traffic advisory 5 5 5

Pilot al titud e report 5 5 5 5

Pilot heading/posi tion report 5 5 5 5

Pilot speed report

Miscellaneous A/C communication 5 5 5 5

Frequency change 5 5 5 5
Transponder code change 2 2 2 2
Approach/runway advisory 3 3
Alti tude/heading/speed ins tructio 3 3 3 3

Pilot Al titude revision 9 9 9 9
Reques t Controller coordination

Route/heading revision 11 11 11 Il
Controller coordination 5 3 3 3

Miscellaneous p ilot request 6 6 6 6

Genera l Pointout acceptance 3 3 3 3
intersector
Coordi— Pojntou t initiation - 3 3 3 3

na tion Control instruction approval 5 3 3 3

Planning advisory 5 3 3 3
Atr craf t status advisory 

• 5 0 0 0

Ceneral Data block forcing/renoval 3 3 3 0

FYI) display adjustment 3 3 3 0
( - - r a t  I on

—

Indicated event occurs at half  the frequency rate shown in Table 49.
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Table 66

R CONTROLLER ROUTINE WORKLOAD WEIGHTINGS
LOS ANGELES TRACON, SYSTEM 2--AUTOMATED DATA HANDLING

R Controller Routine Workload Weighting,
_______k , by Team (man—sec/aircraft~Sector 1—

1-Man 1.5—Man 2—Man 2.5-Man
Team Team Team Team

AR—i, Downey Arrival 69 65 60 54

AR—2, Stadium Arrival 96 91 84 80

DR— i, South Departure 49 46 43 41

DR—2, North Departure 51 48 45 43

2. M&S Workload Wei’~htings

Basic metering and spacing system does not alter frequency of
conflict events, and the conflict event frequencies in Table 58 calcu-
lated for the current ARTS III Base System apply. We multiply the con-
flict event performance (see above) by the corresponding Table 58 event
frequencies to obtain the R controller conflict workload weighting
shown in Table 67 for basic metering and spacing.

The R controller routine workload weighting (Table 66) and
surveillance workload weighting (Table 57) corresponding to the prede-
cessor system also apply to the basic metering and spacing system.

C. Conflict Probe (System 4)

A sector conflict probe projects aircraft flight trajectories by
com puter calculations and warns controllers of potential conflict situa—
t t one.
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1. Conflict Probe Workload Model

The sector conflict probe will alter the sector team t s task
performance time requirements which are included in the conflict work
model. We foresee no impact on our routine work or PVD surveillance
work models.

The conflict probe is assumed to automate detection and assess-
ment tasks in the manner described in the Bay TRACON analysis. There-
fore, using a conflict probe, the R controller ’s potential conflict
event performance times (tc, tm, t0, ta, respectively) for crossing,
local merging, overtaking, and approach merging situations measured in
man-sec/conflict are:

t = 25, for 1-man, 1.5-man, 2-man, and 2.5-man teams;

t
1~ 

= 20, for 1-man, 1.5-man, 2-man, and 2.5-man teams ;

t = 15, for 1-man, 1.5-man, 2-man, and 2.5-man teams ;

t = 17.5, for 1-man and 2-man teamsa
= 15.5, for 1.5-man and 2.5-man teams.

2. Conflict Probe Workload Weightings

No revisions to the rate of occurrence of conflict events are
associated with the conflict probe, and the conflict event frequencies
in Table 58 for the predecessor system apply. We multiply the Table 58
event frequencies by the appropriate event performance time (see above)
to obtain the conflict workload weightings shown in Table 68.

The R controller routine workload weightings (Table 66) and
surveillance work weightings (Table 57) used for the predecessor system
also apply to sector conflict probe system.

D. Area Navigation (System 5)

RNAV incorporates navigation devices to achieve closely spaced
arrival and departure and multi-lane direct routes for high-density
airspace.
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1. R~AV Workload Model

RNAV will alter a portion of the event frequency data that
we have included as part of our conflict model. We project no impact
on our routine or surveillance work models.

In accordance with our analysis of Bay TRACON, we assume RNAV
will eliminate the occurrence of overtaking conflicts in departure
sectors as shown in Table 69. The Table 69 entries are obtained by ad-
justing the conflict event frequency entries in Table 58 which we used
to model the predecessor sector conflict probe system. We assume RNAV
will not eliminate or reduce conflict event occurrences in the arrival
sectors nor will it eliminate or reduce crossing and merging conflict
occurrences in the departure sectors.

2. RNAV Workload Weightings

RNAV does not affect the conflict event performance times
calculated for the predecessor system. R controller conflict workload
weighting may be obtained by multiplying these task performance times
by the RNAV conflict event frequencies in Table 69. The results will be
identical to the workload weightings shown in Table 68, except that the
four entries shown for departure sector overtakings will each equal
zero.

The R controller routine workload weightings (Table 66) and
surveillance workload weighting (Table 57) used for the predecessor sys-
tem also apply to the RNAV system.

E. DABS Data Link (System 6)

The DABS data link transmits digital data to pilots, including
general control instructions and collision avoidance directives. The
data link integrated via extensive computerization is the basis for such
control-by-exception operations. Here, the controller becomes a system
manager who is not actively engaged in minute-by-minute tactical
decision making, but monitors and regulates the computerized operation.

1. Data Link Workload Model

The data link based control—by-exception operation will alter
many of the sector team ’s communication and data maintenance activities
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Table 69

CON FLICT EVENT FREQUENCY ESTIMATES
LOS ANGELES TRACON , SYSTEM 5——RNAV

*Conflict Event Frequency Factor

I (Conflicts/Hr) / (Aircraft/Hr)
2
J

Sector Visual Approach Operations
— 

Local koordinated
Cross1ng.e~ Merging,e Overtaking,e Approach

___________________ ___________ _________ ___________ 
-~er~ing,~ e

AR—i, Downey Arrival 0 O.5xl0 3 l.3x10 3 0.8x10 3

AR—2, Stadium Arrival 0 3.6x10
3 2.3xl0 3 0.8x10 3

DR— l , South Departure 0 0 O( l.2x10 3) 0

DR—2, North Departure 3.8xl0 3 0 O(2.6xl0 3) 0

Instrument Approach Operations

Local Coordinate
Crossing,e5 Merging,e Overtaking,e Approach

Merging, e

AR—i, Downey Arrival 0 O.5x1&3 2.5x10 3 2.4x10’3

AR—2, Stadium Arrival 0 3.6xl0 3 4.5x10 3 2.4x10 3

DR—i, South Departure 0 0 0( l.2x10 3) 0

DR—2, North Departure 3.8x10’3 0 O( 2.6x10 3) 0

*System 4 evm-tt frequencies are indicated in parenthesis.
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that we have included in our routine and conflict work models. We fore-
see no impact on our surveillance work model. In the following para-
graphs we follow the methodology described in the Bay TRACON analysis
for adjusting our routine and conflict work models, under the assumption
that all aircraft are equipped with DABS data link.

Our interpretations of the tabular display effect upon the
composite team ’s routine task performance time are summarized in Table
70. The corresponding R controller routine task performance times for
the four team manning regines are shown in Tables 71, 72, 73, and 74.
The resulting R controller routine event performance times for each
regime are summarized in Table 75.

Conflict resolution instructions are assumed to be transmitted
by the data link while controllers maintain cognizance of the computerized
operation. The R controllers conflict event performance times (t0, t.~,
to, and ta, respectively) for crossing, local merging, overtaking and
coordinated approach merging situations are each reduced to 15 man-sec/

a conflict.

2. Data Link Workload Weightings

The R controller routine and conflict event frequencies used
to model the predecessor system apply to DABS data link modeling since
the rates of occurrence of these events are not affected by control—by—
exception automation. We use the appropriate rourine event frequencies
(Table 4~

) and performance times (Table 57) to calculate the routine
workload weighting summarized in Table 76. The conflict event perfor-
mance times (see above) and the predecessor RNAV-based event frequencies
(Table 69) are used to calculate the conflict workload weightings shown
in Table 77.

The R controller surveillance workload weightings (Table 57)
used for the predecessor systems also apply to the DABS data link system.

F. DABS Intermittent Positive Control

IPC provides traffic advisors and threat avoidance coomnands to VFR
pilots on an as-needed basis. Extended to IFR operations IPC would
operate on imminent (e.g., lead-time of 1 to 2 m m )  conflict situations
that are “missed” by controllers. This is assumed to be a safety enhance-
ment device that would not effect the capacity considerations associated
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Table 70
COMPOSITE TEAM

ROUTINE TASK MINIMUM PERFORMANCE TIME ESTIMATES
LOS ANGELES TRACON, SYSTIM 6—-DABS DATA LINK ——

Routine Control Event Description Performance Tin e b:: Task (man—seclevent)

Event Basic Event and ‘~~‘~~ E /  Flight In terphoae

Func tion Supplemental Event Communi— 
~~~~~ 

p~~~~~5_ Coamuni- Cotnu~unt-__________________________________ - . t t ion ~~crat ~~on ing 
- c a t i o n  cat  ~on

ontrol Handoff acceptance 0(2)
urisdiction Manual acquisition—silent
ransfer Flight strip preparation

Flight strip printer servicing
Tower departure call (run down) 

*
Clearance delivery 3 (0) 0(10) 0(3)
Controller coordination 6 3

Handoff initiation—silent 1

Controller coordination 6 3

raffic Initial pilot call—in 
— 4 1

true turing TCA clearance request 4 10 4

Initial controller response 2 5*(0)
Alt i t ude  instruction 0(3)
Data update 0(3)

Heading/route instruction 0(3)
Speed instruc tion 0(3)

Approach/runway advisory 0(3)
Data update 0(3)

Traffic advisory
ATIS Advisory 0(3)
Altimeter setting advisory 0(3)
Transponder code assignment 3 0(3)
Controller coordination 5 3

Altitude instruc tion 0(5) 3*(0)
Data update 0(3)
Controller coordination 5(0) 3(0) 5 3

Reading/route instruction 0(5) 3*(O)
Controller coordination 5(0) 3(0) 5 3

Speed instruction 5(0) 3*(O)

Approach clearance 3(6) 3*(0)
PVD display update 0(3)

Runway assignment 0 ( 5 0  3*(0)

Controjler coordination 5(0) 3(0) 5 3

Traffic advisory 5

Pilot altitude report
Pilot heading /position report 5

Pilot speed report
Miscellaneous A/C communication 5

Frequency change 0(4) 3*(l)
Transponder code change 0(2)
Approach/runway advisory 0(3)
Altitude/heading/speed instructiot 0(3)

Pilot Altitude revision 6 3
Request Controller coordination 5 3

Route/heading revision 8 3
Controller coordination 5 3

Miscellaneous pilot request 6

General Pointout acceptance 3*
Intersector
Coordi— Pointout initiation 3*

na tion Control instruction approval 5

P lanning advisory 5 3

Aircraft status advisory 
- 

5

General Data block forcing/removal 3

~~~~~ior, PVD display adjustment 3

*Operational cognizance

t
Syatem 5 performance times are indicated in parenthesis.
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Table 71
R CONTROLLER

ROUTINE TASK MINIMUM PERFORMANCE TIME ESTIMATES
LOS ANGELES TRACON, SYSTIM 6, 1—MAN TEAM

R o u t in e  Co~~tro1 Event  D e s c r i p t i o n  P e r f o r m an c e  Time by Task ( m a n — s e c/ e v e n t )

Event Nasic Event and .A/G 
- - Entr / 

F1i~ht Inter- Face-to-

F un c t c a n  Supplementa l  Event  0mm~m f h  Disp’ay Proce~ s— Communi— Conatuni- Tota j
carton peration ing cat ion cation

:ontrol Handoff acceptance - 0
ur i sd ic t ion ~unual a c q u i s i t i o n — s i len t  0
r a n s f e r  Fli ght s t rip  prepara t ion  0

F l i g h t  s t r ip  p r i n t e r  servicing 0
Tower depar ture  call  ( run  down) 0
Clearance del ive ry  3* 3
Controller  coordinat ion 6 6

Handoff initiation—silent 1 1
Controller coordination 6 6

raffic Initial pilot call—in 4 1 5
Structuring TCA clearance request 4 10 14

Ini tial controller response 2 5* 7
A lt i t u d e  instruction 0

Data update 0
Heading/route instruction 0
Speed instruction 0
Approach/runway advisory 0
Data update 0

Traffic advisory 3
ATIS Advisory 0
Altimeter setting advisory 0

Transponder code assignment 3 3
Controller coordination 5 5

Altitude instruction 3* 3
Data update 0
Controller coordination 5 3 5 13

Heading/rou te instruction 3* 3
Controller coordination 5 3 5 13

Speed instruction 3* 3

Approach clearance 3* 3
PVD display update 0

Runway assignment 3* 3
Controller coordination 5 3 5 13

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot speed report 5

Miscellaneous A/C co unication

Frequency change 3* 3
Transponder code change 0
Approach/runway advisory 0
Altitude/heading/speed instruct ioi 0

Pilot Altitude revision 6 3 9
Request Controller coordination 5 5

Route/heading revision 8 3 11
Controller coordination 5 5

Miscellaneous pilot request 6 6

General Pointou t acceptance 3* 3
I n tersect or - *
Co ord i— Po i r itout  i nit i a t i o n

nation Control instruction approval

• Planning ad visory

AI rt raft status advisory 
- 5 5

Cc-ne ral Dat a bl ock forcing/re~ 3val 3 3

~VO disp lay adjuar r ert 3 3

*Operatioflal cogn izance
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Table 72
R CONTROLLER

ROUTINE TASK MINIMUM PERFORMANCE T IME ESTIMATES
LOS ANGELES TRACON, SYSTEM 6, L5—MAN TEAM

Routine Control  Event Descr ip t ion  P e r f o r m a n c e  Time by Task ( m a n — s e c / e v e n t )

Event Basic Event and A/C 
- Entr / 

F1i~ ht 1~~ter -  Fa~~e - c o —  ~~~~~~
Function Supplemen tal Event Conmuni— Disp1~ay Process— C~ mouni— Coottuni— Iotaca tion ~eratjo ing cat i on  c a t i o n

~ontrol Handoff acceptance - 0
rurisdic tion Manual acquisition—silent 0
transfer Fligh t strip preparation 0

Fligh t strip printer servicing 0
Tower departure call (run down) 0
Clearance delivery 3* 3
Controller coordination 3 3

Handoff  ini t iat ion—silent  1 1
Controllet coordination 3 3

r a f fi c  Init ial  pilot cal l—in 4 1 5
tructuring TCA clearance request 4 10 14

Initial controller response 2 5* 7
Al t i t ude  ins truct ion  0

Data update 0
Heading/route instruction 0
Speed instruction 0

Approach/runway advisory 0
Data update 0

Traffic advisory 3 3
ATIS Advisory 0
Altimeter setting advisory 0
Transponder code assignment 3 3
Controller coordination 3

Altitude instruction 3* 3
Data update 0

Controller coordination 5 3 3 11

Heading/route instruction 3* 3
Controller coordination 3 3 11

Speed instruction 3* 3

Approach clearance 3* 3
PVD display up date 0

Runway assignment 3* 3
Controller coordination ~ 11

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pi lot speed report 5 5

Miscellaneous A/C communica tion
Frequency change 3* 3
Transponder code change 0
Approach/runway advisory 0

Altitude/heading/speed instructio~ 
0

Pi lot Altitude revision 6 3 9
Request Controller coordination 3 3

Route/heading revision 8 3 11
Controller coordination 3 3

Misce llaneous pilot request 6 6

General P oint out acceptance 3* 3
Intersector
Coordi— Pointout initiation - 3* 3

nation Control instruction approval 
-

Planning advisory 3

Aircraf t status advisory 0 4

(pneral Data block forcing/removal 3

t~~c~~~~ tcn PVD display adjustment 
- 3 3

- 

*Operatjonal cognizance 
—
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Table 73
It CONTROLLER

ROUTINE TASK MINIMUM PERFOR MANCE T I M E  ESTIMATES
LOS ANGELES TRACON. SYST~~I 6 2-MAN TEAM

R o u t i n e  Cc n tr o l  Event  D- -~~~r i p t i on  Ferf n~.ni . e T i . -~v by Task (n a n — s e c/ e v e n t )

Event  Basic Event and A/C - Er t r / 
Face-to—

F u n c t i o n  S u p p l e m e n t a l  Event  Commun t— Disp~ ay Process— Co~un un i— Comm t i n i— T ot a lj
C a t i o n  pera t ion  in~ c a t i o n  c a t i o n

‘~- n t r o l  H a n d o f f  acceptance  0
~r isd ic t ion  Manual a c q u i s i t i o n — s i l e n t  0

r a n s f e r  F l i gh t  s t r ip  p r e p a r a t i on  0
Fligh t st r i p p r i n t e r  s e r v i c i n g  0
Tower d e p a r t u r e  call  (run do~cn) 0
Clearance de l ive ry  3* 3
Controller coordination 3 3

Handoff initiation—silent 0
Contr o l -~er coord ina t ion  3 3

r a f fl e  I n i t i a l  p i lo t  c a l l — i n  4 1 5
t r u c t u r i n g  TCA clearance request 4 4 8

Ini t ia l  con t ro l l e r  response 2 5* 7
Altitude instruction 0

Data update 0
Heading/rou te instruction 0
Speed instruction 0
Approach/runway advisory 0

Data upda te 0
• Traffic advisory 3

ATIS Advisory 0

Altimeter setting advisory 0
Transponder code assignment
Controller coordination 3

Altitude instruction 3* 3
Da t a update 0
Controller coordination 5 3 8

Heading/route instruction 3* 3
Contr oller coordination 5 3 8

Speed instruction 3* 3

Approach clearance 3* 3
PVD display up date 0

Runway assignment 3* 3
Controller coordinatl- n 5 3 8

Tra f f i c  advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5

Pilot speed report

Miscellaneous A/C cosaunlcation

Frequency change 3* 3
Transponder code change 0
Approach/runway advisory 0
Altitude/heading/speed instructiot 0

Pilot Altitude revision 6 3 9
Reques t Controller coordination

Route/heading revision 8 3 11
Controller coordination 3 3

Miscellaneous pilot request 
— 

6 6

General Fointout acceptance 3* 3
fnt er sector *
Coord i— P o in t ou t  i n i t i a t i o n

nation Control instruction approval 3 3

• P l an n i n g  advisory -

Aircraft status advisory 0

(;eneral Dat a block forclng /re z nval 0

— 
~~~~ ‘1!) d i s p l ay  a dj u s t r r  t 0

~~- - - r a t  ion 

- 

-

• *Operational cognizance
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Table 74 
-

ROUTINE TASK ~~~~~~~~~~~~~~~~~~~ TIME ESTIMATES
— - _~~~~~~~ __~~ S ANGELES TRACON . SYS~~~~~~~ 2.5-MAN T EAM

Routine C. vj i re l  Event  M- -- s r r i p t i o n  P er - f o r r - n n - c  Tin- v by Task (1nn—s vc/evcnt )

Ev e n t  5asj c  Even t  and A/c  • _ Ertt r f cE~~~
t - 

~~-

F u n c t i o n  Supp lementa l  Event  Commun E Disp~ ay Process— Co~ n - - rn i— Connun i— OCO

——______ ___________________________________ cat i o n  ~ eration ing cation C a L i ’ n -

- t t oi  : - 0~~0 f f  accep tance  - 0 ,
~.r i sd ict ion  ~~~nua l  a c q u i s i t i o n — s i l e n t  o
znnsf er F l i g h t  at  r i p p r e p a r a t i o n  o

Fl ig h t  s t ri p p r i n t e r  s erv ic i n g
Tower d e p a r t u r e  call (run dosn) 0
Clearance  d e l i v e r y  3* 3
Con troller coordInation 3 3

ij ando f f  i n i t i a t i o n — s i l e n t  0
Con t ro l l e r  coordioatloo 3 3

raffic Initial p ilo t call—in 4 1 5
tructuting TCA clearance request 4 4 8

Initial controller response 2 5* 7
A l t i t u d e  ins t ruc t ion  0
Data update 0

Nead ing / rout e  ins t ruc t ion  0
Speed instruction 0
Approach/runway advisory 0

Data update 0
Traffic advisory
ATIS Advisory 0

Altimeter setting advisory 0
Transponder code assignment 3

ControUer coordination 3 3

Altitude instruction 3* 3
Data update 0
Controller coordination 5 3 8

Heading/route instruction 3* • 
3

Controller coordination 5 3 8

Speed instruction 3* 3

Approach clearance 3* 3
PVD disploy update 0

Runway assignment 3* 3
Contro ller coordi nati -’n 5 3 8

Traffic advisory 5 5

Pilot altitude report 5 5

Pilot heading/position report 5 5

Pilot apeed report 5 5

Miscellaneous A/C co unicat ion 5 5

Frequency ci..~~ge 3* 3
Transponder code change 0
Approach/runway advisory - 0
Altitude/heading/speed inst ru ctio 0

Pilot Altitude revision 6 3 9
R equest Controller coordination 

- 
3 3

Route/heading revision 8 3 11
Controller coordination 3 3

Misce llaneous pilot request 6 6

Gene r al Pointout acceptance 3* 3
Int er se tot 

* -
Coor di— Pointo ut initiation 3 3

nation Contrcl instruction approval

Planning advisory • 3 3

Aircraf t status advisory 0

General Data block forcing/renoval 0

~‘~‘0 d i s p l a y  ad ju st t n e nt  0

*Ope rational cognizanc0
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Table 75
R CONTROLLER

ROUTINE EVENT MINIMUM PERFORMANCE TIME ESTIMATES
LOS ANGELES TRACON, SYST~ -I 6—-DABS DATA LINK 

—

• vt rul Event 0.-sc rip t ion Performance Time b’ Tean (n-rn— eec /evenL )

i - v v u t  ~sjc Event  and LO— Man l . 5 — M a n  2 0— M an 2 . 5 - M a n -

I v v c t i o n  Supp l e u e n t al  Event  Team Tej-n T~~i--i Team

~or i t r o l  {a~~i o f f  accep tance  0 0 0 0
r u r i s d i c ti o n  Manual  a cq u i s i t i o n — s i l e n t  0 0 0 0
iransfer I-light strip preparation 0 0 0 0

Fl iGht  s t r i p  p r i n t e r  s e r v i c i n g  0 0 0 0
Tower departure call (run down) 0 0 0 0
Clearance delivery coordination 12 12 3 3
Controller coordination 6 3 3 3

I aridoff initiation—silent 1 1* 0 0
Controller coordination 6 3 3 3

E r a f f i c  Ini t ial p ilot call—in 5 5 5 5
•tracturi ng ICA clearance request 20 20 10 10

Initial controller response 2 2 2 2
Alti ude instruction 3 3 3 3
Data update 2 2 2 2

Heading/route instruction 3 3 3 3
Speed instruction 3 3 3 3
Approach/runway advisory 3 3 3 3
Data update 2 2 2 2

T r a f f i c  advisory 3 3 3 3
ATIS Advisory 3 3 3 3
Alt imeter  set t ing adv isory  3 3 3 3
Transponder code assignment 8 5 5 5
Controller coordination 5 3 3 3

Altitude instruction 5 5 5 5
Data update 2 2 2 2
Controller coordination 5 3 3 3

Heeding/route instruction 5 5 5 5
Controller coordination 5 3 3 3

Speed instruction 5 S 5 5

Approach clearance 6 6 6 6
PVD display update 3 3 3 0

Runway assignment 5 5 5 5
Controller coordination 5 3 3 3

Traffic advisory 5 5 5 5

Pilot altitud e report 5 5 5 5

Pilot heading/position report 5 5 5 5

Pilot speed report 5 5 5 5

Miscellaneous A/C conmunication 5 5 5 5

Frequency change 5 5 5 5
Transponder code change 2 2 2 2
Approach/runway advisory 3 3 3 3
Al t i tude /heading/speed  ins t ru c t iot  3 3 3 3

I Pilot Altitude revision 8 8 8 8
Request Controller coordination 5 3 3 3

Route/heading revision 10 10 10 10
Controller coordination 5 3 3 3

Miscellaneous pilot request 6 6 ‘ 6 6

Cener a l  Point out  acceptance  9 6 3 3
In tersector
Coordi— Pointout initiation • 6 3 3 3

n t  ion Control instruction approval 5 3 3 3

C Planning advisory 5 3 3 3

A ircra f t status advisory 
• 5 0 0 0

C~ eer~ l Data block ~orcin frem-ov.il 3 3 3 0

~V~) d i . -~1ay ~- 1 j u c~~~ -~~t 3 3 3 0 
ration

* i I l c at e d  event occurs  at h a l f  the  f r equency  r a t e  shown in Table 49.
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Table 76

R CONTROLLE R ROUTINE WO RKLOAD WE IGHTINGS
LOS ANGELES TRACON, SYSTEM 6-—DABS DATA LINK

R Controller Routine Workload Weighting,

Sector k
1
, by Team (man—sec/aircraft’

1-Man 1.5—Man 2-Man 2.5—Man
Team Team Team Team

AR—i, Downey Arrival 48 4~ 41 41

AR—2, Stadium Arrival 64 60 57 - 57

DR— i, South Departure 45 42 38 38

DR—2 , North Departure 44 42 38 38

with normal sector task activities. As itt the case of the Bay TRACON
analysis, we do not further evaluate IPC; it is considered to be an
incremental add-on to the data link system but with no independent
effect upon workload.
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XII LOS ANGELES TRACON SECTOR CAPACITY AND MANNING

In this section, we estimate traffic capacities at the four Los
Angeles TRACON sectors for each sector team manning regime under each of
the six ATC system alternatives. We use these capacities to estimate
multi-sector minimum manning requirements for a range of traffic levels ;
these estimates enable comparisons of the impact of the various UG3RD
systems on facility operations.

A. Sector Capacity

We use the routine, surveillance, and conflict workload weightings
established for the Los Angeles TRACON and follow the procedure pre-
viously described for the Bay TRACON analysis to estimate sector capac-
ities. These estimated sector capacities for both visual and instrument
approach operations are presented in Tables 78, 79, 80, and 81, re-
spectively, for each of the four sectors.

These sector capacities directly reflect the R controller activity
requirements defined by the workload weightings. We see that feeder
and final sector capacities for instrument approach operations are
slightly less than those for visual operations because of the additional
approach merging work, while departure sector capacities are not af-
fected by approach conditions . The sector capacities generally increase
for each successive increment in sector team manning because the R con-
troller usually offloads some portion of routine or conflict work to
the added team members. In some situations, the amount of work off loaded
does not sufficiently increase sector capacity; in the case of 2-man
versus 2.5-man team regimes for the DABS data link system, no work off-
loading is projected and sector capacities are identical for the two
regimes. Therefore, the 2-man team is the practical manning limit under
System 6 operations.

Each UG3RD ATC system successor to the ARTS III Base System in-
cludes an automation feature that is added onto the operational features
of its predecessor. Since each UG3RD automation feature further reduces
R controller workload requirements to varying extents, sector capacity
generally increases as each successive system evolves. However, some
of the automation features do not alleviate workload in certain opera-
tional environments. For example, basic metering and spacing supports
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approach operations, but is not shown to increase departure sector
capacity. Similarly, RNAV is not assumed to be effective in reducing
work requirements for arrival operations, and is not shown to increase
arrival sector capacity.

We note that our workload analyses assume 100 percent deployment of
RNAV and DABS data link airborne equipment for the aircraft fleet under
TRACON control. We do not explicitly assess the effect on capacity of
partial deployment of avionics equipment. However, based on our previous
analyses of enroute ATC aircraft equipment deployments, first-cut capac-
ity estimates for partial deployment may be made by linear interpolations
in Tables 78, 79, 80, and 81, as was explained under the Bay TRACON
analysis.

B. Multi-Sector Manning

Subject to the traffic handling constraints imposed by our sector
capacity calculations, we wish to compare the relative manning require-
ments of each of the six alternative ATC systems associated with the
joint operation of the four sectors.

We use sector capacities calculated for instrument approach con-
ditions rather than visual because instrument conditions are more criti-
cal constraints to controller traffic handling capabilities.

1. Manning Calculations

Again using the previously described Bay TRACON analysis pro-
cedure, we calculate for each system the minimum number of manned con-
trol positions required to process various levels of traffic through
each sector, without exceeding our R controller workload-based capacity
constraints. The calculation worksheets including the manning estimates
are shown in Tables 82, 83, 84, 85, 86, and 87, respectively, for the
six alternative ATC systems. The traffic base is the 1975 statistics
reported for the 8-hour day shift for the Los Angeles TRACON busy day
(90th percentile).”

Controller manning requirements are made for 25 percent incre-
ments in day-shift, peak-hour traffic projections. Manning estimates
for each of the four sectors are made by comparing each traffic increment
against the sector teams’ growth potentials, and identifying the team
needed to handle the projected traffic. Allowances are made for sharing
a coordinator between two arrival or two departure sectors, even though
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only one of the sectors may actually need the coordinator (i.e., to
match team capacity with the t ra f f ic  projection) .

In regard to arrival operations, we assume that some special
manning expansions may be applied to handle traffic growth beyond the
traffic level at which both the arrival sectors reach their team manning
limit (i.e., 2-men for DABS data link, and 2.5-man for the other systems).
For our purpose , we assume that each parallel monitor position will  be
expanded (possibly by being transformed into the equivalent of two final
sectors), and we add one controller to each . For example, under ARTS
III operations in Table 82, we assume four controllers will rep lace the
two parallel monitors at the L5 traffic factor in order to alleviate
the workload of the two arrival sectors.

We next estimate the flight data position manning requirements
needed to operate the fligh t progress strip printers . No f l ight data
positions were manned during our observations at Los Angeles TR.ACON;
two flight strip pointers are serviced by the two departure sector teams,
and computer printed strips are not delivered to the arrival sectors.
As in our Bay TRACON analysis, we assume that under the ARTS III Base
System, manning of two flight data positions (to distribute arrival and
departure flight strips ) could be delayed at most until t ra f f ic  activity
doubles , as shown in Table 82. Also in Table 82, we assume that one of
these positions would be manned earlier to support arrival operations
when these sector teams reach their manning levels . However, the auto-
mated data handling system is assumed to eliminate f l ight  strip printers
and attendant manning, and flight data position manning equals zero in
Tables 83 through 87 for all the alternative UG3RD systems .

The total multi-sector day-shift minimum manning requirements
are calculated by sinmiiing the sector team, parallel monitor and flight
data manning for each t raff ic  factor. (The manning estimates do not
include staff ing allowances12 for administration, relief , annual and
sick leave, excess shift capacity, training, and special assignments.)
We estimate that a total of seven manned positions correspond to the
1975 day—shift t ra f f ic  (1.0 t raf f ic  factor) for the ARTS III base system,
as shown in Table 82. This 1975 manning level defines the base manning
factor (1.0 in Table 82), and is used as the reference for calculating
manning factors for each t raff ic-factor  increment under each alternative
ATC system. That is, the manning factor data shown in Tables 82 through
87 relate each projected manning requirement to that calculated for the
1975 ARTS III base system.
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2. Manning Comparisons

Our manni -~g factor calculations corresponding to selected
traffic factors are summarized by ATC system in Table 88. The manning
factor estimates represent adjustments to sector, parallel monitor, and
flight data positions needed to handle increases in 1975 traffic activity.
Consultation with Los Angeles TRACON personnel showed that they en-
visioned no further reconfiguration beyond the current four-sector/two-
parallel feeders design. Therefore, the expansion of the parallel moni-
tor manning assumed in this analyses is based on our judgment regarding
the need for position additions if significant traffic growth were to
Occur.

This manning estimation procedure as applied to Los Angeles
TRACON does not account for the possible traffic constraining~delays in-
duced by terminal airspace capacity limitations. Based on our consul-
tations with the TRACON personnel, field observations, and operations
analyses, we conc lude that whatever critical delay-producing bottlene’~k
situations may exist are related to LAX airport constraints rather than
terminal airspace constraints.

In regard to delay-related implications of future operations,
the manning requirements in Table 88 are shown generally to increase as
traffic approaches twice the 1975 level and to gradually level off as
traffic increases beyond the 2.0 factor (or thereafter, depending on the
alternative UG3RD system). The leveling-off is due to the inability of
adding controllers to those sector teams operating at their maximum
manning level. Therefore, certain sectors are workload saturated and
cannot handle additional traffic. In fact, delays may be induced earlier
by the arrival sectors, which reach maximum manning before the traffic
projection doubles. However, delays generated by terminal airspace
should not be significant because traffic at LAX is forecast to increase
only by 30 percent (relative to 1975) by the year 2000.*

Since major workload saturation situations would occur if traf-
fic increases significantly beyond the 2.0 factor, such traffic disrup-
tions would cause significant change to the operational assumptions we
have made in modeling sector capacity and manning. Therefore, as far as
the manning factor estimates in Table 88 are concerned, we suggest that
comparisons using these data be made between systems only for those traf-
fic factors at or below 2.0. Comparisons at the higher traffic levels

*
Airport traffic activity forecast provided by FAA (AVP), October 1975.
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would have no realistic meaning, particularly since Los Angeles TR.ACON
is not expected to operate at these levels. In the following paragraph,
we do examine manning requirements at the 1.0 and 2.0 traffic factors
for sake of comparing the potential operational impacts of the alterna-
tive ATC systems.

In Table 88, the ARTS III base system is shown to be capable
of handling a doubling of 1975 traffic if manning is more than doubled
(i.e., increased by 129 percent relative to 1975 manning). Significant
reductions in these manning requirements are associated with the auto-
mated data handling and DABS data link operations. Automated data
handling reduces manning (relative to ARTS III) by 14 percent for the
1.0 traffic factor, and by 37 percent for the 2.0 traffic factor. DABS
data link reduces manning (relative to ARTS III) by 43 percent and 115
percent, respectively, for the 1.0 and 2.0 traffic factors. This shows
that the fully upgraded system is capable of handling twice the 1975
traffic with only a 14 percent increase in the current manning complement.
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Appendix

POTENTIAL CONFLICT MODELS
AND APPLICATIONS

This appendix describes mathematical models for estimating the
expected frequency of potential conflicts and their applications to the
eleven selected sectors of the Bay TRACON. This examination of sector
potential conflict situations was performed using techniques based on
the RECEP methodology developed during previous SRI research, and adapted
to the Bay TRACON operations in accordance with our on-site observations,
data collection and controller interviews.

A. Potential Conflict Frequency Models

Potential conflicts are projected violations of separation minimums
perceived by controllers. Since this project was concerned with radar
environment, the ATC radar separation minimums are the criteria to be
maintained. These criteria, based on our observations of the actual
separations exercised by controllers, are:

• Aircraft are separated by at least 1,000 feet in altitude.

• Aircraft on departure routes about to enter ARTCC airsr’ce
are separated by at least five nautical miles .

• All other aircraft are separated by three to six nautical
miles, depending on the sizes and vortex generating
capabilities of the aircraft involved .

The three primary means by which these separation minimums can be
violated are by (1) the intersection of two aircraft flight paths,
(2) One aircraft overtaking another, or (3) the merging of two or more
flight paths into one. The possible events resulting from these viola-
tions are listed in Table A-i. Since there are differences in the dif-
ficulty of resolving the potential conflicts resulting from these events,
the events should also be classified by type of aircraft involved, such

4 as nonmilitary versus nonmilitary, military versus nonmilitary, and
military versus military . However, during this project, there were not
sufficient data to make these distinctions meaningful.
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Tab le A-l

EVENTS RESULTING IN VIOLATION
OF RADAR SEPARATION MINIMA

Crossing Intersection of two aircraft flight paths
conflicts  at the same a l t i tude.

Intersection of a transitioning (climbing
or descending) aircraft with a level air-
craft at altitude.

Intersection of two transitioning aircraft .

Overtake Aircraf t  at the same latitude.
conflicts - .Aircraft transit ioning on the same track.

Aircraft on separate but merging tracks
where the merge sequence has been set up
at an upstream area , requiring “holes” to
be mai ntained in each feeder t r a f f i c  stream.

Merging The aggregation of two or more “feeder”
conflicts f l ight  paths at the same point in space.

SRI has developed a number of simple mathematical models for pre-
dicting the expected number of such conflict events. Data acquired in
our hour-long measurement phases were used to estimate the expected
frequencies of conflict events for the air routes comprising each in-
vestigated sector. The actual development of the models used to predict
the expected number of conflicts within and between air routes is de-
scribed in Reference 13. Only the resulting expressions are presented
here.

1. Crossing Conflict Events

The frequency of conflict events at an air route intersection
depends on the aircraft flow rate and velocity along each route, the
minimum separation requirements, the angle of intersection between the
routes, and the number of flight levels at which conflicts would poten-
tially occur. The average frequency of conflicts at an intersection can
be found from:
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n .2 s ~~v~1 
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where

C
x 

= average number of crossing conflicts per hour
at intersection x

= f low of aircraft at flight level i along route 1
(aircraft per hour)

n
~2 

= flow of aircraft at flight level i along route 2
(aircraft per hour)

s = separation minimum used by controllers (nautical
miles)

= average speed of aircraft at flight level i along
route 1

= average speed of a ircraft  at flight level i along
route 2

= angle of intersection between the routes

Z = indicates the summation over all flight levels at
which conflicts may occur.

Intersections of more than two air routes were treated by
finding the sum of the expected number of conflicts between all possible
pairs of air routes. The expected number of conflicts were calculated
for each flight level considered, and summed over all flight levels to
determine the total conflict frequency associated with that interaction.

When one of the crossing routes is a transition route, it is
necessary to evaluate the additional effects due to the interaction of
the transitioning aircraft with air traffic at more than one flight
level on the other route. A transitioning aircraft can conflict not
only with air traffic at the actual route crossing altitude, but also,
because of separation standards, it can conflict with traffic above and
below this flight level. For this reason the air traffic controller

• usually provides separation as if transitioning aircraft “block” more
than one altitude at the same time. This concept is equivalent to treat-
ing a transition crossing as a number of simultaneous level-to—level
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crossings at the “blocked” altitudes. Therefore, calculating the ex-
pected number of such conflicts entails summing the expected number of
crossing conflicts at each flight level affected by the transitioning
route. The number of altitudes that are affected is a function of
climb/descent angle and separation criteria. Procedures developed3 can
be used to determine the vertical distance required (and therefore the
number of flight levels affected) by a transitioning aircraft flow while
crossing an air route. Knowing this value and the vertical separation
minimum, it is possible to determine which flight levels are affected by
this event. The number of potential conflicts resulting between the
aircraft flow on each of these flight levels and the flow on the tran-
sitioning route can then be determined and summed.

2. Merging Conflict Events

The frequency of conflict events at each flight level of an
air route merge point is assumed to be one-half that of a full air route
intersection with similar flow rates, velocities, separation requirements,
and angles of intersection. Potential violations of separation minimums
downstream from the common merge point are treated as overtaking con-
flicts since the interacting aircraft traffic streams are in trail, or
overlapping in this area. The average frequency of merging conflicts
per hour, M~, at merge point, y, is simply

M = 

n
11 

n~ 2 5 ~~vj1
2 

+ v12
2 

- 
i1 i2 (2)

y v~,1v~2 sin ~

where Equation (2) parameters are the same as defined for Equation (1).

3. Overtake Conflict Events

The expected frequency of overtakes along a level or tran-
sitioning route and between level and transitioning routes in the same
direction can be determined from the following relationship

= 

(
~ + 2s)n~ ‘~k ~~~ - 

‘

1.98

4- — — ,  —-4——- - - -- —5. — — 
~~~ __.~~—~~~~- _ . =— ----—- —~~~~ ‘5.. — - - ___ ____— ---—,-—---—- —~~~~~
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where

= average number of overtakes per hour along route z

m = number of discrete speed categories along the route

= length of air route (nautical miles)

= flow rate of aircraft travelling at the ~
th speed

(aircraf t  per hour)
. thv . = average speed of the i speed c lass (knots)

= flow rate of aircraft travelling at the k
th 

speed
(aircraft per hour)

th
V
k 

= average speed of the k speed class (knots)

s = separation minimum used by controllers
(nautical miles)

I v~, - VkI = magnitude of the difference in velocities of
the two speed categories.

In this relationship, the stmunation symbol (E) indicates that
the calculation is performed for each possible pair of speed categories
and these results are then stmined to find the total number of potential
overtakes. This procedure is followed for each flight level on a level
route and for each transition route in a sector.

B. Sector Conflict Frequency Factors

Equations (1) , (2), and (3) estimate the expected number of poten-
tial conflict occurrences at a single confliction point or route for a
given rate of flow within each route. These relationships may be used
to calibrate a generalized conflict occurrence model in which sector
conflict event frequencies are related to overall sector traffic

Number of crossing conflicts/hour = e N
2

Number of local merging conflicts/hour = e N
2

• Number of overtaking conflicts/hour = e N2

Number of coordinated approach merging :onflicts,hour = e
a
N
2
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where:

N is the number of aircraft/hr through the sector

ec,em,eo and ea respectively are frequency factors that
measure the rates of occurrence of crossing, local
merging, overtaking, and coordinated approach merging
conflicts for the sector measured in (conflicts/hr)/
(aircraft/hr)2

The frequency factors, e~ , em, e0, and ea are calculated (as de-
scribed below) using Equations (1), (2), and (3) for a single set of
traffic route flow, route distribution and speed class data for a sector.
This data set describes the mutually occurring conflict events associated
with one specific hourly traffic flow rate through the sectors. The
conflict occurrence results are summed over all conflict points and
routes to obtain the expected number of potential crossing (Ec), local
merging (Es), overtaking (E0), and coordinated approach merging (Ea)
conflicts/hr for the entire sector:

E = E C for all intersection points x = 1,2,...c x x

E
m = EM for all local merge points y = 1,2,...

E = E 0 for all routes z = 1,2,...
0 Z Z

E
a = EM  for all approach merge points y = 1,2,...

Recall that C,~, M~ and O~ are calculated as functions of pairwise
products or bilinear functions of traffic flow rates on individual
routes through the sector. The corresponding sector traffic flow rate,
n, measured in aircraft/hr. is:

n = E n for all routes z = 1,2,...z z

The frequency factors as a function of sector traff ic are calculated
as follows :

200

- 0- - _______

____________________________ - -



E
C

e = —

c 2
ne

E
m

e = —

m 2ne

E
0e = —

o 2
n

Ea
e = —

a 2n

Assuming the traffic along each route will vary in direct propor-
tion to the traffic distribution used in our calibrations (and that
other parameters also remain fixed), the products ecN

2, emN
2, e0N

2, and
eaN2 estimate the number of conflicts per hour corresponding to any
value of N aircraft/hour through the sector. We need not calculate in-
dividual values of Ck, Mk, and for each intersection, merge and route
for each value of N.
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