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1. MANUSCRIPTS AND EXTENDED REPORTS




Articulatory Synthests - A Tool tor the Perceptual Evaluation ot Articulatory

Gestures™

Paul Mermelstein! and Philip Rubin

ABSTRACT

Over the last twenty-five years, dcoustic speech synthesis from
spectrally specified parameters has served as a unique tool in
assessing the perceptual importance of acoustic features present in
the speech signal. Articulatory features have met with less atten-
tion, perhaps because they cannot be directly observed in a spectro-
gram. On the static level, articulatory synthesis made it possible
to study the acoustic consequences of varying the position of
independent articulators. However, such static representations are
not wholly adequate from the perceptual point of view. For example,
the identification of isolated vowels 1s a perceptually more diffi-
cult task than the identification of vowels in a syllable environ-
ment. A significant body of evidence leads us to believe that the
listener uses knowledge about comnstraints on the production mechan-
ism to interpret specch stimuli. Articulatory synthesis appears to
be an ideal tool for exploring those dynamic aspects of the
articulatory process that counvey information that a listener way
employ in phonetic processing. The development of such a synthesiz-
er into a useful resecarch tool 1s outlined.

INTRODUCT ION

The purpose of this paper is to identify an area of investigation in
which the use of an articulatory synthesizer can be expected to contribute to
the understanding of speech perception by sapporting experimental methodolo-
gles that have rarely becn employed tn the past. Paralleling the research
that has been continuing at Haskins Laboratories and other research institu-
tions for many years, we Intend to use the synthesizer as a tool to examine
the nature of perceptually significant articulatory information. Articulatory

*portions of this paper were presented at the Symposium on  Articulatory
Modelling, Grenoble, ¥rance, 11-12 July, 1977.

tAlso at Bell-Northern Research and INRS-Telecommunicatious, University of
Quebec, Montreal, Canada.

Acknowledgment :  The authors wish to express their apprecration to Patrick
Nye and Thomas Baer tor their advice and criticisms on eavlier drafts ot this
manuscript. Preparation of this paper was supported by NSF Grant BNS-76-
82023, and BRSG Crant RR-05596, to Haskins Laboratories.
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synthesis allows the experimenter to precisely control speech gestures by
specifying the positions of selected articulatory variables, incorporating
these variables into programs for generating the articulatory trajectory, and
testing whether listeners in fact regard these variables as important for the
perception of particular speech sounds. With such a synthesizer, the experi-
menter can form an hypothesis about which gestures are significant, incorpo-
rate variations of these gestures into programs for generating the articulato-
ry trajectory, and test whether listeners regard these variations as important
for the perception of particular speech sounds.

USE OF ARTICULATORY SYNTHESIS

We have already pointed out that the use of articulatory synthesis to
probe human speech perception represents a method of research that parallels
the use of spectrally-based synthesis to determine the perceptually important
acoustic features. The organization of this research method is illustrated in
Figure 1, which shows three ways to experiment on speech.l These are: (1)
the use of a real speaker, (2) an articulatory model and (3) a terminal analog
model. When real speech is used as input, a digital playback device can serve
to analyze the signal into its spectral components, possibly manipulate the
spectrographic representation and resynthesize the signal. An articulatory
model generates synthetic speech that may be compared to real speech by
listeuing, that is, subjected to perceptual evaluation. More importantly,
however, the control signals of the muscles of the articulators that are
observed through electromyographic {EMG) measurements can be compared with the
signals that drive the articulatory model. Unfortunately, the signals cannot
be compared quantitatively at the moment, except in terms of timing informa-
tion.

At the vocal-tract shape level, a comparison is possible between sagittal
x-ray views and the schematized displays of the articulatory wmodel. In
addition, the spectrograms resulting from articulatory synthesis can be
compared with the spectrograms obtained through speech synthesis using a
terminal analog synthesizer. This permits us to verify whether the perceived
differences in the synthetic speech signals are due to a failure to specify
the proper acoustic information adequately, or whether they are more likely
the consequence of incorrect articulatory specifications.

THE MODEL

The details of the particular articulatory synthesls model that we have
implemented as a first step have been described previously by Mermelstein
(1973). The positions of six key articulators are controlled. These articu-
lators can be divided into two groups: (a) primary - those that move
independently of tne other articulators; and (b) secondary - those whose

lFigurc 1 is reproduced from "Speech Synthesis - A Tool for the Study ot

Speech Production" by F. §. Cooper, P. Mermelstein and P, W. Nye, in Dynamic
Aspects of Speech Production - Current Results, Emerging Problems and New
lastrumentation, edited by M. Sawashima and . S. Cooper. (Tokyo:
University ot Tokyo Press, 1977).
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positious ace functions of the position of other articulators.

The jaw, velum and hyoid constitute the first group; the tongue body,
tongue tip and lips constitute the second group. The articulators of the
second group all move relative to the jaw. When articulatory movements are
modeled 1n this manner, individual speech gestures can be separated into the
component movements of cach of the several articulators that are involved.
For example, the lip opening gesture in articulating /ba/ has two main
components; the release of lip closure and the opening of the jaw for the
vowel articulation. Movements of the jaw and velum have one degree of
freedom, all other articulators move with two degrees of freedom.

EXERCISING CONTROL OVER THE ARTICULATORY SYNTHFESIZER

The articulatory process 1s simulated on a digital computer. Digital
simulation can provide a flexibility and convenience that 1is unattainable
through the use of physical models. To control the model meaningfully, it
must be possible to easily observe the results of changes in the 1input
lnstructions. To this end, a pgraphical display, as shown in Figure 2a, is
provided that allows the user to select an individual articulator and move it
to a specified position. The vocal-tract outline is immediately recalculated
and the modified display 1is made available for inspection. Once excitation
parameters are specified, the model calculates the transfer function from the
specified vocal-tract shape and displays the appropriate spectrum, whether
voiced or fricative. Finally, the model generates an acoustic output by
computing a digital representation of the soundwave from the transfer func-
tion. To examine statlionary vocal=-tract configurations, a standard descending
fundamental trequency trajectory is synthesized for a duration of 200 msec.
This stationary mode is used primarily to evaluate changes in the vowel color
resulting from perturbations 1in the specification of particular vocal-tract
shapes.

To generate articulatory movements, an input consisting of a sequence of
articulatory states 1s provided by the user. This set of specifications takes
the form of two tables of values. The first table, referred to as the
"script'" table, consists of descriptions of the positions of the articulators
within the vocal-tract at particular points 1n time (see Figure 5).
Theretore, e¢ach row of a script table describes a particular shape of the
vocal-tract. A second table, called the "control" table, controls the timing,
fundamental frequency and amplitude parameters, and specifies, 1f necessary,
the point 1n the vocal traet where the fricative noise source 1is to be
introduced (see Figure 7). The use of these tables 1s similar to the
procedure known as key-frame animation. Key "snapshots" of the vocal tract
are provided in a particular order by the script table. The flow of movement
1s determined by i1nterpolating, or wmoving, between these critical articulatory
states, as specified by the timing parameters in the control table. The
result, then, 1s a simulation of movement, or animation, of the vocal tract
through a path of key configurations. At the moment, each articulatory
parameter value 1s linearly interpolated between the values specified in the
script table. Future modifications will allow the experimenter to specify
exponential transitions with variable time constants.

T

T —

| TP——



3 Waoys to Experiment on Speech:

Monipulote
Reo! Speech,

_Useon
Articulotory
Model;

Figure 1:

Synthesis- | Troct
By-Rule ! -
190 Manus! Modsy Disploy

DIGITAL PLAYBAC

4 ‘
!

Comparisons
of Control
Signols:

(esp. for Timing)

Comparisons of
Vocol Tract Shope:
X-roy vs Disploy
EMG vs Motions of Madel Yocol Troct

Synthetic
peech

1

Comporisons of

Received Messoge:

Perceptuol
Evoluation

—o{ Spectrum )

1

Comparisons
of Spectrogroms:
Visuol Assessment
of Pottern Similorities

This is o

process/processor. E:

This is description

of signo!l between C:D
two processors:

Threo ways Lo experiment on speach,

Synthesis-

190 Manual Mode)

T
| Actuol
Humon Reol |
Speoker Vocol p——— Spectrum
Troct | : 3
: : Monipulotion
Synthetic
gp"ch Spectrum
------------------ b
. | Mode! Synthetic Input to
Articulotory  yoCS) gpou'h DPB

Use o
Terminol Anol

Model

e
Py




<

JId S
+C T
H -- HYOID
oM C -- TONGUE BODY CENTER
V - VELUM
T -- TONGUE Tip
J - JAW
L LIPS
Figure 2a: Articulatory display for vowel /a/.
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Figure 2b: Vocal-tract transfer function for vowel /a/.




Figure 3a: Articulatory display for stop /b/.
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Figure 3b: Vocal-tract transfer function for stop /b/.
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Figure 4a:

Articulatory display for nasal /m/.
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TABLE OF ARTICULATORY PARAMETERS WITH DEFAULT VALUES:

H-X H-Y SC THC ST THT THJ L-P L-H NAS
800 830 856 -.21 350 0 -.28 102 11 0.0
1: 800 830 845.7 -.278 303.1 0.38 -.299 119.9 70.9 0.0
2: 800 830 845.7 -.278 303.1 0.38 -.299 119.9 70.9 0.0
3: 800 830 845.7 -.278 350.0 0.00 -.346 102.9 9.1 0.0
4: 800 830 845.7 -.278 350.0 0.00 -.346 102.9 9.1 0.0
5: 800 830 845.7 -.278 350.0 0.00 -.346 102.9 9.1 0.0
6: 800 830 845.7 -.278 350.0 0.00 -.346 102.9 9.1 0.0 ]

H-X -- hyoid position, X coordinate

H-Y -- hyoid position, Y coordinate !
SC -- distance from origin to tongue body center

THC ~-- angle (in radians) between jaw and tongue body

ST =-- tongue tip extension - position relative to tongue body

THT -- tongue tip angle (in radians)

THJ -- angular position of jaw relative to horizontal

L-P -- lip protrusion

L-H ~-- lip height

NAS -- velum height; velar port opening

Figure 5: Articulation script for /ba/.
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TABLE OF ARTICULATORY PARAMETERS WITH DEFAULT VALUES:

H-X H-Y SC THC ST THT THJ L-P L-H NAS
800 830 856 -.21 350 0 -.28 102 11 0.0 |
1: 800 830 845.7 -.278 303.1 0.38 -.299 119.9 70.9 0.045 '
2: 800 830 845.7 -.278 303.1 0.38 -.299 119.9 70.9 0.045
3: 800 830 845.7 -.278 350.0 0.00 -.346 102.9 9.1 0.045
4: 800 830 845.7 -.278 350.0 0.00 -.346 102.9 9.1 0.000
5: 800 830 845.7 -.278 350.0 0.00 -.346 102.9 9.1 0.000 |
6: 800 830 845.7 -.278 350.0 0.00 -.346 102.9 9.1 0.000 I
|

Figure 6: Articulation script for /ma/.

TABLE OF ARTICULATORY SYNTHES1S CONTROL PARAMETERS WITH DEFAULT VALUES:

TIME  AMP AMPFR NFRICP FREQ
0 0 0 0 100

J L L L L T R e L P P P e L L e

TIME -- starting time of a table row (maec)

AMP -- input voicing amplitude (arbitrary scale)

AMPFR -- input frication amplitude (arbitrary scale)

NFRICP -- point in the vocal tract where noise source is
inserted (from larynx to lips)

FREQ -- fundamental frequency (Hz)

Figure 7: Timing and excitation control for /ba/ and /ma/. 9 i




Since it is difficult to visualize articulatory shapes when they are
specified in numeric form, the program provides a graphical display of the
shape specified at any time in the sequence of articulatory gestures.
Modifications to these vocal-tract shapes can then be carried out graphically
in the stationary mode and the numerical results can be automatically
substituted back into the script table.

Movements of the vocal tract are not simulated continuously. The
positions of the articulators are determined at the -onset of every pitch
period and the corresponding transfer function is computed. The resulting
speech signal 1s obtained by concatenating the truncated responses to indivi-
dual pitch pulses of varying durations.

Although the acoustic signal is not computed in real time, it 1is
generally produced within no more than fifty times real time. Prompt output
is desirable since it allows the user to quickly assess the perceptual
consequences of the synthesis process. It is only under such conditions of
rapid feedback that the user c¢an maintain a conceptual link between the
hypothesis being tested and the results of the test.

The following figures illustrate the input-output relationships of the
model at the transfer-function level. Figure 2a shows the spatial positions
of the key articulators involved in the formation of a vocal tract outline
appropriate for the production of the vowel /a/. Figure 2b shows the
corresponding transfer function. The pole frequencies and bandwidths listed
at the top of Figure 2b are determined by solving for the roots of the
denominator of the transfer~function polynomial. To generate /ba/, the vowel
articulation is preceded by a vocal-tract outline with closed lips as shown in
Figure 3a. The corresponding transfer function 1is shown in Figure 3b.
Becsuse a small opening at the lips is being used to simulate radiation
through the cheeks, the higher formant bandwidths tend to be too small.
Figure 4a is an articulatory configuration appropriate for the consonant /m/,
requiring articulatory specifications for velar opening and labial closure.
The corresponding transfer function is shown in Figure 4b. Figure 5 1llus-
trates a typical script table, this one appropriate for /ba/. The changes in
the tongue-tip coordinates are not important. Rather, it is the changes in
jaw and lip parameters that are noteworthy. The specification for /ma/, as
seen in Figure 6, is identical to that of /ba/, except for the specification
of the velar parameter. Figure 7 i1llustrates the corresponding control table
where timing and excitation parameters are specified.

APPL1CATIONS

The research issues that we hope to explore with the aid of the
articulatory model revolve around the identification of the articulatory
components of a vocal gesture that are perceptually important. In the
stationary mode, that is, when listening to or comparing sustained speech
sounds, it is difficult to specify whether one is perceiving in an acoustic or
in an articulatory framework. For time varying speech sounds, such as vowels
in CVC contexts, the situation may be very different. We have previously
found that when displacing one of the formant frequencies of a vowel, the just
noticeable difference (JND) is significantly smaller 1f the vowel being
modified is the central vowel of a CVC syllable, than when the vowel is
stationary (Mermelstein, 1977). The JIND is increased even in cascs where the
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particular formant frequency being perturbed does not normally vary with time.
The need to decode the consonantal information appears to prevent the
listeners trom discriminating differences between the vowels as well as they
can when the consonants are absent. However, the JND for a stationary formant
is smaller than the JND for a formant that is varying in time. It appears
that the incvease in the JND tor formant trequency has partially an auditory
and partially a phonetic basis.

It has been suggested that vowels heard in context are easier to identify
than vowels heard in isolation, because coarticulation between a consonant and
a following vowel causes the consonant to carry some information about the
vowel as well (Strange et al., 1976). Hence, in a syllabic context,
information pertaining to the vowel is available not only from the nuclear
region of the syllable, but also from the consonantal environment. To put
this hypothesis into a form testable in articulatory terms, we may ask: Is
the JND in position for an articulator (measured at a moment when it is most
representative of the vowel uttered alone) reduced when the articulator
participates 1in the consonantal movement as well? Presumably, under such
dynamic conditions, more information about the articulator's intended position
is available to the listener. Hence, to be specific, we may ask whether the
JND in lip opening depends on whether the vowel is in a labial or a velar
context. A reduced value for the JND in a labial context would suggest that
this context does provide some assistance to the listener in assessing the
identity of an adjoining vowel.

Another area that we plan to explore with the aid of the articulatory
model 1s the perceptual sensitivity of listeners to variations in the timing
of overlapped articulatory gestures. Certain articulatory events appear to be
precisely time-locked, and we suspect that any disturbance of that natural
precision could be perceptually disruptive. However, based on the examinaton
of repeated productions, other events appear to be less governed by uniform
timing constraints, Nevertheless, the degree of perceptual awareness of these
differing requirements has not yet been demonstrated.

The answers to such questions about the perceptual significance of
various components of articulatory performance promise to shed new light on
the speech perception process. Moreover, the development of an articulatory
synthesizer as a research tool has made it possible to study the assumed link
between speech perception and production (for example, Liberman et al., 1967)
in a more feasible and revealing way than has been possible in the past.
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On the Relation between Processing the Roman and the Cyrillic Alphabets: A
Preliminary Analysis with Bi-alphabetical Readers®

G. Lukatela!, M. D. saviél, P. Ognjenoviél! and M.- T. :I‘urveyTT

ABSTRACT

Serbo-Croatian is read, to a greater or lesser degree depending
on locale, in two alphabets, the Roman and the Cyrillic. While most
letters are solely members of one or the other alphabet, some
letters are shared and of these, some are ambiguous in that they are
read differently in the two alphabets. The order in which the
alphabets are acquired depends on geography: in the eastern part of
the country the order is Cyrillic then Roman; in the western part of
the country the order is Roman then Cyrillic. A series of six
experiments is reported examining the relation, in processing terms,
between the two alphabets. Evidence is presented for a processing
asymmetry. Processing the letters of the first-acquired alphabet is
more similar to processing the letters of the second~acquired
alphabet than vice versa. Additionally, it is shown that searching
for a letter in the other alphabet is faster than searching for a
letter in the same alphabet, suggesting that alphabet categorization
may precede letter identification. The results are discussed in
terms of the general problem of operating with two separately used
symbol systems.

INTRODUCTION

The modern Serbo-Croatian orthography was constructed at the beginning of
the 19th century by Vuk Karadid on the basis of a simple rule: "Write as you
speak.”" He selected the speech spoken in mid-Yugoslavia as the ideal, and to
each phonemic segment of the speech he assigned a letter character. Karadid
took the majority of the letters from the alphabet existing at the time, but
since the number of letters available was less than the number of phonemes
needed, he borrowed and/or modified several letters from other alphabets.
Consequently, in the modern alphabet, each letter stands for a phoneme and the
phonemic interpretation of each individual letter is largely invariant and
unaffected by preceding and following letters and letter clusters. All

*To appear in Language and Speech, vol. 21, 1978.

TUniversity of Belgrade.
Ttalso University of Connecticut.
Acknowledgment : This research was supported in part by NICHD Grant HD-08495

to the University of Belgrade, and in part by NICHD Grant HD-01994 to
Haskins Laboratories.
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letters are pronounced; there are no letters that are made silent by context.

In actuality, there are two alphabets with the above properties--a Roman
and a Cyrillic--and in many areas of Yugoslavia both are used by the local
population. This situation is due, in part, to the educational system that
teaches both alphabets in the first and second grade and, in part, to the fact
that reading materials come in both alphabets. In Eastern Yugoslavia the
children are taught to read and write Cyrillic during their first school year
and Roman during their second; in Western Yugoslavia the children learn first
Roman and then Cyrillic. Consequently, the normal third grade child in most
of Yugoslavia can handle both alphabets.

The Cyrillic and Roman alphabets in Serbo-Croatian do not represent two
completely independent sets of letters. Serbo-Croatian letters can be divided
into four different groups, which are illustrated in Figure 1. Some letters
are the same in shape and pronunciation in both alphabets (see Table 1 for the
pronunciations). We will refer to these letters as 'common letters.'" The word
for aunt, for example, is written TETKA in Roman and in Cyrillic. However,
there are also several letters of the same shape that represent, in the two
alphabets, different utterances. We will call them '"ambiguous letters." The
word deer, for example, is spelled CPHA in Cyrillic. However, if CPHA were
read as Roman, the pronunciation would be different and the "word" itself
would be meaningless. Similarly, one can combine ambiguous and common letters
to write words which have one pronunciation and meaning if read as Cyrillic,
and a different pronunciation and a different meaning if read as Roman.
Finally, the remaining letters are specific either to the Roman or Cyrillic
alphabets; we will refer to these as '"the uniquely Roman" or '"the uniquely
Cyrillic" letters, respectively.

It is evident that the relation between the two alphabets is not the same
as the relation between the upper- and lower-case alphabets of, say, English.
It is also evident from the preceding that Serbo-Croatian provides a special
situation for the study of word perception in particular, and reading in
general. Our initial interest, however, is with an issue that is more modest
than, and perhaps preliminary to, the larger issues of word perception and
reading, namely: What is the relation, in processing terms, between the two
alphabets? The present paper reports six experiments that bear on this
problem.

Let us preface these experiments with some general comments about the

learning of the two alphabets. Fundamentally, alphabetic characters are
visual specifications of articulatory events; each character specifies a
unique speech sound. Nevertheless, differentiating the written characters,

one from another, must logically precede decoding them to speech (Gibson,
1965). At the outset, then, learning an alphabet is a matter of distinguish-
ing among a set of line-complexes that are alike on some dimensions of
description and different on other dimensions of description. Sensitivity to
the dimensions of difference is the initial goal. This is not a trivial
requirement, since the dimensions of difference (which, for simplicity, can be
called features) are probably relational so as to remain invariant under the
variety of metrical and affine transformations to which writing necessarily
subjects them.
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If representations (such as templates) of the individual characters are
induced 1in the course of acquiring the alphabet, then it 1s reasonable to
suppose that the dimensions of difference constitute the descriptors from
which the representations are composed. 1In short, differentiation of alphabet
characters must, in all probability, precede representation of alphabet
characters (see Gibson, 1909). Presumably, the itnduction of the mapping trom
the characters to speech 1s possible once a reasonable level of distinction
among the characters has been achieved and representation made feasible.

As remarked, Yugoslavians indigenous to Eastern Yugoslavia learn the
Cyrillic alphabet first. On the foregoing, this means that they have learned
to detect the dimensions of difference relevant to the set of Cyrillic
characters; they have acquired, presumably, representations for the individual
Cyrillic characters; they have isolated the subset of articulatory events to
which the characters correspound and they have established the correspondences.
What, then, does learning of the second alphabet, the Roman, require? First,
we may ask: Are the dimensions of difference for the scet of Roman characters
the same as for the set of Cyrillic characters? Casual inspection of Figure 1
suggests that there are probably features related to distinguishing Cyrillic
(in particular, the uniquely Cyrillic) characters that are irrelevant to
distinguishing Roman characters, but that a subset of the Cyrillic-relevant
features will probably do for the task of distinguishing Roman characters.
Second, learning the Roman alphabet would not require the isolation of the
relevant subset of articulatory events. Third, it is evident that the full
complement of correspondencies between Roman characters and speech does not
have to be learned, since seven of the Roman characters are shared with the
Cyrillic alphabet. The common letters yield perfect positive transfer. In
contrast, the ambiguous letters--those that are the same in shape but
correspond to different speech sounds in the two alphabets--yield very high
negative transfer and would require exceptional attention in the aecquisition
of the Roman alphabet. In this respect 1t is noteworthy that the clementary
schoolchild, having previously learned Cyrillic, 1s often admonished:
"Remember, you are now reading Roman."

Simplistically, there are two characterizations of the way in which the
learning of the two alphabets might proceed. One characterization is that,
figuratively speaking, two secparate devices are constructed: the first one to
accept the Cyrillic alphabet and the second to acecept the Roman alphabet. Let
C and R, respectively, designate the two devices. In the other characteriza-
tion, a device 1s constructed to accept the Cyrillie alphabet and then
modifications to this device are discovered so that the Cyrillic-alphabet
acceptance device, suitably wmodified, accepts the Roman alphabet. 1f ¢
designates the Cyrillic-alphabet device, then m(C) designates the modified
device for accepting Roman. In view of the preceding discussion on the
successive learning of two alphabets, the second characterization seems the
more likely of the two. Significantly, the two characterizations are nontri-
vially distinct. The second implies that while processing Roman characters
necessarily entails the device for processing Cyrillic characters, the reverse
is not true. That 1is, m(C) entails €, but € does not entail m(C). In
contrast, the first characterization does not imply the entailment of onc
alphabet device by the other, asymmetric or otherwise.
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EXPERIMENT I

The first experiment sought to provide some rudimentary data of relevance
to the question of how the two alphabets relate. The experiment was simple in
conception and implementation: it asked native Eastern Yugoslavians to look
at Roman and Cyrillic letters presented one at a time in random order and to
press a key as quickly as possible in answer to the question "Is this letter
Cyrillic?" or to the question "Is this letter Roman?"

Method

Subjects. The participants in the experiment were 38 students from the
Psychology Department at the University of Belgrade. The students had all
received their elementary education in Eastern Yugoslavia. They were experi-
enced in reaction time experiments,

Materials. The letters were Letraset, black uppercase letters (Helvetica
Light, twelve point). They were presented on slides, one letter per slide
located at the center. Of the uniquely Cyrillic letters, all were used with
the exception of Y and N. Of the uniquely Roman letters, those excluded were
U and I, the Roman equivalents of Y and N, and those letters of the Roman
alphabet that are truly combinations of letters, namely, DJ, NJ and DZ. Also
excluded were three common letters: A, E and O (see Figure 1). The resulting
39 letters were divided intd the following classes: ambiguous letters, common
letters, uniquely Cyrillic letters and uniquely Roman letters,

Design. Each subject was assigned by order of appearance to one of two
groups, with nineteen subjects per group. Both groups saw the full complement
of Roman and Cyrillic letters. One group was instructed to respond '"yes" or
"no" to the question "Is this lecter Cyrillic?"; the other group was
instructed to respond similarly to the question "Is this letter Roman?"

Each subject viewed and responded to a total of 144 slides, with each
letter appearing at least three times. Within a block of 36 slides the four
groups of letters were quasi-randomly presented. The constraint was that no
more than four letters from the same group could occur in succession. Within
a block of 36 slides "Yes" and "No" responses occurred equally often.

Procedure. The letters were presented each for 200 msec in one field of
a Scientific Prototype three-channel tachistoscope with another field provid-
ing a point of fixation prior to exposure. The luminances of the two fields
were matched at 10.3 cd/mZ,

The onset of a letter display triggered an electronic counter that was
stopped when the subject pressed one of two keys on the response panel in
front of him. To minimize possible hand asymmetries, both hands were used:
both thumbs were placed on the key close to the subject and both forefingers
were placed on the key that was collinear with the first, but two inches
further away. The subject depressed the closer key for "no" and the farther
key for "yes." The duration of a display was terminated by the key press.

All subjects received ten minutes of practice preliminary to the experi-
ment proper. After every block of 36 trials there was a brief rest period.
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Results

Only correct responses were analyzed. The error rate 1in the two
nonambiguous-letter classes was less than three percent; in the ambiguous
letter and common letter classes the error rates were closer to eight percent.

The mean reaction times for each letter within a class were averaged
across the subjects and then the class average was determined. The results
are given in Figures 2 and 3.

Inspection of the aforementioned figures reveals that the subjects
behaved quite differently under the two qQuestion regimes. First, we may unote
that 1t took considerably longer to verity that the common letters were Roman
in the "Is this letter Roman?" condition than to verify that the common
letters were Cyrillic in the "Is this letter Cyrillic?" condition. To
dramatize this contrast we plot (in Figure 4) the probability of occurrence in
Secbo-Croatian literature of each of the common letters (Tomic, 1975) against
their verification latencies 1in the two Qquestion regimes. There 1is a
suggestion that verification latency is an iunverse function of probability of
occurrence, but that the superiority of verification iun the Cyrillic mode over
that in the Roman mode 1s indifferent to a letter's probability. By an
independent t-test, the latency difterence between the two modes for the class
of common letters was shown to be significant (vt = 3.3, df = 6, p < .02).

Second, we may unote that while there 1s no difference between the two
question regimes when the class of letters 1s nonambiguous and the response 1is
"yes," there 1s a substantial difference between the two for that class of
letters when the response is "no." 1In short, the subjects accepted an
unambiguous Roman letter as "Roman" and an unambiguous Cyrillic letter as
"Cyrillic" with equal facility, but found it inordinately more difficule to
reject a Cyrillic letter as Roman than to reject a Roman letter as Cyrillic.
From the set of 14 nonambiguous Roman letters aud 17 nonambiguous Cyrillic
letters, 10 pairs can be identified that are phonemically equivalent. An
independent t-test on the latencies for rejecting these 10 Roman letters as
Cyrillic and rejecting the corresponding 10 Cyrillic letters as Roman, proved
significant (t = 3.35, df = 36, p < .01).

Third, and last, it can be observed from Figures 2 and 3 that verifying
that the ambiguous letters were members of the Cyrillic alphabet and verifying
that they were members of the Roman alphabet took virtually the same amount of
time. In both cases, however, these vertfications were slower thaun those for
the uniquely Cyrillic or uniquely Roman letters (t = 5.1, df = 18, p < .0l and
t = 2.7, df = 18, p < .05 respectively).

Discussion

The alphabet classification task of this experiment ts not a natural one.
The reader of Serbo-Croatian uses his knowledge of the alphabets to go from
script to meauing, but he does not ask himself--at least not explicitly--
whether this or that letter is Roman or Cyrillic. Nevertheless, the task
ought to reveal something of the stvuctuve of the reader's alphabet system--
much as the lexical dectsion task ("is this string of tetters a word or not?")
and tts variauts have cast some light on the stvucture of the lexicon (for
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example, Forster and Bednall, 1976).

Figure 5 depicts one way of conveying the flavor of our introductory
remarks on the learning of the two alphabets. The solid lines identify the
initially established device, C, for acecepting the Cyrillic alphabet, and the
dotted lines identify the modifications to C that produce m(C), the device for
accepting Roman. The intersection of the two alphabet spaces is the set of
representations of common letters. Collectively, the two devices might
operate in the following fashion. On presentation, a letter's feature
description is determined and then mapped onto the two alphabet spaces 1in
serial or in parallel. Where a match is made between the letter's figural
description and that registered in one or the other visual space, an alphabet
classification is defined. The accessing of the phonemic space (and other
linguistic spaces) 1s made only subsequent to such a match. We remain
uncommitted on the level at which context influences processing: if the
mapping from feature description to alphabet space is serial, then context
(for example, "is this character Roman?") may direct this mapping; on the
other hand, 1f the mapping from feature description to alphabet space is
parallel, then context may direct the subsequent mapping of alphabet represen-
tations onto the phonemic space. However, we need not necessarily believe
that context effects are the exclusive prerogative of any one level of
processing.

A major conclusion of the present experiment 1s that the participants
viewed the common letters as essentially members of the Cyrillic alphabet and,
perhaps, only indirectly as members of the Roman alphabet. This bias toward
Cyrillic is not especially surprising when one considers that the subjects
received thelr elementary education in Eastern Yugoslavia and thus learned
Cyrillic as their first alphabet. The bias is surprising, however, when one
recognizes that the subjects were senior university students who spend most of
their (academic) reading and writing lives with the Roman alphabet.

The shorter latency for accepting common letters as Cyrillic suggests
that--for these subjects--to perceive a common letter is to operate in the
Cyrillic alphabet space and to conclude that a common letter is indeed Roman
requires further processing of a more contrived nature. 1In short, to read
common Roman characters it 1is only necessary that the vepresentations of the
common letters be accessible; 1t 1s not necessary that they be 1identified
explicitly, within the system, as Roman.

What of the ambiguous letters? We can conjecture that they inhabit both
the Roman and the Cyrillic alphabet spaces. Thus, given an ambiguous letter,
a match can be found 1n both alphabet spaces, and for a subsequent decision
process there 1s reason for hesitancy. In both question rvegimes of the
present experiment, verifying that an ambiguous letter was a member of the
designated alphabet took significantly longer than verifying the alphabetic
membership of a letter that belonged to only one alphabet. By itself, the
necessity to keep the ambiguous letters from mutually interfering suggests
that the Yugoslav reader indulges two alphabet spaces and, as a consequence,
he or she can be said to read in one alphabet mode or the other.
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Let us now consider what 1is, perhaps, the most telling observation of the
present experiment: rvejecting Cyrillic letters in the Roman mode takes longer
than rejecting Roman letters in the Cyrillic mode. To begin with, this
observation rules out a simple interpretation of the relation between process-—
ing Cyrillic characters and processing Roman characters. ln view of the
aforementioned Cyrillic bias on common letters, it would be argued that the
Cyrillic space is the larger of the two i1n that 1t contalued more elements
(uniquely Cyrillic, ambiguous and common versus uniquely Roman and ambiguous).
Now we could imagive that when asked "Is this letter Roman?" or "Is this
letter Cyrillic?", the participant engages in a search of the appropriate
space looking for & match. In the case where the target is not 1in the
specified alphabet, we may assume that the search is exhaustive (see Forster
and Bednall, 1976). Theretore, 1f the Roman is the smaller alphabet space,
then the time to reject a nonentry (a uniquely Cyrillic letter) in the Roman
space should be less than the time to reject a nonentry (a uniquely Roman
letter) in the Cyrillic space. We are remiunded again, however, that the
opposite result was actually the case.

It 1s highly questionable, therefore, that the ditference 1n rejection
latency 1s owing to a difference between alphabet spaces in number of
representations. Nevertheless, we can preserve the idea that the diftervence
10 rejection latency 1s localized in the mapping from feature description to
alphabet space. Consider the presentation of a uniquely Cyrillic letter when
the subject 1s in the Roman mode, that is, when the subject ts asked "Is thas
¢ an r?" In Tversky's (1977) terms, the target Cyrillic letter (c¢) is the
subject and an individual Roman representation (r), to which it is matched, ts
the referent. Let s(eo,r) be interpreted as the degree to which the subject ¢
1s similar to the referent r. We may then take the average latency for
rejecting a Cyrillic character as Roman as an index of the degree to which a
description of a Cyritllic character 1s, on the average, similar to a
description of a Roman character, that is, as an index of s(c,r). By the same
reasoning, the average latency for rejecting a Roman character as Cyrillic may
be taken as an index of the degree to which a description of a Roman character
1s, on the average, similar to a description of a Cyrillic character, that 1is,
as an index of s(r.c). It follows, therefore, that s(c,r) > s(r,¢). In
words, the descriptions of Cyrillic characters are, on the average, more
similar to the descriptions of Roman characters than the descriptions of Roman
characters are, on the average, similar to the descriptions of Cyrillic
characters.

Asymmetric similarities are unot uncommon (see Tversky, 1977) as the use
of similes and metaphors readily attests. Thus, we might say that a highway
1s like a snake, but we would be less likely to say that a snake 1s like a
highway. In this example the snake, noted ftor winding its way across the
ground, is used as the referent rather than the subject of the metaphor.
Herein lies a thorny point of theory: the direction of asymmetry depends on
which term is the referent. As a general rule Tversky (1977) claims that the
determination of subject and referent depends on the velative salience ot the
objects where the more salient object is assigned the vole of referent and the
less salient object 1s assigned the role of subject. Given this, the less
salient object is more similav to the salieat object than vice versa, In our
case, then, we would have to conclude that the representational space of the
Roman alphabet 1s more salilent than that ot the Cyrillic alphabet. tow ave we
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to understand "salient"? Are the set of descriptors (features) for Roman
letters more salient--more prominent--than the set of descriptors for Cyrillic
letters? It seems reasonable to claim that one set of descriptors is more
salient than another if the former 1includes the latter. However, our
intuition, on inspection of Figure 1, is that the set of descriptors for the
Cyrillic alphabet includes the set for the Roman alphabet and not vice versa.
Experiment VI will provide further reason for doubting a feature-based account
of the asymmetry. For the present, we may recognize a less discerning
account, namely, that the asymmetric similarity between Cyrillic and Roman 1is
consonant with the view that the device for accepting Roman characters entails
the device for accepting Cyrillic characters but not vice versa.

EXPERIMENT II

To assess further the asymmetric similarity between processing Cyrillic
letters and processing Roman letters, we consider the phenomenon 1n the short-
term memory literature known as release from proactive interference.

On successive short-term memory tests of the distractor kind /Brown,
1958; Peterson and Peterson, 1959), a subject is given short lists of maybe
three i1tems (words, letters, etc.) to retain, with a new list for each test.
If the 1items presented on the successive tasks are drawn from the same
category, recall performance across the successive tests will decline precipi-
tously. This is referred to as the build up of proactive interference. If we
now present 1ltems on a short-term memory test that have been drawn from a
category conceptually different from that used in the immediately preceding
tests, then there 1s an abrupt recovery in recall performance. For example,
if a subject received four successive tests with digits as the to-be-
remembered materiatl and then on the fifth test he was given letters to retain,
performance on the fifth test would be similar to that on the first and
substantially superior to that on the fourth. In particular, performance on
the fifth test would be substantially superior to the recall of the same set
of letters after a succession of four tests with letters. Wickens (1970) has
proposed that the '"release from proactive interference" identifies "psycholog-
ical" categories. We can assume that there is a common way of encoding within
a class (accounting for the decline in recall) that differs betwcen classes
(accounting in turn for the increase in recall with shift in class).

We can adopt this strategy to examine the aforementioned asymmetric

similarity. By definition, proactive interference is the forgetting induced
by earlier items on a later item. The interference is class specific and,
ceteris paribus, the more similar the earlier items are to the later item, the
greater 1s the interference and hence the forgetting. Given a succession of

five short-term memory tests, we can ask, therefore, how similar the earlier
items (those of Tests 1-4) were to the most recent item {(that of Test 5).
Precisely, we can ask (a) how similar is (the processing and storing of)
Cyrillic alphabet material to (the processing and storing of) Roman alphabet
material and (b) how similar is (the processing and storing of) Roman alphabet
material to (the processing and storing of) Cyrillic alphabet material.
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Method

Subjects. The subjects were 360 undergraduate volunteers from the
Faculty of Engineering at the University of Belgrade, whose elementary
education had been received in Eastern Yugoslavia.

Materials. Ten 8 x 3 inch test cards were prepared, on each of which
were printed three letters. Five of the cards contained Cyrillic letters and
five contained Roman letters. The five Cyrillic triplets were five different
combinations from the lettersa, ¢, r,n, 3; the five Roman triplets were five
different combinations from the letters D, F, G, L, Z. These Cyrillic and
Roman letter sets are phonemically identical.

Procedure. Each subject received five successive short-term memory tests
where each test consisted of the following sequence of events. First, a
verbal "ready" signal followed by a letter triplet presented for 3 seconds
duration and read aloud by the subject; a three-digit number was then
presented from which the subject counted backwards by threes for 10 secs;
finally, a recall signal was given with five seconds allotted to recall. A
period of 10 seconds elapsed between successive tests.

Design. On appearance at the laboratory, each subject was assigned to
one of four groups, with 90 subjects per group. Two groups received letter
triplets from the same alphabet on all five tests; thus, one group received
only Cyrillic letters for retention and the other only Roman. The remaining
two groups were given four successive tests with letters from one alphabet,
but on the fifth t:st were presented letters from the other alphabet. Thus,
one group was given four Roman triplets followed by a Cyrillic triplet, and
the other was given four Cyrillic triplets followed by a Roman triplet.

Results

The recall of each subject on each test was scored in terms of whether
the correct letter was reported in the correct position of a triplet. The
averaged results for each condition are given in Figure 6. From inspection of
the figure it is evident that proactive interference effects were manifest:
performance declines with increasing numbers of short-term memory tests.

The comparisons of interest are these: first, the recall of the Cyrillic
triplets on Test 5 after a history of Cyrillic triplets and after a history of
Roman triplets; second, and similarly, the recall of the Roman triplets on
Test 5 after a history of Roman triplets and after a history of Cyrillic
triplets. These comparisons define the release from the proactive interfer-
ence condition. Precisely, one 1s interested in whether an item 1is recalled
better from short-term memory when it follows items from a supposed different
class than when it follows items from the same class.

The outcome of these comparisons 1s straightforward. There was most
evidently a release from proactive interference (p < .001) when the shift was
from Roman to Cyrillic (as compared to the all-Cyrillic condition), but hardly
a glimmer of release when the shift was from Cyrillic to Roman (as compared to
the all-Roman ceadition),
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Before we proceed to entertain this asymmetry seriously, a few cautionary
remarks are in order. Only five letters were chosen from each alphabet
sample. This, perhaps, obviates the ecological validity of the experiment and
introduces the kinds of issues that Clark (1973) has raised about language
related experiments. In short, we must be wary of drawing general conclusions
about the alphabet distinction on the basis of our limited sampling.
Nevertheless, the motivation for wusing the limited sample should be
emphasized: we wished to limit the basis for distinguishing Roman and
Cyrillic to visual properties and/or alphabet membership. By the use of two
small, phonemically equivalent samples we insured that the transition on Test
5 was not likely one of phonemic content.

Let us, therefore, consider the asymmetry in proactive interference. To
reiterate, the release from the proactive interference paradigm is essentially
an experimental embodiment of the question: How similar is the processing of
X to the processing of y? In the present case, x is the alphabetic material
presented on Tests 1-4 and y is the alphabetic material presented on Test 5.
We can therefore identify x with the subject of the similarity comparison and
y with the referent. In that the shift from Roman letters on Tests l-4 to
Cyrillic letters on Test 5 yielded a release from proactive interference, we
may claim that processing Roman letters is not very similar to processing
Cyrillic letters. In that a shift from Cyrillic letters on Tests l-4 to Roman
letters on Test 5 yielded no release from proactive interference, we may claim
that processing Cyrillic letters is very similar to processing Roman letters.
[As in Experiment I, s(c,r) > s(r,c).]

Finally, before leaving this experiment, we should note that the degree
of proactive interference in the first four Cyrillic tests was substantially
greater than in the first four Roman tests, suggesting that the Cyrillic
letters used were more visually confusable than the Roman.

EXPERIMENT III

As remarked, the first experiment does not mimic any especially natural
situation. The Yugoslavian is rarely called upon to explicitly label the
alphabet in which he is reading; the alphabet, by all accounts, is transparent
to the reading process. However, a circumstance in which the Yugoslavian,
particularly the Eastern Yugoslavian, often finds himself is one in which he
must flit back and forth between the two alphabets as he reads posters, street
signs, shop names and the like. In the cities the two alphabets are used with
abandon. We may suppose, therefore, that in order to keep the ambiguous
letters straight, the local inhabitant must detect the structure of the letter
string that specifies whether the word is a Cyrillic word or a Roman word. 1In
short, there ought to be a means by which he can rapidly determine the
alphabet without having to identify the letters. In the present experiment
and the one that follows, we are intercsted in demonstrating that the Serbo-
Croatian reader has this facility, precisely, to determine alphabet before
determining identity. However, first let us make some preliminary, but
necessary, remarks on the rcesearch that is the backdrop for our third and
fourth experiments.

How does one detect the presence or absence of a specified letter in an
array of letters? At first blush we might conjecture that, in principle,
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visual search is a matter of hunting for the right combination of visual
features. This point of view, espoused by Neisser (1967), has received
considerable support from the reliable observation that search times relate
inversely to the visual similarity between the target letter and the foil
letters. Phonetic similarity between target and foils proves to be a far less
significant determinant of search performance. So we might suppose, after
Neisser (1967), that in the letter search situation, visual feature analyzers
irrelevant to the target can be turned off; in Broadbent's (1971) terms,
searching for a given letter is a matter of "filter-setting."

Unfortunately, this treatment of the letter-search process 1s rudely
shaken by the observation that category distinctions between the target and
background items are not immaterial to the search. Posner (1970), Brand
(1971), Ingling (1972) and Egeth, Jonides and Wall (1972) have all demonstrat-
ed that when looking for a specified character, latency of search 1is
significantly shorter when the target is embedded in an array of characters
from another category. Thus, one can search for a letter (digit) faster when
the foils are digits (letters) than when the foils are letters (digits). Also
we should note that a comparable result is obtained in paradigms that are not
strictly identical to the visual search procedure (for example, Sperling,
Budiansky, Spivak and Johnson, 1971).

Of course, one could argue that the above 'category effect" is due to the
fact that letters as a set and digits as a set are visually distinguishable;
particularly features are more prevelant in one set than in the other. Two
experiments, however, militate against this argument. In ome (Ingling, 1972),
the other category foils were chosen to be as similar as possible to the
target-—-a manipulation, however, that did not eliminate the category effect.
In the other (Jonides and Gleitman, 1972), the ambiguous character 0 was
identified prior to search as "0" or as "zero." The latency of search for the
0 was determined by the relation between how it was identified and the class
of the foils, for example, searching for 0 in an array of letters was faster
when 0 was conceptualized as '"zero" rather than as "D." We may refer to this
phenomenon as the "conceptual category effect." At all events, it would appear
that, if conditions permit, searching for a given character can be governed by
category or pigeon-hole setting (Broadbent, 1971) rather than by filter
setting.

Our third and fourth experiments are, essentially, Roman/Cyrillic analo-
gues of the aforementioned letter/digit experiments. Thus, the third experi-
ment asks whether searching for a letter in an array of letters from the other
alphabet is faster than searching for a letter in an array of letters from the
same alphabet.

Method

Subjects. The subjects were 26 undergraduate students from the Faculty
of Engineering, University of Belgrade. They had received their elementary
education in Eastern Yugoslavia. Each subject was paid the equivalent of

$2.00 per session.

Materials. The letters were Letraset black uppercase (Helvetica Light,
12 points). Sixteen letters, eight uniquely Roman and eight uniquely Cyril-
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Serbo-Croatian Alphabet
— Uppercase—
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Figure 1: The Roman and Cyrillic alphabets (uppercase).
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lic, were used to construct 100 pairs of target and array slides. The search
field arrays were quasi-randomly constructed (through a Latin square design)
from the Roman or the Cyrillic letters. The items in a search field were 2,
3, or 4 in wumber, and they were located around the circumference of an
imaginary circle whose center coincided with a preexposure fixation point. To
keep overall visual angle constant, the following injunctions were met: when
there were only two items, they were located on a slide 1n diametrically
opposed locations on the imaginary circle; when there were three or four
letters, two were located in diametrical opposition and the others located
randomly (sce Egeth et al., 1972; Jonides and Gleitman, 1972). The letters in
the set of target displays were centered so as to overlay the preexposure
fixation point. The three channels of a Scientific Prototype tachistoscope
were used to present the exposures.

Design. The subjects were assigned, on order of appearance at the
laboratory, to one of two groups with 13 subjects per group. The two groups
were distinguished by the interval elapsing between the target exposure and
the search field. For one group this interval was one second, for the other
it was two scconds. In each groug the target's relation to the search array--
same or different alphabet--was combined factorially with two respouse types
(positive and negative) and three levels of array size (2, 3, or 4). More
precisely, the two response types were whether or not the target was in the
search field.

Procedure. A trial consisted of the following events: an auditory
warning signal followed immediately by a target field (single letter) exposure
of one second followed, in turn, one or two seconds later by a scarch field of
200 msec duration. The preexposure, target and search tields were 10.3 cd/m2,
The onset of a search field triggered an electronic timer that was stopped
when the subject pressed either the "yes" key to indicate target presence or
the "no'" key to indicate target absence. The key-press technique was the same
as that described for Experiment 1.

Fifty practice trials were followed by 150 trials organized with brief
rest periods consequent to every 25. '"Yes" and "no" respounses were equally

distributed across the 150 trials.

Results and Discussion

Within the two groups, that is, the one-second, target-to-array interval
group and the two-second, target-to-array interval group, the same alphabet
and the different alphabet conditions were compared. Mcan reaction times were
computed for each subject 1in each condition at each search field size,
ignoring errors that occurred at a mean rate of 2.5 percent. For simplicity,
only negative responses are considered, that is, respouses for the trials when
the target was not present in the search field.

Figure 7 plots the contrast between searching for a target in an array of
letters from the same alphabet and searching for a target in an array of
letters from the other alphabet. For both intervals difterent-alphabet search
is obviously faster than same-alphabet search (F = 32.96, dt = 1, 24; p < .0l)
in keeping with the comparable contrast in the letter/digit scarch experi-
ments.  In brief, this experiment corroborates the thesis that, where condi-
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tions permit, one can encode alphanumeric materials categorically prior to
more complete 1dentification, and that such encoding can tscilitate the
processing rate in scarch tasks (Ingling, 1972). We will reserve further
comment on this issue until the discussion of the fourth, and related,
experiment. For the present, we address the less significant issue of why the
latencies were slower (F = 7.80, df = 1, 24; p <~ .00} for the longer
target-to-array interval. Inasmuch as Figure 7 and the analysis of variance
(F< 1) glves us no reason for believing that the slopes of the functions
differed from one 1nterval to the next, 1t would seem that the most
appropriate interpretation would be one having to do with the status of the
target representation. Let us explain. The slope may be taken as indicative
of comparison time; our data arve for negative responses, 80 we can legitimate-
ly assume exhaustive search (and we recognize that there are both serial and
parallel search models that would accommodate those functious). The differ-
ence between the one-second to the two-second condition is the iatercept. Now
1f the representation ot the target 1s changing over the interval between the
target and the search array (for example, Posner, 1909), then we might assume
that the extra intercept time in the two-second condition reflects operations
on the target vepresentation. The goal ot these operations might be that ot
putting the target representstion into 3 form permitting visual/alphabetic
comparison. Presumably such operations, 1f needed, were less time consuming
in the one-second condition.

EXPERIMENT 1V

The tourth experiment departs only slightly from the third. Purportedly
1t aimed at maximizing the alphabet differentiation abitity demonstrated 1in
Experiment ILI. To this end the participants were instructed that, given a
target from one of the alphabets, there would never be a case i which that
target would occur in a search array of letters from the other alphabet. 1u
other words, when the search array was presented, the participant was
encouraged by the instruction to first determine the alphabet, tor by so doing
he could save himself the trouble of searching for the target on those trials
in which the alphabet of the array differed from that of the target.

There was one further major difference between Experiments 111 and 1V,
The present  experiment used an ambiguous lettevr--B--in the target set.
Following Jonides and Gleitman's (1972) example with 0, one group of subjects
was told that B was Roman, another than 1t was Cyvrillice. Would search
performance with B be compavable to that with a nonambiguous letter?

Method

Subjects. The subjects were 34 undergraduates from the same poot as that
used 1n Experviment 111, Each was pald the equivalent ot $2.00 per session.

Materiats., A total of 19 letters were used to prepavre the tavrget and
search fields. Nine of these were uniquely Cyriltic, nine were uniquely Roman
and one was the ambiguous letter B, Target and scarch fields were vonstructed
in the fashion described in Experiment 111, except that the sizes ot the
search array were 2, 4, and 6 letters,




Design. Each subject was assigned to one ot two groups by order of
appedrance at the laboratory. There were 16 subjects in one group, 18 in the
other. One group was designated Roman; they were told at the outset that
their targets were Roman and would be throughout the experiment. They were
mtormed of the three targets: D, F, and B. The other group was designated
Cyrillic; they were told at the outset that their targets, for the duration of
the experiment, were Cyrillic: 4 , ¢ and B. For both groups there were simply
three target/search field relations: (1) a target was present in a search
tield of the same alphabet; (2) a target was not present 1n a search field of
the same alphabet; (3) a target was not present in a search field of the other
alphabet.

Procedure. A trial was defined as in Experiment II1. The target-to-
array interval was two seconds. There was a total ot 150 trials with an equal
number of positive and negative responses.

Results. For all reaction time analysis, only the negative responses are
considered and data from ervor trials (approximately 4.5 percent) were
excluded.

The mean reaction time at each array size for each subject in each
condition of the Roman group was entered into an analysis of variance. The
Cyrillic data were similarly organized and entered into a separate analysis.
Both analyses were within-subject, repeated measures. In both the Roman and
Cyrillic cases there was a significant etfect of target-to-array alphabet
relation (same or different): F = 12.35, dtf = 1, 90, p <~ .00t and F = 16.36,
dt = 1, 102, p < .01, respectively. Similarly, in both cases, darray size was
a signitficant variable: F = 4.51, df = 2, 90, p < .05, and F = 4.01, df = 2,
102, p < .05, respectively. The Roman and Cyrillic group data are displayed
in Figures 8 and 9. The figures also give the corresponding functions for the
ambiguous target, B. As can be seen, the B functions in the Roman and
Cyrillic cases do not differ from those of the uniquely Roman or uniquely
Cyrillic targets.

Discussion

The third and fourth experiments provide unequivocal evidence that the
Yugoslavian reader of two alphabets can readily distiaguish the visual
appearance of one alphabet tfrom that of the other and that alphabet classifi-
cation could well anticipate letter and, in consequence, word recognition. As
we have remarked betore, 1t would be to the benefit of the Yugoslavian, 1n
view of the presence of ambiguous letters, to have at his disposal a means of
rapidly determining the alphabet 1in which a word is written.

The most parsimonious explanation of the data of these two experiments 1is.
that there 1s a general physical difference between the uniquely Cyrillic and
the uniquely Roman letters. This 1s aun intuitively sound explanation as the
reader can verity for him or herself by examining Figure 1. Nevertheless, as
we noted in the introduction of Experiment [1[, those who have observed the
"category effect” with respect to the letter/digit distinction have not been
s0 willing to assume that 1t 1s owing simply to some, as yet undefined,
physical difference. In a way, we can sympathize with this reticence; after
all, it 1s not obvious what physical differences might separate letters from
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digits as a class. There 1s, in addition, the quite remarkable discovery of
Jonides and Gleitman that the category effect in visual search can be obtained
when the target 1is conceptually rather than physically defined. The upshot ot
their experiment, we recall, 1s that the category effect 1s not an artifact of
a simple physical difference between the target and the background items.

We ‘are forced, therefore, to accept with caution the claim that search 1in
the different alphabet conditions of Experiments 111 and IV was faster than in
the same alphabet conditions because of a physical contrast. Perhaps the
distinction 1is more abstract. Unfortunately our fourth experiment, although
it uses the ambiguous character B, does not simulate the design that permitted
Jonides and Gleitman to draw their unequivocal conclusion. The design had
subjects search through arrays, knowing full well that regardless of the
array's alphabetic relation to the target, the target had a good chance of
being present. In short, Jonides and Gleitman's subjects had to search; our
subjects did not.

The fact remains that our data and those of Jonides and Gleiltman are very
similar; further, the difference at array size 4 in our Experiment III 1is
comparable to that at array size & in our Experiment IV, In Experiment 111,
the subjects had to search. 8o, perhaps, we are mistaken in assuming that the
subjects 1in Experiment 1V behaved differently. from those in Experiment I11.
In sum, perhaps the result we obtained with the ambiguous letter B in the
fourth experiment 1s the same as the result Jonides and Gleitman report; and,
further, that it is owing to the same reason, namely, a conceptual rather than
a figural difference between one class and the other.

Let us conclude this discussion by noting that overall performance in
Experiment 1V was substantially superior, that is, latencies were lower for
Cyrillic search arrays than for Roman search arrays. The latency difference
is not due to differences in rate of search per se. In the Roman case the
slope for the same alphabet condition was 33 wmsec/letter, and for the
different alphabet condition it was 7.9 msec/letter. The corresponding values
in the Cyrillic case were 32.5 and 11.5. The difference between the two
alphabets 1in this regard is found at the intercept value: that for the
Cyrillic case 1s, on averaging, 555.5 msec and that for the Roman, 677 wmsec.
1t our subjects are differentiating alphabet antecedents to determine identi-
ty, then, apparently, the Cyrillic 1is distinguished more rapidly than the
Roman.

EXPERIMENT V

1f, in the temporal course of information processing, a distinction can
be drawn rapidly between the two alphabets, we may inquire as to the first
stage at which the distinction is manifest. Given one popular view of the
flow of visual information (for example, Neisser, 1967; Raber, 1969), the
first significant stage is the transient medium of literal stovage referved to
as the 1con (Neisser, 1967). However, the general consensus 1s that at the
level of iconic storage, derived distinctions--symbolic distinctions--are not
made (for example, Coltheart, 1975). There is ample evidence that selection
from iconic storage can proceed efficiently when the criterion tor selection
1s some physical property such as size, color, location, etc., but that it 1s
extremely poor when the criterion is category (fov vexample, letters or
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digits). The conventional wisdom favors the view of the icon as precategori-
cal (Dick, 1974). However, if the Roman/Cyrillic distinction is founded on a
less abstract contrast than that which permits the differentiation of letters
and digits, that 1is, that the two alphabets are distinguishable by general
physical properties, then it might prove to be the case that iconlc memory 1is
the first stage at which the alphabet distinction arises. Experiment V was
designed to test this possibility.

The technique used was delayed partial-sampling (Sperling, 1960). The
observer 1s presented an array of letters (in the present experiment the array
1s arranged as two rows of four or three rows of three) exposed very briefly,
and the observer's task is to report eilther as many letters as he can (whole
repert) or a subset of the total number of letters (partial report). In the
latter case, the subset to be reported 1s specified by a signal given after
the exposure has terminated. Generally, the partial report, as an estimate of
the number of items available to the observer subsequent to the exposure,
exceeds that of whole report. However, 1t 1s argued that this superiority
will hold if and only 1if the basis for partial report (the selection
criterion) has been differentiated at the level of processing that supports
the persistence of the array beyond its exposure. In short, whether or not
partial report by alphabet 1s superior to whole report will depend on whether
or not this alphabet distinction actually exists at the level of iconic
persistence. The foregoing, for all intents and purposes, defines the logic
of Experiment V.

Method

Subjects. Thirty students from the same population used in the previous
two experiments served as subjects. They received the equivalent of $2.00 per
session.

Materials. The two array patterns were 2 by 4 and 3 by 3. Mixed arrays
were constructed from a set of nine uniquely Roman and nine uniquely Cyrillic
letters. For the construction of pure arrays-~that 1is, arrays that were of
one alphabet--three extra letters were used. These were the ambiguous letters
C, H, B. A total of 72 mixed and 72 pure arrays were constructed from black
uppercase letters (Helvetica Light, 12 points). In all arrvays, a letter
appeared 1n each of the possible positions equally often. This meant that the
dispersion of Roman and Cyrillic letters in a mixed array was haphazard.

Presentation of Displays. The array exposure duration was 30 msec. Each
array was preceded and followed by a fixation field contailning a black
fixation point at its center. The array and fixation field were 10.3 cd/m?
and were projected in two channels of a Scientific Prototype three-channel
tachistoscope. For the partial report situation, the subject was equipped
with earphones and received one of the two tones simultaneous with the offset
of the array. A high tone (3000 Hz) signaled the report of one alphabet, a
low tone (300 Hz) signaled the report of the other. The relation between
array and tone was determined in a quasi-random fashion.

Procedure. The subject was instructed to look at the fixation point and,
when ready, to press a button with a finger of his left hand. This triggered
an auxiliary electronic unit which 1n turn, after a 500 msec delay, 1initiated
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the exposure of an array.

In both whole and partial report conditions, the subject recorded his
responses on a response grid in which the cells corresponded to locations of
the array. For each trial a new response grid was used; the subject,
therefore, did not have visual access to his prior responses. For the whole
report, the subject was instructed to write down as many letters in their
correct locations as he could‘read, guessing when he was not certain., For f
partial report, the subject was required to report only the letters from the {
alphabet signaled by the tone. ¢

Design. The whole session of 144 trials was divided into four blocks.
The first block consisted of 36 pure arrays; the second and third blocks each
consisted of 36 mixed arrays; and the fourth and final block was again 36 pure
arrays. Within each block there were 18 4/4 arrays and 18 3/3/3 arrays.

The subjects were divided into two groups as a function of the alphabet
that made up the pure arrays of the first and fourth blocks. For one group
this alphabet was Roman; for the other group the alphabet was Cyrillic. For
both groups, blocks two and three were the same with the tone-alphabet
relation counterbalanced across the two groups.

The whole report data were collected from the pure arrays and from the
mixed arrays. The latter estimate, however, was collected in an experimental
session separate from that described above.

Results and Discussion

Response grids were scored in terms of correct letters reported in their
correct positions. Averaging the data over array arrangements revealed that
whole report for pure Roman arrays was 3.5 letters and for pure Cyrillic, only
2.8 letters. In Experiment II we had noticed that proactive interference was
more pronounced for Cyrillic letters than for Roman. Taken together, Experi-
ment II and the present experiment suggest that the distinctiveness of
Cyrillic letters is not as optimal as that of Roman. In a phrase, Cyrillic
letters are more likely to confuse with Cyrillic letters than Roman letters
are likely to confuse with Roman letters.

If we take the average of the two pure-alphabet whole reports, then we
have a value of 3.15 letters; this is equivalent to the whole report estimate
from mixed arrays, which was 3.10 letters.

When subjects were required to give partial report, the average number cf
letters reported from the mixed 2 by 4 arrays was 1.59, and from the mixed 3
by 3 arrays, 1.42. To obtain the estimate of letters actually available to
the observer, we follow the general logic of Sperling (1960) and multiply the
number of letters reported from the cued subset by the number of subsets. The
argument is that if the observer could report x items from a subset cued after
the exposure, and if there are y subsets, then the observer must have had in
memory xy letters. By this argument, we calculate that the number of
available items under conditions of partial report averaged over the two array
arrangements is 2.95, and the question to which the experiment was directed is

now answered: when delayed partial-sampling is based on the distinction
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between Roman and Cyritlie letters, partial report is not superior to whole
report. In short, we can infer that the distinction between the alphabets 1is
not made at the level of i1conic storage.

EXPERIMENT VI

The stxth experiment focuses on the asymmetric relation between process-
ing Cyrillic and processing Roman characters. The ftundamental conclusion of
Experiments 1 and 11 was that processing Cyrillic characters was more similar
to processing Roman characters than vice versa. In notation, this asymmetric
similarity was expressed s(c,r) > s(r,c). Following Tversky's (1977) argu-
ment, however, sfc,r) > s(r,c) iff f(R) > f(C); that is to say, processing
Cyrillic is more similar to processing Roman than vice versa, if and only if
processing Roman 1is overall more salient than processing Cyrillic. The
problem with defining salience in the present context was remarked upon in the
discussion of Experiment 1. 1f, as was presumed in that discussion, the
asymmetric similarity arises in the mapping from a character's feature
description to the alphabet spaces (see Figure 5), then the salience of the
Roman alphabet processing might be intevpreted in terms of features. For
example, we might say that the dimensions of deseription of the Roman alphabet
include those of the Cyrillic; or that the descriptors of the Roman alphabet
distinguish Roman characters more efficiently than the descriptors of the
Cyrillic alphabet distinguish Cyrillic characters.

At all events, salience in the preceding is defined as an absolute
property of the set of alphabet characters. If true, the direction of
asymmetry should be indifferent to the order in which the alphabets are
acquired. An alternative view was expressed at the outset of this paper,
namely, the device developed for accepting characters of the alphabet acquired
second necessarily entails the device for accepting the characters of the
alphabet acquived first. On this view, the direction of asymmetry should be
very sensitive to the order in which the alphabets were acquired. Precisely,
if we replicated Experiment 1 with subjects who had acquired Roman first and
Cytillic seccond, then the pattern of results represented in Figures 2 and 3
should be veversed. Experiment VI is such a rveplication.

Method

Subjects. Twenty-eight subjects were vecruited from the Department of
Psychology at the University of Belgrade. These subjects had received their
clementary education in Western Yugoslavia. They all had considerable experi-
ence In reaction time experiments.,

Materials and Design. The same letters as used in Experiment 1 served as
the stimulus materials for the sixth expetiment. One exception was that the
Cyrillic letter X was excluded.

The design of the experiment followed that detailed in Experiment 1, The
twenty=eight subjects were divided by order of appearance at the laboratory
into two groups of fourteen each. One group was instructed to respond to the
question "Is this letter Roman?" and the other was instructed to respond to
the question "1s this letter Cyrillic?" Each subject saw and responded to 144
slides with each letter appearing a minimum of three times.
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Results

Only correct responses were analyzed. The error rates in accepting
uniquely Roman letters as Roman and uniquely Cyrillic letters as Cyrillic
were, respectively, 3.3 percent and 4.5 percent. The error rate in rejecting
uniquely Cyrillic letters as Roman was 7.5 percent and that in rejecting
uniquely Roman letters as Cyrillic was 9.0 percent. For common letters, the
Roman mode yielded 2.2 percent errors and the Cyrillic mode yielded 6.8
percent errors. For ambiguous letters, the Roman mode yielded 6.2 percent
errors and the Cyrillic mode yielded 21.0 percent errors.

The mean reaction times for each letter within a class were averaged
across subjects and then the class average was determined. The results are
shown in Figures 10 and 1l1.

As with Experiment I, the subjects behaved differently under the two
question regimes. However, as comparison of Figures 10 and 11 with Figures 2
and 3 dramatically reveals, under the two question regimes, the behavior of
the subjects indigenous to Western Yugoslavia is diametrically opposite to
that of the subjects indigenous to eastern Yugoslavia. For the subjects of
the present experiment, the common letters were accepted as Roman letters much
more rapidly than they were accepted as Cyrillic letters (t = 10.79, df = 22,
P < .001). The converse was found to be true in Experiment I. The present
experiment, like the first, reveals little difference between the two question
regimes when the class of letters is unique and the response is '"yes,'" but a
substantial difference between the two regimes for the unique letters when the
response is '"no." However, the difference is in the opposite direction to that
of Experiment 1, that is, the subjects of the present experiment found it much
more difficult to reject a Roman letter as Cyrillic than to reject a Cyrillic
letter as Roman (t = 7.20, df = 22, p < .001).

Finally, we can consider the ambiguous characters. In the first experi-
ment the latency for accepting the ambiguous letters as Roman was approximate-
ly the same as the latency for accepting them as Cyrillic; and in both
question regimes, these acceptance latencies were slower than for the unique
characters. For the present experiment it remains the case that ambiguous
characters are accepted more slowly than the uniquely Roman and the uniquely
Cyrillic characters (t = 2.81, df = 13, p <.05 and t = 9.75, df = 13,
p < .001), although an analysis of latencies cannot be taken too seriously in
view of the error rate. Nevertheless, inspection of Figures 10 and 1l and a
consideration of the error rates leads to the conclusion that the subjects of
the present experiment found it much more difficult to accept the ambiguous
letters as Cyrillic than as Roman.

Discussion

We concluded in the discussion of Experiment I that the subjects viewed
the common letters as essentially members of the Cyrillic alphabet and only

indirectly as members of the Roman alphabet. That conclusion for Eastern
Yugoslavian subjects most obviously does not hold for the Western Yugoslavian
subjects of the present experiment. For the latter we would have to concede

the common letters to the Roman alphabet space and only indirectly to the
Cyrillic. Clearly, the allegiance of the common letters to one or the other
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alphabet is determined by which alphabet 1s learned first.

It is also clear, in the contrast of the present experiment with the
first, that the asymmetric similarity between Roman and Cyrillic processing is
tied to the order in which the alphabets are learned and not to any absolute
structural difference between the two alphabets. The finding of the first
experiment, that rejecting Cyrillic letters in the Roman mode takes longer
than rejecting Roman letters in the Cyrillic mode, led us to the understanding
that, in some sense and at some level, processing Cyrillic is more similar to
processing Roman than vice versa. A comparable consideration of the rejection
latencies of the present experiment, however, leads to the opposite asymmetry:
in some sense, and at some level, processing Roman 1s more similar to
processing Cyrillic than vice versa. In notation, the asymmetry for the
subjects indigenous to Western Yugoslavia is s(r,c) > s(c,r); for subjects
indigenous to Eastern Yugoslavia it is, as noted above, s(c,r) > s(r,c).

CONCLUSION

The secondary findings of the present experiments can be summarized
briefly, indicating that the (Eastern) Yugoslavian readily distinguishes
between the Roman and Cyrillic alphabets and, in principle, could do so
prefatory to reading (Experiments III and IV), and that the distinguishing of
the alphabets occurs at some information-processing stage subsequent to iconic
memory (Experiment V).

The primary finding can similarly be summarized: for a person who has
learned the Cyrillic (Roman) alphabet first, there is a sense of processing in
which it can be said that processing the Cyrillic (Roman) characters is more
similar to processing the Roman (Cyrillic) characters than vice versa (Experi-
ments I, II and VI). We interpret the processing asymmetry and the dependence
of its direction on the order of acquisition by saying that whatever the means
by which a person has come to read the first-acquired alphabet, those means
are adopted to the task of reading the second-acquired alphabet. More
precisely, the mechanism for processing the second-acquired alphabet entails
the mechanism for processing the first-acquired alphabet, but not vice versa.

The proposed relation between the two alphabets is, perhaps, not dissimi-
lar to the relation between speech and reading, on the one hand, nor on the
other hand, to the relation between two languages (bilingualism). One
popular, abstract treatment of the acquisition of reading goes as follows:
suppose that you had at your disposal a mechanism for understanding language
by ear and that your task was to construct a mechanism for understanding
language by eye. A wise strategy would be to build an addendum to the
available language understander that converted the optical information into a
form consistent with the language understander and did so at the earliest
possible (reasonable?) level of processing. Given this strategy, it would
follow that the mechanism for language by eye necessarily entails the
mechanism for language by ear, but not vice versa.

The description of the mechanism for bilingualism is often cited in two
roughly distinguished forms (see Reynolds and Flagg, 1977). In one form (the
coordinate view), it 1is contended that the computational support for one
language 1s largely separate from that of the other, even to the extent that
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the semantic spaces are separate. In the other form (the compound view), the
two languages share processing components; in particular they have a common
semantic space. Our investigations into bi-alphabetism have assumed, at the
outset, a common phonologic space. The claim of a common semantic space for
bilingualism is contingent, in part, on the manner in which the languages were
acquired. If they were acquired in the same setting or if the learning of the
second language was parasitic on the first, then it can be assumed that
identical semantic values are ascribed to the corresponding lexical entries
and phrase structures of the two languages, resulting in a single, common
semantic space. Where the cultural and environmental settings of the learning
of the languages differ, then the assumption of a common semantic space 1is
less appealing. This crude and largely inadequate (see Reynolds and Flagg,
1977) differentiation of conditions of bilingual acquisition is of relevance
to the Serbo-Croatian bi-alphabetism. Since the setting is invariant for the
two alphabets, and since the second alphabet is acquired through the medium of
the first, then the phonologic space should not differ between the two
alphabets.

There is a sense, then, in which the bi-alphabetism investigated in the
present paper relates to the issues of second language learning and the
interrelation of a bilingual's two languages. In both bi-alphabetism and
bilingualism (of the compound kind), two distinguishable sets of symbols are
mapped, in perception, onto a common space; in both cases the mapping of one
symbol set was acquired on the basis of the other. By these considerations,
bi-alphabetism is a limiting case of bilingualism; and we may conjecture,
therefore, that nontrivial asymmetries in processing ought to characterize
bilingualism much as they do bi-alphabetism. At all events, further investi-
gation into bi-alphabetism should provide insights into the particular prob-
lems of bilingualism and to the general problem of the interrelation of
separately used symbol manipulating systems.
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Bi-alphabetical Lexical Decision*

G. Lukatela! M, saviél, B. Gligorijevié!, P. Ognjenovié! and M. T. Turvey't

ABSTRACT

The Serbo-Croatian language is written in two alphabets, Roman
and Cyrillic. The majority of the total number of alphabet char-
acters are unique to one or the other alphabet. There are, however,
a number of shared characters, some of which receive the same
reading in the two alphabets, and some of which receive a different
reading in the two alphabets. Letter strings were constructed, all
of which could be given a phonological interpretation in Roman, but
only some of which could be given a phonological interpretation in
Cyrillic; some of these letter strings had a lexical entry in Roman,
some had a lexical entry in Cyrillic, some had a lexical entry--the
same or different--in both alphabets, and some had no lexical entry
in either alphabet. In three experiments, subjects reading in the
Roman alphabet mode decided as rapidly as possible whether a given
letter string was a word. Taken together, the experiments suggest
that in the lexical decision task, Serbo-Croatian letter strings
(where their structure permits) receive simultaneously two phonolo-
gic interpretations. Whether or not this phonologic bivalence
impedes lexical decision in the assigned alphabet mode depends on
whether or not the letter string has a lexical entry in at least one
of the alphabets.

INTRODUCTION

Our concern 1is with the processes involved in recognizing visually
presented words. There is a good deal of evidence to suggest that visual word
recognition may be mediated by a phonologic recoding (for example, Meyer,
Schvanaveldt and Ruddy, 1974; Rubenstein, Richter and Kay, 1975). At the same
time, substantial evidence can be found for the contrary view, namely, that
word recognition can proceed independently of phonologic recoding by means of
a direct mapping between graphemic analysis and the lexicon (for example,
Forster and Chambers, 1973; Kleiman, 1975; Green and Shallice, 1976; Marcel
and Patterson, in press). Given these observations, it would seem prudent at
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this stage in the development of the theory of word recognition to accept both
processes as available to the experienced reader. Presumably, whether one or
the other is used, or both are used, depends in a principled fashion on the
circumstances. In this light, we may consider Figure 1 as a reasonably
representative depiction of the procedures that support word recognition and
the relations among them (See Meyer et al., 1974; Marcel and Patterson, in
press).

To clarify, the model depicted in Figure 1 assumes two relatively
independent routes by which the lexicon can be accessed: one route is a
direct route from the graphemic description; in the other route, phonological
analysis intercedes between the graphemic description and the lexicon. The
model separates the lexicon from the semantic space in the manner of Morton's
(1970) logogen model and Quillian's (1969) Teachable~Language Comprehender.
The contents of the lexicon--the lexical entries--can be thought of as
abstract entities that are activated by or matched to appropriate stimulation
from the eyes, the ears and the semantic space. Lexical entries have pointers
to their respective locations in the semantic space, and one lexical entry is
assumed for each entry in the semantic space; thus, homographs will have as -
many lexical entries as they have meanings. As intimated above, the relation
between the semantic space and the lexicon is not unidirectional. The |
semantic space relates to the lexicon in the sense of priming semantically i
related lexical entries. The distinction between the lexicon and the semantic
space is drawn primarily in terms of organization: in the lexicon, entries i
are said to be organized according to frequency of occurrence or usage,
whereas in the semantic space the entries are said to be organized according
to semantic relations.

Insofar as Figure 1 represents a reasonable account of the processes
yielding visual word recognition, the experiments reported here examine the
depicted model through the use of the special situation that is provided by
the popular use of two alphabets--the Roman and the Cyrillic--in Yugoslavia.

The modern Serbo-Croatian orthography was constructed at the beginning of
the 19th century. The properties of the modern alphabet are that each letter
stands for a phoneme and the phonemic interpretation of each individual letter
is largely invariant and unaffected by preceding and following letters and
letter clusters. All letters are pronounced; there are no letters which are
made silent by context.

Both the Roman and the Cyrillic alphabets possess the above properties,
and in many areas of Yugoslavia both alphabets are used by the local
population. This situation is due, in part, to the educational system, which
teaches both alphabets in the first and second grade and, in part, to the fact
that reading materials come in both alphabets. In Eastern Yugoslavia the
children are taught to read and write Cyrillic during their first school year,
and Roman during their second; in Western Yugoslavia the children learn first
Roman and then Cyrillic.

The Cyrillic and Roman alphabets in Serbo-Croatian do not represent two
completely independent sets of letters. Serbo-Croatian letters can be divided
into four different groups, which are illustrated in Figure 2. Some letters
have the same shape and pronunciation in both alphabets. We will refer to
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these letters as "common letters.' The word for aunt, for example, is written
TETKA in Roman and in Cyrillic. However, there are also several letters of
the same shape that represent, in the two alphabets, different utterances. We

will call them "ambiguous letters." The word deer, for example, is spelled

CPHA in Cyrillic. However, 1f CPHA were read as Roman, the pronunciation
would be different and the "word" itself would be meaningless. Similarly, one
can combine ambiguous and common letters to write words that have one
pronunciation and meaning 1f read as Cyrillic, and a different pronunciation
and a different meaning if read as Roman. Finally, the remaining letters are
specitic either to the Roman or Cyrillic alphabets. We will refer to these as
"the uniquely Roman' or '"the uniquely Cyrillic" letters, respectively.

1t is evident that the relation between the two alphabets is not the same
as the relation between the upper- and lower-case alphabets of, say, English,
It is also evident from the preceding that Serbo-Croatian provides a special
situation for the study of word perception in particular, and reading in
general.

The use of two alphabets in the Serbo-Croatian language invites a
modification of Figure 1 along the lines suggested by Figure 3. 1ln particu-
lar, two largely separate but partially overlapping alphabet spaces are
introduced, where the overlap is constituted by the representations of the
common letters. The stage of graphemic description in Figure 1 1s understood
in Figure 3 as the assigning of representations (structural descriptions) in
one or the other (or both) alphabet spaces to the letters in the input letter
string. These representations in the alphabet spaces can constrain a search

through the lexicon without further mediating steps. In addition, they can
map onto their respective phonologic descriptions, in which case the search
through the lexicon is phonologically constrained. As in our discussion of

Figure 1, it 1s assumed that both kinds of search can occur together.
However, the redesigning of Figure 1 to accommodate two largely separate
alphabet spaces brings with it the question of how the four routes to the
lexicon--two graphemic and two phonologic--relate in the processing of Serbo-
Croatian letter strings.

The experiments reported here are directed at lexical decision. A
subject, on presentation of a string of spatially adjacent letters, is
required to respond whether the string is a word or not. The minimal form of
this procedure can be referred to as the single lexical decision task. A more
complex form presents two letter strings, spatially separated, at the same
time and requires the subject to respond "yes" 1f both letter strings are
words and "no" otherwise (Meyer and Schvaneveldt, 1971). This procedure might
be referred to as the paired lexical decision task; 1t is used when the
relation between letter strings is of interest (see Meyer et al., 1974). Two
of the present experiments (Experiments 1 and I1I1) employ a variant of the
paired lexical decision task in which two (related or unrelated) letter
strings are presented in succession (rather than simulttancously) and in which
the subject must make two successive lexical decisions, oue on the first
letter string and one on the second. The remaining experiment (Experiment 11)
uses a single texical decision task.

Consider lexical decision from the perspective of the Roman mode, that
is, trom the perspective of whether a string of letters is a word when read in
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the Roman alphabet. Table 1 identifies eight types of letter string (LS)
composed from the Roman alphabet and the correct lexical decision to each
string in the Roman mode. A letter string that is constructed from Roman
letters is, in the first place, a string in which there are no uniquely
Cyrillic letters and, in the second place, a string in which there are letters
common to the two alphabets and sometimes letters that are ambiguous (see
Figure 2). Table 1 demonstrates that of the letter strings constructed from
the Roman alphabet: (1) all can be given a phonological interpretation in
Roman (Pgp), but only some can be given a phonological interpretation in
Cyrillic %PC) (2) some can have a lexical eantry when read as Roman (Lg); some
can have a lexical entry when read as Cyrillic (Lg)--even when they do not

have a lexical entry when read as Roman--and some can have a lexical entry in
both alphabets.

An examination of lexical decision on the letter strings of Table 1
should reveal the relation between accessing the lexicon graphemically and
accessing the lexicon phonologically.

EXPERIMENT I

The first experiment explores several relationships in the paired lexical
decision task. It seeks to replicate the observation of a priming effect
(Meyer and Schvaneveldt, 1971): the lexical decision on a letter string that
composes a word is facilitated if the preceding letter string is a semantic
relative (Fischler, 1977). Additionally, and more important, the first
experiment examines the influence of alphabet ambiguity on lexical decision.
Suppose the reader is reading in Roman, that is, accepting and rejecting
letter strings as words in Roman, then we can ask whether the latency of
decision on any given string will be affected by the fact that the string is a
word if read in gyrxllxc To anticipate the design of the experiment: a
subJect operatxng in the Roman alphabet mode will be confronted, on some small
proportion of the trials, by letter strings that happen to be words in the

Cyrillic alphabet wmode, but may or may not be words in the Roman alphabet
mode.

Method

Subjects. Twenty students from the University of Belgrade Faculty of
Philosophy served voluntarily as subjects. All the students had normal or
corrected to normal vision, all received their elementary education in Eastern
Yugoslavia, and none had had previous experience with visual-processing
experiments. One subject was eventually dropped from the analysis because of
too many responses in excess of 1500 msec.

Materials and Design. Letraset black uppercase Roman letters (Helvetica
Light, 12 point) were used to prepare the letter strings. A string of three
to six letters arranged horizontally at the center of a 35 mm slide
represented a word or a nonword in the Roman alphabet. The criterion for
choice of words was that they belonged to the vocabulary of elementary school
children. From published word frequency data for Serbian children (Lukié,
1970), words from the midfrequency range were chosen; too frequent words and
too rare words were avoided. In addition, for both word strings and nonword
strings, rare consonant clusters were avoided.
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The letter strings were grouped into pairs such that either member of a
pair could be a word or a nonword. All in all, there were eight different
types of pairs, and these are given in Table 2 along with the proportion of
trials on which each type appeared in the experiment.

First comsider Types | and 2. The first and second members of a pair
were LS1 and LS1 (see Table 2) for both pair types. 1ln short, those were
word/word pairs in the Roman alphabet that were unclassifiable in the Cyrillic
alphabet. In Type 1, the two letter strings were associatively related--in
Type 2, they were not. Associative norms are not available (to our knowledge)
in Serbo-Crvatian, so associated and nonassociated pairs were determined by a
panel ot native Yugoslavians. In contrast with the research of Meyer,
Schvaneveldt and Ruddy (1975), different sets of letter strings were used to
construet the associated and nondassociated pairs. When a single set of letter
strings 1s used for this purpose, care must be taken in assigning subjects to
pairs so that a given subject never sees the same letter string twice. Thus,
half the subjects must see half of the Type 1 palrs and the noncorresponding
half of the Type 2 pairs; the other half of the subjects then see the other
halves of the Type | and Type 2 pairs. While this design strategy has the
advantage of permitting the comparison of the same letter strings in the
associated and nonassociated cases, there are complications in analyzing the
data according to the strictures suggested by Clark (1973) (see Meyer et al.,
1974, Scarborough, Cortese and Scarborough, 1977).

Type 3 pairs were composed from letter strings of types LS8 and LSI, that
is, they were nonword/word pairs in Roman but unclassifiable (unreadable) in
Cyrillic. The words in these pairs were different from the second words 1in
the Type 1 and Type 2 pairs. The Type 3 pairs will provide a further but
limited control for the Type 1 pairs and the appropriate control for the Type
4 pairs. Type & pairs are composed from letter strings of type LS8 and LS3,
that is, nonword/word pairs in Roman and unclassifiable/word pairs in Cyril-
lie., The significant feature of the second letter string of each Type & pair
1s that the Roman reading and the Cvrillic reading specify different words.
In short, the second member of Type 4 pairs is a word in both alphabets. For
example, CEH means "bill" in Roman and "shadow”" in Cyrillic. A comparison of
Type 3 and Type 4 pairs permits a determination of whether accepting a string
as a word 1s facilitated by the string's lexical membership in both alphabets.

Type 5 and Type 6 pairs were, respectively, LS8, LS6 and LS1, LS6. That
1s to say, Type 5 pairs were nouword/nonword in Roman and unclassifiable/word
in Cyrillic. An examination of responses to the second members of these pairs
will permit the determination of whether rejecting a string as Roman is
atfected by the fact that the string has a lexical entry in Cyrillic. The
controls for Type 5 and Type 6 pairs are provided by Type 7 and Type 8 pairs.
Type 7 pairs are nonword/monword (LS8/LS8) in Roman and unclassifiable in
Cyrillic. Type 8 pairs are word/nonword (LS1/L$8) in Roman and unclassifiable
in Cyrillic.

Qur intention was to have the subject operate in the Roman alphabet mode.
We sought to achieve this by creating a context (as opposed to giving an
instruction) in which all letter strings were readable as Roman and in which
very few letter strings were readable as Cyvillic. There were never any
uniquely Cyrillic letters.  Strings that were readable 1n Cyrillic were
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constructed from the letters common to the two alphabets. A subject saw 72
pairs in the experimental session, that is, 144 letter strings. Of these 144
letter strings, only 27 contained ambiguous characters. These 27 were the
only strings that could be read as Cyrillic and they only occurred as second
members of a pair.

The 72 pairs seen by a subject were presented in four blocks. In each
block the pairs of each type were presented in a pseudo-random order. The
sequence of blocks was balanced across subjects according to a Latin square’
design. The same string of letters was never judged more than once by a
subject.

Procedure

The subject was seated at a three-channel tachistoscope (Scientific
Prototype, Model GB). The subject was instructed to focus on the fixation
point in the center of a preexposure field that was present at all times
except during presentation of a letter string. An auditory warning signal
preceded the first letter string in a pair. Onset of the letter string
triggered an electronic counter that was stopped when the subject pressed
either one of two buttons on a response panel in front of him. Both hands
were used. Both thumbs were placed on a telegraph key button close to the
subject and both forefingers on another telegraph key button two inches
further away. The subject depressed the closer button (thumbs) if the letter
string was a Roman nonword, and the other further button (forefingers) if the
letter string was a Roman word. As soon as a button was depressed, the first
letter string of a pair was replaced by the second. When the second letter
string was presented, another electronic counter was triggered. The subject
now judged whether the new string of letters was a word or a nonword and again
made his answer by pressing the telegraph keys in the manner described.
Regardless of the subject's response time, the second letter string in each
pair was always automatically replaced after 1500 msec by the preexposure
field.

Results and Discussion

For all analyses, only the response latencies and errors with respect to
the second letter strings were considered. Data were excluded from trials on
which the response to the first letter string was incorrect. Incorrect
classifications and correct classifications that exceeded 1500 msec were
defined as errors. The basic datum was the reaction time (RT) for each
subject for each type of stimuli. Table 2 summarizes the results of the
experiment.

There are two main aspects of the data. First, the latency of recogniz-
ing that the second letter string was a word was significantly affected by the
assoclative relation between the two strings; precisely, where the first
string was an associate of the second, lexical decision on the second was
enhanced (see Meyer et al., 1975). The mean difference between Type 1 and
Type 2 second-string latencies was 92 msec, F'(2,25) = 10.01, p < .00l (see
Clark, 1973). A similar relation clearly holds between Type 1 and Type 3
second string latencies \see Table 2).
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Second, it is evident from Table 2 that a letter string that was nonsense
in Roman but a sensible Serbo-Croatian word in Cyrillic was rejected as a word
with some difficulty. In support of this claim, we may note that rejection
latencies for the second letter strings of Type 5 and 6 pairs were generally
slower than those for the second letter-strings of Type 7 and 8 pairs. We
cannot assess the significance of this contrast because of the enormous error
rate that accompanied performance on Types 5 and 6. However, this error rate
is instructive. A Wilcoxon signed-ranks test contrasting the proportion of
correct second-string responses to Type 5 and 6 pairs with the' proportion
correct to Types 7 and 8 pairs proves significant (T;73 = 2, p < .01). In
approximately 20 percent of the trials containing a letter string that was a
nonword in Roman but a word in Cyrillic, subjects responded (incorrectly from
the perspective of the experiment) that the letter string in question was in
fact a word. In approximately 10 percent of the trials containing Roman
nonword/Cyrillic word letter strings, correct responses (that is, rejections)
took in excess of 1500 msec. In contrast, for the case of letter strings that
were nonwords in Roman and unclassifiable in Cyrillic (that is, Type 7 and 8),
only five percent of the trials on average were in error in the sense of the
string being classified as a word rather than as a nonword. For those Type 7
and 8 strings, approximately less than two percent of these trials were
correct classifications in excess of 1500 msec. We may assume, therefore,
that on at least one-third of the trials in which subjects viewed Roman
nonword/Cyrillic word letter strings, the subjects responded to the Cyrillic
interpretation of the strings.

There are two ways to regard the latter observations. In the first
place, it can be argued that the conditions of the experiment did not
successfully induce a Roman alphabet mode. Against this argument, however, is
the fact that of the 144 letter strings seen by a subject during the training
and test trials, only 27 of them contained ambiguous characters, that is, only
27 strings suggested a Cyrillic encoding. Significantly, none of these
strings contained any uniquely Cyrillic letters. Furthermore, we should
remark that other than the aforementioned 27 strings, no other letter strings
were even readable as Cyrillic--hence, our classification of these strings as
neither words nor nonwords in Cyrillic (see Table 1). The point is that by
the design of the experiment, there was very little to encourage the reader to
lapse, even occasionally, into the Cyrillic mode of processing.

In the second place, we might regard the comparison of Type 5 and 6 pairs
with Type 7 and 8 pairs as indicating that although a reader is in the Roman
mode, this does not necessarily prohibit the accessing of the lexicon by
Cyrillic script. In the model depicted in Figure 1, two routes to the lexicon
are described. Are both routes usable by the Cyrillic version of a letter
string when that string is being treated as Roman? Of course, there is
nothing in our data that permits an acceptable answer, but let us, for the
time being, entertain the following argument: to be in the Roman mode means,
essentially, to apply the grapheme-to-phoneme mapping rules that befit the
Roman alphabet and its allied orthography. On the face of it, simultaneous
application of two different grapheme-to-phoneme rule systems seems unlikely,
given the necessity of keeping the ambiguous characters from mutually in-
terfering. In short, the argument is that the Roman relevant rules and the
Cyrillic relevant rules cannot operate concurrently, for they are mutually
incompatible (see Turvey and Prindle, in press).

——

A




Consequently, following this argument, when a reader is in the Roman
mode, the phonological route to the lexicon is not open to Cyrillic script.
If the Cyrillic version of a letter string does access the lexicon when a
reader is in the Roman mode, it can only be by way of the graphemic route.

Consider the string POCA that is not a word in Roman. The graphemic
description of this string does have a lexical referent since POCA is a word
in Cyrillic; thus a graphemically constrained search of the lexicon will yield
a positive answer to the question of lexical membership. On the other hand,
the phonological description of this string--given that the reader is in the
Roman mode--does not have a lexical referent. In consequence, a phonological-
ly constrained search of the lexicon will yield a negative answer to the
question of lexical membership. If it is the case that normal word recogni-
tion proceeds, at the very least (see Henderson, 1974), along both graphemi-
cally constrained and phonologically constrained lines simultaneously, then we
can appreciate that for the Yugoslavian, a letter string like POCA 1is, in
terms of lexical membership, an ambiguous string. We may well suppose that it
is this conflict between the graphemically determined answer and the phonolog-
ically determined answer that gives rise to the large number of errors in Type
5 and 6 pairs. Insofar as these errors are far fewer than correct decisions,
we may further suppose that in cases of conflict the lexical decision is
preferentially biased toward the outcome of the phonologically constrained
search.

Let us now consider the curious outcome for the second letter strings of
Type 4 pairs. Each of these strings is distinguished by the fact that it can
be pronounced in both alphabets, though the pronunciations are different, and
it is a word in both alphabets, though the words are different. The
literature on lexical decision for strings with more than one meaning suggests
that strings with multiple meanings are accepted as words faster than strings
with a single meaning. The latency difference is pronounced where there is a
relatively large difference in number of meanings (Jastrzembski and Stanners,
1975), but marginal where the difference is minimal, such as two meanings
versus one (see Clark, 1973; Forster and Bednall, 1976). What makes the
present finding curious is that multiple meaning hinders lexical decision and
thus runs counter to the more common observation. Positive decisions were
over 200 msec slower than those for letter strings that were words only in the
Roman alphabet (second strings of Type 3 pairs can be used for comparison),
and approximately 2 :.rcent more of the responses were in error. A Wilcoxon
signed-ranks test : proportions of correct responses for Type 4 and Type 3
second strings is significant (Tyg5 = 1, p < .01). In short, when a string of
letters was a word in both alphabets, responses were very slow (the slowest
for all types, see Table 2) and on a relatively large number of occasions,
subjects actually decided that these strings were in fact Roman nonwords.

In light of the research on lexical decision and multiple meaning, it
would seem that the response tardiness and error cannot be due to the fact
that a Type 4 string was a word in both Roman and Cyrillic, but rather to the
fact that a Type &4 string could be phonologically interpreted in both

alphabets. This interpretation argues against our earlier definition of
being in the Roman mode" as the abrogating of the phonological route to the
lexicon by the Roman grapheme-to-phoneme rules. In short, the Cyrillic
version of a letter string that is being responded to explicitly as Roman
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might well access the lexicon by the phonological route.

EXPERIMENT I1

The second experiment sceks to determine whether the impaired lexical
decision on the second letter strings of Type & pairs in Experiment I was due
to two lexical entries or to two alternative phonological interpretations.
The present experiment focuses on letter strings LS1, LS2 and LS3 (see Table
1). LSL can be read as Roman but not as Cyrillic and is a word in Roman; LS2
can be read as Roman but not as Cyrillic and is two words in Roman, that is,
it is synonymous with a homograph in English; LS3 can be read as Roman and as
Cyrillic and it is a word in Roman and a word in Cyrillic. Therefore, while
LS2 and LS3 are alike in that they both have two lexical entries, they are
dissimilar in that LS2 has but one phonological interpretation, whereas LS3 is
phonologically bivalent.

We are reminded that research on English words reveals that Llexical
decision on homographs is either equivalent to or faster than lexical decision
on letter strings with a single lexical entry. Given this fact, we would
expect the relation among decision times for the letter strings of the present
experiment to be roughly LSL>LS2 = Ls83. If, on the contrary, two Llexical
entries impede decision time over one lexical entry--a possible interpretation
of the Type 4 results of Experiment I--then the expected relation should be
LS1<LS2 = LS3. However, if it is the case that while two lexical entries do
indeed facilitate decision time over one lexical entry, this formulation is
overridden by the impeding influence of two phonological interpretations, then
the relation should be LS1 2 LS2<LS3.

Method

Subjects. Twenty-two students from the Psychology Department of the
University of Belgrade participated as subjects. The majority came from
Eastern Yugoslavia.

Materials. Letter strings of three to six letters were composed from
Letraset, black uppercase Roman letters (llelvetica Light, 12 point). These
were arranged horizontally at the center of 35 mm slides.

Sixty of the letter strings were words: 20 LS1, 20 LS2 and 20 L$3. The
sixty nonwords were of the kind LS? (see Table 1). Each class of words
congisted of three subclasses: ten nouns, eight verbs and two adjectives. It
i8 important to note that LS3 is a mix of common and ambiguous letters (see
Figure 2). No uniquely Cyrillic letters were used and only the 20 letter
strings of type LS3 could be read in Cyrillic; as before, the other strings
were unreadable in the Cyrillic mode.

Design and Procedure

Each subject saw the full complement of words and nouwords. Four
randomizations of the 120 letter atrings were partially counterbalanced across
the subjects. Each letter string was exposed for 1500 msee in one channel of
the three-channel tachistoscope used in Experiment 1. Exposure luminance was
0.3 cd/m?, A timer was initiated at the onset of a slide and was terminated
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when the subject depressed either the “Yes" buttons or the "No" buttons as
described in Experiment I. The first twelve trials were taken as practice
trials.

Prior to the experiment each subject was instructed as follows:
"Subsequent to the warning signal a string of Roman letters will be presented.
Your task is to respond as quickly as possible whether the string of Roman
letters is a word or nonsense."

Results

Incorrect responses or responses that were either too fast (less than 300
msec) or tovo slow (more than 1100 msec) were excluded. For LS1 and LS2 the
error rate was approximately &4 percent. For LS) the error rate was 19
percent. The basic datum was the mean RT for each subject for each type of
letter string. The latencies for LS1, LS2 and LS3 were, respectively: 585 +
53 msec, 564 + 58 msec and 639 *+ 36 msec.

Because of the high error rate associated with LS3, an analysis of
latencies 1is imprudent. Nevertheless, an analysis was conducted, and as
suspected, it revealed a significant difference between LS3 and LS2 (F' =
7.93, df = 1, 28, p <.01) and a significant difference between LS3 and LSl
(F' = 4.4, df = 1, 30, p < .05). LSl and LS2 were not different. A more
appropriate test, a Wilcoxon signed-ranks test on proportions of correct
responses, yielded a significant difference between LS3 and LS2 (T;g = 5.5,
P <.01) and a significant difference between LS3 and LS2 (T)9 = 5.5,
p <.01). The difference between LS1 and LS2 was not significant.

Discussion

The relation among the three types of letter strings is the same whether
we consider latencies or errors: LS1 LS2 LS3. The inference we wish to
draw 1s that decision time to LS3 is impeded, not because it has two lexical
entries, but because 1t has two phonological interpretations. The acceptance
of this inference, however, depends on whether we can be convinced that the
distinction between L52 and LS3 is solely the phonological bivalence of the
latter.

The letter string of type LS2 has two lexical entries, both of which are
accessed through the Roman alphabet; LS3 has two lexical entries, one of which
i8 accessed through the Roman alphabet and one of which 1s accessed through
the Cyrillic alphabet. This distinction between L$2 and LS3 might be
important i1f the lexicon 1s sensitive to the alphabet by which a lexical entry
is accessed. Consider a subject faced in the Roman mode by a string of type
LS6. Here he must reject the string as a word, cven though it is a word in
Cyrillic. ls it that he is able to do so, in part, because the positive,
graphemically constrained search 1s registered as being of Cyrillic origin?
That is, there 18 a tag on the output from the lexicon that indicates the
alphabet through whieh the entry was found. 1f, in the Roman mode, a
graphemically constrained scarch is successful, but is tagged "Cyrillie,” then
it can be rejected. The idea that a lexical entry might be tagged according
to the alphabet of the string that matched it is reminiscent of the claim in
bilingual research that remembered words can be identified as to the lauguage
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Figure 1: A general model of lexical access.
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Figure 3: A modification of the general model of lexical access incorporating

the two alphabet spaces.
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in which they were received (for example, Saegert, Hamayan and Ahmar, 1975).
At all events, we should inquire into a style of processing that distinguishes
excited lexical entries by the alphabetic source of their excitation.

Processing the alphabet characters of the Serbo-Croatian language might
proceed as follows. Initially, the graphemic features are determined and the
resultant feature lists (or structural descriptions) are matched in parallel
with the representations of the Cyrillic characters and the Roman characters
in the relatively separate Cyrillic and Roman alphabet spaces (see Figure 3).
Suppose that matches are found in both alphabet spaces for all characters in
the string--as would be true for LS3--then we can imagine that two graphemi-
cally constrained lexical searches are initiated. In the case of LS3, both of
these searches determine a lexical entry; we need only to assume that both of
these entries are tagged according to the search that discovered them.

Now we know from the comparison of decision times to LSZ and LSl that the
poor decision performance of LS3 is not due to two lexical entries as such.
1f (for the sake of argument) we rule out phonological bivalence as an
influence on decision time, then it must be the case that the poor performance
on LS3 is due either to: (1) the fact that there are two different tags,
indicating that the lexicon was successfully accessed by both the Cyrillic and
the Roman directed search or to (2) the fact that two separately directed
searches were conducted simultaneously, or to both (1) and (2).

If conflicts of the kind intimated in (1) and (2) above are the source of
the decision time difference between LS3 and LS2 (for LS2 would invite only
one lexical search and only one lexical tag, namely the Roman), then they can
be investigated with letter strings composed entirely from the common letters
(see Figure 2). A letter string so composed (LS5 in Table 1) should, by the
preceding reasoning, invite two separately directed lexical searches and yield
both a Roman and a Cyrillic tag. A letter string of type LS5, by definition,
is common lexically and phonologically to the two alphabets.

The third experiment examines letter strings of type LS5 as part of a
general examination of the relationship between lexical entry and phonological
bivalence in determining lexical decision time.

EXPERIMENT III

The third experiment 1is like the first and unlike the second in that it
uses the paired lexical decision task. As with Experiment I, the focus is on
the decision time to the second letter strings of a pair. For some of the
analyses that are of interest in the third experiment, the nature of the first
letter strings of a pair is of significance; for most analyses, however, the
nature of the first string is irrelevant. In the third experiment, six of the
letter strings depicted in Table 1 were examined with LS2 and LS3 excluded.
In keeping with the preceding two experiments, the focus of the third
experiment is on lexical decision in the Roman mode.

(i) Priming across alphabets. It was observed in the first experiment
that where the first word of a pair was associated with the second, accepting
the second as a word was facilitated. It was also observed that the latency

to decide that a letter string was a nonword in the Roman alphabet was
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retarded if that letter string was a word in the Cyrillic alphabet. Suppose
that the first string of a pair was a Roman word (and unclassifiable in
Cyrillic), and the second string was a Roman nonword but a word in Cyrillic
that was associated with the (first string) Roman word. Would the latency to
reject the second string as a Roman word be further protracted? 1f priming
occurs across alphabets, then we would expect that the first-string's Roman
lexical entry would, through the semantic space (see Figure 1), facilitate the
second-string's Cyrillic lexical entry and in consequence augment the diffi-
culty in rejecting the second string as a Roman nonword. The relevant
comparison is that between Type 1 pairs and Type 2 pairs in Table 3. 1In both
Type 1 and Type 2 pairs, the first strings are LS1 and the second strings are
LS6 (see Table 3); but only in Type 1 pairs is there an association between
lexical entries.

(i1) Priming within an alphabet. A comparison between Type 3 and Type &
pairs as shown in Table 3 provides a measure of priming within an alphabet
In these pairs the first strings are LSl and the second strings are LS4; in
Type 3 pairs the lexical entries of the successive strings are associated.
The comparison between Type 3 and Type &4 pairs differs from the similar
comparison of Experiment I, for in the first experiment the second strings
were LS1.

(iii) Significance of phonological ambivalence per se. If the latency to
reject a Roman nonword 1is lmpeded by the fact that a letter string can receive
an alternative phonological interpretation in Cyrillic, then this impedance
should be realized even when the letter string is a nonword in Cyrillic.
Experiment I had compared LS6 and LS8 and observed that errors and decision
latency on LS6 significantly exceeded these measures on LS8. While LS6 is
phonologically bivalent, it also has a lexical entry. The third experiment
asks whether a similar relation exists between LS7 and LS8. Neither of these
types of letter strings has a lexical entry, but the former (LS7) has two
phonological interpretations to the latter's (LS8) one (see Table 1). The
relevant comparison is between the second letter-strings of Type 5 and Type 6
pairs and between the second letter-strings of Type 7 and Type 8 pairs (see
Table 3).

(iv) Significance of potential for two lexical searches and two alphabet
tags. The third experiment contrasts the lexical decision om LS5 to that on
LSI in the spirit of the hypotheses developed in ihe discussion of Experiment
I11. According to these hypotheses, decision times and errors should relate as
LS5 > LS1. We recall that letter strings of type LS5 are composed entirely
from the common letters. Consider then the contrast between LS5 and LS1: LS5
would find a match in both the Roman and Cyrillic alphabet spaces (see Figure
3), but LS1 would find a match only in the Roman space; LS5 would receive a
phonological interpretation (the same) whether read in the Roman mode or the
Cyrillic mode, but LSl receives a phonological interpretation only in the
Roman mode; LS5 would find a lexical entry (the same) whether read in Roman or
Cyrillic, but LS1 has a lexical entry only in the Roman mode. 1If ambivalence
in lexical search or ambivalence in assigning the alphabetic source of lexical
outputs 1s a significant determinant of lexical decision time, then it
follows, as argued above, that decision times should relate as LS5 > LS1l. The
relevant comparison is given by the second letter strings of Type 9 and Type
10 pairs (see Table 3).
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Method

Subjects. The participants in the experiment were 40 students from the
Departmerit of Psychology at the University of Belgrade. The majority of the
students had received their elementary education in Eastern Yugoslavia. They
were not unfamiliar with RT experiments.

Materials and Design. Slides containing either a word or a nonword were
prepared in the manner described for Experiments I and 1I. The criteria for
choice of words were as described in Experiment I.

There were ten different types of letter string pairs that were of
interest; these are shown in Table 3 along with examples of the letter strings
and the approximate relative frequency with which each pair type appeared in
the trials of the experiment. Other pairs were included to insure a balance
between words and nonwords and to keep the proportion of strings readable in
Cyrillic at a minimum; these pairs were not analyzed.

First consider pairs of Type 1 and Type 2 whose first and second members
are, respectively, letter strings LSl and LS6. The second members of these
pairs, therefore, were nonwords in Roman and words in Cyrillic. In Type 1
pairs, the lexical entry of the second member of the pair was associatively
related to the first member of the pair, for example, OLUJA (in Roman)
translates as "storm" in English and BETAP (in Cyrillic) translates as “wind"
in English. No associative relation holds between members of Type 2 pairs.
The pairs of Type 2 were obtained by interchanging first members of the Type 1
pairs. Type 2, therefore, provides a control for the possible priming effect
of Type 1.

The first and second members of Type 3 and Type &4 pairs were letter
strings of Type LS1 and Type LS4. The second members of these pairs,
therefore, were words in Roman and nonwords in Cyrillic. 1In Type 3 pairs the
members were associatively related; for example, FLASA (in Roman) translates
as "flask" and BOCA (in Roman) translates as "bottle." No associative relation
holds between members of Type 4 pairs; these pairs were obtained by inter-
changing first members of the Type 3 pairs.

Consider pairs of Type 5 and Type 6. The members of Type 5 pairs were
LS1 and LS7 in that order; the members of Type 6 pairs were LSl and LS8 in
that order. Letter strings of Type LS7?7 can be read in both Roman and
Cyrillic, but are nonwords in both alphabets. These letter strings are
composed from a mixture of common and ambiguous letters. They were construct-
ed by taking a letter string of Type LS3 and replacing either one or two of
the ambiguous consonants in these strings by other ambiguous consonants so as
to produce letter strings that were readable and nonsense in both alphabets.
Letter strings of Type LS8 are readable only in Roman. They were constructed
by taking a letter string of Type LSl (which is not readable in Cyrillic) and
replacing one ambiguous consonant by another to produce a nonsense string.

Other constraints on generating strings of Types LS7 and LS8 should be
noted. First, strings should be consonant-vowel sequences as opposed to
consonant clusters, in order to increase the likelihood that the ease of
giving a phonological interpretation to the strings be equivalent in Roman and
Cyrillic. Consonant clusters (for example, CK in CKOJ) differ in ease of
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pronunciation and frequency of occurrence from one alphabet to the other
(thus, CK is easier to say and is more frequent in Cyrillic). Second, care
was taken in determining letter strings of Type LS7 so that, on the average,
these strings were different by the same number of letters from Roman and
Cyrillic words.

Pairs of Type 7 and Type 8 were the same as pairs of Type 5 and Type 6 in
all significant respects, except that (1) the first members of a pair were
LS8, that is, nonwords in Roman and unclassifiable (nonreadable) in Cyrillic,
and (2) the second strings of Type LS8 in Type 8 pairs were different from the
second strings of Type LS8 in Type 6 pairs.

Finally, let us consider Type 9 and Type 10 pairs. The first and second
members of Type 9 pairs were LS8 and LS5, respectively; and the first and
second members of Type 10 pairs were LS8 and LS1, respectively. Only the
second members were of interest. Composed solely of common letters, letter
strings of Type LS5 were words so chosen as to overlap in frequency of
occurrence with the words of Type LSl.

Each of the forty subjects judged 144 letter strings according to the
instructions used in Experiment II. Both the instructions and the construc-
tion of the letter strings were meant to induce the Roman mode. As before,
there were no uniquely Cyrillic letters, and of the 144 letter strings only 32
of them (approximately 23 percent) could be read as Cyrillic.

An individual subject never saw the same letter string twice (see Table
3). A subject received either all the A versions of the ten types of pairs or
all the B versions. A subject was assigned either to the A versions or the B
versions on order of arrival at the laboratory. The 56 pairs seen by a
subject were presented in four blocks. In each block the pairs of each type
were presented in a pseudo-random order. The sequence of blocks was balanced
across subjects according to a lLatin square design.

Procedure. The apparatus, method of response, etc., were identical to
those of the first experiment.

Results

The experiment was designed so that for a given pair type, one half of
the subjects saw one half of the pairs and the other half of the subjects saw
the other half of the pairs. This design guaranteed the general feature that
no subject saw the same letter string twice and the particular feature that in
the Type 1, Type 2 comparisons and in the Type 3, Type 4 comparisons, the same
letter strings could be used for associated and nonassociated pairs. As
remarked above, this design imposes difficulties when one is trying to keep
the data analysis true to the strictures suggested by Clark (1973); that is,
where both subjects and letter strings are treated as '"random effects'" and
reliability of results is computed over both of these sampling domains.

In the kind of analysisl! ye chose, individual quasi-F ratios were

lKatz, l..: personal communication.

58

%5ttt ot 20 A . »

L AT T O VNI o LAy OR N KL P <

e T —

by

il




computed for comparisons within a comparison. For example, the comparison
between Type 3 and Type &4 includes the following sub-comparisons: (a)
comparisons in which subjects are the same but letter strings are different:
Type 3A versus Type 4A and Type 3B versus Type 4B; and (b) comparisons in
which subjects are different but letter strings are the same: Type 3A versus
Type 4B and Type 3B versus Type 4A. For some types in Table 3, and for other
comparisons we wish to consider, the subcomparisons on different subjects,
same letter strings do not exist. 1n general, then, the subcomparisons will
be those where subjects are the same.

The quasi-F ratios for the subcomparisons of a given comparison were
considered as random variables whose probabilities have a Chi-square distribu-~
tion. Suppose that the F' for subcondition X was at the probability level, p
= x and the F' for subcondition Y was at the probability level, p = y. The
new random variables are computed as r) = -2 Iln (x) and ry = -2 ln (y) and
their sum determined. The Chi-square distribution has 2k degrees of freedom
where k is the number of variables (for our example, there are four degrees of
freedom). The obtained sum of the new variables 1s then assessed for
significance against the Chi-square value for the corresponding degrees of
freedom. The gist of this method is that it asks: Given a set of individual
quasi-F ratios with probabilities, p), py, etc., is it likely that this set of
probabilities could have occurred by chance?

Let us consider the results for the comparisons of initial interest,
namely, those described in the introduction to the experiment. As with the
previous two experiments, the RTs (and sometimes the errors) to the second
letter string of a pair were analyzed. First, no F' ratios greater than unity
were found for the subcomparisons of Type 1, Type 2 pairs. The high error
rate suggests that this negative conclusion be treated with caution. A
Wilcoxon signed-rank test on proportions of correct responses was conducted.
Of the possible subcomparisons only two were significant: Type 1B versus Type
2B (Tj3 = 8, p <.05) and Type lA versus Type 2B (Tq = 6, p <.05). The error
data, therefore, suggest that priming occurred across alphabets.

Second, the subcomparisons of Type 3 and Type & pairs revealed the
following F' values: for 3A versus 4A, F'(l,11) = 4,41, p < .06; for 3B
versus 4B, F'(1,18) = 2.45, p < .02; for 3A versus 4B, F'(1,19) = 7.10,
p < .02; for 3B versus 4A, F' < 1. These comparisons provide a curious mix,
suggesting that priming within an alphabet did and did not occur. In part,
these data may reflect the inadequate procedure used for determining associa-
tive relation--the use of a small panel of judges rather than associative
norms. The availability of the latter for research with English words
provides a more reliable basis for selecting pairs of associated words and
thus a better opportunity for observing priming.

Third, inspection of Table 3 is sufficient to conclude that there was no
difference between the second letter strings of Type 5 and Type 6 pairs (LS7
and LS8, respectively) and no difference between the second letter strings of
Type 7 and Type 8 pairs (again LS7 and LS8, respectively). In short,
phonological bivalence per se did not seem to retard lexical decision.
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Fourth, the comparison between Type 9 and Type 10 was a straightforward
F' analysis (the second letter strings of 94 and 9B were 1identical, as were
the second letter strings of 10A and 10B). The analysis proved significant F'
(1,25) = 7.35, p < .02, indicating that latency of response for strings of
common letters was slower than the latency for letter strings that did not
have the same status in both alphabets.

The lack of difference in lexical decision time to LS7 and LS8 should be
contrasted with the significant difference reported in the first experiment
for the comparison of LS6 and LS8. The contrast suggests the following
hypothesis: phonological bivalence impedes lexical decision only if there is
a lexical entry in one or the other alphabet. The confirmation of this
hypothesis would lie with showing that, in addition to the already demonstrat-
ed equality, LS7 = LS8, the following decision-time inequalities hold:
LS4 > LSl, LS6 > LS7 and LS4 > LS5 (see Table 1).

In words, the first inequality is that a letter string that receives a
phonological interpretation in each alphabet and has a lexical entry in Roman
should be accepted as a Roman word more slowly than a letter string that
similarly has a lexical entry in Roman but receives a single phonological
interpretation (in Roman). The following subcomparisons of the present
experiment provide the appropriate test: 4A with 10A and 4B with 10B. The
individual analyses were highly significant, respectively, F'(1,12) = 8.51,
p <.0l, and F'(1,20) = 9.98, p < .01, yielding, by the method described
above, x2(4) = 18.42, p < .003. On the average, decision time to LS4 was 115
msec in excess of decision time to LSl. Clearly, the sought-after relation,
LS4 > LS1, holds.

In words, the second relationship (LS6 LS7) is that a letter string
that receives a phonological interpretation in each alphabet and a lexical
entry in Cyrillic should be rejected as a Roman word more slowly than a letter
string that receives two phonological interpretations but has no lexical entry
in either alphabet. The following subcomparisons of the present experiment
provide the test: 2A versus 5A and 2B versus 5B. The individual analyses
were, respectively, F'(1,16) = 4.22, p < .06 and F'(1,15) = 7.03 p < .02,
yielding x2(4) = 13.59, p <.0l. On the average, decision time to LS6
exceeded that to LS7 by 76.5 msec. The second of the two sought-after
relations, LS6 > LS7, would appear to hold. Caution 1is induced by the
relatively high error rates; favoring the conclusion, however, is the fact
that the error difference between LS6 and LS7 is in the same direction as the
latency difference.

Prior to considering the third desired relationship, namely, LS4 > LSS,
let us look analytically at the finding that decision latency to the second
letter-strings (LS5) of Type 9 pairs was slower than the decision latency to
the second letter-strings (LS1) of Type 10 pairs. In view of the discussion
that concluded Experiment II, we should interpret the slower decision time for
LS5 as indicative of either a conflict produced by two separately conducted
lexical searches or by the assignment of two alphabet tags to the determined
lexical entry. While significant, the latency difference between LS5 and LS
was not that great, a matter of only 28.5 msec. The magnitude of the
difference restrains us from concluding that the slower latency to LSS5 is
evidence against the hypothesis that, with reference to LS3 (that is, letter
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strings that have two different phonological interpretations and two different
lexical entries), the source of impedance in lexical decision is phonological
ambivalence rather than a conflict in lexical search or alphabet tagging.

From other research that we have conducted (Lukatela, Savic, Ognjenovic
and Turvey, 1978), we have good reason to believe that for Yugoslavian readers
indigenous to Eastern Yugoslavia, there is a bias toward regarding common
letters as essentially members of the Cyrillic alphabet. The majority of the
subjects in the present series of experiments were from Eastern Yugoslavia.
This would mean, perhaps, that in the present experiment there was a tendency,
however slight, for subjects to regard letter strings of the LS5 type as non-
Roman. If so, then a latency difference between LS5 and LSl might be
expected. At all events, we can better appreciate the importance of contrast-
ing LS5 and LS4. The LS4 type 1is phonologically bivalent but has a single
lexical entry in Roman; LS5 is not phonologically bivalent but it similarly
has a single lexical entry, one that can be assessed through either alphabet.
I1f lexical decision is slowed primarily by the fact that a lexical entry can
be found and/or tagged through both alphabets, then the acceptance latency for
LS5 should exceed that to LS4. If, on the other hand, lexical decision is
slowed primarily by phonological bivalence contingent upon the presence of a
lexical entry in one or the other alphabet, then the acceptance latency to LS4
should be greater than that to LS5. The relevant comparisons are: 4A with 9A
and 4B with 9B. Respectively, the analyses revealed that F'(1,13) = 3.6,
p < .08 and F'(1,16) = 5.2, p < .03, yielding x2(4) = 12.06, p < .02. The
results of the comparison permit the claim that the inequality, LS4 > LS5,
holds; the above hypothesis is thereby verified.

This concludes the analysis and discussion of Experiment III, but two

points of general concern to this experiment, and the others, deserve comment.
First, while the analysis proposed by Clark (1973) has been applied
throughout, there are a number of places where its application necessitates a
conservative evaluation of the results. The point of Clark's arguments
concerning the analysis of experiments using words as stimuli is that the
word-sample chosen may not permit a generalization of the results beyond that
sample--hence Clark's advocation of treating words as a random effect, rather
than as a fixed effect in the analysis. For a number of the analyses reported
in the present paper, the words comprising the experimental sample constituted
a significant proportion of the total number of words meeting the specified
criteria. In short, we could, in a number of places, have treated words as a
fixed effect, thereby enhancing the possibility of a significant outcome.

Second, comparisons were sometimes made in the present series of experi-
ments between conditions that differed not only *n the variable of interest,
but also in whether the correct response to . : first and second letter
strings in a pair was the same or different. Waere the correct response to
the successive strings in a pair was the same, a facilitation of response to
the second might be expected. However, inspection of Tables 2 and 3 suggests
that such facilitation did not occur and therefore could be ruled out as a
source of confusion in the present data. With regard to Table 2, response
latency to LSl in Type 2 pairs (Yes-Yes) did not differ from response latency
to LS] in Type 3 pairs (No-Yes); with regard to Table 3, compare pairs of Type
6 (Yes-No) and Type 8 (No-No) and pairs of Type 5 (Yes-No) and Type 7 (No-No);
and finally, returning to Table 2, a comparison of pairs of Type 7 (No-No) and
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Type 8 (Yes-No) reveals a difference in the direction opposite to a facilita-
tion prediction.

CONCLUDING REMARKS

It has been assumed that by experimental design and by instruction, a
subject could be seduced into one of the two possible alphabet modes,
specifically the Roman mode, and that the subject remained true to the Roman
mode throughout the presentation of the letter strings. It is, of course, a
strong possibility that any given subject may have swayed between modes during
the course of an experiment and that subjects differed in the degree to which
they adhered to the assigned mode., That 1is, with respect to some letter
strings, the attitude of a subject was that of a Roman reader, and with
respect to other letter strings, the subject's attitude was that of a Cyrillic
reader. If true, we would expect that on some trials a subject's behavior
would be consistent with the Cyrillic resding of a letter string rather than
the Roman reading. This would contrast with the claim that on any given
trial, any given subject assigned both phonological readings simultaneously.
Let us see if we can disarm this mode-switching argument.

The lesson to be learned from the error rates to LSl (see Tables 2 and 3)
is that if a subject is switching modes, he or she does not adopt a mode prior
to and impervious to a given letter string. It would seem that a letter
string’s structure must be discerned as able to support the nonassigned
alphabet mode for that mode to be realized. The LSl can be read in Roman but
not in Cyrillic. If subjects adopted the Cyrillic mode indifferent to the
structure of a letter string (and prior to the string's presentation), then we
should expect the error rate on strings of type LSl to be large and equivalent
to that on type LS4; that, most obviously, was not the case. We might wish to
argue, therefore, that a typical subject's strategy was as follows: the
orthography of a given letter string was discerned as supporting both Roman
and Cyrillic readings and then one of the two alphabet modes was engaged to
give the letter string a phonological interpretation with the chosen mode
varying across trials. On this strategy we should expect decision time for
LS3 to differ nonappreciably from decision time to LSl (see Table 1).
According to the aforementioned strategy, whatever alphabet mode the subject
engages, the lexical quest will be positive and, presumably, as rapid as that
for LSl--a case of a single phonological reading and a single lexical entry.
The evidence, we are reminded, is to the contrary: LS3 decision time was
appreciably slower than LS1 decision time (see Table 2 and Experiment I1).

Tis - kind of mode~switching 'model' considered in the preceding remarks 1is
one that assumes mode switching between trials. While there 1s reason to
doubt this kind of mode switching, there remains the possibility of mode
switching within a trial. Argument must rest with this point, however, for
there are, Iin theory, an indefinite number of plausible within-trial mode-~
switching models--some of which would yield the pattern of obtained results
and some of which would not. In the absence of any (presently discernable)
significant constraints on the construction of such models, we consider the
enterprise of doing so ill-advised.

We may as well suppose, therefore, that the data of the present series of
experiments can be taken at face value, that is, as indexing the influences of
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the Cyrillic related phonology on "reading" letter strings in the Roman mode.
What is to be made of the term '"mode" in the present context? As generally
used, it is a slippery term (see Turvey and Prindle, 1978). Assume that it
refers to the how of processing. (In contrast, "mode" could refer to the what
of processing, for example, speech material versus nonspeech material.)
Evidently, to be in the Roman mode does not mean, as proposed above, that the
phonologically-mediated route to the lexicon 1is abrogated by the Roman
grapheme-to-phoneme rules. That route, apparently, can be shared and, per-
haps, without liability. Indeed, the reading we are giving to the present
data is that in the lexical decision task, the ascription of phonological
interpretation is obligatory and that a letter string--if its structure
permits--will receive both the Roman and the Cyrillic phonological interpreta-
tions. Without going into detail, the notion of '"being in the Roman mode"
seems to refer to a selective operation that is late, rather than early, in
processing--much like the claim made for selective attention by some students
(for example, Norman, 1968) of the phenomenon who locate attention subsequent
to a fairly complete pattern recognition process. One possibility is that to
be in the Roman mode means that the link between the lexicon and the semantic
space, as depicted in Figures 1 and 3, 1is prohibited for the Cyrillic
processing of a letter string. Experiment III provided some evidence counter
to this interpretation (the priming across alphabets), but further experimen-
tation is required. -

All things considered, we take the bottom line of the present series of
experiments to be this: in the lexical decision task, Serbo-Croatian letter
strings (where their structure permits) are ascribed, simultaneously, two
phonological readings; and whether or not this phonological bivalence impairs
lexical decision in the assigned alphabet mode depends on whether or not the
letter string has a lexical entry in one of the alphabets. The full
implication of this latter result for a general theory of word recognition
must await subsequent investigations.
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Lexical Decision for Inflected Nouns¥

G. Lukatela'l Z. Mandidt,

B. Gligorijevié', A. Kostidt, M. savidl and
M. T. Turveyft

ABSTRACT

Lexical decision times were measured for three grammatical
cases of 1inflected Serbo-Croatian nouns. The grammatical cases
occur with different frequencies. Decision times were not related
by a unique constant multiplier to the logarithms of the respective
case frequencies. The result suggests that a principle of organiza-

tion in addition to frequency of occurrence is involved in the
lexical memory of inflected nouns.

INTRODUCTION

Several investigators have suggested that during reading, the recovery of
word information involves a relatively extensive scarch of lexical memory (for
example, Rubenstein, Garfield and Millikan, 1970; Stanners and Forbach, 1973;
Forster and Bednall, 1976). Individual words are said to be represented as
lexical entries, with the lexical entries ordered by frequency of occurrence.
A search of the lexicon, then, might be construed as beginning at the most
trequent entry and searching serially through the list of lexical entries, in
accordance with the frequency ordering, until the target entry is determined.
If there is no entry, then the search is exhaustive (see Forster and Bednall,

1976).

The focus of this paper is the structure of lexical memory for the Serbo-
Croatian language in which inflection is the principal grammatical device.
Thus for nouns, all grammatical cases in Serbo-Croatian are formed by adding
to the root form an inflectional element, namely, a suffix consisting of one
syllable of the vowel or vowel-consonant type.

For any given noun the grammatical cases produced by inflection are not
equal in thejt frequency of occurrence. Table 1 is taken from data collected
by Dj. Kostic (1965a); it gives the case frequencies for nouns in the singular

*To appear in Language and Speech, vol. 21, 1978.
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that are more frequent than nouns in the plural (74 percent to 26 percent).
We see, in short, that for any given noun of frequency of occurrence (f) in
the language, the singular nominative form will appear with a frequency of
approximately .25f, the singular genitive form will appear with a frequency of
approximately .20f, and so on.

TABLE 1: The case frequencies of the Serbo-Croatian nouns in singular.

Case Symbol Frequency
(percent)
Nominative (CF) hom 24.55
Genitive (CF)gen 19.90
Dative (CF)gat 1.86
Accusative (CF) gcc 13.52
Instrumental (CF) ins 4.70
Locative (CF)1oc 8.79

How might the nouns of an inflected language such as Serbo-Croatian be
organized in lexical memory? One hypothesis is that each grammatical case for
each noun receives a lexical entry and these 1lexical entries are ordered
according to frequency of occurrence. An alternative hypothesis concurs that
each grammatical case for each noun receives a lexical entry, but stresses
that frequency is not the sole principle of organization. For any given noun
the nominative singular is the most frequently occurring grammatical case and
it is that which is learned first. The alternative hypothesis might take the
form that nominative singulars are ordered in the lexicon according to
frequency of occurrence, but that the other grammatical cases for any given
noun are subentries to the noun's nominative singular, and these subentries
are organized by some principle other than frequency. A simple prediction
follows. If the first hypothesis is correct, then the lexical decision ("is
this a word?") latencies for the different grammatical cases of a noun should
be determined by frequency of occurrence. However, the lexical decision
latencies need not be so determined if the second hypothesis holds.

The present experiment examines Serbo~Croatian nouns from the mid-range
of word frequencies (Dj. Kosti, 1965b). For each noun, three singular cases
were considered: nominative, locative and instrumental. If the noun occurs
with frequency (f), then by the first hypothesis, decision time should be
related by a unique constant multiplier to the corresponding logarithms of the
proportional frequencies, .25f, .09f, .05f (corresponding to the nominative,
locative and instrumental, respectively). By the second hypothesis, decision
time to the nominative singular should be fastest, but the relation among the
decision times should not be accountable for by the proportional frequencies.
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METHOD

Subjects

Thirty-nine students from the Psychology Department of the University of
Belgrade participated in the experiment. They were experienced with reaction
time procedures.

Materials

The nouns were selected according to the following criteria: (1) easy to
read aloud; (2) easily imagined (concrete nouns); (3) only one meaning that
was invariant for all grammatical cases; (4) written as alternations of single
consonants and vowels. One hundred twenty words were selected for the
experiment: 57 nouns in masculine, 52 in feminine and 11 neuter, correspond-
ing to the proportion of genders in the Serbo-Croatian language.

Nonwords were generated as follows. The selected 120 words were listed
according to frequency of occurrence. Every other three words in the list
were converted into nonwords. For nominatives and locatives this was done by
changing the first letter. For example, the noun in nominative "KISA"
(English: rain) was transformed into the nonsense letter string "GISA." In
the locative this noun is K1§1; the nonsense form was LISI. For instrumen-
tals, half of the nonwords were produced by changing the first letter and half
by changing the last letter or the last two letters. This was done to
minimize the influence of the idiosyncratic instrumental endings. For pur-
poses of subsequent analysis it should be noted that the dative and locative
for all genders have identical codings and are indistinguishable in the
absence of sentential context. Similarly, in the singular, nominative and
accusative for masculine and neuter gender are of identical form, whereas in
the singular of the feminine gender, the nominative and the accusative are
different. In Serbo-Croatian, for all genders, the instrumental is the only
unequivocal grammatical case in either the singular or the plural.

The words and nonwords were presented as lower case, printed Roman
letters (Helvetica Light, 12 point), horizontally arranged at the center of 35
mn slides.

Procedure

Each of the 120 letter strings was exposed for 1500 msec in ome channel
of a three-channel tachistoscope (Scientific Prototype, Model GM) illuminated
at 10.3 cd/m2, Both hands were used in responding to the stimuli. Both
thumbs were placed on a telegraph key button close to the subject and both
forefingers on another telegraph key button two inches further away. The
closer button was depressed for a "No" response (the string of letters was not
a word), and the further button was depressed for a "Yes'" response (the string
of letters was a word).

Latency was measured from stimulus onset. The total session lasted for
half an hour with a short pause after every eighteen slides.
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Design

One hundred twenty stimuli were presented to each subject. Twelve
stimuli were used for practice, but were not taken into the final analysis.
The subjects were divided into three groups in order to exclude the possibili-
ty that the same word, though in different grammatical cases, could be
presented to the same subject. Hence, a subject saw one-third of the words
and nonwords in nominative, one-third in dative, and one-third in instrumen-
tal.

Results

The reaction time of each subject to each stimulus was the basic datum
for the analysis. If the subject gave an incorrect answer, his average
latency for the given class of stimuli replaced the missing data. The number
of incorrect decisions was relatively small (2.4 percent); those responses
that were either too fast (less than 300 msec) or too slow (more than 1500
msec) were also considered as errors. The data are summarized in Figure 1.

The reaction times for three inflected forms within each word were
compared. A given word in a particular grammatical case was seen by a third
of the total number of subjects and, therefore, for the purpose of analysis,
the words were divided into three groups of eighteen words each.

The analysis of variance included the three factors: fixed factor--
grammatical case, random factor--subjects and random factor-~words. A group
of thirteen subjects was nested under a particular grammatical case, while the
same eighteen words appeared in three inflected forms under the respective
treatments.

The differences between the nominative on one side and the instrumental
and locative on the other are statistically significant (see Clark, 1973)
F'(1,32) = 5.4, p< 0.05 and F'(1,35) = 4.05, p < 0.05 respectively, whereas
the difference between locative and instrumental was not significant.

Discussion

The results of the experiment demonstrate that, in lexical decision, the
latency to nouns in the nominative case is shorter than to nouns in the
locative and instrumental cases, and that nonwords take longer to classify
than words.

As depicted in Figure 1, the two reaction time plots--one for words and
the other for nonwords--display two different patterns. Let us first address
the less significant issue of why the latencies to the "instrumental” nonwords
were longer than those to the "nominative" and "locative" nonwords. The
relative difficulty with the "instrumental" nonwords most probably stems from
the fact that the "instrumental" nonsense letter strings were, on average, one
letter longer than the other nonsense letter strings. We recall that an
"instrumental" nonword was produced by changing one letter in a noun that was
grammatically inflected in the instrumental case. We recall, also, that the
characteristic ending of the instrumental case in Serbo-Croatian consists of
two letters (of the vowel-consonant type) and that the characteristic endings
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of other cases in singular consist of a single letter (a vowel). As a result
of the transformation rules, all nonwords in the experiment were orthographi-
cally legal. The '"nominative" nonwords were mono- or bisyllables. The
"locative" as well as the "instrumental" nonwords were bi- or trisyllables,
but each "instrumental" nonword had one letter more than its '"dative" mate.
These facts and the data in Figure 1 suggest that the effect of number of
syllables on lexical decision time for nonwords was not significant. On the
other hand, the effect of number of letters in a nonsense string proved to be
significant. This finding is in agreement with the results of Forster and
Chambers (1973) and Fredericksen and Kroll (1976).

Further comment on the nonword data is unnecessary. Let us focus on the
main issue of why the latencies to the inflected words did not follow the
general pattern that was predicted by the word frequency effect. In the
lexical decision task, the reaction time (RT) is inversely proportional to the
word frequency, (f). In the first approximation there is a linear regression
of a general form:

RT = -A ln f + B (1)

where A and B are the regression coefficients that depend on the number of
letters in the word. For English five-letter words, given their frequency of
occurrence (Kuc¥ra and Francis, 1967), it has been found! experimentally that

the appropriate numerical values of the regression coefficients are: A =
17.78 and B = 644.

In the present experiment the average number of letters (when averaged
across all nouns in all inflected forms) was about five per word. Therefore,
if the reaction time for inflected forms were governed uniquely by the case
frequency CF, then the slope of the function relating RT to log CF should be
about 17.78, as shown by the dashed line in Figure 2. The zero-intercept of
the dashed line, in agreement with our data, was set at B = 616 msec.

The experimental data in Figure 2 are represented by black dots and, for
convenience, are connected by solid lines. The suggestion is that the solid
curve differs from the dashed-line curve not only quantitatively, but also
qualitatively. Hence, the plots in Figure 2 suggest that the word frequency
effect cannot explain the experimental results.

There is, of course, some theoretical possibility that the numerical
value of the slope coefficient A, as plotted in Figure 2, is not appropriate
for Serbo-Croatian words. What we need, therefore, is a stronger proof that
the experimental data and the data predicted uniquely by the word frequency
effect are significantly different for any arbitrary value of the regression
coefficients.

lgatz, L.: personal communication.

70




The data of Table 1 show that the case frequencies of the nouns in
nominative, locative and instrumental relate as follows:

(CF)nom & (CF)loc 2 (CF)n\s (2)

In a 1lexical decision task the case frequencies of nominative and
accusative for masculine and neuter gender have to be compounded. In the
experiment the number of nouns in masculine and neuter gender was sixty-eight,
as compared with fifty-two nouns in feminine gender. The joint frequency of
occurrence of the unequivocal and equivocal nominative forms, when averaged
across all of the one hundred twenty nouns, results in the compounded

nominative-accusative case frequency: (CF); = 31.31 percent. Similarly, we
have also to compound the case frequencies of the locative and dative for all
nouns. The compounded locative-dative case frequency is: (CF); = 10.65
percent.

If it were true that the mean reaction time and the case frequency were
related by equation (1), then between the reaction time to the compounded
nominative case (RT)} and the reaction time to the compounded locative case
(§332, the following hypothetical relation should hold:

(RT), - (EE)I = A ln %92%1
CF)qy (3)

where A is an arbitrary constant; (CF); jis the compounded case frequency for

nominative and accusative, and (CF)2 is the compounded case frequency for
locative and dative.

Similarly, for the difference between the mean reaction time to the
instrumental, (if)ins’ and the mean reaction time to the compounded nominative
(RT)), the predicted hypothetical relation would be:

(i:f)ins - (ﬁ)l = A In m
(CF) ins %)

By dividing equation (3) by equation (4) we obtain:

(cF), (5)
(RT), - (RT)) _ In {CF),
(RT)jns - (RD)) in (CE))
(CF) ins

I1f we substitute the numerical values of the mean RTs from Figure 1 into the

left side of equation (5), we find that the ratio of the normalized (RT)
difference is:

(RT); - (RT)} . 676-616

= 0.91
(RT) ;s - (RT)) 682-616

On the other hand, if we substitute the numerical values of the compounded
case frequencies as well as the instrumental case frequency into the right
side of equation (5) we find that:
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n (CF)
——(mz—l = 0.56

In (CF)ins

Thus, we conclude that the hypothetical equation (5) is not correct: the
left side is numerically about two times as large as the right side.

The preceding mathematical analysis supports the hypothesis that the
longer latency to inflected words cannot be accounted for by the difference in
the frequency of occurrence of the grammatical forms. We are led, therefore,
to the tentative conclusion that frequency of occurrence is not sufficent to
capture the lexical organization of the grammatical cases of inflected nouns.
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The Phonetic Plausibility of the Segmentation of Tones in Thai Phonology*

Arthur S. Abramsont

ABSTRACT

In such Southeast Asian tonal languages as Central Thai, the
domain of a tone is ordinarily taken to be the syllable, but some
linguists have claimed that a segmental representation of the tones
best fits the grammar. Thus, the five-way tonal contrast present in
the Thai lexicon would be handled by various arrangements of three
level tones, underlying which are two binary features. The question
is raised as to what kind of phonetic evidence, either in the form
of fundamental-frequency contours or perceptual data, would support
such a claim. The resulting criteria applied to productions of
isolated Thai words and words embedded in sentences fail to provide
any direct support for a segmental representation of the tones. In
addition, listening tests with controlled variants of fundamental-
frequency contours made with a speech synthesizer also fall short of
the goal. It is concluded that the phonological arguments for
segmentation are weak, that the phonetic data render it implausible,
and that the concept is psychologically unconvincing.

INTRODUCTION

The specification of each morpheme in a tone language includes not only a
sequence of consonantal and vocalic features, but also a distinctive pitch
pattern that 1s manifested physically in the fundamental frequency of the
voice. Linguists have generally analyzed Central Thai (Siamese) as having a
five-way tonal contrast, with the syllable as the domain of the tone. There
are said to be three level or static tones--mid, low and high--as well as two
gliding or dynamic tones--rising and falling.

Some phonologists (for example, Trager, 1957; Leben, 1973; Gandour, 1974)
have argued that the holistic treatment of tones in Thai is inherently wrong
and should be replaced by a segmental treatment with various sequences of
single vowels, double vowels, and final sonorants as the proper domain. While
such arguments on the part of Trager (1957) may be a matter of personal taste

*To appear in the Proceedings of the XIIth International Congress of
Linguists, (Vienna), 29 August-2 September, 1977.

TAlso at University of Connecticut, Storrs.
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in the manipulation of symbols for the writing of an efficient grammar, the
generative treatments must be taken more seriously, since claims are made in
this school of thought that the grammar should reflect the speaker's internal-
ized knowledge of his language. By this reasoning, we must suppose that the
speaker of Thai stores a lexical item with a dynamic tone as a properly
ordered sequence of high and low tones or tonal features.

Linguists with the holistic view of Thai tones have never felt obliged to
defend their position. They knew the language well, and it seemed intuitively
correct not to segment the tones. This feeling was supported by the native
Thai grammatical tradition reflected in the orthography that provides for the
correct reading of the tones. Although there 1is scant literature on
children's acquisition of Thai, my own observations and those of others
suggest that children learn their basic vocabulary with a tonal contour as an
integral part of each item. In fact, children may learn the dynamic tones
before the static ones (Sarawit, 1976).

SEGMENTATION OF TONES

The segmentalists argue that consonantal constraints upon the freedom of
occurrence of the tones indicate a mapping of each tone onto a segmental base
at the level of the underlying form. All five tones may occur contrastively
only on syllables that end in a long vowel, or a short or long vowel followed
by a sonorant. Except for a few loan words and onomatopoeic terms, a syllable
with a short vowel followed by a final stop may take only the high or low
tone, while a long vowel followed by a final stop may take only the low or
falling tone. In addition, the lexicon includes practically no high or rising
tones after certain initial consonants. It is also claimed that tone
alterations in compound words are stated in a better formalism with a
segmental approach. The general argument rests on the controversial premise
that long vowels are sequences of two short vowels.

My thesis here is that a segmental analysis .of the tone of Thai 1s
unreasonable and unrealistic. I am not, however, arguing that such an
analysis is not appropriate to any language. The most convincing case is one
in which all contour tones are obviously derived from underlying sequences, as
when vowels undergo sandhi across a morpheme boundary, bringing about a merger
of the final static tone of the first morpheme and the beginning static tone
of the second morpheme to yield a contour.

Some African languages are said to have a rule of tone copying (Leben,
1973). An inherently toneless syllable takes on the immediately preceding
tone. Thus, a toneless element will become high after a high tone and low
after a low tone. If, however, the preceding syllable bears a contour tone,
the toneless element copies only the final "tone" of the alleged sequence in
the contour. The tone-copying rule taken alone as an argument for segmenta-
tion succumbs to a natural explanation, which 1is simply that the pitch
movement of the preceding syllable persists in its course through any
following element that does not carry a distinctive tone of its own. Even if
the latter arguments are accepted, the sandhi feature could lead to a
segmental analysis of the tones of those languages anyway, although among
these African languages there seem to be some that can be shown to have
underlying contour tones (Elimelech, 1974).
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1f, as it seems, the speaker of Thai learns every morpheme with its tone
contour, why must a grammar include complicated rules to express the few
consonantal limitations on freedom of occurrence of the tones? These facts
are simple and may be seen as part of the speaker's knowledge without letting

them force us into an improbable view of lexical entries. In fact, this
knowledge has not kept Thai from breaking these '"rules" in the tonal treatment
of loan words. As for tone alternations and neutralizations in compound

words, Gandour (1974) has shown instrumentally that the kinds of examples
given by Leben (1973) are by and large untenable.

PHONETIC EVIDENCE

1f we believe that the phonology of a language should lead very directly
to correct phonetic outputs and auditory percepts, what phonetic evidence
would help settle the argument? Would a phonologically disinterested phonet-
ics point to a segmental organization of the tones? A good basis would be
acoustic data showing that each of the static tones normally appeared as a
level with, perhaps, slight contextually induced perturbations. If each
dynamic tone normally appeared as a sequence of these levels with a rapid
glide between them, the phonetic evidence would be even more consistent with a
segmental analysis. Instrumental investigation of the physiological mechan-
isms underlying the tones might show segmentation in laryngeal maneuvers or
aerodynamic forces. Perceptual evidence might be that static tones are more
acceptable when produced as absolute levels rather than movements of fundamen-
tal frequency. Also, dynamic tones produced segmentally ought to be more
acceptable than mere glides without end-point levels. One more phonetic
question is the plausibility of the segmentation of long vowels into two short
vowels onto which the tonal segments are mapped. There should be evidence of
rearticulation halfway through a long vowel.

Fundamental-frequency contours of Thai tones (Abramson, 1962, 1975;
Erickson, 1974) give no acoustic support to the segmental analysis. Although
a criterion of relative movement seems to justify the dichotomy between static
and dynamic tones (Abramson, 1976), it is nevertheless true that all five
tones show much movement. There are no true levels, and the dynamic tones are
specified by their direction of movement and not by their end points.

Among the static tones, the fundamental frequency pattern that comes
closest to being a true level is that of the mid tone, but even so, it moves
upward or downward at both ends or throughout its extent through tonal
coarticulation. The low tone starts near the beginning of the wid tone, drops
quickly at first, and then falls slowly to the bottom of the voice range. Its
early fall distinguishes the low tone from the mid tone. The high tone starts
just above the middle of the voice range and, often after a dip, slowly rises.
The dynamic tones are exaggerations of the static tones. The falling tone
starts just above the middle of the voice range, rises, and then falls
abruptly to the middle or bottom of the range. It may thus be better named
the high falling tone as contrasted with the low tone, which is a low falling
tone. The rising tone starts near the beginning of the mid tone, drops
quickly to the bottom of the voice range, then moves abruptly upward. The
rising tome is thus really a low rising tone, while the high tone is a high
rising tone.
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The patterns of laryngeal-muscle activity underlying the contours of the
tones of Thai might seem to support a segmental analysis. Such has been
Erickson's interpretation of the data in her important dissertation (1976).
Using electromyography, she found the activity patterns of a number of
laryngeal muscles during the production of the five tones. Two muscles best
represent her data. One of them, the cricothyroid, is the principal agent in
the control of fundamental frequency. Its contraction stretches and stiffens
the vocal folds causing the frequency to rise; when it relaxes, the frequency
falls. The other is the thyrohyoid, one of the strap muscles, whose role in
the control of fundamental frequency is moot. They contract in association
with sharp talls in frequency, but no causal relationship has been demonstrat-

ed.

Erickson finds distinctive muscle patterns for the five tomes. It is in
the dynamic tones that she most readily finds support for segmentation. The
rising tone shows a thyrohyoid peak for its initial drop, followed by a
cricothyroid peak for its sharp rise, while the falling tone shows a
cricothyroid peak first, for its initial rise, followed by a thyrohyoid peak
for its sharp fall. The static tones, even when occurring on long vowels, are
not obviously to be divided temporally into segments of contraction and
relaxation nor, for that matter, do they show uniform patterns throughout, as
might be expected in true geminate tones. If one reads support of a segmental
view into the complicated muscle data, one is then obliged to reconsider the
phonetic integrity of a number of conventionally accepted vocalic and conso-
nantal segments with their term ) orally resolvable peaks of muscle activity, as
in aspirated stops and semi-vowels.

As for perception, some observers hear the static tones as levels, and it
is possible that in some instances of these tones auditory averaglng of small
movements will indeed give the impression of levels; however, it 1is easy to
hear pitch changes most of the time. Indeed, many foreigners have trouble
distinguishing between the mid and low tones on the one hand and the mid and
falling tones on the other. That is, although experiments in speech percep-
tion (Abramson, 1976) do support a dichotomy between tones with large pitch
shifts and those without, the term static for the latter is an exaggeration.
Although other experiments show that fundamental-frequency levels can be heard
as the three static tones by Thai subjects, their acceptability is enhanced
when they are synthesized as giides (Abramson, 1975). One can synthesize very
acceptable dynamic tones by using continuously changing contours (Abramson,
1962, 1975, 1976), but preliminary work suggests that rapid movements between
low and high levels will not yield equally acceptable dynamic tones.

Acoustic data do not enable us to show that the long vowels of Thai are
segmentable into sequences of two occurrences of the same vowel (Abramson,
1962, 1974), nor do I know of any electromyographic evidence of rearticulation
in long vowels.

CONCLUSION

The arguments for segmentation based on interactions between tomes and
consonants are too devious and weak to be convincing, and when we turn to
phonetic data, the argument becomes even less plausible. 1 conclude that the
traditionally espoused unitary status of the tones of Tnhai is unshaken.
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Closure Hiatus: Cue to Voicing, Manner and Place of Consonant Occlusion¥*

Leigh Lisker?

ABSTRACT

Delayed onset of laryngeal vibration following rel=ase of an
initial stop by about 35 + 15 msec generates acoustic features
eliciting p,t,k responses from speakers of English. These features,
by a common misnomer, are referred to as cues to stop voicelessness;
in fact, they are cues to voiceless stop aspiration. Medially,
before unstressed vowels, English has voiceless stops that are not
aspirated, and these lack some of the features of initial /p,t,k/.
An important cue to medial /p,k/ before unstressed vowels is an
interruption of glottal pulsing during closure, provided this
interruption exceeds a certain duration. In experiments replicating
and extending earlier studies, a number of naturally produced and
synthesized polysyllables were varied in respect to their closure
intervals. 1In part, results replicated earlier findings, but not
unambiguously. It appeared that 1) there were significant individu-
al differences in response to stimuli with edited closure intervals;
2) stimuli derived from different tokens of the same phonetic types
elicited different responses; 3) the apical flap ([r]) respomse to
very short closure intervals could not be entirely explained by a
simple motor theory interpretation.

The recent literature dealing with acoustic cues that separate homorganic
stops in English is mostly concerned with stops initially before stressed
vowels. With respect to the most important of these~-the time of onset of
laryngeal pulsing-~we are told that /ptk/ is distinguished from /bdg/ along
this so-called VOT continuum, in that for /ptk/, the onset of pulsing must be
deferred either wrnitil a certain time, about 35 msec, after the stop release,
or until the articulatory shift from closure to succeeding vowel has been
largely completed. The fact that this requirement for initial /ptk/ cannot
hold true for phonetic events--linguistically identified with /ptk/--that
occur in other contexts, has been relatively unemphasized. 1If, for example,
we say that the word paper includes two instances of /p/,\the VOT requiremet.c

*This paper was presented orally at the 93rd meeting of the Acoustical Society
of America, Pennsylvania State University, 5-8 June, 1977.

YAlso University of Pennsylvania.

Acknowledgment: Acknowledgment is made of the support of the National
Institute of Child Health and Human Development.

[HASKINS LABORATORIES: Status Report on Speech Research SR-53, vol. 1 (1978)]

79
s S N T

I PRECEDING PAGE BLANK




just meantioned must be satistied ouly for the initial one, since the medial
/p/  does not usually involve much of an interval between velease and
resumpt ton of pulsing. The acoustic properties of the medial /p/ following
its release are in fact usually of a kind that will elicit b judgments, if the
stgnal in which the /p/ ts embedded 18 edited so that the velease burst and
transition come to be in initial position. Given this fact, how can it be
said that any acoustic feature depending on a delay in pulsing onset is the
cue to stop volcelessness tn English?  All that cav be claimed is that the
presence of such a feature 1s sufficient to trigger ptk vesponses; in its
dbsence bdg respouses are not necessarily reported.

The attention lavished on the VOT dimension, and the wmportance attached
to particular durations by which pulsing onset lags behind release, reflect
the fact that so much of the search for the segmental cues has been focused on
the analysis and synthesis of nursery utterances such as ba da ga. This is
despite the fact that in a piece of speech all but oune phounetic event is
noninitial, and it is not generally believed that speech is made up entively
ol simple concatenations of €V sequences like those that can occur as complete
uttevanceas, For the stops even more than for other classes of phonetic
events, at least iu English, it is a mistake to gloss over the context-
dependent natuve of the cues by which /ptk/ and /bdg/ are distinguished. It
primavy atteuntion had been directed to medial or final position, we should
have a somewhat diffevent idea of the acoustic basis for the distinction.
Because both /pri) and /bdg/ occur initially and both can occur finally
without any acoustic signal of release, it would seem imposgible to claim that
any feature found either before or after closure is a necessary property for
the perception of either class of phonemes.

Leaving aside the case of the final steps, let us consider some evidence
that an intervocalic occlusion with interruption of pulsing may be interpreted
as either /bdg/ or /ptk/ when pulsing resumes immediately upon the release.
This evidence comes trom an old experiment, (Lisker 1957), since replicated in
some recent work by Robert Port (19760), that involved the editing of natural
speech recordings so as to vary the duration of a silent interval correspond-
ing to an intervocalic closure. Manipulation of tokens of the words |:_1_1_l_\): and
rupee yielded stimuli that a group of seven phonetically naive subjects
labeled as shown in Figure 1. It appears that the duration ol silent closure
may figure as a significant cue ftor word identification, specifically for the
{p/=/b/ contrast. The rupee-derived stimuli were heard mostly as ruby fon
closure durations less tham 70 wsec; ruby, when its buzzed closure was
teplaced by silence longer than 100 msec, was more often reported as rupee.
(The two intermediate curves of the display, giving responses to stimuliy
composed of cross-combinations of first and second syllables of the source
words, will not be commented on now.) The difference in cross-over values for
the vuby and vupee curves is a little more than 30 msec, and we may like to
think of this diffevence as the pevceptual-phonetic cquivalent of whatever
other features that precede and fotiow the stlent intevval and also opevate as

Clles .,

The vange of durations tested 1n this expeviment was chosen with a ltower
Limit of 40 msece 80 as to exclude the posaibitity that tisteners would veport
heaving a t or d (that is, the alveolar f{lap) rather than b, white the upper
pound of 140 msece was intended to avoid the effect of an abuarmally loug ur

S 3

aal " N »
R e iy s e it e s i i




-Apny Aqni a3dni
103 u33ISI] 03 pa3Idniisur 2i1am s3idalqng
*sdajls o3sm (g ur ‘o°sm (4] o©1
0 Wo1y uorieinp ur Burkiea s[EAI3IUT
Jua|1s 213m plom ysea jo sainsoy2 dois
os pal1pa sadni pue ZAqni uajods o3

:g 2iIng1g

$13u23§1] u2A3s Jo sasuodsai Furaqe]
uoijesnq 24ns0|) Jud|IS
il o 01 ] il ud ot ¢
4 T ye—— ¥ - = il o’ 5 = —p - -
3adn) 224005
s
"
o
2
P
3
o 3
sy |
v
L 3
w

e V\V\n e e v .
e
Rgni a2inog

ISR E 288 L) bZ=w

ABNY sA 334Ny

<2980 (4] 01 QY WO1J
sdajs oe9sm (o U1l Z2utfiea sTBAI3UI
jualls yiim ‘sfem 1InOj UT STBAISIUT
ainso1d-1sod pue -21d ZuluTqWOdI31 pUE
‘gpiom 73122181 2yl 3O suayol paovnpoid

A11eanieu jo s3urpiodax 2urianoaden
£q paA11ap 1INWIIS 44 01 SIBUBIST]
2A1BU  UdAdS 3O sasuodsai 2ut12qe]

O3SW NI NOILYHNAa 34NS010
orL_ozL ool 08 09 or

T y =
- —
-~ 7 P -..ouo 1
4 W

AQni Fe=e=-s ’ \

ok
W)
o~

A
il
~

S
e

oadny

:1 2inZ

SININOANE /d/ IOVINIOEIC

v

81




‘aateu L11eorlauoyd aiam

A2y 2y3 ur palsty sa 2
aA13 2yl jJo msco .ouv A?Maum«u“mwwmw $12u21ST] 2A13m3 3y -zznq BII0]Z2
) ; ; . aonpoid A7ieinieu YA payry Io 3Ju3
..uu vmmguuwcm a1am s3salqns asaygp .v.am WN:uum:mum: .um”_wa. omvﬂaw.uu o€ Eo.uw
¢ 2Ingd1d JOo ejep 3yl popraoid 3eyl sdais sasm ¢7 utr Z2utkiea ‘syeAIdIUI
Mﬂ:ﬁum mam% 24yl 03 sIa2ua3s1| pauIRi] 2inso1y - pidex .vcm .vanmu jo0 suo13
ed139uoy 22143 ) a g ’ ] g :
Y 3 sasuodsay :4 2in31g -onpoid 7{einjeu pa31p2 3o sBurfaqe] :¢ 2ind1y :

uoijesng ainso()
setwQgt $ZL OZL S01 06 §L 09 SY O

uo1ieINg 3uNs0|) p
sevm05) SEI OLI SON 08 S 09 Y Ok ewwe05| SCLOZI 501 08 S 09 T OO >|\|||||/
= o U R I - - 22nq.
/ ..\.
? o ks
H ﬂ /
] []
J 4
. 105
. \ 1
»
i q ©
! so 4 ﬂ
e o
# /( o H / :
! s a, PN ~
zzng - pides m 227nG- lJlloo.-olla\\ l;os oot .m
o Emm_ 13%ino0s§ is
@a ™
2 g
.W ] S
3 o5 L ,ﬂ|
a
o
7InQ. 3
®
=
w
.
i
ZIng +) prdes 31n0S (ZIngQ+) pIqes 32UN0S
1M 9 TISEI R @ vwemy
0 vemmmwey mnq-
qooawe
ull.ll piqes :33in0g
AY® {1803 2 ¥ $G9) Zl=u
a3713-72N8 SA INIVIS - NOILY¥NA 3uNS0TD }
Q18vy sA Qldvy ;

82

<2



P

locker Responses

Percentage

Responses

“locker

Percentage

“locker” vs “lager”

BEY  BTiMULUS SOURCE

Se— ek

p—— L LE ] L L L

[
]
(]
[
[
- h_-
-,
F ol N
\\
\Ill\\
l-lw-_ll.ullllll.lll D il T i
o 2 40 50 80 100 120 140
(14 STImAUS saJICTS
SOURC L
S— aC B8 Growp | W 0
— cree Growem sl o
e Grows | '8 =
am—— g Geoup @ wo 18!
i
]
[
]
(]
; ]
]
]
]
[ ]
]
|
.\‘\."‘ (]
t U
‘_b
2 ]
]
r
‘l“
u, -~ Fd
Il.ll"-lll.l.‘“l.:.ﬂ.(lllul..‘.ll..ll....-.-!a.nlluu.ll..-illu-
o 20 40 &0 %0 100 120 140

Closure Duration in msec

Figure 5: Responses of 33 naive subjects to

naturally produced tokens of locker
and lager, edited to have silent
closure intervals varying from 0 to
140 wsec, in 10 msec steps. The upper
pane! shows pooled responses, the
lower gives responses of subjects
divided into two groups on the basis
of their differing response biases.

Percent Judgments

rapid - rabid - ratted

STIMULUS SOURCE: ratted (= [rafes])

™y
@®

KEY:
e = Alveolsr Judgments (t or d)
El )
zp
80r
60
401
s
20t i
s ’
4
4
senserses 4 e,
Iy Ao Amamad 1 ) e, "
0 20 40 100 120 140

Silent Closure Duration in msec

Figure 6: Responses of 15 naive listeners to
stiouli derived from a naturally pro-
duced token of ratted ([raf+d]). A
silent "closure" was introduced at the
point where wavefora and spectrogram

irdicated maxisun constriction.
Subjects were allowed free choice of
Tesponses.

..-—L\:.:“y -

e i




geminate p. The shift in place and manner judgments at closure of less than
30 msec has been studied in detail by Port, (1976). The conclusion is
reasonable that closure duration not only may serve as a cue to stop voicing,
but that it must have some minimum duration if it is to signal a stop
consonant. At durations too small to be appropriate for the perception of
stop manner (and probably for stop production as well), the consonant
perceived was a flap. Whether it is because the only flap in English 1is
apico-alveolar, or because there is some purely auditory basis for the
perceptual zeroing of the labial place cues, listeners often reported hearing
rudy instead of ruby. While it might be more interesting, especially to the
linguist, if the first account were true, I think the second is closer to the
mark. The basis for this belief will be made clear later on.

Now I want to turn to some recent experiments, first of all to one
performed to see whether the old results would be replicated. Figure 2
represents labeling responses for silent durations ranging from @ to 140 msec,
the upper panel for stimuli derived from a token of ruby, and the lower for
those from rupee. The ruby-derivatives were heard mostly as ruby for closures
of from P to 100 msec. Stimuli derived from rupee were heard as rupee for
durations of 70 msec and greater. The /b/-/p/ crossover values are not very
different from those measured in the first experiment. Unlike the older
results, here no rubz-derivatives achieved better than 70 percent p responses,
while no stimuli from rupee were reported as ruby more than 75 percent of the
trials. In the case of the flap, there is no duration for which this category
included more than 60 percent of the responses, a score achieved only for a
rupee with closure interval reduced to § msec duration. I think this result
does not mean that Port's somewhat different findings cannot be replicated--
only that it cannot be guaranteed that every token of an intervocalic /b/ or
/p/ can be heard as the flap for very brief closures, even those too short for
human vocal tracts to execute.

Figure 3 shows responses to a set of stimuli derived from another
favorite pair of words: rabid and rapid. In this set, the closure duration
was varied in 15 msec steps, from 30 to 150 msec. For each value of closure
duration, two stimuli were prepared, one silent and the other filled with buzz
of laryngeal origin. The dashed lines are for the buzz-filled. At least for
the particular token of rabid used, rabid - rapid for silent closures of 90
msec and more, a8 shift occurs that 1s much more decisive and at a smaller
crossover interval than in the case of the second ruby-rupee test. For the
stimuli derived from rapid, the shortest silent closure rated no better than
75 percent of the b responses. For both rabid- and rapid-derived stimuli,
the introduction of buzz into the closure interval shifted judgments decisive-
1y--80 percent or more--to b. None of the six phonetically untrained
listeners reported anything other than rabid or rapid. By contrast, Figure 4
shows labeling responses of three trained listeners. Responses to rabid-de-
rivatives with silent closures, shown in the lower left, fall into five
categories: flap, b, geminate b (bb), p and geminate p (pp). With 30 msec of
closure, all responses report the flap category, b responses are at a maximum
(but no more than 50 percent) for a silent interval of 60 msec, while for 75
msec and longer most responses are p or geminate p (pp). Responses to the
stimuli derived from rapid and having silent closures are shown in the lower
right. The b responses are even fewer than in the case of the rabid-derived
items, and j;'responses preponderate, starting with a closure of 60 msec. For

84

- PO e S




the shortest closures the flap responses are also fewer than those elicited by
the stimuli having rabid as their source. The upper panel, giving responses

to the stimuli with buzz-filled closures, shows only three categories: flap,
b and geminate b (EE). Here, too, the stimuli from rabid were most often
reported as ratted for the shortest closures. It should be remembered,
however, that this is not in agreement with the finding for ruby-rupee, where
it was rupee whose derivatives were more often heard as the form with a medial
apico-alveolar flap.

The next experiment was undertaken to discover whether the finding for
ruby vs. rupee and rabid vs. rapid meant that silent closure could be said to
operate as a cue to stop voicing independent of place of articulation. The
word-pair used was locker-lager, which in my variety of American English
differ only with respect to their stop consonants. Figure 5, in the top
panel, suggests a strong place effect: the @ interval between end of
implosive transition and release burst reduces the locker token to something
ambiguous between locker and lager, while increasing the gap to the longest
one tested is no more effective in shifting lager to locker. The subjects
were instructed to listen for a nonsense form latter ([larz]), but reported
only locker and lager. The pooled data of the upper panel, when examined for
individual patterns of labeling behavior, revealed that the subjects could be
divided, nonarbitrarily, into two groups of three each. Group 1 reported all
locker-derivatives as locker in more than 75 percent of their responses, even
for closure intervals of @ and 10 msec; moreover locker was reported for the
lager-derived stimulus with the longest silent gap. Group 2 showed a bias the
other way: locker went to lager for the shortest closures, but lager remained
lager 100 percent independent of the closure duration. None of the six
subjects was prepared to accept both a shortened /k/ closure as /g/ and an
augmented and silenced /g/ closure as /k/. No doubt we can, by pure
synthesis, tailor stimuli of a kind to enhance the effectiveness of silent
interval as the feature controlling a shift between medial g and k, but the
present data cast some doubt on the view that closure duration per se
functions crucially in natural speech. If, in our figure, we restrict our
attention to the range of closure durations recorded in natural speech, say
from 30 to 100 msec (see, for example Sharf, 1964), then none of the curves in
the display crosses the 50 percent level.

The last experiment is one in which a dissyllable ratted (past tense of
the verb "to rat'") was edited in the usual way and submitted to listeners for
labeling. Their responses, shown in Figure 6, are rather surprising; as the
silent interval increases, there is a shift from mainly t or d to mainly p
judgments, with b not exceeding 27 percent. These data do not tell us where t
+ d judgments represent flap percepts and where they represent stops (since
the subjects had not had enough phonetic experience to make such a discrimina-
tion). However, the fact that labials were reported, together with the fact
that labials, but not velars, could be converted to flaps, suggests that the
place information generated by the apico-alveolar flap articulation is ambigu-
ous, and that this ambiguity has some acoustic basis other than a simple
temporal one. Casual inspection of some spectrograms does not make this seem
unreasonable. An explanation for the shift from labial to apico-alveolar flap
(or simply t to d) judgments that appeals to the fact that only at tiic latter
place can we produce closures of 30 msec and less cannot be turned around, for
we cannot claim that closures of 90 msec and more can be produced only at the
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bilabial place of articulation.

To summarize: 1) there are significant differences among subjects to the
extent in which their labelings of silent closure intervals as /ptk/ or /bdg/
are duration-controlled; 2) response patterns differ, in crossover values and
cleanness of category separation, when different tokens of the same words
serve as stimulus sources; 3) if we consider the two places of articulation
where stops are produced in trochaic words in American English, labial and
velar, and particularly if we limit attention to closure durations commonly
found in speech, then the nature of the closure interval, silent vs. buzz-~
filled, seems a more reliable predictor of labeling behavior than does the
duration of that interval; 4) the perception of labially produced closures as
alveolar flaps when the durations are very short depends, at least partially,
on the failure of alveolar flap articulations to produce place cues clearly
distinguishable from those produced by bilabial stop articulation.
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Metaphoric Comprehension: Studies in Reminding and Resembling

Robert R. VerbruggeT and Nancy S. McCarrelllff

ABSTRACT

The theoretical problems posed by metaphoric comprehension
are discussed in the context of experiments on prompted recall.
Listeners heard sentences of the form “Topic is (like) Vehicle."
In most cases, a statement of the implicit resemblance (the
"ground") was very effective in prompting recall of its related
metaphor. This result could not be attributed to the activa-
tion, transfer, or additive combination of pre-existing proper-
ties of the topic and vehicle terms or to pre~existing associa-
tions between grounds and sentence terms. It is argued that the
vehicle domain guides a novel schematization of the topic
domain, that the perceived resemblance is a higher-order rela-
tion among entities (both explicit and implicit) in each domain,
and that this abstract relation constitutes the '"functional
memory unit." Prompted recall may begin with recognition of this
previously experienced relation.
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Metaphoric language invites a 'perception of resemblances,"l and the
invitations come in many forms. Examples of metaphors (strictly defined) are
these: My lawnmower is a wild animal; The children galloped to the cafeteria;
Billboards are warts . on the 1andscape In these cases, a resemblance is
communicated by forms that assert or presuppose an identity. Similes and
analogies are less bold since they directly assert a relation of similarity:
The freeway is like a snake; He runs as fast as a cheetah. Beyond these,
there are dozens more "“hedge" forms by which similarities are expressed
(Lakoff 1972); for example, George resembles a truck driver; Judy is kind of

prima donna. In each of these metaphor1c forms, two domains Tare belng
compared " a topic (traditionally called the tenor; Richards, 1936) and a
vehicle (that to which the topic is being compared). The topic is usually
mentioned explicitly, but in such forms as proverbs, parables, and allegories

it must be supplied by the comprehender. Similarly, the vehicle may be
mentioned explicitly or it may simply be alluded to, as in the galloping
sentence above. The resemblance between the topic and vehicle domains is

traditionally called the ground (or tertium comparationis). The ground is
occasionally made explicit (as in the cheetah sentence above), but usually it
is the reader's or listener's task to discern the resemblance. The task for
psychologists, in turn, 1is to characterize the structure of the apprehended
resemblance, its relationship to the terms that appear in a sentence, and the
process by which the resemblance is discerned.

Psychologists and linguists have devoted comparatively little attention
to the meaning and comprehension of metaphoric language. Part of the
explanation may lie in the long tradition in epistemology and rhetoric that
stresses the categorization of reality in terms of elementary sensory or
semantic features, the sharply defined and enduring character of these
features, and the relative stability of their interrelations. If such a
semantics is presupposed, metaphor can pose a special problem for explanationm,
since it often demands that we accept a categorization radically different
from what is familiar or conventional. It is a short step to viewing metaphor
as an 1illogical and even freakish language form--an object of universal
fascination, perhaps, but one that resides at the periphery of ordinary
language use. This academic attitude ignores what seems obvious to casual
observation: metaphoric language is endemic to ordinary communication. It is
common in day-to-day conversation, narrative, popular songs, newspaper arti-
cles, effective teaching, and problem solving. In fact, metaphor may be basic
to all growth in understanding, whether in the playroom, the classroom, the
psychotherapeutic setting, the scientific laboratory, or the theater (see
Hess;, 1966; Langer, 1967; Verbrugge, 1977; Pollio, Barlow, Fine and Pollio,
1977).

Since appreciation of the importance of metaphor has developed only
recently in psychology, research on metaphoric comprehension (particularly in
adults) has been sparse. Though the research is difficult to classify

lwe have borrowed this phrase from Aristotle, whose views on poetic language
are e;pressed in his Poetics and Rhetoric. A summary may be found in Hawkes
(1972
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systematically, it is convenient to identify two traditions: associationism
and trans{ormational linguistics.

Assoclationism proposes that words are associated with an array of
elemental 1deas, concepts, 1mages, and combinations thereof, and that a
probability or strength can be assigned to each of these links. Sentence
meaning is some kind of composite of the associations to constituent elements.
Metaphors are viewed as fortuitcus, low-probability associations, governed by
the usual laws of conditioning and transfer. One option is to view the topic
and vehicle as having common associates: words with 'stimulus equivalence"
are linked when producing the metaphor, and comprehenion involves activating
the common associate (see Asch, 1955; Skinner, 1957). A related view is that
metaphor involves the substitution of a response for one that is more typical
and appropriate (Osgood, Suci and Tannenbaum, 1957; Brown, Leiter and Hildum,
1957; Koen, 1965). For example, The baritone's voice was heavy might be
spoken in response to hearing a singer's voice, due to the strong associations
between low-pitched voice, large body, heavy, loud, etc., in prior experience.
Comprehension involves activating these high-frequency ("literal”) associates
and linking them to the topic. While the more sophisticated theories of
associative networks {(for example, Anderson and Bower, 1973; Norman and
Rumelhart, 1975) have seldom been applied to metaphoric sentences, they
propose representational structures and procedures that are similar to those
just described. Comprehension of a metaphoric sentence would presumably
involve detecting common assoclated predicates in the network or transferring
predicates from one node to another.

A second influential approach to the psychology of metaphor is an
outgrowth of transformational linguistics. In the semantic systems proposed
by Katz and Fodor (1963) and Chomsky (1965), sentence constituents were
indexed in a lexicon by grammatical category, a set of distinctive semantic
features, and selection restrictions that defined the contexts in which a term
could appear. Expressions that failed to honor these restrictions were
labeled semantically unacceptable, anomalous, and deviant. Among this riff-
raff of rejected word strings were many varieties of figurative language,
including metaphor. Other linguists, not wishing to lose metaphor as an
object of linguistic description, have suggested that special rules be added
to a grammar to permit interpretation of these "deviant" sentence forms (for
example, Weinreich, 1966; Bickerton, 1969; Leech, 1969; Matthews, 1971).
Common strategies have been to suspend selection restrictions temporarily, to
ignore incompatible feature values, or to alter the standard feature descrip-
tions for terms (for example, by reassigning values to some of their
features). These are temporary alterations to the language device, allowing
it to process abnormal inputs that would otherwise bring it to a grinding
halt. To a large extent, these efforts have shared the basic assumptions of
the Katz and Fodor (1963) model: metaphor is a semantic violation; its
identity and interpretation are to be characterized without reference to the
intentionality, nonlinguistic knowledge, or processing strategies of language
users; and the special rules operate on stable semantic feature descriptions
assoclated with terms. On the latter point, this approach is similar to
traditional associationism, except that a highly constrained structural organ-
ization of features is proposed.
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The linguistic approach to metaphor sharply distinguishes between sen~
tences that are well formed and anomalous, normal and deviant, acceptable and
unacceptable. Many psychologists of language have accepted this dichotomy,
focusing their research on '"rule-governed" language and contrasting its
processing with that of "anomalous" language (for example, Marks and Miller,
1964; Steinberg, 1970; Epstein, 1972; Collins and Quillian, 1972; Smith,
Shoben and Rips, 1974). In the few cases in which metaphoric "anomaly" has
been the focus of psychological research, the characterization of meaning is
similar to that found in associative accounts. For example, Johnson, Malgady
and Anderson? and Malgady and Johnson (1976) have attempted to define the
operations on two partially incompatible feature sets that could yield the
appropriate ground (that 1is, common associated features) as a product.
Kintsch (1972, 1974) has argued that metaphors are anomalous surface forms
produced by condensation of deep-structure assertions of similarity. In this
model, certain "lexical implications" and properties are already associated
with both the topic and the vehicle, and comprehension includes a search for
associations shared by the two terms.

It is important to determine why associative and linguistic models have
shown only localized and transitory success as theories of metaphoric
language. We believe that two important hindrances to success have been the
following.

(1) Metaphor has been treated as uniquely ambiguous, imprecise, and
illogical. In most logics of this century {(including that underlying semantic
feature theory), meaning is assumed to be sharply bounded, that 1is, the
criteria for ostensive application of a term to a referent are (in principle)
precisely and unambiguously defined. Imprecision in language use is attribut-
ed to the difficulty encountered by a speaker-hearer in relating the criteria
to a specific situation, that is, it is a "performance" phenomenon. Verbal
ambiguity, therefore, could result from poor viewing conditions, inattention,
carelessness, immaturity, or psychopathology. If metaphor is viewed as an
wiprecise application of terms to referents, it is a short step to interpret-
ing the metaphoric productions of adults, children, schizophrenics, and poets
as "deviant." But more important than this invidious labeling is the conclu-
sion drawn about comprehension: to understand the anomaly one must rational-
ize it according to the sharply defined constraints that apply to ordinary
language. Accordingly, most of the recent accounts of comprehension assume
that the listener must '"normalize" a metaphor, that is, intuit the literal
(precise) meaning that must have been intended.

Dissatisfaction with this view of meaning criteria has grown im recent
years. An increasing number of linguists and psychologists have come to
believe that semantic feature classification is inadequate for explaining the
flexibility and precision of ordinary language (for example, Bolinger, 1965;
Cohen and Margalit, 1972; Rosch, 1973; Anderson and Ortony, 1975; Bransford,

2johnson, M. G., Malgady, R. G. and Anderson, S. J. Some cognitive aspects
of metaphor interpretation. Paper presented at the meeting of the Psychonom-
ic Society, Boston, November 1974.
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McCarrell and Nitsch, 1976). One leitmotiv in this dissent is the belief that
the underlying criteria tor word use are not sharply defined; they are "fuzzy"
and abstract constraints. One goal of current theoretical efforts 1s to
understand how precision may be achieved by the application of the constraints
in particular contexts (see Lakoff, 1972; Bransford and McCarrell, 1974). If
the standard uses of terms are only fuzzily bounded, the distinction between
metaphoric and literal language 1itself becomes fuzzy, and the goal of
rationalizing oue 1u terms of the other becomes suspect. In a fuzzy logic,
the use »of a term 1is always metaphorical in the following sense: a new
context ut use has only a sufficient resemblance to prior contexts of use. If
we say Thls Eenguxn is a bird or This creature 1s a genguxn, we are making an
assertion about a sufficient resemblance to prototyp1cal constraints on
birdiness or pengulnicity. The process ls very similar when we say My
daughter is a bird or That cloud is a genguxn' again, these are motivated by
the appllcablllty of a set of abstract constraints to a novel instance. Thus,
the apparent precision and primacy of literal language dissolves when we
realize that all language use occurs 1In novel contexts, and that these
contexts are related by a sufficient resemblance, not an identity defined by
invariant criterial features. Metaphoric and literal assertions seem to part
company over how exhaustively the conventional coustraints apply, not in
precision, (Compare a penguin-shaped cloud, a portly gentleman in a tuxedo,
and a real penguin.)

(2) A second major hindrance to success in developing a theory of
metaphor has been the characterization of grounds in terms of common features
and common associations. Metaphoric comprehension has been treated as a kind
of concept formation task in which the concepts are "attributive,”" that 1is,
word meaning 1s defined by a set of associated attributes. The process is one
of "subtractive" concept formation, since shared attributes become part of the
ground, while conflicting attributes are ignored. The attributes (features,
properties) are treated as substantive building blocks of identity, both in
the narrow sense of linguistic meaning (they are eclements that concatenate to
form word meaning) and the broader sense of knowledge about the referent (they
are elements that concatenate to form factual knowledge). The underlying
theoretical metaphor has changed little through the long history of
associationism: attributes are substantive atoms.

We need to consider carefully whether attributive concepts are sufficie
to characterize the grounds of metaphors. Many metaphors draw attention to
common systems of relationships or common traansformations, in which the
identity of the participants is secondary. For example, consider the sen-
tences: A car is like an animal, Tree trunks are straws for tnirsty leaves
and branches. The tirst sentence directs attention to systems of relation-
ships among enevgy consumption, respiration, selt-induced motion, sensory
systems, and, possibly, a homunculus. In the second sentence, the resemblance
is a more constrained type of transformation: suction of fluid through a
vertically oriented cylindrical space from a source of fluid to a destination.
In each case, the substantive components of the two domains show little or no
resemblance. Translating the relationships into attribute lists 1s an awkward
and unbounded process and may be impossible in principle.
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There have been many efforts to characterize such systems of relation-
ships or "schemata," to distinguish them from attributive concepts, and to
argue against the adequacy of attributive concepts as the primary basis for
conceptual knowledge (for example, Cassirer, 1923; Piaget, 1950; Jenkins,
1966; Bransford and Franks, 1973; Weimer, 1973). For present purposes, we
will speak of these relational systems as abstract relations, to emphasize
that the structure of resemblance is primarily abstract.

A particularly useful characterization of such relations is found in the
discussion of event perception by Shaw, McIntyre and Mace (1974). These
authors characterize an event in terms of a transformational invariant (a kind
of transformation exerted over a structure, for example, rotation) and a
structural invariant (what the transformation leaves invariant, for example,
spherical shape). Either type of invariant or both can serve as the basis for
a resemblance. For example, in the tree trunk sentence, the flow of fluid is
a transformational resemblance: the transformation leaves the tubular struc-
ture and the volume of fluid invariant in each domain. Since both the tree
trunk and the straw have a tubular structure, this constitutes a structural
resemblance that enhances the strength of the metaphor. It 1is tempting to
view the structural resemblances as attributes of the traditional kind. It is
important to keep in mind, however, that such invariants always presuppose
some transformation or system of relationships, and that these are contextual-
ly variant. Thus, in Tree trunks are pillars for a roof of leaves and
branches, the structural invariant is a solid column rather than a hollow
tube. The tree trunk 1s not the same '"structure' in each case; for this
reason, a fixed set of properties could not characterize its role in the two
different metaphors. In general, attributive concepts fail by overlooking
transformational resemblances, by assuming that the resemblances draw on a
fixed, contextually invariant set of structural primitives, and by assuming
that structural primitives are substantive in kind (rather than abstract or
mathematical).

The research reported here focuses on the structure of metaphoric
resemblances. Identifying the structure of grounds is a crucial prerequisite
to studying how they are discerned. Their structure places important
constraints (and demands) on the class of process models one might consider.
Traditional definitions of the ground in terms of shared attributes led
naturally to models involving feature search, comparison, weighting, and
transfer. It is important to determine whether features associated with the
nominal terms (objects) in a metaphor are an adequate basis for defining the
resemblance discovered by the ordinary listener. The event or relationship in
which the objects participate may be more critical in defining the
resemblance. 1f so, a different <class of comprehension models 1is
necessitated, in which, for example, salient transformations over the vehicle
domain are applied over the topic domain.

The accessibility of acquisition material to recall can provide a
sensitive symptom of how the material was interpreted. It 1is becoming
increasingly clear that a person's "orienting task" (whether adopted autono-
mously or at the experimenter's request) has as distinctive an effect on
recall as the properties of the materials themselves (see Jenkins, 1974; Craik
and Tulving, 1975). Prompted recall is especially useful as a measure of
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comprehension, since it is differentially sensitive to components that are
central to sentence meaning {(Blumenthal, 1967; Blumenthal and Boakes, 1967;
Perfetti and Goldman, 1974), and it is sensitive to information supplied
implicitliy by the comprehender (Tulving and Thomson, 1973; Barclay, Bransford,
Franks, McCarrell and Nitsch, 1974; Anderson and Ortony, 1975).

In the case of metaphoric sentences, prompted recall may provide a
sensitive measure of the presence of inferential activity during
comprehension, the kind of resemblances inferred, and the context specificity
of a topic's interpretation in different metaphors. Specifically: (a) If an
abstract relation is central to what is comprehended from a metaphor, a verbal
precis of the relation should be an effective prompt for the sentence's recall
(even if no terms in the precis match terms in the original sentence).
Abstract resemblances of this sort have proven to be effective prompts for
recall of proverbs (Buhler, 1908; Honeck, Reichmann and Hoffman, 1975). (b)
If the topic is interpreted uniquely in different metaphors (for example, as a
participant in different types of events), then a possible "ground" should
only prompt recall of the topic when it specifies the relevant type of event
or relationship. For example, the ground for the tree trunks-straws metaphor
might be summarized verbally as follows: are tubes which conduct water to
where it's needed. This phrase might effectively prompt recall when tree
trunks have been compared to straws, but it may not be effective when tree
trunks have been compared to pillars, even though it expresses a perfectly
valid property of tree trunks. A more effective prompt for the tree trunks-
pillars metaphor might be provide support for something above them, since it
expresses the resemblance which 1s specific to the pillars context of

interpretation. By using pairs of acquisition lists with common topics and
prompting recall with possible grounds, one can test whether such specific
interpretations are made. Previous studies on prompted recall have

demonstrated this kind of "encodin specificity" for terms in literal
g P y

sentences and word lists (for example, Thomson and Tulving, 1970; Anderson and
Ortony, 1975).

In the experiments reported here, we have studied metaphors that are
expressed linguistically, explicitly, and in sentence form, that is, cases
where a perceived resemblance is communicated through words, where both the
topic and the vehicle are explicitly mentioned, and where the comparison is
made within a single sentence rather than in a text or a discourse of greater
length. We have used two sentence forms, metaphor ("A is/are B") and simile
("A is/are like B"), and the grounds are combinations of both transformational
and structural resemblances. Hypotheses based on abstract relations will be
tested in parallel with a series of recall models framed in the language of
features. The effort throughout this study is to identify the structure of

the comprehended resemblance and its relationship to the terms in a metaphoric
sentence.

EXPERIMENT I

This experiment tested whether the ground of a metaphor can be an

effective prompt for its recall. The design of the study crossed two
acquisition lists (with matched sets of topics) with two sets of recall
prompts. Subjects received ground prompts that were all relevant or all
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irrelevant to the original list of metaphoric sentences.

The rationale for this design was as follows: if a verbal statement of
the ground successfully prompts subjects' recall, one might challenge the
conclusion that the ground had been inferred during an acquisition process
guided by the vehicle. Since the ground states a property that is true of the
topic, it might serve as an effective prompt irrelevant of any special
interpretation guided by the vehicle. Semantic network and semantic feature
theories both suggest that major constituents of a sentence independently
activate an array of associated predicates or attributes. Thus, the ground in
.question may be activated whenever the topic appears. For example, both are
tubes which conduct water to where it's needed and provide support for
something above them may be activated in response to either acquisition
sentence about tree trunks and, therefore, might appear in the record of
either event. Alternatively, acquisition sentences could be stored more-or-
less verbatim, and the subject's strategy at recall could be to scan this
record for a topic that contains the ground in its feature list or for which a
path to the ground can be found in the network.

To control for these possibilities, two kinds of prompts may be used:
(a) a set of "relevant grounds" in which each prompt is relevant to the sense
of an acquisition metaphor, or (b) a set of "irrelevant grounds" in which each
prompt is irrelevant to the sense of a particular metaphor, but is nonetheless
true of its topic. If the vehicle does affect interpretation of the topic,
relevant grounds should be more effective as prompts than irrelevant grounds.
To insure that this difference between the two sets of grounds is not
artifactual, one can present a second group of subjects with a list of
acquisition metaphors (using the same topics) for which the formerly "rele-~
vant" grounds are now irrelevant and the formerly "irrelevant" grounds are now
relevant. The ordering of prompt effectiveness should reverse, even though
the topics involved are the same in both cases.

Method

Materials. Two lists of 14 metaphoric sentences were prepared (lists A
and B). The topics in each list were the same, while the vehicles were
different. For example, tree trunks were compared to pillars in List A and to
straws in List B. The various topics and vehicles were kept as distinct as
possible; with the exception of the paired topics, no nouns or close synonyms
were repeated elsewhere in either 1list. This was intended to minimize
systematic errors in recall. The lists were recorded on audio tape by an
adult male speaker using a natural speaking pace, amplitude, and intonation
contour. Each sentence was spoken twice. There was a 5-sec pause between the
repetition and the next sentence in the list. Topics appeared in the same
order in each list.

A "ground" was prepared for each of the 28 metaphoric sentences for use
as a prompt. The ground took the form of a predicate expression. It was
intended to summarize the major resemblance underlying the metaphor, but was
not assumed to be an exhaustive interpretation. The following are further
examples of acquisition sentences (and grounds) used in the study.
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Skyscrapers are honeycombs ol glass. (are partitioned into hundreds
of small units)

Skyscrapers are the givattes of a city., (are very tall compared to
surroand ing things)

Billboards are warts on the landscape. (are agly protrasions on a

" surface)

Billboards are the yellow pages of a highway. (tell you where to
find businesses in the arJfYT

The acquisition sentences were written to keep the 28 grounds as dissiwmilar as
possible, again to avoid systematic intrasions in recall. In particular, the
pairs of grounds for each topic were chosen to be as anrelated to each other
as posaible. Fach pgroand avoided content words appearing in the related
sentences and terms that are typically constrained to either the topic or
vehicle context,

The groands were assembled into two sets of prompts, grounds A and B, for
use 1in recall, Grounds A were the 14 grounds relevant to the sentences in
List A; CGroands B were velevant to List BH, The grounds were typed on
individaal slips of paper, with ample space for subjects to write out a
sentence during recall, Each set of prompts was presented in booklet form; a
blank slip of paper on top of the booklet obscured the first prompt from view.

In addition, prompt booklets containiug the topics and vehicles from the
original sentences were prepared. Topics A and B were identical and contained
the full-subject noun phrases from the 14 sentence pairs. Vehicles A and
Vehicles B contained the vehicles from the related acquisition lists., ln sowme
cases the full predicate noan phrase was wot incladed. 1f a word or phrase in
the predicate (for example, leaves and branches) was related to the topic
domaiu (tree trank), it was excluded from the vehicle prompt.

The order of prompts in all booklets was randomized with respect to the
acquisition order, and the same order was used 1n all cases (that 1is, the
order of correct recall would be the same).

Subjects. Subjects were 96 undergradoates enrolled in an introdactory
psychology coarse at the University of Miunesota. They received extra credit
for their participation. Subjects were randomly assigned to one of two list
conditions, List A or List B. In each condition, 8 subj)ects received the
related topic prompts (Topics A or B), 8 received the related vehicles
(Vehicles A or B), 16 received Groands A, aund 16 received Groands B.

Procedure, 1lun each session a group of sabjects sat in a small experimen-
tal room facing a tape recorder placed on a desk at the frout. The
experimenter informed them that they would hear a series of wmetaphorvic
sentences describing various types of people, emotions, objects, and so on,
They were asked to listen to the sentences and think aboat what each one was
trying to express. No wmention was made ot a sabsequent recall task. After
playing List A or B, the experimenter informed sabjects that they would
recelve a booklet containiug phrases related to the seatences they had jast
heard. They were asked to write out the full sentence that each phrase
reminded them of wost. The experimenter then distributed the prowpt booklets
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and paced the subjects at 40 sec per prompt.

Results

Sentences were scored correct if a subject recalled both the topic and
the vehicle. A topic or vehicle was considered correct if it included the
central noun from the original topic or vehicle noun phrase. Paraphrases were
accepted if close synonyms were substituted for topic or vehicle terms and if
the order of topic and vehicle was reversed.

The mean proportion of sentences correctly recalled by subjects is
recorded in Table 1 for each condition. Recall with topic and vehicle prompts
was nearly perfect. This is not surprising since a topic or vehicle prompt
supplies half of the sentence that must be recalled. However, it does
indicate that nearly all of the sentences are available to subjects for later
recall. Thus, these recall scores suggest an upper limit on how well recall
might be prompted under the best conditions,

TABLE 1: Mean proportion of sentences recalled: Experiment I.

Prompts
Acquisition
list Topics Vehicles Grounds A Grounds B
A .86 1.00 .70 .22
B .86 .94 .26 .73

The results for ground prompts showed a strong interaction between Lists
(A and B) and Grounds (A and B); this was verified in an analysis of variance
for those four conditions [Lists x Grounds, F(1,60) = 146.8, p < .001l]). There
was no main effect for either Lists (F(1,60) = 0.85] or Grounds
[F(1,60) = 0.05}, suggesting that the lists were evenly balanced with respect
to ease of recall and effectiveness of their related grounds in prompting
recall. The source of the interaction is clear in Table l: the grounds were
effective as prompts only when subjects had heard the relevant acquisition
sentence. In the case of Grounds A, recall of List A was far superior to
recall of List B [F(1,60) = 62.6, p < .001]. With Grounds B, recall of List B
was far superior to recall of List A [F(1,60) = 85.0, p < .001]. Similarly,
from the standpoint of each acquisition list, relevant ground prompts were far
more effective than grounds that were true of the topic but irrelevant to the
sentence heard [F(1,60) = 76.2, p < .001 for List A; F(1,60) = 70.6, p < .001,
for List B]. Overall, relevant grounds enabled subjects to approach perfect
recall; recall was not far below the levels found for topic and vehicle
prompts.
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In this analysis, the matched pairs of acquisition sentences provided an
internal control on the effectiveness of the grounds as prompts. Analysis of
the variability associated with subjects showed that subjects performed best
when the set of grounds was relevant to the set of acquisition sentences,
Because of the crossed design of lists and prompts, the ineffectiveness of a
set of 1irrelevant grounds cauld not be due to some flaw intrinsic to the
prompts themselves (whether aceidentally or by design): the same prompts were
very etfective when acquisition conditions were favorable. 1t is important to
know tor how many acquisition sentences and how many prompts this was true.
1f the effect was contributed by only a fraction of prompts that worked
exceptionally well in velevant list conditians, then the results for subjects
would be of far less interest,

To make an analysis of the behavior of prompts, we derived new scores
from the original data by summing the number of subjects correctly recalling a
sentence in edach condition. The initial head count was impressive: 26 of the
28 acquisition sentences were better recalled with the relevant prompt than
with the irrelevant prompt, and all of the 28 grounds were more effective in
prompting recall of the relevant acquisition senteance.

To wake a strongey test of these differences, we performed an analysis of
variance for the behavior of prompts analogous to that performed above for the
behavior of subjects. (We chose to study the variance associated with
prompts, rather than acquisition sentences, since prompts were likely to show
mare variability and could be considered a repeated measure across list
conditions, in each case providing a more sensitive test.) The mean propor-
tions of subjects correctly recalling a sentence are equivalent to those in
Table 1. Scores for the topic and vehicle prompts showed low variance, which
verifies our carlier conclusion that all of the sentences are available for
recall under optimal conditions. 1In the ground prompt conditions, there was
again na main effect for either Lists (¥(1,26) = 0.67] or Grounds [F(1,26) =
0.03], but there was a strong interaction between them 15(1,26) T8 18T,
p < .00l]. The source of the interaction was clear: prompts performed best
when subjects had heard the relevant metaphars. All within-level cell mean
contrasts in the Lists X Grounds matrix were significant. For each list,
relevant prompts were superior [F(1,26) = 36.3, p < .00l, List A; F(1,26) =
33.6, p <.001, List BJ. For each prompt set, wmore subjects recalled
sentences in the relevant list [F(1,26) = 9.02, p ~ .01, Grounds A; F(1,26) =
12.2, p « .01, Grounds B]. Thus, we can reject the hypothesis that the high
recall 1n relevant prompting conditions was attributable ta only a subset of
prompts that (fortuitously or not) produced high recall. The results were
general for each set of prompts. (We might add that the distribution of
scores for each set showed no bimodality.)

A few prampts praduced high recall of the related irrelevant sentence.
For cxample, out of 16 subjects in the List A/Grounds B condition, Y correctly
recal led the skyscraper-honeycomb sentence when given the irrelevant ground,
are very tall compared to surrounding things. This is apparently a case where
the ground is so criterial a property of the topic that it is likely to remain
invariant and salient na matter what the context of interpretation (see
Lakoff, 1972). However, as the above analysis makes abundantly clear, such
cases were exceptions to an otherwise consistent pattern: topics interpreted
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in one context tended to be 1inaccessible from other contexts.

Discussion

The results demonstrate that an abstract statement of the implicit ground
of a metaphor is sufficient to remind a person of the metaphor at some later
time. These abstractly related grounds were nearly as effective in prompting
recall as the topics and vehicles explicitly mentioned in the sentences. The
results are consistent with the hypothesis that subjects infer a iresemblance
during their initial encounter with a metaphoric sentence and that the
resemblance is integral to what is stored as a memory of that experience. The
interaction between lists and grounds further suggests that the semantic role
of the topic is highly specific to the context supplied by the vehicle.

Before accepting these conclusions, however, there are other interpreta-
tions that must be considered. These are some of the alternatives, including
one to which this study was directly addressed.

(i) Topic-property recognition. The vehicle does not interact in any way
with the topic. The relevant ground is a (more or less salient) property of
the topic. It prompts recall because the same property was activated during
acquisition and formed part of the record of the event, or because in scanning
a record of topics plus vehicles during recall, the system notes a match
between the ground and the predicates or features already associated with the
topic. According to this view, the vehicle is carried along as baggage, like
the second term in a paired associate. A ground, therefore, should be as
effective in prompting recall of "irrelevant" sentences (with the same topic)
as 1t is in prompting recall of the relevant sentence. The experiment just
reported indicates that this extreme position is untenable: the particular
vehicle to which a topic is paired makes a substantial difference. Experiment
11 explores a more sophisticated version of this model.

(i1) Vehicle-property recognition. The relevant ground is more likely to
be a salient property of the vehicle than of the topic. It prompts recall
because the same property was activated by the vehicle during acquisition and
formed part of the record of the event, or because 1in scanning through a
record of topics plus vehicles during recall, the system notes a match between
the ground and the predicates or features already associated with the vehicle.
In this case, properties of the vehicle are seen as central to recall. The
topic is carried along as baggage, and our understanding of it need in no way
be transformed or enhanced. The particular topic to which a vehicle is paired
should make little difference in the effectiveness of the relevant ground as a
prompt for recall. This possibility will be tested in Experiment 111, along
with the possibility that the topic's or the vehicle's properties may provide
the path for recall.

(i1i) Topic or vehicle generation-recognition. Independent of any exper-
ience with the sentences, the likelihood is high that the relevant ground will
make people think of the topic or the vehicle. It is sufficient to
hypothesize that listeners make a kind of paired-associate record of the
topic-plus-vehicle inputs, that the grounds lead them to generate many
possible topics and vehicles at a later time, that they search their input
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l1st for a sentence that contained the genervated terwm, and that they then
output any sentence where they vecoguize a mateh.  According to this view, oune
need not assume that praperties of either the topic or the vehicle ave
activated at acquisition or comparved at recall. 1t is au extreme foawm of the
proposition that the topic and vehicle do not interact in any siguiticant way.
We will test this poasibility in Experiment 1V,

EXPERLMENT 11

The vesults of the fi1rst experiment suggest that velevant acquisition
experience facilitates the effectiveness of the grounds as prompts, and that V
irrelevant or coutlicting experience interteres with their ettfectiveness,
Therefore, one wmight propose a wore dynamic version of the topic=property
recogunition model 1u which properties of the topic ave primed or weighted
diffoerently in the presence of difterent vehicles. This involves retaxing the
rather extreme constraint that the vehicle uot ituteract with the topic, but
presevves the assumption that pre-existing pradicates ov features ot the topic
are the basis for interpretation and vecall.,  Prowpted vecall with velevant

grounds would presumably be effective because those properties of the topics {
were specially primed, tagged, or weighted during acquisitiou.  This change |

wmight colncide with a veduced weightiug being given to other properties
(including the irrelevant ground) and, in any case, it would presumably atfect
the vecognition of other properties durving rvecaltl,

This model can become very alluring, s0 we must keep its  potential
failiugs clearly in mind., The "property’” wnder discussion may not be parvt of
a person's kuowledge betore hearing a metaphor, and, cven 10 tt is tamiliav,
1t may have to be rvediscovered with a nuance unique (o that context. Metaphor
wot only briugs uns to see the wnfamiliar, but to see the familiavy in new
ways.d The process of cowprehension may iuvolve wmore than activating a {
relatively stable unetwork in a uwavel way or priming sn unusual  subset ot i
features. 1t may involve a rvestructuring of the topic domain.  Sach a novel
structuring would allow one to appretiend certain velations with ease, while
other possible velationa would be wnavailable because appretending  thewm
presupposes a differeat structuring. For example, the two metaphors  about
tree trunks fuvite us to structure our couception of tree tvunks in eatively
difterent ways. In contrast to the stvaws metaphor, the pitlars wetaphov i
leads us to coucevive of trees as solid columns (rather than hotlow tubes), to
conceive of a forest of trunks (vather than an individual trunk), and to
conceive of their function as holdiug up a solid mass ot leaves and branches

(rather than as transportiung liguid to move individuated leaves and branches). ]
We are not dealing with the same tree trunks in the two seatences, even though |
the isolated lexical items are ideatical.

lu this experimeat we studied the effect of the metaphiovic vehicle by
comparing subjects' interpretations of a topic with and without a vehicle.

]
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3w. J. J. Cordon (1961), in his application of metaphoric thinking to problem ﬁ

solving, describes these functions epigrammatically as "making the strange i

familiav" and "wmakiug the familiar stvange." !
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Subjects' recall of a list of isolated topics was prompted with the two sets
of grounds, providing a measure of 'comprehension" when no vehicles had
affected interpretation of the topics. The overall design crcssed three
acquisition lists (A, B, and Topics Only) with two ground sets (A and B).
Thus, for each set of grounds the following predictions could be tested,

(1) A ground should be less effective in prompting an isolated topic than
in prompting a full metaphor with the relevant vehicle. This prediction would
follow from any model that proposes interaction of the vehicle with the topic.

(2) A ground may be more effective in prompting an isolated topic than in
prompting a full metaphor with an irrelevant vehicle., This prediction would
follow 1f there 1is a greater likelihvod that subjects will hit upon the
“correct" context or properties while thinking about the isolated topic,
compared to the topic in a conflicting context.

Method

A third acquisition list, List Topics Only, was recorded according to the
same procedures used in recording Lists A and B. The list contained the topic
noun phrases from the metaphors in the full-sentence lists, in the same order
of appearance. Each topic was spoken twice, followed by a 5-sec pause. Two
sets of prompt booklets, Grounds A and B, were identical in design to those
used 1n bkxperimenl I.

Subjects were 60 undergraduates in an introductory psychology course at
the University of Minnesota. They received extra credit for their participa-
tion. Subjects were randomly assigned to one of three acquisition conditions:
List A, B, or Topics Only. Ten subjects in each condition received Grounds A,
while ten received Grounds B,

The procedure was the same as before. The expevimenter read the
acquisition instructions, and the subjects them listened to one of the three
lists. In the List Topics Only condition the instructions were modified
slightly; subjects were told they would hear a "short series of words and
phrases”" and were asked to "think about what each word or phrase 1is
describing." Recall instructions were the same as before, except that subjects
were asked to write down just the “topic" or "subject" of the original
sentence (Lists A and B), or the "word or phrase" from the original list (List
Topics Ounly). Thus, the recall tasks of all three groups were equalized to
the extent that all subjects were to recall a phrase of equal length, and all
responses could be scored according to the same criteria. Following the
recall instructions, the experimenter distributed the prompt booklets and
paced recall at 25 sec per prompt (compared to 40 sec in Experiment 1, where
both topic and vehicle were to be recalled).

Results

Topics were scored correct according to the same criteria used fov
accepting topics in full-sentence recall, that is, the response had to contain
the ceatral noun from the original topic noun phrase ov a close syuouym.
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The mean proportion of topics correctly recalled by subjects is recorded
in Table 2 for each condition. The pattern of recall in the two full-sentence
list conditions replicates the pattern found in Experiment 1. The level of
recall for ecach group 13 also cssentially the same as in the ecarlier
experiment. Thus, it wakes little difference to subjects whether they are
asked to recall just the topic or the topic plus vehicle. 1f they can recall
the topic, they will also be able to recall the vehicle with which its
interpretation was (we presume) intimately connected,

TABLE 2: Mean proportion of topics recalled: Experiment 11,

Prompts
Ahquisition
list Grounds A Grounds B
A .69 .29
B 2l
Topics Only LAl Lbh

An analysis of variance for the six treatment groups in Table 2 showed no
main effect of either Lists [F(2,54) = 1.45] or Grounds [F(1,54) = 0.50), but
there was a large interaction between the two factors (B(2,38) = 51.7,
p <.001]. One source of this interaction is familiar from Experiment 1:
relevant pairings ot prompts with full-sentence lists produced high recall;
irrelevant pairings produced low recall. For each acquisition list, relevant
grounds were much more effective as prompts [F(1,54) = 47.3, p < .001, List A;
F(1,54) = 56.1, p < .00l, List B]. For each prompt set, relevant acquisition
experience was far superior in facilitating topic rvecall [F(1,54) = 67.7,
p < .001, Grounds A; F(1,54) = 37.7, p < .001, Grounds BJ.

A gecond source of the interaction is clear in a comparison of the recall
for full-sentence lists and tor the topics-only list, For each set of
grounds, recall of the i1solated topics was intermediate between recall of the
same topics 1n the context of relevant vehicles and recall of the topics in
the context of irrelevant vehicles. With Grounds A, recall for List A was
superior to recall for List Topics Only [F(1,54) = 22,9, p < .001), which in
turn was superior to recall for List B [F(1,54) = 11.8, p~ .01). With
Grounds B, subjects more successtully recalled the topics of List B than the
same topics in List Topics Only [F(1,54) = 11.8, p « .0l1], which in turn were
better recalled than the same topics in List A [F(1,54) = 7.30, p « .01],

Again, the generality of these findings needs to be verified by an

analysis of the behavior of individual prompts. We need to be sure that the
results are not the fortuitous contribution of & swmall subset of the
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metaphoric sentences and their grounds. An analysis of variance {(taking
prompts as a repeated measure across lists) showed no main effect for either
Lists [¥(2,52) = 0.94] or Grounds (F(1,26) = 0.12], but there was a large
interaction between the two factors (F(2,52) = 33.3, p < ,001],

The results for the full-sentence list conditions verified those found tn
the analysis of prompts in Experiment 1. For each list, relevant grounds
enabled more subjects to recall the appropriate topic [F(1,26) = 11.7,
B < .0k List A; F(1,26) = 13.9, p < .001, List B]. For ecach set of grounds,
relevani acquisition experience was superior in factlitating corvrect recall
(F(1,26) = 11.9, p < .01, Grounds A; F(1,26) = 6.060, p < .025, Grounds B}.

A second source of the overall interaction was found in contrasts between
full-sentence and topics-only lists. However, the results of these contrasts
were not &s clear-cut as they were in the anatysis by subjects. With CGrounds
A, the intermediacy of 1isolated topics between rvelevant and irrelevant
metaphors was significant, but not strongly so. Topics of wmetaphors in List A
were definitely rvecaltled by more subjects than the same topics in List Topics
Only (F(1,26) = 9.84, p < .01}, but these in turn were only somewhat better
recalled than the same topics in the metaphors of List B [F(1,20) = 4,30,
p <.05). With Grounds B, for which within-group variances weve especially
high, the intermediacy of 1solated topics was even le%a sharply defined: List
B was better recalled than List Topics Only [F(1,26) = 4.30, p < .05], but
List Toptcs Only was only mavginally better 1cgalled chan Lige & (FP(1,86) =
358 .08 p SA0).

Study of individual prompts verifies the inconsistency of their behavior
and suggests the source of any observed intermediacy of tepies-only lists
between relevant and irrelevant lists., While 24 (or nearly all) of the 28
grounds prodaced better recall of topics from velevant metaphors than trom
irrelevant metaphors, the recall of 1solated topics was intermediate between
the two 1ia oaly 13 of the total cases. (We considered intermediacy to be any
case where the number of subjects recalling a topic met the tollowing
inequality across the three list conditions: relevant list > topics-only
list > irrelevant list.) The scores for individual prompts in the topics-only
list condition showed modal values of three or four subjects recalling the
topic, but the scores were spread throughout the vange from 0 to 10 subjects.
Most of the extreme cases happened to be prompts in Grounds B, accounting tor
the high variance in that condition, High recall apparently occurred when the
ground was a salient or criterial property of the topic, For example, 10 out
of 10 subjects recalled the 1isolated topic *kv~;g§kexs I response to the
ground are very tall compared lo ﬂuxxuundxns things. (Recatl that this was
also an effective prompt ftor the "irrelevant” skyscraper-honeycomb senteace.)
Low recall of 1solated topics occurred when a ground 1vqu1(cd a relatively
novel context for interpreting the topic. In vesponse to the ground are tubes
which conduct water to where it's nvvdcd no subjects vecalled the isolated
topic tree trunks. Similarly, no 4nhjev s recalled billboards in response to
the brOund tell you where to find businesses in the area, Appavently, the
likelihood was very low that t lhcv would thank of the velevant context «during
theilr original contemplation of the topic, or the likelthood wias tow that they
could see the ground's relevance to the topic even it they scanned over the
topic during recall, The power of a vehicle to lead subjects to discover this
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relevance 1s apparent i1n the recall scores for these same grounds in velevant
list conditions: 6 out of 10 subjects correctly veported the topic tree
trunks (having earlier heard the tree trunks-straws sentence), and 8 out of 10
subjects correctly recalled bxllboardq—-(:dvT;;—‘heard the billboards-yellow
pages senteunce). The intermediacy 1un the topic-only list condit ions appwrcnt-
ly represeats a central tendency along a continuwum of 1likelihood that the
relevance of a property will be noted in a nnll context.

Discussion

The results 1n the full-sentence list conditions support the claim that
the vehicle plays a critical role in the comprehension and recall of
metaphoric topics. [t all properties of a topic could be activated at
acquisition or recall, then any of them shonld serve to rewmind subjects ot the
topic. This was clearly not the case. With few exceptions, a specific
property was 8 successful prompt ounly 1f 1t was integral to comprehension of
the full sentence. When it was not integral to comprehending the sentence,
subjects were only occasionally able to see its relevance to the topic at a
later time.

The results 1in the topics-only list condition support this conclusion.
1t all possible properties were activated to an equal degree whenever the
topic appeared, there should be no difference between 1solated topics and any
full wmetaphor containing them. But there were counsistent diffevences; a
particular property tended to be a good prompt for a relevant m;taphor,
variably 1ntermediate for the topic alone, and a poor prompt for an irrelevant
metaphor. Moreover, there was little corvelation between the perceived
relevance of a property to an isolated topic and its percetved rvelevance to
the topic in context, as measured by prompted recall in each case, Acvoss the
28 grounds, the correlation between the number of subjects recalling the topic
from the relevant-sentence list to the number recalling it from the topics-
only list was ounly 0.23,

These results do unot support a simple form of the topic-property
recognition model. A more sophisticated form of the model would need to
propose how the vehicle enhances the saliency of one or wmore of the topic's
properties. Models written in the framework of semantic feature theory and
semantic network theory typically propose a search tor commen fedatures orv
common associations (including associated predicates). For example, Johnsoun
et al. (see footnote 2) and Malgady and Johnson (1976) compare metaphors to
compound association stimull and argue that features shared by the two nouns
are raised 1n saliency, cowpared to non-overlapping features. They report
that rated "figure goodness" correlates with the degree of rated similarity
between the two nouns and the number of (independently assessed) shared
attributes. Sternberg (1977) proposes that judgments about the validity of
four-term analogiles are based on compounent processes that include scanning torv
feature matches. Similar accounts can be written in terms of overlapping
activation of predicates in a semantic memory model. Kintsch (1972, 1974),
for example, suggests that the meaning of a metaphor 1s based on ¢ommon
"lexical implications" associated with its underlying tevms.
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All of these approaches assume that the ground of a metaphor 1is the
logical intersection of two pre-existing sets of semantic elements, and that a
sufficient comprehension strategy 1s to search for these common elements. An
all~too~easy inference from these models 1is that sentences linking highly
similar things in familiar contexts are quintessential metaphors: Skyscrapers
are the giraffes of a city, and even Flowers are the blooms of a garden.
Clearly, such a similarity continuum provides no basis for distinguishing
metaphoric language from literal language or tautology, let alone for charac-
terizing aesthetic quality.

While the common-elements approach appears to handle the most transparent
comparisons, 1t 1s iInappropriate for most of the sentences in this study.
Properties that were poor prompts of the 1isolated topics cannot reasonably be
sald to be low-frequency or low-saliency entries in a pre-existing set of the
topic's properties. We only become aware of such properties when a particular
vehicle invites us to do so. We can add these properties, post hoc, to our
list, but we will never be able to specify exhaustively all of the resem-
blances that we may potentially discover. Many studies of metaphor and
analogy beg this question by using small preselected sets of attributes and
values, and by making their identity obvious to subjects from the outset (for
example, Sternberg, 1977). In natural contexts of metaphor or analogy use,
the crucial task of comprehension is to discover what properties are relevant.
The vehicle certainly plays a role in determining what is "relevant," but
these counslraints cannot bhe modeled effectively by a weighted matching
function that selects out pre-existing attributes of the topic. As an account
for all of the metaphors studied here, it may prove more parsimonious to say
that "priming" results from a distinctive structuring of the topic domain for
each metaphoric context in which the topic terms appear.

EXPERIMENT III

To this point we have considered properties of the topic as the focal
point for processes in recall. The simple topic-property recognition model
received negligible support. The specific vehicle paired with a topic exerts
considerable influence on the topic's interpretation and its accessibility to
recall at a later time. In cases where the ground is not part of prior
knowledge about the topic, the vehicle's role in defining sentence meaning 1is
clearly central. This leads us to consider a second possible class of
featural explanations for the high level of prompted recall in relevant list
conditions: vehicle-property recognition. In many cases the relevant ground
is a salient property of the vehicle (considered in isolation). The use of
such a vehicle presumably makes the metaphor more comprehensible and more
effective 1n attributing a property to the topic. For example, the ugly
protrusiveness of warts and the tallness of giraffes are both salient
properties. The relevant grounds may be effective prompts because they
specify properties that are activated when hearing the vehicle at acquisition,
or that are easily discovered during some scanning process at recall.

There are various forms this hypothesis could take. Linguists and
rhetoricians have often asserted that metaphor involves a transfer of meaning
from the vehicle to the topic. (The Greek ancestor of the term "metaphor"
meant to transfer or carry over.) In recent attempts to accommodate feature
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theory to metaphoric language, Semantic interpretation is described as a
transfer of part of the feature specification of the vehicle to the topic,
adding and altering values in the feature specification of the topic
(Weinreich, 1966; Bickerton, 1969; Leech, 1969; Thomas, 1969). In linguistic
terms, this usually constitutes a more-or-less temporary alteration ian the
dictionary entry for the topic.# A similar process could be proposed in the
framework of semantic memory models: the transfer would consist of adding a
new predicate to the current representation of the topic. Orthodox
behaviorists and mediationists might argue that metaphor is simply a case of
classical conditioning. By pairing the topic and vehicle in close temporal
contiguity, the ground (which is a strong unconditioned meaning response to

the vehicle stimulus) may be transferred to the topic stimulus (see Osgood,
1953; Mowrer, 1954).

For each of the strong forms this hypothesis can take, the same
conclusion follows directly: prompting of recall should be equally effective
no matter what topic a vehicle is paired to, since the vehicle's properties
determine the meaning and are the focal point for processes in recall. For
the sentences 1in Experiments I and II, the vehicles were chosen to make
comprehensible assertions about the topics (we will call these "principled
metaphors"). The vehicle-property hypothesis suggests that the specific
pairings should make little difference. Therefore, for this experiment we
randomized the pairings of topic and vehicle phrases to create a new set of
metaphoric sentences ("arbitrary metaphors™). If the relation of the vehicle
to a ground is all that determines recall, then recall of these new metaphors
should be as high as recall for the original metaphors. Only 'relevant” list-
grounds pairings were used in this experiment, for comparison with relevant
prompted recall conditions in Experiment I.

Method

Two acquisition lists of arbitrary metaphors (Lists A' and B') were

prepared from the principled wmetaphors by randomly reassigning pairs of
vehicles to different topics. For example:

Tree trunks are like dragons.
Tree trunks are like babies with pacifiers.

Cigarette fiends are warts on the landscape.
Cigarette fiends are the yellow pages of a highway.

4Note, however, that metaphoric interpretations vary widely in permanency.
Some metaphors request only a short-term orientation to a topic, as in the
comparison of tree trunks to straws. Others presuppose more permanent (and
more global) modes of orienting to the environment; for example, a tree trunk
may be viewed as the residence of a malevolent being or as the umbilical of
the Great Earthmother in a myth of biological genesis (Keeler 1961). The
duration of a metaphoric interpretation is another aspect of metaphor use
that cannot be accounted for 1in terms of a user-independent axiomatic
semantics.
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The order of topics in each list was the same as in the comparable lists of
principled metaphors (Lists A and B). The singularity/plurality of the
topic and verb was adjusted in some cases to correspond to that of the
vehicle. With this minor exception, the new lists contained the same verbal
material as the original lists; thus, the memory tasks (simply conceived)
and the possible intraligt confusions were comparable. The lists were
recorded under the same conditions as before; the intonation contours and
pace were kept as natural as possible. Each sentence was repeated twice and
was followed by a 5-sec pause.

The prompt booklets were identical in design to those used before
(Grounds A and B). Thus, the order of correct recall of vehicles (and the
topics paired to them) was the same.

Subjects were 20 undergraduates enrolled in an introductory psychology
course at the University of Minnesota. They received extra credit for their
participation. Subjects were randomly assigned to one of two conditions:
10 subjects heard List A' and received Grounds A as prompts, and the other
10 heard List B' and received Grounds B.

The listening conditions and acquisition instructions were the same as
before. The experimenter mentioned that some of the sentences would be a
little bizarre and asked subjects to do their best to find sensible
interpretations. Recall instructions were those used in Experiment I, that
is, subjects were asked to recall the full sentence most related to each
prompt, as well as they could remember it. They were paced at 40 sec per
prompt .

Results

In scoring subjects' responses for the appearance of topics and
vehicles, the same criteria were used as in previous experiments. In the
initial scoring procedure, the sentence containing the vehicle originally
related to the ground was judged to be the "correct" sentence to recall.
Both the topic and the vehicle of this sentence had to be correctly
recalled.

The mean proportion of arbitrary metaphors recalled per subject is
recorded in the second column of Table 3 for each list condition; the
results for principled metaphors in comparable conditions are included in
the first column for comparison. The results were clear: when a vehicle
appeared in a principled metaphor, relevant prompted rccall of the sentence
was substantially greater than when the same vehicle appeared in an
arbitrary metaphor. This difference was significant for both sets of
grounds [two-tailed t(24) = 4.04, p < .001, Grounds A; t(24) = 5,53,
P < .001, Grounds B]. This rules out any simple hypothesis that ascribes
relevant prompted recall solely to the relation between the ground and the
vehicle.
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TABLE 3: Mean propovtion of sentences vecalled: Experiment 111,
Avbitvary wmetaphovs

'\‘\\pi\‘ or

Principled Vehicle Topre Vehie le
Prompt a wetaphovad geuntence aeuntence sentence
Grounds A .70 LA0 M 51
Gromda B R . 34 b .50

AFvom Table 1, KExpeviament 1\,

In the previous experviaents we constdered a complementavy hypothests that
ascribed vecall solely to the tvelation between the grownd and the topie.  Vhe
present vesulta atlow another teat ol that hypotheais.  Subject's vespouses
were vescoved, counting as “covveet" any sentence that contatned the topic
originally velated to each ground prompt.  The mean proportion ol sentences
corvectly vecalled by subjects according to this cviterion i1a vecovded wn the
third colwmn of Table 3 for each condition. A steable tvaction ot the
arbitvarvy metaphovs covvectly vecalled by subjects vesulted from a ¢lose
velationship between topics and grownds.  Even so, the trvaction attvibutable
to topica was subatantially asmallev than that attvibutable to vehicles,
Topic-property recognition is even less succesatul  than  vehicte-property
recognition as a pradictor ot the level of recall fov principled metaplorvs.

We are now tun a posttion to test a combiued hypotheais:  the vecall ot
metaphoras may inwvolve prompting of etther the topre ov the vehicle (by weaus
of an associated propervty that matches the gromd), tollowed by vecall ot the
other wmember of the paiv, A comprehension process laying the pgrowudwork tov
this recall process conld bhe framed in tevas of probabilities ov salieucties.
Theve may be a cevtatn probabiltity that an appeavance of the topie will
activate a velevaut propevty, and an tndependent prabability that the vehicle
will activate the same propevty., Therve may be a cevtain veating saliency ot
the property in the topic domain and an tndepradent saliency v the vehicle
domain, The posnible success ol a combined hypothesia is sugpested by vesnlta
for some of the arbitvavy metaphora, tu the Yew caaca wheve a topic sentence
was frequently vecalled, the grvound tended to be a salieat propevty ot the
topic; fov exampte, 4 out of 10 subjecta vecalled the skyscvapev-branding itvon
sentence 1 response to are vevy tall compaved to survomnding things. n
casea where a vehicle seutence was tregquently vecalled, the gvownd tended to
be a malient propervty of the vehicle; 9 out ol 10 subjects vecalled the

cigarette fienda~warts sentence in vespouse to ave ugly protrusions on a

aurface,
Whether the combined model is phrvased in tevms ot priov probabilities o

saliencies, the critical asmmption 18 that the vatlwes associated with the
topic and vehicle dowmains ave independent, It probabilities velated to the
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vehicle are zero, the model reduces to a topic-recognition model, | 83
probabilities related to the topic are zero, we have a vehicle-recognition
model, and it 1is irrelevant whether we choose to speak of "transfer" of
properties to the topic. If both probabilities are nonecero, we have the model
described at the end of Experiment Il: the ground of a metaphor is the
intersection of two independent property sets. The relation between the
ground and the metaphor will be characterized by a joint probability in
addition to the probabilities associated with the topic and vehicle alone.
This model, in the language of saliencies, is best exemplified by the work of
Johnson et al. (footnote 2) and Malgady and Johnson (1976).

The combined model asserts that the probability of recall of principled
metaphors is the sum of the probabilities for prompting only topic recall,
only vehicle recall, and both topic and vehicle recall. (This assumes that
the probability is unity of getting from only the topic or the vehicle to the
full sentence; the results of Experiment 1 indicate this is a reasonable
assumption.) The recall data for arbitrary metaphors do not allow us to
estimate these three probabilities directly, since we do not know how subjects
divided their responses between the topic and vehicle sentences when both came
to mind. However, we can estimate the total probability by summing the topic
and vehicle sentences recalled by each subject aad averaging the new set of
scores. These estimates are recorded in the fourth column of Table 3. For
each set of grounds, the mean for topic or vehicle sentence recall was
significantly less than the mean for principled sentence recall [t(24) = 2.33,
P < .05, Grounds A; t(24) = 2.80, p < .01, Grounds B).5 In addition, at the
level of individual prompts, there was no correlation between the frequencies
of recall for arbitrary and principled metaphors (r = 0.005 for the 28
grounds). Thus, a combined model, assuming independently defined probabili-
ties or saliencies for the topic and vehicle, is not adequate as a predictor
for the recall of metaphoric sentences and, by implication, may not be
adequate as an explanation for their comprehemsion.

Discussion

It is possible to accept this conclusion without negating the intuitions
that motivated the models tested here. For example, the importance of salient
aspects of the vehicle domain seems unquestionable. The vehicle exerts a
tremendonus influence on the accessibility of principled metaphors to recall,
and it is clearly the more common pathway for recall of arbitrary topic-
vetiicle combinations, Thus, the comprehension of metaphor may involve a
presupposition that the dominant source of constraints on meaning 1is the
vehicle, and that the topic should be comparatively malleable to interpreta-
tion. Even 1f one argues for a mutual influence of topic and vehicle domains
on each other, it scems clear that the degree of influence is asymmetrical.

51t should be noted that almost all of the sentences correctly recalled were
either topic sentences or vehicle sentemces. Thus, the lower total recall
for the arbitrary metaphors cannot be attributed to the intrusion of

incorrect responses. The number of intrusion errors in Experiment | was
similarly small,
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This again raises the question of independence and interaction. With the
exception of the more extreme vehicle-property transfer theorists, almost
everyone would agree that the topic and vehicle "interact" in a comprehender's
interpretation of metaphor, in the loose sense that both affect the resulting
meaning. There are two levels, however, at which the question of independence
needs to be posed. At the more fundamental level, we wust ask whether the
topic and vehicle are '"geparable.” This is a question about what hypothetical
entities provide the most useful basis for an explanatory theory of the
process of comprehending metaphor. [f we assume the topic and vehicle to be
separable, then we are assuming that they have associated properties, proba-
bilities, saliencies, states, or processes that are independently defined.
Having assumed distinct entities at this level, we can proceed to ask whether
the two sets of entities interact in the hypothetical processes underlying
comprehension. Most of the current linguistic and psychological approaches to
semantic interpretation assume separability of the entities attributed to
individual words: their features, concepts, predicates, meanings, associa-
tions. For example, Johnson et al. (see footnote 2) attribute distinct
feature vectors to each term and then define the meaning of the full metaphor
in terms of the union and intersection of these two feature vectors. They
make a point of asserting that this is an "interactive" process, and, in a
secondary sense, it 1s; but at the fundamental level their model assumes that
the two terms function independently and additively. A comparable distinction
would apply to semantic network accounts of metaphor; these models assume
separate storage of information for each domain and define semantic interpre-
tation in terms of new interconnections.

The assumption of separability is a natural one. We perceive words and
objects as having separate identities, and it is natural to try to character-
ize thesc identities in isolation. Dictionaries serve useful functions, and
it is tempting to assume that hypothetical dictionaries (lexicons or networks)
will provide a sufficient base for hypothetical processes of comprehension.
The crucial question for cognitive theory 1s whether words are functionally
separable., In the pursuit of meaning, in response to sentences and longer
discourse, the cognitive impacts of component words may be only partially
separable.

The results for arbitrary metaphors provide a strong (though certainly
not definitive) test of models assuming separability of words and a more-or-
less additive process for their combination. To these models, all topic-
vehicle combinations are fundamentally arbitrary. However, it i8 clear from
the data that "arbitrary" pairings do not have the cognitive force of
"principled" pairings (intuitively defined). Subjects' performance on arbi-
trary pairings did not provide adequate estimators for their performance on
principled pairings. It is also worth noting that the frequency of recalling
only a topic or a vehicle was substantially higher for arbitrary metaphors
than for principled metaphors. Recalling the topic or vehicle of an arbitrary
metaphor does not always allow recall of the other member of the pair; thus,
the assumption made above that this probability is unity does not hold for
arbitrary pairings. This suggests that subjects' representations of arbitrary
pairings are less integrated; they have been forced to deal with many of the
topics and vehicles as separate entities. One further symptom of this is the
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appearance of combinations in recall that were not heard during acquisitiom,
In response to are very tall compared to surrounding things, one subject
responded with a sentence combining two topics: Skyscrapers are billboards to
a large city. Another subject recombined two pieces to produce the original
principled metaphor: Skyscrapers are the giraffes of a city. In addition,
four subjects recalled the related topic sentence (skyscrapers-branding
irons), one recalled the vehicle sentence (matches in a forest-giraffe), one
recalled only the topic (skyscrapers), and two recalled only the vehicle

(giraffes).

To a language user, the "same term" is not the same term in each context
of combination. The "same vehicle'" need not have the same predicating
potential in all contexts. A predicate that is an effective prompt in one
topic context (principled metaphors) need not be effective in another topic
context (arbitrary metaphors). Similarly, the "same topic" is not functional-
ly the same when combined with different vehicles. The possible relevance of
a predicate to a topic may be perceptible only if the topic has appeared in
the context of a particular type of vehicle. As argued above, this kind of
flexibility in a term's function is true of all language use and cannot be
characterized by prescriptions in a lexicon. The crucial question for
metaphor is not what constraints need to be relaxed, but what constraints need
to be imposed to make metaphoric combinations interpretable. The topic and
vehicle are not totally flexible; arbitrary combinations are not as easily
integrated as principled comdbinations. The reason for this may be the
receptiveness of the topic to the "structuring' suggested by the vehicle
(assuming the vehicle plays the dominant role)., We can easily transform a
tree trunk into a straw or a pillar, but not so easily into a dragon or a baby
with a pacifier. It is doubtful that a logic of topic-vehicle compatibilities
can be successfully framed in terms of elemental semantic features or
predicates. The process of comprehension involves a more global transforma-
tion of the topic domain. Compatibility with a vehicle depends on the
susceptibility of the entire domain to the appropriate transformation, and
each such transformation defines new "properties'" for the topic. It is in
this sense that the topic's semantic structure is not fundamentally separable
from the vehicle.

These considerations lead us to suggest that the comprehension process
results in a partial identification (or fusion) of the topic and vehicle
domains. To some extent, the imagined tree trunk may become a straw and the
skyscraper may become a giraffe extending its neck above the city skyline.
This mode of comprehension may be more common and integral to adult language
use than 1is currently recognized. It has typically been assumed that
"identification" is uniquely characteristic of pathological, poetic, or primi-
tive thought; for example, the "paleologic" thinking of schizophrenics (as
defined by Arieti, 1974), "primary process" thinking (for example, Freud,
1950), poetic imagination (Richards, 1960; Hawkes, 1972), symbolic play in
children (Piaget, 1962; Gombrich, 1968), and magical thinking. While healthy
use of metaphor does not typically entail a total identification of the topic
and vehicle, the assumption of full functional separation seems equally
extreme. Productive use of metaphor in problem solving, scientific theory,
poetry, and personal growth probably demands a partial fusion of the two
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domains.
EXPERIMENT L!

The models discussed in the previous experiments assume that particular
properties are apprehended during the process of comprehension, and that they
later determine the accessibility of the topics and vehicles. We now consider
an alternative approach that resists postulating such properties as mediators
and attributes recall to a "direct" relationship between the grounds and the
relevant topics and vehicles. For example, the phrase are ugly protrusions on
a surface might lead subjects to think of warts independent of any special
acquisition experience involving inference, matching, pairing, or other postu-
lated processes. Prompted recall could consist of generating possible terms
(for example, warts) in response to the prompt, searching some record of the
original sentences until a matching term is recognized, and then reporting the
sentence containing it. This recall procedure is similar to the "geueration-
recognition' model tested by Tulving and Thomson (1973) in their analysis of
prompted recall for word lists, and it has been suggested by Osgood® as a
possible explanation for the data reported here. In its simplest form, the
model treats a metaphor as an uninterpreted paired associate that is stored in
an "episodic memory" (Tulving, 1972) for later recall. While this is not a
satisfying explanation of what it means to understand a metaphor, it could be
sufficient to account for our earlier data in relevant prompted recall
conditions.

To test this possibility we need an estimate of how likely people are to
think of the relevant topic or vehicle when they read a ground without any
prior experience with the acquisition sentences. To make these estimates we
devised the following sentence completion task,

Method

Two sets of mimeographed response booklets, Grounds A and B, were
prepared. They contained the grounds for Lists A and B, respectively. A
cover sheet informed subjects that their booklets contained some incomplete

sentences. They were asked to complete each sentence by supplying a "sub-
"

ject," using either a single word or an extended phrase. They were asked to
write down at least three possible subjects and to work quickly, recording
their answers as soon as they came to mind. The following example was
provided.

are very colorful.

1. Flowers
2. Hawaiian shirts
3. Eccentric people

60sgood, C. E. (November 28, 1973): personal communication.

111

.
A A-L";Lt' o e




T L] — . Bacaiccasy Latad Loties

The order of the phrases in each form was the same as in the prompt booklets
used in earlier experiments.

Subjects were 64 undergraduates enrolled in introductory psychology
courses at the University of Minnesota. They were randomly assigned to one of
two groups, receiving Grounds A or B. Approximately half of each group
received extra credit for their participation; the remainder completed the
form as a class assignment. Subjects worked individually in a quiet experi-
mental room or classroom.

Results

Responses to each ground were scored as "topics" or "vehicles" if the
terms were identical to or closely synonymous with terms in the original topic
and vehicle phrases of the relevant metaphor. For example, moles and pimples
were also accepted for the vehicle warts; beehives was accepted for
honeycombs; and IDS building (the skyscraper in Minneapolis) was accepted for
skyscrapers. Separate tallies were made for topic and vehicle responses; only
the first appropriate response of each type was recorded.

The mean proportion of topics and vehicles produced by subjects 1is
recorded in Table 4 for each set of grounds. On the average, subjects were
more likely to think of related vehicles than topics by a factor of about 2:1.
This bias toward vehicle responses is similar to that observed in Experiment
II1 and suggests a complementary hypothesis about why particular vehicles are
chosen as metaphoric predicates: they are exemplary instances of particular
relationships. When encountering a ground under free association conditions,
subjects are more likely to think of the vehicle domain (where the relation-
ship is familiar) than the topic domain (where its relevance may not be
familiar).

TABLE 4: Mean proportion of topics and vehicles produced in sentence comple-
tion task: Experiment IV.

Topics or
Set of grounds Topics Vehicles vehicles
Grounds A .05 .18 .22
Grounds B .12 .17 .28

However, these domains are only two among many that are likely to come to
mind. The question is whether they do so often enough to account for the
level of relevant prompted recall in earlier studies. The third column in
Table 4 records the mean proportion of topics or vehicles supplied by subjects
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for each set of grounds.’ On the average, subjects thought of 25 percent of
the topics or vehicles. If being reminded directly of the topic or vehicle
were a prerequisite for recall of principled metaphors, then we could expect
subjects to recall no more than 25 percent of the 14 sentences, even if we
assume recall proceeds without error once a topic or vehicle is known. This
estimate falls far short of the level of relevant prompted recall observed in
Experiment 1, where subjects were able to recall about 72 percent of the
sentences l£(9&) = 4.4, p < .001, for the two sets of grounds combined].

Not surprisingly, this finding is repeated in an analysis of grounds.
For each ground in the sentence completion task, one can score how many
subjects (out of 32) responded with the related topic or vehicle. The mean
proportions of subjects are equivalent to the means in Table 4 and lead to a
complementary conclusion: the probability that a topic or vehicle will be
produced in response to a ground 1s substantially higher when subjects have
heard the relevant acquisition sentence. This suggests a more sophisticated
form of: the generation-recognition hypothesis. The acquisition sentence may
prime the topic and vehicle, making it more likely that they will be evoked
during recall as implicit responses to the ground. 1f this priming is exerted
equally by all topics and vehicles in the acquisition list, then the sentence
completion data should enable one to predict the relative probability of
prompted recall for individual grounds. For example, grounds that frequently
evoke topic or vehicle responses in the sentence completion task should also
produce high levels of correct recall in the prompted recall task. In other
words, there should be a strong correlation between a ground's behavior in the
two tasks.

A test of this hypothesis is facilitated by the substantial variability
among grounds in each task. Experiment I measured the probability that each
ground would produce correct recall of the full relevant sentence. We may
take these as observed probabilities and test the power of an associative
model to predict their configuration. Rough estimates of associative proba-
bilities may be obtained from the proportion of subjects producing the topic
or vehicle in response to each ground. These estimates assume that recall
proceeds errorlessly if either the topic or the vehicle is implicitly
generated.,

Observed and estimated probabilities showed little systematic relation-
ship. For the 28 grounds, the coefficient of correlation between these

Tinclusive or. Note that each figure is smaller than the sum of probabilities
for topic and vehicle responses, since subjects occasionally responded with
both. It is worth noting that the probabilities of responding with the topic
and the vehicle are independent. The estimated probability of topic/vehicle
co-occurrence would be (0.054) (0.176) = 0.0095 for Grounds A and (0.123)
(0.174) = 0.021 for Grounds B. The mean observed probabilities of co-~
occurrence were not significantly greater than these estimates; the observed
values were 0.0089 for Grounds A [3(31) = 0.11}), and 0.016 for Grounds B
{e(31) = 0.93}. This suggests there was little or not pre-existing "associa-
tive strength” between the topics and vehicles of the original metaphors.
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estimated probabilities and the observed probabilities was ounly 0.17. This
comparison assumes that priming 18 a linear function of extra-experimental
associative probability. If priming 1s assumed to preserve linearity of the
logarithm of probability measures, the correlation remains low and nonsignifi-
cant (r = 0.27). Thus, the associative model outlined above cannot success-
fully predict either the overall level or the specific configuration of
relevant prompted recall.

More sophisticated probability estimates would acknowledge that recall
may not proceed errorlessly if only the topic or the vehicle is generated. In
Experiment I, there was some variability in the effectiveness of topic and
vehicle prompts, and topics were slightly less effective overall than vehi-
cles. A more accurate predicted probability for each ground could be obtained
using the following equation:

P = p(T).p(S/T) + p(V).p(S/V) + p(TV).p(S/TV),

where p(T) is the probability of responding associatively with only the topic,
P(S/T) is the probability of producing the full sentence given the topic, p(V)
is the probability of responding associatively with only the vehicle, p(S/V)
is the probability of producing the full sentence given the vehicle, p(TV) is
the probability of responding associatively with both the topic and the
vehicle, and p(S/TV) is the probability of producing the full sentence given
both the topic and the vehicle. Estimates of p(T), p(V), and p(TV) for each
ground were obtained in this experiment (using a measurement scale of 32
subjects).8 Egtimates of p(S/T) and p(S/V) for each ground were obtained in
Experiment I (using a much coarser scale of eight subjects). p(S/TV) may be
assumed to be 1.00. Across the 28 grounds, the correlation of p with the
observed probability of relevant prompted recall was only 0.18. Thus, the
more careful estimation procedure does not alter the original conclusion: the
generation-recognition model cannot predict the configuration of prompted
recall,

It is worth noting that in a few cases the original vehicle was a
frequent response to the ground in the sentence completion task; for example,
warts, pimples, and the like were common responses to are ugly protrusions on
a surface (p = 0.68), and yellow pages was a common response to tell you where
to find businesses in the area (p = 0.50). In one case the original topic was
a common response to the ground: skyscrapers and IDS building were frequent
responses to are very tall compared to surrounding things (p = 0.69). In
these exceptional cases, the original vehicles or topics happened to be the
most salient instances of the relationship specified abstractly by the ground,

8Note that these estimates require vescoring the original data. Earlier we
scored the number of subjects producing a topic or a vehicle (irvelevant of
whether the other term co-occurred in individual subjects' responses). p(T)
requires scoring responses which include only the topic, p(V) involves
responses which include only the vehicle, and p(TV) is the probability of co-
occurrence. This breaks down the earlier "rough” probability estimate (total
topics or vehicles) into three components.
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and the estimated recall probabilities approached the observed values. 1In
general, however, responses to the grounds showed little correspondence (in
either absolute or relative frequency) to the topics and vehicles produced in
relevant prompted recall.

Discussion

The results of this experiment demonstrate that the hypothesis of pre=
existing assoclations between grounds and topics/vehicles provides lictle
explanatory power. Neither the overall level nor the specific configuration
of recall car be aceurately estimated from the strengthis of such associations.
At the very least, this confirms our intuition that reecall of a wetaphoric
sentence cannot be ascribed to a direct prompting of component terms, but
1nvolves some kind of match between relationships experienced at the invita-
tion of those terms and the relationships specified by the ground. The
product of comprehension must be more than a novel paired associate, more than
a new "link" between the two terms or two classes of objects.

Tulving and Thomson's (1973) discussion of paired-associate stimuli
applies to some extent to the conjunctions of noun phrases in metaphors:
while the "nominal memory unit'" is uo more than a conjunction of terms, the
"functional memory unit'" can be a much more elaborated cognitive product. It
is the functional unit that goverus accessibility of the terms to later
recall. In the case of metaphor, the funetional unit ean be an elaborated
event or structure in which the terms' referents are only local components.
The relationship between the ground and this elaborated structure exerts a
greater influence on recall than any pre-existing relationship between the
ground and the particular components mentioned in the sentence.

The logic of this experiment was complementary to that of previous
experiments, but led to similar conclusions. Models tested in the earlier
experiments assumed the prior existence of stored predicates or features that
would be activated during comprehension. These properties were assumed to
provide a sufficient set of constructs for characterizing the resulting
meaning and the possible entry points for recall. With few exceptions, the
distinctive relationships between metaphors and grounds could not be explained
satisfactorily by these models. 1In contrast to these models, which assumed
strong 'forward associations" between sentence terms and properties, the
generation-recognition model tested in this experiment assumed strong "back-
ward associations." Again, the distinetive relatiounships between metaphors aad
grounds could not be accurately predicted. The relationship created by
metaphor has nothing necessarily to do with familiar ways of structuring
knowledge.

To the extent that the strengths of the postulated forward and backward
associations show some correspondence, this experiment could be viewed as a
replication of Experiment III. The econvergence of the two expertments 1s
suggested by the similar distributions of topie and vehicle responses (see
Tables 3 and 4) and the similar interaction with sets of grounds (A and B) in
each case. It 1is possible that arbitrary metaphors wmore closely fit the
assumptions of the generation-recognition model than principled wmetaphors.




There were suggestions that the terms in the arbitrary metaphors often did not
interact in the specification of meaning, that the terms were more available
for vrecall as isolated and interchangeable units, and that they were more
likely to be interpreted in terms of normative properties. However, the
failure to find a correlation between recall of principled and arbitrary
combinations could have been due simply to the fact that different metaphoric
combinations specify different grounds. The interpretation of arbitrary
metaphors could be as novel and interactive as that of principled metaphors,
If so, the sentence completion data should be no better as predictors for the
arbitrary metaphors than they were for the principled metdaphors. On the other
hand, i1f the behavior of arbitrary metaphors is much more a consequence of
normative properties of their component terms, then the estimated probabili-
ties based on the sentence completion data may have greater predictive power.

Results suggest that prior associative connections play a much greater
role in the recall of arbitrary metaphors. Across the 28 grounds, there was a
significant correlation between frequency of topic responses (Experiment 1V)
and frequency of recall of topic sentences (Experiment 1I1), r = 0.42,
< .05. The correlation between frequency of vehicle responses and frequency
of recall of vehicle sentences was even stronger, r = 0.55, p < .0l. Finally,
we can consider the combined recall for arbitrary topic and vehicle sentences.
The observed frequency of recall and the total estimated probability (p) of
recall showed a significant correlation, r » 0.48, p <.02. Thus, the results
for arbitrary metaphors and free association to grounds are significantly
correlated with each other, but neither set of results is closely related to
the behavior of principled metaphors. Prior associative connections (whether
forward or backward or both) apparently play little role in the comprehension
and recall of nonarbitrary metaphoric sentences.

GENERAL DISCUSSION

These experiments gave no indication that metaphoric comprehension is a
specialized skill in which only certain people excel, or that metaphoric
sentences are especially difficult to comprehend. Our listeners showed no
bimodality in recall performance, and their average level of recall in
relevant prompting conditions was very high. If metaphoric comprehension is a
skill in deviance, it is a normal one.

We have taken the high level of relevant prompted recall as evidence that
listeners discerned an abstract resemblance between the topic and vehicle
domains. A paraphrase of the ground was highly effective as a prompt, even
though the resemblance was not explicit in the original sentence, and the
prompt contained no content words from the sentence. The results of Experi-
ment IV indicated the necessity of postulating this implicit resemblance as a
central component of comprehension and a mediator for recall; direct associa-
tive connections between the prompts and acquisition sentences could not
predict the configuration of prompted recall performance. Subjects' para-
phrases in recall provided further evidence for the presence of these grounds
in their interpretations. They occasionally added to or modified the original
terms, making it clear that they had inferred the appropriate resemblance:
Tree trunks are like straws that give drink to the leaves; Smokers are like

e — | e e,

116

it ot e



fire-breathing dragous.

These results have raised several tssues concerning the structure of
metaphoric resemblances, the process of comprehension, and the process of
recall. 1In each case, we would like to sketch an alternative to attributive
models that' scems more consonant with our empirical findings and more fruitful
as a vehicle for future theory and research. We hope this bold sketch will
open aveunues of investigation by which all models may become better articulat-
ed .

The Structure of Resemblance

In our Jdiscussion ot the individual experiments, we cousidered various
means of c¢haracterizing the grounds of metaphoric sentences. For both
emplrical and theoretical reasons, we have chosen to characterize metaphoric
grounds in terms of abstract relations, rather than attributive features. We
tound unegligible support for recall models that postulated the recognition of
pre—existing attributes assocliated with topics, the priming or weighting of
such attributes during acquisition, or the transfer of salient attributes
associated with vehicles. While other models of this class could certainly be
desiguned, we tound no reason to believe that these were steps in the right
direction,

A central question in this discussion is how the ground is related to the
nominal terms of a metaphoric sentence. (We will limit ourselves here to
sentences of the form "A" is (like) B," where A and B are both noun phrases.)
Attributive models characterize the nominal terms by a list or array of
teatures, and they characterize the ground by some weighted function of these
features., These models are not well suited for characterizing grounds when
the resemblance is not betveen the two terms (objects) per se, but between
events or relationships in which each participates. Therefore, we prefer to
describe metaphoric resemblances as relations between topic and vehicle
domains (or schemata). Each domain 1s an abstract relationship among several
entities; only a subset of these entities appears explicitly as nominal terms
in the sentence. Thus, it Is not strictly appropriate to identify the topic
or vehicle of a metaphor with specific terms appearing in the sentence. In
the tree trunks-straws sentence, for example, the topic term 1s tree trunks,
but the topic domain 1is a type of transformation (fluid transport) exerted
over certain structures (tree trunk, leaves and branches, water, roots, earth,
etc.). A comparable description is also necessary for the vehicle domain,
which 1s only partially specified by the terms straw amd thirsty. The ground
combines the transformational invariants (for example, suction, fluid flow)
and structural invariants (for example, vertical cylindrical space) that are
common tv each domain.

A semantic characterization of nominal terms wmust be made in a way that
facilitates achieving a topic domain, vehicle domain, and transfor-
mat ional/structural resemblances as the '"product” of cowprehension. Simply
activating a set of normative, context-free, structural descriptors 1is not
enough (inanimate, c¢ylindrical, plastic, hollow, 6-10 in. long, etc.). It
seems preferable to suppose that a nominal term can activate a system of
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abstract structural and transformational invariants (that 1s, a domain or
schema) . These 1nvariants will conjointly specify constraints on the
relationships that the nominal term can participate in. The semantic
characterization may also include particular instantiations of these abstract
constraints within normative contexts. For example, the term straw could
activate the following system of abstract constraints: a structure of
relatively rigid nonporous material, of a hollow cylindrical shape, with a
small diameter relative to 1its length. This structural specification is
compatible with the accompanying transformational specification of event(s)
within which the structure participates: the vertical cylindrical space
channels fluid flow from a receptacle to a destination against gravity; the
goal of the fluid tramsport is to alleviate thirst; the force for the flow is
suction. In its normative contextual Instantiation, the structure 1s paper or
plastic, the receptacle is a bottle or cup, the destination is a person (the
thirsty agent), and the source of suction is the person's mouth and lungs.

The Process of Comprehension

Given this speculative characterization of the knowledge activated by
nominal terms, we now consider the role played by these terms in the process
of comprehension. We have noted several indications that the vehicle plays
the major role in guiding the comprehender toward a resemblance. Schemata in
the vehicle domain tend to be the predominant source of constraints by which
the topic domain is interpreted. In the tree trunks-~straws sentence, for
example, the comprehender is invited to apply the straw schemata to the tree
trunks domain, that is, to create similar relational systems among appropriate
entities in the new domain. In this creative process of schematization, the
comprehender will seek to instantiate both the transformational and structural
aspects of the vehiclie domain: the trunk as the vertical cylindrical space,
the leaves and branches as the thirsty agents and source of suction, the earth
as the receptacle, ground water as the fluid, the transport of water as the
fluid flow, etc. This process will lead to a growth in knowledge when the
topic domain 1is successfully organized by schemata that are unfamiliar or
unconventional in that context. The activation of knowledge by topic and
vehicle terms is apparently asymmetric: the topic terms activate a compara-
tively unconstrained system of potential relationships, while the vehicle
terms activate specific schemata that are more tightly constrained. Rather
than relaxing normative constraints on the topic, the comprehender seeks to
impose specific constraints from the vehicle domain, so that the topic term
(object) participates in a specific type of event or relationship characteris-
tic of the vehicle. This model of the comprehension process predicts a marked
"specificity of encoding" for topic terms, a prediction that is consonant both
with our prompted recall data and with the recall of nonmetaphoric materials
(for example, Tulving and Thomson, 1973; Bransford and McCarrell, 1974).

At this point we have been able to provide only a rough framework for a
model of the comprehension process. More explicit formulatious will become
possible as solutions are found to several remaining puzzles. One puzzle 1s
how the terms in a metaphoric sentence activate the vehicle domain. The
single nominal term straws, for example, clearly underspecifies all of the
structures and events 1in the elaborated vehicle domain. One factor that
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shapes the resulting domain is the '"tamiliarity" or "“salience" of certain
events or relationships in which the object can participate (though this does
little more than label the phenomenon). The results for both the arbitrary
metaphor dnd the sentence completion tasks provided circumstantial evidence
that vehicles are more likely than topics to be exemplary instances of the
grounds, and, couversely, that the grounds are more likely to be salient
schemata for vehicles than for topics. Another factor 1s the wuse of
contextualizers to constrain the comprehender's scarch for the intended
schema. For example, finding the appropriate schema for straws 1s aided by
extending the predicate phrase to are straws for thirsty X. Also of great
importance 1s contextualization of the topic. Topic terms often appear mixed
into the predicate, as in thirsty leaves and branches (tree trunks), giraffes
of a city (skyscrapers), and warts ov the landscape (billboards). These
phrases aid in delimiting the appropriate schema and lead listeners to supply
comparable entities in the vehicle domain. This was evident in paraphrases
like the following (where even the ordering of topic and vehicle was
reversed): Giraffes are skyscrapers of the jungle; Giraffes with other
animals are like the skyscrapers in the city. Thus, it is not sufficient to
argue that the topic is "passively'" schematized by salient properties of a
vehicle domain: the topic and vehicle terms interact in specifying the ground
(see Black, 1962; Verbrugge, 1977).

A second puzzle for future research is to identify the constraints that
govern successful schematization. The topic domain does not accept all
transformations with equal ease. It is easier to schematize tree trunks as
straws than as babies with pacifiers. There must be compatibility constraints
operating between the topic and vehicle that govern what relations from the
vehicle domain can be extended successfully or easily. These compatibility
constraints, defined over abstract relations, may play a major role 1in
judgments about wmetaphoric force and quality. Attributive conceptual theory
has sought to define these constraints 1n terms of weighted conventional
attributes and typically defines grounds as novel attributes transferred to
the topic. But simply attaching new labels to a topic term does not provide a
basis for determining when the process proceeds easily or successfully. The
attributes represented in an attributive concept are properties that an object
manifests in a heterogeneous set of conventional events or relationships. We
are doubtful that a metric defined over such attribute lists can predict the
ease of interpreting the topic in an uncouventional event or relationship.
Such a prediction may be possible only for transpareat and uninformative
metaphors (such as the skyscraper-giraffe sentence). We suspect that it will
prove easier to define constraints on metaphoric transformations if structural
concepts are defined from the outset by potential transformations under which
they remain invariant, As we noted above, this may allow theoretical
development of a single type of comprehension process that generates interpre-
tations for both metaphoric and literal sentences.

A third major puzzle is how to characterize the topic domain so that 1t
has sufficient functional plasticity to allow for novel schematization, yet 1is
sufficiently constrained that various vehicle domains are differentially
compatible with it. Models based on normative associations do not have
sufficient plasticity to explain how the topic domain can be schematized in
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radically different ways in the context of different vehicles. Associative
network models, semantic feature theories, and models of attributive conceptu-
al knowledge all seek to interpret novel sentences by reference to fixed
connections established over long experience. Such systems grow only by
accretion; radical transformations, contingent on specific contexts, are not
normally énvisioned or easily modeled. Our results suggest that the topic
domain is highly malleable as a function of the vehicle context; a topic is
not "recognized" during recall unless the ground specifies the relationship by
which it was originally schematized. To accommodate metaphoric growth in a
general theory of comprehension, we need to characterize semantic structures
by systems of organization that allow for greater functional plasticity than
is possible in heterogenous networks and hierarchies. (See Turvey, Shaw and
Mace, in press, for discussion of an analogous problem.)

The Process of Recall

I1f metaphoric grounds are characterized as abstract relations, their
effectiveness as prompts poses a challenge for current models of the recall
process. Experimental studies of word and sentence memory have emphasized the
identities of the terms encountered during acquisition. It is assumed that
these are central to the cognitive representation of the event and serve as
the focus for organizational processes and recall. Verification probes,
recognition foils, and recall prompts usually contain terms that appeared in
the original event or terms ''associated" with the acquisition terms in earlier
experience. Our results, like those of Tulving and Thomson (1973), suggest
that acquisition terms do not have a stable specific identity or set of
associations in different contexts of interpretation. A prompting event may
"identify" the related acquisition event by means of an abstract transforma-
tional resemblance. A relation of nominal or associative identity is not
necessary as a basis for reminding.

Thus, the first stage of prompted recall may be the recognition of a
recently experienced event (see Jenkins, Wald and Pittenger, in press). If
this recognition proceeds on the basis of sufficient resemblance, not of
identity, reminding itself can be considered a metaphoric process. The second
stage of recall would be a process of regenerating the specific sentence
constituents that originally led the comprehender to experience the event.
The often regenerative nature of the second stage is evidenced by the kinds of
paraphrases we cited above. This proposed model reverses the order of
generation and recognition processes found in many two-stage models of recall
(for example, Bahrick, 1970; Tulving and Thomson, 1973) and emphasizes the
role of abstract relationships, rather than specific elements, as agents in
the recognition phase. Considerable research is needed to determine the
conditions under which recognition is likely to occur, and to differentiate
between direct recognition of the earlier event (as in a déj3 vu experience)
and recognition mediated by some kind of search process. Subjects reported
both types of recognition experience.

It is difficult to determine what kinds of representation, if any, to

attribute to the comprehender of a metaphor. In these experiments, the
grounds were formulated as verbal predicates. Since these were effective
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prompts, 1t 1s tempting to assume that they prompted recall by accessing
similar representations created during acquisition. This approach would
accept the common assumption that sentence meaning is coded internally by
means of a predicate or propositional notation system. An alternative
possibility i1s that sentence comprehension is not representationally mediated,
but is a vicarious engagement of the processes underlying perception and
action (see Werner and Kaplan, 1963; Arnheim, 1969; Gibson, 1971; Verbrugge,
1977). Our characterization of domains in terms of structural and transforma-
tional iuvariants 1s consistent with this proposed alternative. 1f the role
of a verbal prompt is to allow the listenmer to re-experience (recognize) a
relation experienced at acquisition, prompts specifying that relation in any
modality should be effective, that 1s, the relations may be abstract with
respect to medium {(verbal, optical, acoustic), as well as specific contents
(tree trunks, straws, hoses, pipes). While propositional projections of
abstract relations have cousiderable heuristic value for theoreticians, attri-
buting these representations to the comprehender may preclude successful
explanation of plasticity in word use and the imaginal processes that underly
comprehension. Further study of the conditions for successful recall of
metaphors may help direct the current controversy over "mental representation
(see Pylyshyn, 1973; Shepard, 1975; Kosslyn and Pomerantz, 1977).

The formal proposition has, for too long, been taken as the prototypical
linguistic form. It has shaped the way we define the problems of expression,
comprehension, and representation. For example, in many paycholinguistic
tasks, subjects are asked to judge the validity of propositions about the
outside world or about an artificial "experimental world." The subjects
usually cooperate by ilmplicitly adopting the experimenter's constraints: they
respond realistically, conventionally, and normatively. Little attention is
given to the possibility that the propositions rejected as “false" might be
valid in appropriate metaphoric contexts. Many linguists and psychologists
have adopted a similar implicit standard when developing theories for inter-
preting "“deviant" expressions: they have attempted to normalize such expres-
sions 1into standard axiomatic form, so that the canons of verification and
inference will apply. While these exercises have some value for purposes of
traditional linguistic description, they are of doubtful value as & basis for
a theory of creativity in language use. The metaphoric "speech act" invites
cognitive processes distinct from those engaged in accessing and verifying
facts. Metaphor invites pretending, imagining, reasoning by analogy; in its
more powerful forms, it requests a perception of resemblances by means of an
unconvent ional reshaping of identities. The study of metaphoric competence in
adults challenges us not to limit these processes to the nursery room and the
therapist's couch, but to see them as crucial phenomena in the psychology of
everyday life.
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Skill Acquisition: An Event Approach with Special Reference to Searching for
the Optimum of a Function of Several Variables¥*

Carol A. Fowler! and Michael T. Turveyn

ABSTRACT

Our paper divides into three parts. The first is a roughly
hewn statement of the general orientation we wish to take toward the
problem of skill acquisition. The second part develops a level of
analysis that, in our view, is optimal for the examination of the
problem; essentially, it is an ecological level of analysis that
promotes the event rather than the performer as the minimal system
that will permit an adequate explanation of the regulation and
acquisition of skilled activity. The principal claims of the first
two parts are highlighted in the third and final part through a
detailed examination of a specific but prototypical coordination
problem, namely, the problem of how one learns optimally to
constrain an aggregate of relatively independent muscles so as to
regulate a simple change in a single variable.

MOTOR TASKS, ACQUISITION PROCESSES AND ACTORS:
A GENERAL ORIENTATION

It is prudent to preface a theoretical analysis of learning by some
general comments on what the incipient theorist takes to be the nature of
tasks that are learned, the nature of the processes that support the learning
and the nature of the agent doing the learning. In the vocabulary of Shaw and
McIntyre (1974), those three topics refer, respectively, to the three primary
analytic concepts of psychology, namely, the what, how and who concepts. Ome
can argue that this set of analytic concepts is closed, that is, that the
concepts are logically co-implicative (Shaw and McIntyre, 1974; Turvey and
Prindle, 1978). The closure of the set is 1llustrated by the following
example (Shaw and McIntyre, 1974):
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The degree of hardness of a sheet of metal tells us something about
the nature of the saw we must use to cut it (i.e., something about
what is to be done); a blueprint or pattern must be selected in the
light of what can be cut from the materials with a given degree of
tolerance (i.e., how it is to be done); while both of these factors
must enter into our equations to determine the amount of work that
must be done to complete the job within a reasonable amount of time.
This latter information provides a job description that hopefully
gets an equivalence class of existing machines rather than a class
that might accomplish the feat in principle but not in practice
(i.e., implies the nature of the who or what required to do the
task). {(p. 311)

A Parallel Between Evolution and Learning

In search of a general orientation to the nature of tasks, processes and
agents as they bear on the issue of skill acquisition, we are drawn to the
parallel between a species participating in the slow process of evolution and
an individual animal participating in the comparatively rapid process of
learning.

From a perspective that encompasses the whole evolving world of 1living
systems, any given species appears to be a "special purpose device" whose
salient properties are those that distinguish the given species from other
species. These salient properties, synchronically described, mark the state
of adaptation of the species to the special and relatively invariant proper-
ties of its environment. In the course of time, the species maintains its
special attunement by coupling its evolution to that of its changing environ-—
ment .

If the perspective is considerably narrower, encompassing only the
lifetime and habitat of an individual animal, then the system being observed
appears to be a '"general purpose device" to the extent that the individual
animal can enter into various temporary relationships with its environment.
In the course of ontogeny, the individual animal adds to its repertoire of
skilled acts.

It is roughly apparent that the "evolution" in ontogeny of a skilled act
parallels the evolution of a species. Adaptation to an environment is
synonymous with the evolution of special biological and behavioral features
that are compatible (symmetrical) with special features of the environment.
Similarly, we may claim that facility with a skill is synonymous with the
ontogeny of special coordinative features that are compatible with the special
features of the skill. Insofar as an environment has structure that provides
the criteria for adaptation, so we may expect, not surprisingly, a task to
have structure that provides the source of constraint on skilled solutions.
Insofar as a species is said to be a particular biological attunement to a
particular niche, we may wish to say, perhaps curiously, that the individual
animal, as skilled performer, is a particular attunement to the particular
task that it performs skillfully. This last and cryptic parallel must be
commented on further, for aside from requiring clarification, it contains
within it a potentially useful metaphor for the understanding of coordinated
activity.
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Consider the proposition that an animal and its environment are not
logically separable, that one always implies the other. An animal's envirom-
ment should not be construed in terms of the variables of physics as we
commonly understand them; a considerably more useful conception is in terms of
affordances (Gibson, 1977). An affordance is not easily defined, but the
following may be taken as a working approximation: "The affordance of
anything is a specific combination of the properties of its substance and its
surfaces taken with reference to an animal" (Gibson, 1977, p. 67). Thus, for
example, the combination of the surface and substance properties of rigidity,
levelness, flatness and extendedness identifies a surface of support for the
upright posture and locomotory activity of humans. Put another way, an object
or situation, as an invariant combination of surface variables, affords a
certain activity for a given animal if, and only 1f, there is a mutual
compatability between the animal, on the one hand, and the object or situation
on the other.

Affordances are the aspects of the world to which adaptations occur.
Consequently, we can now identify the special features of the environment
referred to above as a set of affordances, equate a '"set of affordances' with
a "niche" (Gibson, 1977) and recognize that a set of affordances 1s perceptu-
ally and behaviorally occupied by an animal. It is in this sense that an
animal and an environment are not logically separable; for a niche implies a
particular kind of animal and a species implies a particular kind of niche
(Gibson, 1977).

A crude but useful metaphor is that the fit between an animal and its
niche is like the fit between the pieces of & jigsaw puzzle. Figure 1 depicts
the fit for a minimally complex puzzle. Following the jigsaw puzzle metaphor,
adaptation and attunement are synonyms for the fit of a species to a niche.
It is in this same metaphorical sense that skill acquisition can be understood
as attunement: in terms of a two-plece jigsaw puzzle, one piece is an
appropriate dynamical description of the skill and the other piece is an
appropriate and complementary dynamical description of the animal.

The Actor as a Mimicking Automaton

To pursue further the idea of skill acquisition as attunement, let us
return to the notion of the individual animal as a general purpose device.
The animal of interest to us 1is, of course, human. In deliberations on
perception, the human is often referred to as the perceiver; in deliberations
on action, therefore, it seems appropriate to refer to the human as the actor.

We wish to claim that the individual actor is a general purpose device,
not because he or she has the capacity to apply a single, general purpose
action strategy to the skill problems encountered, but because he or she has
the capacity to become a variety of special purpose devices, that 1is, a
variety of specific automata.! The distinction between these two kinds of

lTurvey, Shaw and Mace (in press) have introduced a similar distinction

between "hierarchies" and '"coalitions." In the context of the present
discussion, a hierarchy is a general-purpose device of the first type and a
coalition a general-purpose device of the second type. 129
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general purpose devices is depicted crudely in Figure 2. One device can
accept only one program and generalizes that program across a variety of
tasks. The other device can accept a variety of programs, one program for
each of a variety of tasks. The familiar paradigm for learning theory,
associationism, identifies the actor as a general purpose device of the first
kind. It'can be shown that a foriial statement of associationism, the Terminal
Meta-Postulate (Bever, Fodor and Garrett, 1968), is formally equivalent to a
strictly finite state automaton that accepts only one-sided (right or left)
linear grammars (Suppes, 1969). Such an automaton is formally incapable of
natural language and complex coordinated wmovements, to name but a few
limitations. A person, on the other hand, is obviously capable of such things
and more besides. Nevertheless, it is reasonably fair to claim that, on the
grounds of mortality and finite computing capacity, our actor, a person, is a
machine with finite states. How then does he behave as if he were a machine
of a more powerful kind, such as a linear-bounded automaton that accepts
context~sensitive grammars? One hypothesis (Shaw, Halwes and Jenkins, 1966)
is that the class of finite state machines that best characterizes the
individual person is that of finite state transducers. These machines
transduce the behavior of more powerful machines into equivalent finite state
behaviors; they are capable of processing the same inputs as more powerful
machines, but only up to some finite limit. In short, the individual actor as
a finite state transducer can '"mimic" the competency of more powerful
automata, that is to say, he or she can become, within limits, any one of a
variety of special purpose devices whose complexity is compatible with the
complexity of the task it must perform.

We do not wish to push the interpretation of the actor as finite state
transducer too far. We wish to view it more as an analogy, for there are
reasons to believe that the general machine conception, of which finite state
transducers and the like are examples, may well be inappropriate for biology.2
Nevertheless, the preceding is sufficiently instructive for our current
purposes: it identifies our general orientation to the agent--that is, the
actor--as a mimicking automaton. We can now make a further comment on the
idea of skill acquisition as attunement: it 1is, in large part, the idea that
an actor becomes that particular kind of machine that is consonant with the
essential feature of the particular skill that the actor is performing.

Summary

We summarize these prefatory remarks with a tentative answer to the
question: What is it about an actor and about the skills that he seeks to
perform that he can (learn to) make of himself a variety of special purpose
devices? First, in reference to the nature of the actor: the relationships
among muscles are sufficiently plastic so that within limits, actors are able
to constrain or organize their musculature into different systems. From this
perspective, learning a skill 1involves discovering an optimal self-
organization. Second, in reference to the nature of skills: skills have
structure, and discovering an optimal self-organization is in reference to

2Shaw, Ras Te Halweq and J. Jenkins. (1966) The organism as a wmimicking
automaton. (Unpublished manuscript, Center for Research in Human Learning,
University of Minnesota).
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those variables of stimulation correspouding to enviroumental and biokinematic
relations that specify the essential features of the skill the actor is to
perform. This raises the important question of what are the useful skill-
specific variables of stimulation that, in the course of acquiring a skill,
guide and regulate the current approximation aund prescribe the next
approximation to the desired performance (attunement). Third, in reference to
the nature of the processes supporting learning: 1insofar as the useful skill-
related information must be discovered, the actor must engage certain "search
methods" that reveal that useful information to him. These search methods
must be compatible with the actor, that is to say, they must be compatible
with, for example, real-world mechanical and temporal counstraints that natural
(as opposed to abstract) actors must obey.

DEFINING THE DOMAIN OF SKILL ACQUISITION FOR A THEORIST

ln seeking an explanation of anything, it 1s important that the forms of
theoretical and investigatory attention be a domain of entities and functions
that is optimal to the particular problem under iunvestigation. '"Optimal
domain" means two things. First, any decision to investigate a problem
involves selecting some system (some collective of entities and functions) as
the minimal one that 1is relevant to the problem's explanation. If the
selected system excludes some entities and functions that are, in fact,
crucial to the explanation, they exert an influence on the selected system
that, from the observer's perspective, 1s random (see Bohm, 1957). In
consequence, the system's behavior to those perturbations may be inexplicable.

Equally important is the second scuse of "optimal domain." Any given
system may be described at several different levels where each level 1is
distinguished by the entities and functions to which 1ts vocabulary refers.
Importantly, different levels of description of a system make available to the
theorist different concepts that he can invoke in his explanation (Medawar,
1973; Putnam, 1973). Which concepts are more uscful to the theorist depend on
what problem he has elected to explain.

What should be the minimal system for a theory of the acquisition aund
performance of skilled activity? At first blush, the actor looks to be the
appropriate unit deserving observation and systematic measurement. With the
actor as the minimal system, the concept of coordination can be judiciously
defined in terms of relatiouships defined over the muscles and joints of the
body. The locus of movement control can be given relatively precise coordi-
nates, namely, the nervous system of the actor. However, in taking the actor
as the minimal system, we adopt a myopic view of the contribution of the
environment to coordinated activity. This is not to say that an actor-
oriented approach to the theory rejects the environment's contribution, but
rather that it detracts from a serious analysis of the environment as the
necessary support for coordinated, skilled movements. An actor-oriented
perspective on skill, with its pinpointing of the actor as the source of
control, encourages the impoverished description of 1nformation about the
environment as seunsory signals whose meaning 1is contributed wholly by the
actor (see Schmidt, 1975).
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Events as Significant Units

The claim we wish to make is that a superordinate system, one that
encompasses the actor, his actions and the enviroumental support for his
actions, 18 the minimal system whose observation will permit an adequate
explanation of the regulation and acquisition of skilled performance. To
anticipate, this minimal system will be referred to as an event. From the
perspective of this system, coordination is a relation defined over the actor
and the environment, and control is the exclusive prerogative of neither.

What should be the tevel of description for this minimal system?
Putatively, the theorist who &ims to explain the acquisition and performance
of skilled activities should select a level of description that is cowmpatible
with an actor's own self-description and with the actor's descriptions of the
environment. The theorist should select a grain-size vocabulary that, in
reference to skilled activity, includes those entities and tunctious that are
regulated by actors and those entities and functions that are regulative of
actors.

Our previcus discussions of coordinated movement (Fowler, 1977; Turvey,
1977b; Turvey, Shaw and Mace, in press) may be characterized as attempts to
select and define an appropriate level of description of acting animals and of
the environments in which they act., We will summarize and elaborate on those
attempts in the remarks that follow,

f Observation in a Theory of Skilled Action

An act perforwed in a natural coutext has two sources of coutrol: oune is
the actor himself, and the other is the environment in which the act occurs.

To achieve some aim, whatever it may be, an actor engages in a systemic
relationship with the environment. That is, he regulates his body in relation
to environmental sources of control such as gravitational and frictiounal
torces. His task, then, i1s quite different from one of producing au act in

VACuo; it 1is to generate a set of forces that, together with the enviroumental

forces i1mpingiug on him, are sufficient to achieve his aim. In the sense of
the jigsaw puzzle metaphor, the forces supplied by the actor complement those
supplied by the enviroument. Furthermore, the actor's aim itself 1is wnot
entirely a product of his own will. Rather, it must be some selection on his
part among the limited possibilities afforded by the enviroument,

In short, we can say that actors and their euvironmeuts participate iu a
larger system that we will call an "event," followiug the usage of Shaw,
McIntyre and Mace (1974). Structuratly described, an event iuncludes the actor
and the environmental support for his actiouns. "Environmental support”
includes the surfaces, objects aud tiving systems in relation to which the
actor governs his behavior and, in addition, the structured wmedia (such as the
ambient light and air) that provide the actor with an event's functional
description--that 1s, with a specification of what 18 happening in the course
of an act.

Two principles derive from the foregoing discussion. First, an actor

coutrols the functional description of an event vather than the functiounal
description of his own body; and secoud, an appropriate observational perspec-
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tive ot a theorist of skilled action 22 & perspective that encompasses events
rather than actors only. The two principles are illustrated 1n the following
example.

Consider a person changing a flat tire on his car. The tive-changing
event includes the actor's removing the spare tive and jack from the trunk of
his car, jacking up the car and replacing the tlat tire with the spare. The
actor's movemeuts in the course of the tire-changing event and his (inferrved)
self-commands to wovement have no apparent rationale 1f they are observed in
isolation. For instance, the rhythmic up and down gestures of the actor's
arms during one phase of the event may be rationalized by an observer only 1t
he recognizes that the armms are operating the handle of the jack and that the
flat tire is being raised oft the ground.

More than simply controlling his own wmovements, an actor controls the
character of the event in which one of the participants is himself and the
other i3 the euvironment. He deems his performance successfal tf he tmposes
his 1ntentions on the character of the event. Put another way, an actor has
achieved his aim if an vbserver's description of the event in which the actor
participates is synonymous with the actor's description of his ilutentions.

In sum, an appropriate observatioual perspective for a theovist ncludes
both the actor and the eunvironment 1n which he acts. A wmore lLwmited
perspective that excludes or minimizes the ecnvironment is likely to remove the
means by which an observer caun either detect the actor's iantent or rvationalize
aspects of his performance.

An Appropriate Level of Description of Eveants, Actors and BEuvirouments

Events have been promoted as the mimimal systems to be observed for the
development of an adequate theory of skilled action. Priwmarily, the grouuds
for this selection are that no systems smaller than events encompass those
entities and functions over which actors exert their countrol. The same kind
of selection criterion may be i1nvoked in & choice of "level of description.”
Having selected an observational unit, 1t 1s necessary to choose a descriptive
vocabulary for it. Again, it seems most appropriate to select a grain-size of
vocabulary such that 1its rveferent eantities and functions are those that
populate the actor's habitat from his observational perspective, because those
are the things with which he deals in the course of his actiouns.

In the next sections we will select a level of description of an actor
and of his habitat. In the case of an actor, our ailm 1s to select a
vocabulary that mimics the effective self-descriptions putatively iuvoked by
actors as a means of controlling their actions. Similarly, our aim is to
select a level of description of the environmental media that is isomorphac
with the grain-size of the i1uformation detected by actors. Hypothetically, a
description of the structured media that captures the signiticant information
for actors is concomitantly a description of the euvironmental entities and
functions that, from the actor's perspective, constitute his habitat (see Shaw
et al., 1974; Gibson, 1977).
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The Actor. An actor can be described exhaustively in several ways where
each "way" 1is defined by the primitive entities to which its vocabulary
refers. These ways are significantly restricted if we assume that the aim of
a theory of coordinated activity is to specify what an actor controls when he
performs an act. In this respect, it is not suprising that no one has ever
devised d theory of coordinated activity in which the primitive units of
vocabulary are the individual cells or molecules of the actor's body.

Presumably, two reasons why neither cells nor molecules have been
proposed as the primitive entities of a theory of action are, on the one hand,
that an actor could not possibly control those microscopic entities and, on
the other hand, that even if he could, he would not choose to do so. For each
cell whose trajectory he wished to control, an actor would have to provide
values for as many as six degrees of freedom.3 It is inconceivable that he
could continuously set and reset the values of the six degrees of freedom of
the millions of cells whose state trajectories are regulated in the course of
an act.

Even if he could control that many degrees of freedom, to do so would
constitute a gross violation of a principle of least effort. The cells in the

actor's body are constrained to act as systems of cells. The degrees of
freedom of these collectives are orders of magnitude fewer than the summed
degrees of freedom of the individual cells in the collectives. A more

abstract level of description of an actor than one whose primitive entities
are cells, captures these constraints on classes of cells by treating each
class or collective as an irreducible unit. Thus "deltoid muscle" refers to a
collective of cells that are constrained to act as a unit.

If an actor exploits an abstact level of self-description on which
muscles are irreducible units, he indirectly takes care of the vast multitudes
of degrees of freedom of his individual cells by directly controlling the many
fewer degrees of freedom of collectives of cells.

What is more, the "muscular" level of description is less powerful, but
in a useful way, than a microscopic level. If an actor were to control his
individual cells directly, he would specify values for their trajectories that
he could never achieve because they violate the constraints on collectives of
cells (for example, the combined trajectories might entail the disintegration
of a muscle). In order to preclude such violations, the actor would have to
know a set of rules for combining cell trajectories. However, he can avoid
knowing anything about these rules if he selects a more abstract way of
describing himself.

We have belabored the obvious point that actors control larger entities
than cells and molecules in order to bring out some reasons why one level of
description of an actor may be more useful to a theorist than another. Let us

3The six degrees of freedom are the values of the instantaneous positions and
velocities of a cell on each of the three spatial coordinate axes.
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summarize these arguments before suggesting a less obvious point--that a level
of description on which muscles are the irreducible units may not be
sufficiently coarse-grained to be useful either to an actor or to a theorist.

Some levels of self-description are impossible for an actor to use
because tHey demand that he provide values for vast numbers of degrees of
freedom. Relatively macroscopic or abstract levels of self-description help
to solve the "degree of freedom problem" (see Turvey et al., in press) by
classifying the entities of the microscopic level and hence their degrees of
freedom. The abstract levels provide one label for large numbers of elementa-
ry units that are constrained to act as a collective. By controlling the few
degrees of freedom of the collective, the actor thereby regulates the many
degrees of freedom of the components. The more abstract description is the
less powerful one, but it is less powerful in a useful way. It allows the
actor to know less of the details of the system that he controls, but to
regulate it more easily and effectively (see Greene, 1969, 1972). Finally,
concepts emerge (for example, "muscles'") at a macroscopic level of description
that do not exist on microscopic levels because the concepts refer to
constraints on, or patternings of, entities that are treated as individuals on
a microscopic level (see Medawar, 1973; Putnam, 1973).

Several theorists and investigators have proposed that an actor controls
roups of muscles rather than individual muscles (for example, Weiss, 1941;
Easton, 1972; Turvey, 1977b). Their reasons for preferring the more abstract
description of an actor are those given above. An actor cannot govern his
muscles individually because to specify values for their total number of
degrees of freedom would be impractical if relevant cost variables are
considered (Shaw and McIntyre, 1974; Turvey et al., in press). Greene (1969)
estimates that there are over forty degrees of freedom in the hand, arm and
shoulder alone, and dozens more 1in the trunk, shoulders and neck.
Furthermore, the relationships between a central command to a muscle, the
muscle's behavior and the movements of a limb are indeterminate both physio-
logically and mechanically (see Hubbard, 1960; Bernstein, 1967; Grillner,
1975; Turvey, 1977b). Commands to individual muscles would appear to consti-
tute an inappropriate vocabulary of control for an actor.

Yet, even if an actor could control his individual muscles, there are
reasons for believing that he would not choose to do so. First, the actor's
muscles are organized into functional collectives. Some collectives, the
reflexes, appear to be '"prefabricated" (Easton, 1972). However, many--those
involved in locomotion for instance (for example, Grillner, 1975; Shik and
Orlovskii, 1976)--are marshalled temporarily and expressly for the purpose of
performing a particular act. There is ample evidence that these systems of
muscles that we have called '"coordinative structures" (Fowler, 1977; Turvey,
1977b; Turvey et al., in press) after Easton (1972), are invoked by actors in
the performance of large varieties of acts (for example, speech: see Fowler,
1977, for a review; locomotion: see Grillner, 1975, for a review; swallowing,
chewing: Doty, 1968; Sessle and Hannam, 1975). The actor's organization of
his musculature into coordinative structures that are especially appropriate
to the performance of a limited class of acts is what we mcan when we describe
an organism as a general-purpose device by virtue of its capacity to become a
variety of special purpose devices.
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The constraints on groups of muscles that organize them into collectives
are different in kind from those on some groups of cells, for instance those
that constitute a bone and perhaps those that constitute a muscle. The label
“bone" refers to a group of cells constrained to adopt a particular
macroscopic form. It seems clear in this case that the constraints have
exhausted the configurational degrees of freedom of those cells. The result
is a rigid body. In contrast, the constraints that yield a coordinative
structure appear to be a kind that Pattee (1973) calls control constraints,
Control constraints, like structural constraints, are classifications of the
degree of freedom of elementary components of a system, but they regulate the

ra]ectorlea of a system rather than its configuration. Hence, a coordinative
structure is a four-dimensional system that may be identified by what it does.

If the actor's vocabulary of self-description or self-control refers to
coordinative structures rather than muscles or, equivalently, if it refers to
the control constraints on this musculature, then apparently his descriptions
«.e functional in nature.

A level of self-description in which the coordinative structure consti-
tutes the elemental unit of vocabulary is less powerful than ome in which
musc les are described but, again, the loss of power is beneficial to the
actor., If muscles are the primitive units of description for the actor, then
he can prescribe combinations of muscle contractions that never occur because
they violate the constraints on groups of muscles. In the terms of Weiss
(1941), the too-microscopic level of description cannot explain why actors
limit themselves to coordinated movements and avoid "unorganized convulsions."
The macroscopic level allows an actor to exploit the constraints on groups of
muscles that putatively limit him to performing coordinated movements.

Finally, on the coarse-grained level of description, concepts or proper-
ties emerge (for example, in coordinative structures) that do not exist on the
more detailed levels of description. These concepts or properties derive from
the constraints on the individual elements of those detailed levels. For
instance, the coordinative structures are nested. This property is well-
documented again for the relatively simple act of locomotion (for example,
Easton, 1972; Grillner, 1975). Each coordinative structure governs an activi-
ty. A nested set of coordinative structures may govern a long sequence of
movements with little detailed executive control being required of the actor.
In fact, the sequence of autonomously generated movements may be indefinitely
long as in walking or chewing or breathing, if the "repertoire" of the nested
coordinative structures regenerates itself cyclically (see Fowler, 1977).

Since many of the coordinative structures are not "prefabricated," the
problem for an actor 1is to marshall those groups of muscles that will
accomplish his purposes. The view of an actor provided by a coarse-grained
dLscrxptxon of him suggests the forming of relevant coordinative structures as
a primary problem of akill acquisitiom,

The Environment in Relation to an Actor

Environmental Affordances. A component of an environment populates an
actor's world only if the actor can engage in some relationship with it that
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has significance for him. More simply, the meaning of the component for an
actor 1is captured by specifying the set of events in which the actor and
component may participate (see Sperry, 1952; Shaw et al., 1974; Gibson, 1977).
These potential relationships between actors and environment-components are
vhat we called earlier the "affordances" of the components for the actor.

We can provide a different perspective on the concept of "affordance” by

reexamining the nature of an event. The character of an event, in particular
its functional description, is determined by the totality of forces exerted by
and on the various event-participants. Among the forces that shape the
character of an event are gravitational forces, which are extrinsic to the
actor, and frictional and contact forces, which are generated by the actor's
encounter with the environment. In addition to these, are the forces that
enable an actor more directly to regulate the character of an event. They are
the forces generated by the actor’s own muscular activity.

Clearly, actors cannot achieve an aim to perform an act by generating all
of the forces necessary to get the job done. Rather, they must contribute to
the totality of extant forces just those muscular forces that will bend the
character of an event in the desired direction.

By hypothesis, the affordances of an environment for an actor, as given
in the structured environmental media, are the sets of forces (of adaptive
significance to him) that the actor can generate in collaboration with the
extant forces, and the relation to the environment. The totality of forces
that the actor selects from among the potential ones defines his intent. For
a skilled actor, the intent becomes, through his muscular efforts, the
functional description of the event.

The Structured Media. The structured media, that is, the ambient light
and air, etc., apprise actors of the properties of an event; they are said to
contain information about events in the sense of specificity to events.

The media are components of an environment that, relative to other
components, are compliant. Thus, for example, when light contacts some
surface, the light but not the surface is significantly altered. In particu-
lar, the amounts of light reflected from a surface in a given direction and
the wavelengths of the light are specific to various properties of the
surfaces; the slant of the surface relative to the source of radiant light,
its composition and so on. Hence the light, on contact with the surface, is
constrained (or is patterned) in its subsequent behavior by the properties of
the surface. Furthermore, the patterning of the rays of light is specific to
the source of its patterning. Therefore, the structure in the light is
isomorphic, though abstractly so, with the properties of the structure's
source. Just as an environment is constituted of nestings of entities and
functions, a medium contains structure of various grain-sizes. However, the
structure of interest to an actor and to a theorist is only that which is
specific to, or isomorphic with, the properties of the event in which the
actor is participating. The environmental entities and functions that are
specified to an actor by the structure of a medium are just those whose
properties are of adaptive significance to him.

137




We believe that this is a crucial observation. The light to an eye 1is
amenable, as is the actor himself, to various levels of description (see Mace,
1977). Typically, as Gibson has noted (for example, 1961), theorists take as
their unit of description the individual ray of light that has only the
properties of wavelength and intensity. The individual rays are meaningless
to an actor; pursued through his nervous system, they excite receptors on the
retina and are transformed into still-meaningless 'raw" sensory signals (for
example, Schmidt, 1975). They are supposed to acquire significance only as
the actor learns to assign meaning to them via the efforts of his community of
coactors who provide him with "knowledge of results."

This view is fostered by a too microscopic level of description of the
light and of its neural consequences. In particular, it is too fine-grained
to represent what in the light is genuinely informative and significant to an
actor, just as the levels of description of an actor in which cells or muscles
are the descriptive units are too fine-grained to capture the properties of
the muscle systems that actors exploit. That level of description of the
light that considers only two variables (intensity and wavelength) fails to
capture any of the constraints on the paths, spectral compositions and
intensities of bundles of light rays that are specific to (and hence that
specify to a perceiver) the environmental sources of the constraints. In
contrast, if the sensitivity of perceptual systems is not to the microscopic
properties of a structured medium, but rather to the constraints or to the
structure itself--that is, to a macroscopic level of description of the
medium-~then actors need not learn to manufacture a significance for stimula-
tion. The meaning or significance is the set of properties in the environment
that structured the light and therefore, that are specified by it with
reference to an actor.

Other investigators have cataloged some of the iuformation in the
structured light available to an actor (for example, Gibson, 1958, 1961, 1966,
1968; Lee, 1974, 1976; Turvey, 1975, 1977a, 1977b). Here we provide only a
brief description, but one that is sufficient for our later consideration of
the role of higher~order variables of stimulation in the control and acquisi-
tion of skilled acts.

The patterning of the ambient light to an eye provides an actor with
information about: (1) the layout of environmental surfaces and objects, (2)
what is happening in the course of an event, (3) what is about to happen and
when it will occur, and (4) the possibilities for control by the actor over
what happens. We will consider each in turn.

Information About Layout Provided at a Stationary Point of Observation.
The optic array is the set of light rays that reflect off of environmental
sur faces and converge at all possible points of observation in the environment
(Gibson, 1961). The portions of the array that converge at a single point of
observation may be described as a nested set of "visual solid angles"4, A
visual solid angle is a closed sector of the array with its apex at the point

4Gibson, J. J. (1972) On the concept of the "Visual Solid Angle" in an optic
array and its history. (Unpublished manuscript, Cornell University).
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of observation. It is set off from its neighboring angles by differences from
them in the intensity and spectral composition of its component rays by light.
Each visual solid angle corresponds to a component of the environment where a
component may differ from its neighbors in shape, slant relative to the source
of illumination, distance from the observer, and properties of its material
compositiori that determine its spectral and nonspectral reflectance.

Some properties of the environmental correlates of a visual solid angle
are specified by the angle's cross-sectional shape, its intensity, and its
spectral composition. The borders of an angle typically correspond to the
edges of an object in the environment.

Visual solid angles are nested because environmental surfaces and objects
are textured. That is, the structure of an environmental surface or object is
specified by a corresponding patterning of visual solid angles in the optic
array.

More information about structure, as well as information about change, is
given in a transforming, rather than a static, optic array.

The Structural and Functional Descriptions of Events Given by a
Transforming Optic Array. According to Pittenger and Shaw (1975), two kinds
of information exhaust the information-types provided by the structured media
of an event. A structural invariant is information about shape or, more
accurately, about persistent identity that is preserved across (physical)
transformation. A transformational invariant is information about physical
change that is preserved across the different structures that may support the
change. (See also Turvey, 1977a). These two kinds of information provide an
actor with an event's structural and functional descriptions.

As an actor moves through an environment, he continually changes his
observational perspective of it. If (solely for convenience) we describe this
continuous change of perspective as a succession of discrete changes, we may
say that the moving observer successively intercepts new observation points as
he moves. The optic array at each of these fictitiously abstracted observa-
tion points constitutes information about layout of the sort described in the
preceding section. The information at one observation point may or may not be
sufficient to specify unambiguously to an observer the layout of environmental
surfaces and other components relative to him. However, there is only one
environmental layout that is consistently possible across a set of connected
obgservation points (Gibson, 1966). More accurately, the layout of environmen-
tal surfaces that is given in a transforming optic array is just that one
layout whose persistent identity is specified throughout the transformation.

A global transformation of the optic array is effected when an actor
changes his perspective on the environment. What is invariant (or what has
persistent identity) across perspectives is the environmental layout. What
changes with the observation point is information about the actor's perspec-
tive on the environment. That is, a global transformation of the optical
structure is effected by the actor's movements and continually provides
information on his relationship to the components of the environment. In
short, global transformations of the optic array are specific to an observer
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and to his path through the environment (Lishman and Lee, 1973; Lee and
Aaronson, 1974; Lee, 1976; Warren, 1976).

Now consider object motion from a stationary perspective. As an object i
in the environment changes its location relative to a stationary point of
observation, its corresponding visual solid angle in the optic array undergoes
transformation. The nature of the changing relationship between observer and
observed is specified, in part, by the nature of the angle's transformation t
(that 1s, by the symmetrical or asymmetrical magnification or minification of
the angle's cross-sectional area). More than this, it is also specified by
the angle's progressive occlusion and disocclusion of those components of the
optical structure that correspond to foreground and background components of
the environment (Gibson, 1968).

For example, as an object approaches an observer head on, the cross-
sectional area of the corresponding visual solid angle at the place of
observation expands symmetrically. The bottom or leading edge of the angle
progressively occludes foreground optical texture, while the top, or trailing
edge, disoccludes the optical texture corresponding to the object's back-
ground. The lateral edges effect a shearing of optical texture.

Both kinds of transformation (that is, symmetrical magnification of a
visual solid angle; occlusion, disocclusion and shearing of optical texture)
specify motion in a restricted part of the environment and, in the absence of
additional information that the actor 1is pulling the object towards him,
specify motion due to forces extrinsic to the actor.

The Specification of Future Events. If an actor approaches a barrier or
other object head on, the visual solid angle corresponding to it undergoes
symmetrical magnification. 1Its rate of magnification specifies the actor's
rate of approach. The fact that the magnification is symmetrical indicates to
an appropriately attuned actor that he will collide with the barrier if the
current inertial conditions continue. (A nonsymmetrical expansion indicates,
depending on the degree of asymmetry, that the actor will bypass the barrier
or that he will collide with it to the left or right of its center.) More than
the fact of imminent collision, Schiff (1965) and Lee (1974, 1976) show that
the time-to-collision is also specified to an observer by the transforming
optical structure.

Thus, the macroscopic patterning of the transforming optic array provides
the actor with information about what is currently happening and with

information about what will happen if the current conditions persist (sce Lee,
1976).

The Affordance Structure of Events. Of major important to an actor
attempting to impose his intentions on the character of an event is informa-
tion that prescribes to him the directions in which his contributions of
muscular force can alter the current inertial conditions. To take a simple
example: when we say that a surface affords locomotion for an actor, we mean,
in part, that the ambient light (or some other structured medium) specifies to
the actor the nature of the reactive forces (the frictional and contact
forces) that the surface will supply, given his attempts to walk on it.

by
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Information about the rigidity of a surface and about its slant and composi-
tion is concomitantly information about the surface's potential to participate
in an event that includes the actor's walking on it.

This information is only information about walk-on-ability in relation to
additional information about the actor's somatotype, however. That is, the
affordances of a surface (or object) are the events in which the surface and
the actor may participate, and they are contingent on the properties of the
surface considered not absolutely, but relative, to properties of an actor.
Hence, to detect the affordances of an environment-component, the actor has to
detect body-scaled information--that 1is, information about the component's
properties relative to his own.

Lee's (1974) analysis of the optical information available to a locomot~
ing observer indicates, that information about the position coordinates of
objects in the environment and information about the actor's rate and
acceleration of movement are provided in units of the observer's own height.
Is it possible that information about the actor's general build and perhaps,
therefore, about his potential to contribute to the forces governing an event
is provided in global transformations of the optic array? When he is walking,
there are global transformations due to his sinusoidally shifting center of
gravity. The extent of shift in the left-right and up-down directions as well
as in the direction of walking may correlate with an actor's size and weight.

These shifts in the center of gravity effect rhythmic changes in the
horizontal and vertical distance of the actor's head from components of the
ground plane. Hence, the actor effects a transformation of optical structure
that is specific to his rhythmically changing perspective on the environment.
If the transformation in turn is specific to the actor's somatotype, it also
provides information about his potential to contribute muscular force to an
event,

Concluding Remarks: Increasinj_ Controllable Degrees of Freedom so as to

Secure Certain Reactive Forces

We began by selecting an observational domain for a theory of skilled
action that we labeled an "event." We considered events to be the minimal
observational domains that include, on the one hand, all of the entities and
functions over which actors exert their control and, on the other hand, the

entities and functions that are regulative of actors. Following that, we
selected compatible descriptive vocabularies for the different components of
an event. Our selections are more coarse-grained than the vocabularies

typically adopted by theorists of skilled action. However, we defended them
on the grounds that it is precisely the patternings over microscopic entities
and functions that are signified to actors and not the microscopic components
themselves.

Our method of selecting the descriptive vocabularies was one that
fractionated the event into its components. We will conclude this section of
the paper by reconstructing the event concept and by describing one way in
which it enriches a developing theory of skilled action and skill acquisition.
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One orientation to coordinated activity, as cited above, is that acts are
produced through the fitting together of sutonomous subsystems (coordinative
structures), each of which "solves" a limited aspect of the action problem.
In this orientation, the actor’s plan, that is, his abstract self-description,
is regarded as the specification of that which remains when the contribution
of the autonomous subsystems is subtracted out. The action plan supplies the
coordination that is not supplied by the coordinative structures.

Precisely what is it that coordinative structures supply? One answer
might be that they autonomously supply certain relations among various parts
of the body. The difficulty with this answer is that, left unqualified, it
steers dangerously close to an "Air Theory" formulation (see Gibson, 1950) of
coordinated activity in which the actor, for all intents and purposes, 1is
construed as suspended in a vacuum oblivious to external environmental forces.
An "Air Theory" formulation speaks more to the mining of coordinated activity
than to coordinated activity itself, for coordinated activity requires envi-
ronmental support for its proper functioning.

Necessarily, an event perspective expresses the contribution of the
environment to coordination. Coordination in the event perspective is defined
not in terms of biokinematic relationships (that would be so if the actor were
taken as the unit of analysis), but in terms of relationships among forces,
those forces supplied muscularly by the actor and those supplied reactively
and otherwise by the environment. The surfaces of support, the participating
structures (such as other actors, striking implements, etc.), the biokinematic
links and gravity, provide the actor with a large potential of reactive
forces. This emphasis on what the environment provides characterizes the
event perspective as a "Ground Theory" formulation of coordinated activity:
an activity cannot logically be separated from its environmental support.

Consider environmental surfaces. These afford reactive forces that are
opposite and approximately equal (although not always equal; it depends on the
composition of the surface) to the forces generated by muscle activity. Thus
in walking, the actor secures by his muscular efforts reactive forces that
propel the body forward at one moment and restrain the forward wmotion of the
trunk at the next. In leaping a high barrier, the actor applies his muscular
forces in such a fashion as to secure reactive forces that are more nearly
vertical than horizontal.

0f course, when the actor is not in contact with a supporting surface but
is moving in the air, then the equal and opposite reaction to a motion of
parts of the body occurs within the body itself. Swiftly moving the arm at
shoulder level from a sideward to a forward position will rotate the body
about its longitudinal axis in the direction of the moving arm. This aside
bears significantly on the contrast between the actor/air theory formulation
and the event/ground theory formulation in that the same movement performed
when the body is in the air and when it is in contact with a rigid surface
secures very different reactive forces with very different coordinative
consequences.

Consider biokinematic chains. These obey the principles of kinematic
chains in general; for example, a controlled movement of one link of the chain
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Figure 1: The jigsaw puzzle metaphor.

task ) Progrom 1 task 1
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Program 5 : .
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Figure 2: Two kinds of general purpose devices. The one on the left accepts
only one program and generalizes that program across a variety of
tasks. The one on the right accepts a variety of programs, one
program for each of a variety of tasks.
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Figure 3: Exemplary solution strategies for two Krinskiy and Shik problems.
The starting coordinates represent the angles of the subject's
joints at the outset of the task and the target coordinates
represent the values which minimize the function.
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Figure 4: An individual control system.
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Figure 5: A stack of control systems: three first-order systems nested under
one second-order system.
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Figure 6: Movement strategies of the computer model (compare with Figure 3).
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will be accompanied by relatively uncontrolled movements in the other passive
links of the chain. Obviously, for a biokinematic chain such as an arm or a
leg, muscular forces are not the only forces acting on the chain; besides
gravity there are the kinetic energies and moments of force that necessarily
accompany movements of the individual links.
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