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ADAPTIVE KAUVII* TYP E ESTIMATION APPLiED TO IMAGE PROCESSING~ t ,

by

A. Radpour, V. Ingle, H. Kau~ an, and 3. bloods
El ectrica l and Systems Engineering Oepar~~nt .

Because of the stochastic and nonstatlonary nature of image processes , an adapt~~~~~~~~~~~~~~~

R.nsi.laer Polytechnic !nstituts
Troy, New York 12181

Abstract

estimation algoritimi is proposed and evaluat d for on—line filtering of an Image
scanned In a raster pattern. This algorltlaii combines a least squares parameter
Identification procedure with a two—dimensional reduced update Kalman filter .
Results using an Image with a 3 dB signal to noise ratio indicate that this adaptive
algor1tY~ is very effective for image restoration.

1. INTRODUCTION More recently various recursive algorlttmis have
been derived which permit a more efficient realiza-Digital processing of images has in recent years tion (5] , (8].

become both economical and practical. Most sophis-
ticated Image processing is performed off—line on The methods discussed In [5] and (61 are however
large machines because of the large manory and corn- recursive in only one direction and therefore do
putatlonal requirements of the largely used non— not fully attain the efficiency of true 2-0 recur-recursive methods. In particular for the image sive processing, where the recursion Is in both
estimation problem, classical nonrecursive techniques dimensions. In (7] a method is presented for such
involve operations with large matrices and their recursive processing for scalar observations from
Inverses and are hence not suitable for re l-time a raster scan of a 2—0 data set. Recent results
applications which might Include: however (9], point out errors In the derivation In

[7] casting doubt on the validity of the entire
1. Restoration of noisy images after reception method.

on a low power transmission link.
More recently Woods and Radewan [10] have proposed

2. Pictures arising from low light level Imaging the rnduced update Kalman filter as a means for
where background sensor nois, significantly alleviating the computational problems which had
contributes to the output signal. precluded the Implementation of 2—0 estimation

algorittins . This filter was shown to be optimom
3. Reception of a decoded DPCN image which re- in the sense of minimizing the post update meansuits from a maxinun-likelihood decoding square error subject to the constraint of updatingtechnique. only the ‘nea~~y~ previously processed picture

elements.
4. Processing of non-Image two—dimensiona l (2-0)

data for noise reduction prior to display in It should be noted however that the reduced update
Image format. Kalman filter and other proposed pixel estimation

procedures require an autoregressive type model
The use of digital computers for image estimation whose coefficients must be determined from some
or as it Is more popularly called image restoration available set of similar images (II]. Since suchsta rted In the late 60’s. The classical method due sample Images are not always available and since
to Heistrom (1] was presented in 1967. Many varia— images in general are nonstationary m d  not neces-
tions on this original method were proposed (2], sarily true autoregressive processes, It Is Inter-
(3], (4]. However they all shared the ~~~ for esting to consider the Implementation øf anmanipulating large arrays with the attendant need apaptlve 2-0 estimator. Such an adaptive estimatorfor large general ~~pose computers. (analogous to an adaptive controller ) would consist
________________ of an Identification algoritte, which calibrates the
‘This research sponsored by the Air Force Office of picture model coefficients used by the Kalman
Scientific Research, Air Force Sys tems C~~ and, estimator. One such configuration recently pro—
USAF, under Grant No. 77-3361. The United States posed by Keshavan and Srinath combines the idefiti-
Govermeent is authorized to reproduce and distri- fication of a 2-0 interpolative model with a sub—
bute reprints for Govermeental pdrposes not with— optimal estimation a1gorit)~ (12]. Although their
standing any copyright notation hereon. resulting image enhancement was rather impressive.

their proposed procedure does not appear suitable

78 0 6 2 7 07 3 Approved for public r.leaU(distribution unlimited,
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I
on—line 1.plementatlon with a raster type scan- s(m,n) • C s (.-l ,n) • w(.,n) ,  (3)

ning system. furthermore, their proposed model has
a limited amber of variable coefficients, and the r(m,n) • 

~ 
s(m ,n) + v(m .n) (4)

Identification does not tobe into account any
ncnstatlonarlty In the Image process. Thus, the Kalman equations with the above Interpre-

tation of the $ vector can be I ediatcly written
Consequently towards the goal of developing an down. The difficulty with these equations is the
adaptive estimation algorithm suitable for on—line emount of computation and memory requirements
implementation on a raster scan of nonstationary . associated with them. By limiting the update pro-
images, this paper discus sos the use of various cess to only those elements ‘near’ the ‘present’
plr eter Identification algorithms for adapting point, the Computation can be greatly reduced. The
the model used by the reduced update filter ~~~~~~~~~ 

resulting reduced update Kalman filter equations
oped in (10]. In general it can be concluded that can be written In scalar form as given beiow. For
adaptation of the model results in a significant details see (10]. In these equations, the super—
reduction in the ras error between the true and scri pt indicates the step in the filtering, while
estimated pixel intensities , the arguaent represent the position of the data on

the NXN grid. Subscript ‘a’ and ‘b’ indicate
In order that the reader obtailS a complete descrip- ‘after” and ‘before’ updating, respectively.
tion of the algorithms, the reduced update filter
Is si arized In Section 2 followed by a descrip— State Prediction and Update:
tion of the parameter identification procedures in
Section 3. Experimental procedures are then des— ;~

m,n) m.n • 
~ 

c
~~~~~ ”~~

s_k .n_t (5)
cribed in Section 4, wIth results and conclusions
presented in Sections 5 and 6 respectively. ~ m 1fl)(1,j) •s~~’~~(i,j) + K(m~

n) (m_ i ,n_j).

2. REDUCED UPDATE KALIIAN FILTER (r(m ,n) - 
m.

~~(m,n)],(i .j )c~~~
hl (6)

In one dimension, the Kalman filter offers an Error Covariance and Gain:
attractive solution to the linear filtering and pre— (m..l ,n)
diction problem. The extension of one-dimensional ~~~~~~~~~~ • ~~~~~~ (m-o ,n—p;k .L) 

~Kalman filtering to two dimensions requires not only
a suitable 2—0 recursive model but also an enormous
amount of data storage and transfer due to the high (k.L) C_2.~~.

n) (7)
dimension of the resulting state vector. Hence a
straightforward extension is of limited success, R~~

L) (m ,n;m,n) — ~~~~~~~~~~~~~~~~~and thus it becomes desirable to consider computa-
tionally effective approximations. Here one such + (8)
approximation, the 2-0 reduced updat Kalman filter
as presented In (10] is reviewed. where3~ Is the support of the state vec tor
To illustrate this approach, consider the scannIng
of a discrete 2—0 fIeld on an NxN regularly spaced R~

m
~
1)(i.j;k,L) • R~~

”)(I ,j;k.L) —
lattice. Since the scanning operation does not
qualitatively affect the results, a raster scan is R~

m.n)(m,n;k,L),
m,n) ~~m,n) fassisied. (i,j)s~~~ ;(k,t)c

To be considered Is a signal which Is Markovian and
given by a nonsy ietric half-plane (NSHP) recursive 

K(m~
n)(I,j) R~

m.n)(m ,n;I ,j),tR~
m
~
fl)(m ,n~~,n)model.

s(m,n) •
~~ 

ckt
s(m_k.n_L) • w(m ,n) (1) + 

~~~~. 
(i,j)c (10)

where w(m,n) is a white Gaussian noise field and Further reduction In computation can be obtained by
is an NSIIP, I.e. (m>O, n ]U  (m<O , n>O]. It computing (7) a~ (~

) In a fixed size region,
is further assimed that this model Is (llxM)th order. smaller than3 ‘ ‘. Such a region will be writ-

ten as j” (m In~~($~~ Figure 1).The observation model is
r(m , n) ‘ s(m,n) • v(m,n) (2) 3. IDENTIFICATION ALGORIT)*6

where v(m ,n) is a white Gaussian sourc e. Using the The implementation of the reduced update Kalman
scanning operation the 2-0 problem is transformed filter algorIthm (5-10) requires the knowledge of
into an equivalent 1—0 problem by defining a state the CkL ’ S in (5). In the following, various
victor of N(N4.l) components: algorithms are sugested for identification of these

j(m,n) • (s(m,n), s(iu—l ,n),...,s(l ,n); unknown parameters. To this effect,If the CkL ’$
sUl,n—l) .. s(1,n—l);...;s(N ,n—M) ,...,
s(a.M ,n~M]t are ordered into a colian vector ~~. (1) can be re-

written as:tlwn (1) and (2) can b.put into the foriu,

~IH-

~~
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: s(m,n) • cT~ (m,n) + w(m,n), (11) K K twhere is the portion of the state vector ~ in j•1 •~ 
r.10,J) ~~(i ,J)] l

the model ’s active luemory, I.e., the pseudo-state K Kvector (10]. 

~—l ~ E.1(i ,J) r(ij)3. (14)• Images are, In general, non—homogeneous and hence Ui
the elements of C are spatially variant. Ideally, As a variant to help reduce the effects of bias,then, a £ vector should be found for each pixel the measurement noise variance times the unit(m,n). matrix was subtracted tram the first si ation• prior to inversion.Thus at selected intervals an estimate c for thecoefficient vector at point (m,n) may b~ determined 3. Fixed memory, general least squares.fj~, I.e.,so as to minimize the general weighted least squars
Index: W(i,J’m,n) — 1.

I

J))2, W (I,Ja,n) Jtm,n — (i ,iIi ,i c a region similar in form to~m,n t~j~~~~
(r(i.J) CT~~(i , 

~~ shown in Figure Ib]. The memory Is said tob~~ f order (LxL) if the numbered pixels to the(12) left, rig ht, and abov e pixel (m,n) Is equal toL . Because of problems inherent to the develo p—where r is the victor of Measurements (fi’om eq mart of a ricurs ive implementation, a non-(2)) o~~ 1 andJt is the data histo ry over
which the index i~’~o be minimized at point (m ,n) , recur sive algorithm was used .
and w(i,Jim ,n) is a fading memory weighting factor. 4. FadIng memory least squares fit, i.o.,
The varianc e of the plant noise (w(m,n) of (l))was W(i,J;m,n) • exp( —e Im ..fI .i~ n_j I)
estimated usi ng: 

~~m,n was the same as for case 3 in order to
Simplify computation.

0~(m,n) • 
~~~~

-_ 
~~~~~~~~~~~~~~ 

- 

4. EXPERIMENTAL PROCEDURES
(13) The noise free image as shown In Figure 2, is a128 x 125 image data fi eld. Additive measurementwher e N ,~ is the number of points in the data noi se w(m,n) was simolated using a Gaussian whitenoise generating subroutine. For siieulation pur-listory and - 

.. 3u~toent constant chosen poses, a 3 db signal to noise ratio was used, with~~irIcally to account for the error In using r and noise variance equal to 1442 givi ng the picture~ rather than s and 
~~~. Although minimi zation of shown In Fig. 3. These parameter values and as—(12) Is kncwn to yield biased estimates it was soci ated plant noise were passed on to the reducedfelt that In vl si of earli er work (13] , such an update Kilman filter. From previous experiments ,approach might yiel d acceptable results. Present the r.qu1red~~~ andT~ regions were chosen asefforts are however being devoted to the study of shown In Fig. 4. Boundary conditions for eqns.techniques, such as that proposed by Kotob and (7), (8) , and (9) were assumed to beKaufhan (143, which ts ke into account the bias diagonal while those for (5) and (6) were assumedcaused by the Interaction of the noise in both r to be zero. Though the parameter and gain valuesand 

~~~

. were changed acro ss the boundary of each block Inthe filtsr , no detectable edge effects were notedFor purposes of comparison , the followi ng Identi - in the estimated image.fication algorithms were tested:

The estimated image was then compared with the1. Infinite memory, general least squar es , i.e., noise -fr ee data , and evaluation was based uponW(i,j;a ,n).I~ .fl~, ,‘ (1,,fllci<., l~,1<N—l; the estimation Index,i.I, 1<1’s— i ,
Recursive updates were used. 

j  ~~~~~~ ~ ( ( J ,j) - S(~,~)) 2 (15)
2. InfInit, memory, general lssst squares fit

over distinct square block s~~ ants of the where s(i ,J) Is the true pixel intensity and (i ,J)picture of dimension KxK, I.e., W(i,jm,n)—l . is its reduced update estimate based upon the• (i.iIi Jc selected block Identified model and 7tls the total number of
pixels. Also considered was the IdentificationIn this case the estimate vu computed after residual index,receipt of the entire block by:

~ irI I (r(m ,n) ~
T (m ,*)j~ (m ,n) ) 2 (16)

m n
computed at point (i ,J ) for c.
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5. RESULTS 
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6. COISCUJSION
tnitid’lly In order to evaluate the various identi- Basidupon the preceding results, it can be con—
ficatlon algorithms only tuo (32 x 32) blocks in eluded that a fixed memory least squares parameter
the mouth-chin area of Fig. 3 were processed. Re -identifier used for adaptation of the modal in a
suits si arized In Table 1 show that: reduced update too—dimensional Kalman filter is

o AU algoritlme reduced the estimation the present time are efforts directed towards:
very effective for image recovery. Under study at

variance’ J we ll below the observation
noise variance of 1442. . Removing the bias in the parameter estimates.

The study of simultaneous parameter and pixal
o Infini te memory recursive least squires estimation (e.g., via extended Kalman filter

is not satisfactory because of the non- and/or quasilfnearization).
stationa ry nature of the image. . Implementation of a fixed memory ftlter -

through the use of a stochastic dynamic
o A data history of order larger than (3 x 3) parameter model .

Is needed to reduce the effects of measure-
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