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EXECUTIVE SUMMARY ﬂ l
N)

For system performance estimation and the inter-
pretation of measured data, there is a need to predict and
simulate the statistical properties of the response of a
horizontally-directive acoustic array to ambient noise.

In current use in the Navy there are a number of such
"beam-noise" models which predict the properties of noise
caused by the dominant, prevailing source at low frequen-
cies: surface shipping. The objective of this study is

to review these models in some detail and then to recommend,
for specific applications, approaches which utilize the
best features of each model.

Nine Navy-sponsored models were thus investi-
gated, and all were found to be based on the fundamen-
tal hypothesis that the beam noise is the convolution of
the array beam pattern with the sum of intensities from
the individual ship sources. The models are then distin-
guishable by their treatments of the ship sources, the
tranamissidn loss (TL), and the array's response. Two
categories were natural: Analytic models which calculatse
the statistical properties of noise directly from those
of the components (source level, TL, et¢); and Brute-
Force models which use simulation or Honte Carlo techniques.
The ability to calculate statistics over all possible val~
yes of a parameter (e.g., ship locations for a given den-
sity, all possible source levels), or over values which
might occur in a short time pericd (uay 24 hours) led to
a second type of classification: "grard" and “short-term"
ensembles.
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The nine models have been reviewed and are des-
cribed in terms of approach, treatment of ships and TL,
receiver submodel, implementation, advantages, and short-
comings. Tables are given to summarize these findings.

R e e e e i
. .

For various applications of beam-noise models,
the statistical quantities and types of ensembling re-
quired have been proposed (e.g., first-order statistics
with full ensembles, or multi-array statistics), and
the most promising models and techniques are identified
for each. General recommendations for a LRAPP approach
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are.

(a) For fully-ensembled first-order statistics,
use an automated version of the USI Analy-
tic model.

(b) Use the BTL Analytic model formulas to
obtain bounds on temporal statistics and
to determine dominant parameters for the
full ensemble.

(¢) For details of fluctuations, including
effects of beam patterns and TI variations,
measurement interpretation, detection stu-
dies, use the best of the Brute-Force models
or a synthesis.

(d) For multibeam correlacion, use BTL formu-
1as for bounds and & Bruce-Force model

for details.

(e) Further investigation is required in a
number of problem areas common to all of
the models: Ship Information (Inputs),
Wind Noise, Model Evaluation, Statistics
Appropriate to Dynamic Array and Detector
Simulation.
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Section 1
INTRODUCTION

This report presents a critical review of a
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number of the approaches currently used within the Navy

for modeling the statistics of low-frequency beam noise.
It concentrates on the underlying assumptions, the type

and resolution of required input, and the extent of the

statistics modeled. The objective is to arrive at

recommended conceptual models, which utilize the best

features of those reviewed, for specific applications.

"Beam noise" in this paper means the processed

gt it poit

response (ocutput) of a "beamed system” to ambient sea
noise. A "beamed system" is an array with horizontal
directivity and a beamformer which responds to plane waves
in accordance with a '"conventional" iorizoatal beam pattern

(main beams and sidelobes). It is assumed that the system's

temporal processing includes both narrowband filtering
and incoherent averaging, so that the system output is
proportional to an incoherent average of noise intensities
in a narrow band. Since we focus on low acoustic fre-
quencies, the models reviewed coacentrate on the fluctua-

tions of the surface-ship compoment of noise.
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Nearly any of the models which predict mean beam-
noise levels (TASSRAP, RANDI, FANM, etc.) can also in theory
be used to predict statistics or time histories via multiple
runs with inputs varied appropriately (ship densities or
locations or source levels, transmission loss, beam pat-
terns). However, this review considers only those models
which are designed and structured to yield the statistical

properties of noise:

A- USI Model (Underwater Systems, Inc.)

B~ BTL Model (Bell Laboratories)

C- BBN Model (Bolt Beranek and Newman, Inc.)
D- WAGNER Model (Wagner Associates)

E- NABTAM Model (ORI, USI, NORDA, et al)

F- DSBN Model (Science Applications, Inc.)
G- BEAMPL (NORDA)

H- SIAM I (NRL)

I- SIAM II (NRL)

Each of these is described in Section 2, while Scction 3
summarizes their attributes and makes recommendations for

the synthesis of a model for LRAPP applications,

Since many of the models are without up-to-date
documentationr, the author (or party responsible) was asked to
review a draft copy of the section of this report which
dealt with his particular mode!. The reviewers were as

follows:




f‘ ' Model Reviewers
i i
5; USs1 R. L. Jennette
§ Underwater Systems, Inc.
T i
_ BTL J. Goldman
g 1 Bell Laboratories
i
g ]
b 4 BBN M. Moll
éz l Bolt Beranek and Newman, Inc.
i WAGNER B. J. McCabe
: l Daniei H. Wagner, Associates
*
i NABTAM J. J. Cornyn
NORDA
l and
E. J. Moses
{ Operations Research, Inc.
g BEAMPL /DSBN C. W. Spofford
R. G, Sticglitz
T Science Applications, Inc.
i
s
SIAM I S. C. ¥ales
Naval Research Laboratory
and
S. ¥. Marshall
NORDA
SIAM 1} S. C. VWales

Naval Research Laboratory
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Written comments were received from each reviewer,
and corrections have been incorporated in the text where
appropriate. The authors of this report appreciate this
cooperative effort to make the model descriptions as

accurate as possible.

The remainder of this introductory section des-
cribes in brief the various fluctuation mechanisms, defines
beam-noise fluctuation parameters according to time scales
and ensembling, and identifies the general approaches to

modeling noise statistics.

1.1 FLUCTUATION MECHANISMS, TIME SCALES AND ENSEMBLES

Beam noise fluctuations are the result of any
of a number of mechanisms. At low frequencies the dominant
prevailing sources of ambient noisze are surface shipping
and wind action on the sea surface, so that the mechanisms

include: °

(A) surface ship movements on and of{ the main

beams, and in the sidelobes.

(B) wvariations in average transmission loss
(TL) from ship source to receiver cause?
vy source/receiver (S/R) motion in a

variable enviroaoment and changes in S/R

separation,

1-4
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(C)

(D)

(E)

(F)

fluctuations in the detailed TL caused by
environmental variability and, for narrow-
band noise, S/R movement through the multi-

path interference field,

array response variation, from array dis-

tortion or signal processing artifacts,

surface-ship source level fluctuations,
both from changes in ship aspect and from
fluctuations in the short-time averaged

radiated noise itself.

variations in wind-generated noise, caused
by changes in the environment, wind speed

and direction.

None of the models reviewed explicitly treats all of

these. If we disregard time scales, system details, and

ensembles for the moment, then the mechunisms believed

to be most important and modeled most often are ranked in

order above.

The fluctuations aad directionality of wind

noise (F) may be very important in some circumstances,

but littie is known about them and the ande's considered

do not predict them.

1-5




In order to properly compare and assess the beam
noise models, we must better define tha quantities to be
estimated - the beam-noise statistics. Assuming that the
model output is to be used tc assess system detection per-
formance and aveiding a treatise on detectors, we simply

state some typical applications of beam-noise description .-
- 1instantaneous detection probability

- cumulative detection probability in several

hours or a day

- distribution of holding times or non-~holding

times in a day,
and some corresponding beam-noise “statistics':

- distribution of beam-noise level over a short

time period (minutes to an hour)

- statistical dependence of noise at points in

time separated by minutes to hours or a8 day,

-~ distribution 0f beatn free times, over hours

or a day,

- distridbution ¢f time intervals for which noise

is below a threshold, over aa hour or a day.




Now, each of these statistical distsibutions or correlation
functions is based on a temporal "average" over the time
period specified. For example, if beam noise was observed
as a time series N(t), then its distribution function over
period tl <t < t2 is simply the distribution function of
the set of points {N(t)| t; <t ¢ t,} with each point in
time (tl, tz) equally likely ; Fn(X) = P[N(t) < X for

ty £t < t,]. In estimating such a distribution function

1
with a noise model, the environmental and noise-source
conditions can change only as much as would be observed

in thattimeperiod'(say, tl.: t < tz). In most applications,
the system performance is to be described for an ensemble

of conditions, e.g., over all ship distributions consis-
tent with some average densities, or over transmission

loss conditions occurring in a week or throughout a geo-
graphic area. The appropriate quantities to be estimated

by the noise model are then the ensembie of the time sta-~
tistics discussed above, e.g., the set of distribution
functions {FN (X)}I generated when the ensemble of condi-
tions is consfhered (denoted by an index set I). If short-
term statistics are desired, then it is usually a mistake

to "average" over the ensemble. Again, as an example,

suppose that over given conditions i, the noise distribu-

tion function FN (X) is normal with mean Uy and variance
i

L B




012. These are the quauntities which determine detection

probability. If the ensemble of conditions is indexed by

a finite set i€l, then the ensemble distribution function

FN(X) is found as

FN(X) = P(Ni(t)ix over all t and 11,

- Z P(Nio(t)fl‘{liaio] P(1=1)

1 n
= 35 PN, (t)<X]
N &y POy (DX

i.e., ¥ ... 1is the average of the distribution functions

,‘-;\.-
of the FN , 18 no longer normal, and may have a very large
I
02 - larger than any of the individual oig. This type of
result can be very misleading in the calculation of detec-

tion probabilities.

. The usual probabilistic treatment of the time-
average/ensemble-average problem is to use assumptions
about the ergodicity (and hence stationarity) of a noise
process N(t,i) (a time series for each i€¢I, a random
variable over the ensemble i€l for each fixed t). In that

cuse, "long" time averages, over many independent samples,

and ensemble averages are equivalent:

1-8
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P(N(t,io)gx, over all t]
= P[N(to,i)fx, over all 1i}.

There may be justification for the ergodicity assumption
for noise cver some specific ensembles, but in general
for the problems of interest here there is no basis for

it - and even if there were, the time average would be

o 5.
PO Y - R A TP 2

over very long veriods.

T

To conclude we list below the typical time scales

for the fluctuation mechanisms identirfied at the beginning

R R N I
A T T Ayt e e vaR s e Syl
T 5 N 0

* §% of the subsection:
S
1. ;j Typical Time for a
f _;Z Mechanism Significant Change
5
_ ; e Ships on and off Minutes for Nearby Ships,
84 beams Hours to Days for Distant
N Ships
i% e Average TL variations Hours
o
E e Detailed TL fluctua- Minutes to Hours
} tions
® Array response varia- Minutes to Hours
tions
e Ship source level Hours to Days
variations

Wind noise variations  Hours to Days

1-8
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1.2 GENERAL APPROACHES TO MODELING BEAM-NOISE

As mentioned earlier, all of the models reviewed
here councentrate on the ambient noise component resulting
from surface-ship sources and treat wind noise only as
an additive, empirical termh* Hence, those attributes
which distinguish one model from another are the input
requirements, the model output, the methods of calculating
the noise properties, and treatments of ship sources, TL

and array response.

Each model is based on the following expression

for hearn noise intensity:

Jg;)
N(t) = 3 SL,(t).-T,(t) AG,(t), (1-1)
PR A J
where J(t) is the number of ships at time t,
SLJ(t) is the _ource intensity of the j-th ship
- at time t,
T,(t) is the transmission ratio for ship j at

J
time t (i.e. TL = —1010g(TJ)),

AGJ(t) is the arr~y response for the arrivals

from ship j ot time t.

*NABTAM is an exception. It calculates a directional,
time-independent wind-nocisc component,

1-10
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When all of these quantities are known, deterministic func-
tions of time, then N(t) is directly available from (1-1);
this is the way that most average-noise models work, (i.e.,

"point" models such as TASSRAP or RANDI).

The form of (1-1) is not meant to imply that the
individual factors are necessarily uncoupled. In fact,
in séme of the models the source intensity and array re-
sponse depend on the transmission ratio (e.g., multipath
angles for a geometric treatment). In the same vein, a
precise model of the temporal behavior of SL would have to
reflect the transmiscsion travel times. Finally, for some
applications it might be necessary to perform the summation

of intensities in (1-1) on a phased basis.

Consider now two basically different approaches

to computing beam-noise statistics.

Analytic Approach: An Analytic approach is one in which

the variables of (1-1) are treated as random processes
with well-specified statistical properties, such as k-
dimensional distribution functions. Standard probabilistic
techniques (convolution, characteristic functions, etc.)
are then used to calculate statistical properties of N(t)

from those of SL, T, AG and J. For example, if all the

1-11
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variables in the sum of (1-1) are independent, then the
mean value of the noise intensity can be found directly
from the mean values of the terms in the sum. Such an
"analytic" approach is attract.ve since it can produce an
efficient model for predicting selected noise statistics
and for identifying the mechanisms which are important.

On the other hand, the calculations can become complicated
when higher-order moments or distribution functions or
"short-term'" statistics as described above for N(t) are
required. Moreover, some of the assumptions required to
make the calculations tractable may be unrealistic, and

not all of the statistical properties of N may be available.
It is the clever implementation of the approach which makes

it useful.

The BBN, WAGNER, BTL, and USI models employ an

Analytic approach,

Brute~-Force Approach: The second approach can be viewed

as a special case of the Analytic approach, in which the
statistical properties of N(t) are evaluated numerically -
by calculating realizations of N(t) for specific values of
SL, T, AG and J. All of the quantities of (1-1) are
treated as known and deterministic for a single realiza-

tion of N(t) over some time period, say 0< t < T. In
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particular, ship tracks and source levels, transmission
loss versus range, angles and time, and the array response
are all specified over [0,T}]. This might be the case when
the results of a measurement exercise are to be simulated
with the model. 1If there is to be ensembling over any

of these variables, then additional realizations of N(t)
are generated from new ship tracks or TL or whatever.

This is usually calied a Monte Carlo simulation in that

the description of N(t) over the ensemble of conditions
is found. It is not (necessarily) a Monte Carlo method
in the ordinary statistical sense that the individual

estimates are combined and the combination converges to
some ensemble descriptor (e.g., the distribution of the

mean value).

The Brute-Force approach can use all of the
information about ships, TL, and array response available
and can yifeld just about any noise statistic including the
“short-term" properties mentioned sbove. On the other
hand, it can be very time-consuming, often requiring
many realizations to cover the ensemble conditions and
must rely on special analysis routines to summarize or

process or interpret the large amount of output,

1-13




BEAMPL, (NORDA), DSBN (SAI), SIAM I and II (NRL),
and NABTAM (NORDA) are Brute-Force models.

In summary, each of the two approaches has ad-
vantages and disadvantages, ose importance depends on
the application of the model predictions. The term
"Brute-Force" is not meant to suggest that such models
are unsophisticated or lack mathematical insight. Nor
should the term "Analytic" convey more than the notion that
the calculation is performed without direct realizations
of the random variable (a numerical calculation of a
characteristic function and ic¢s inversion can be as tedious

as a Monte-Carlo computation).

1-14
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Section 2

REVIEW OF BEAM-NOISE MODELS

This section describes each of the nine beam-
noise-statistics models, concentrating on: the input re-
quirements, treatment of ships, TL, array response, com-
puter calculations, output quantities and analysis, status
of computer codes and documentation. The order in which
the models are presented and the number of pages devoted
to a single approach were convenieat to the author and

have no other significance.

An attempt has been made to utilize consistent

notation for the model descriptions:

‘N or I: noise intensity

SL: source intensity
T: transmission ratio
TL: transmission loss (10 log T)
AG: array power response
2-1
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or y:

or K:

P:

E:

.Var(.)I

range from array

bearing from array or angle from array

broadside *

vertical angle of arrival

number of ships

mean of Poisson variable

speed

mean

standard deviation

density function

characteristic fuanctione

probability

expected value

variance

Finally, a few definitions are reviewed.

For raandom variables X
variate density function

fx

1 X

oo

*X

n

(x‘. xz...., x

1

X
» »

R ¢
20 . &

n

)

the multi-

sThere should be no confusion in using "é" for the charac-
teristic function and for bearing angle.

B i
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will be called, according to standard terminology, an

n-dimensional or n-th order density function. A set of

random variables %(t), indexed by t, is a random process

or stochastic process. Its n~dimensional density is the

multivarizte density of

X(tl). X(tz), cees X(tn)

for indices tl, tz. Cees tn. A sample path or realiza-

tion from X(t) consists of a sample from X(t) for each

§reil et ey s

index t. An n-th order statistic for X(t) is a statistic

ii s“ which depends (nontrivially) on the n-dimensiocnal density.
; %

Hence, the mean, varianrce, skewness, median, and one-

é dimensional density for X(t) are first-order statistics,
3 . while the autocorrelation function of X(t) is a second-
gi i order statistic.
i %, The characteristic function for a random
éf v variable X is
1. o(w) = E(oxp(1uX)).
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2.1 USI MODEL
2.1.1 Background

Name: <(USI Array Noise Model, Version 1) (USI)

Developer: Underwater Systems, Inc.,
R. L. Jeanette and E. L. Sander

Sponsor: Applied Physics Laboratory,
Johns Hopkins University

Previous Applications: APL/JHU and LRAPP studies

Published Documentation: Reference A-5, A-6

2.1.2 General Approach

The USI model uses an Analytic approach. It
numerically ostimates the ensemble and time-averaged, one-
dimensional statisticai distribution tunction of beam

noise using:

® Time-averaged ship densities for each of
a set of contiguous geographical regions

® Poisson model for ship counts in cach
geographic region '

® Unt form model for ship locations in a
region
2-4
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° Input averaged TL versus range

° Input TL fluctuation distribution

° Input ship source levels and fluctuation
distributions

® Input azimuthal array beam pattern

° Incohecsnt addition of ship contributions

Preparation of the data and the formula (1-1) lead to a
random-variable model for noise intensity (1) at the array

output of the form

K J
where ;Ik(n)} are random variables represeating the posst-
ble inteustty contributinus from single ships, {Jk{ are
Puisson variables reopresenting the corresponding ship
count s, udd K is the number of distinet, per-ship, inten-
sity distributions. The assumption is that {lk(n)land
|Jk§ form & set of {udependent variables. and that 1 ()

has the same distribution for all u when k ig fixed. The

computer code numerically estimates the distribution func-

tion {with 1-1/2 or 3 dB resolution) from equation {(A-1)
using input mean values of ’ng and consistently precise

approximativis tc the distribution functioas of {1, 1.

2-5
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A typical computer run (execution only) costs
less than a dollar, and the code produces supplemental
information about which ships are dominant in determining
the mean and variance of the noise. Only first order
statistics are available. The USI model differs from the
others in its fast numerical approach to estimate the
ensembled one~dimensional distribution function for beam

noise.

2.1.3 Model For Ships

At present the ship fields and intensity esui-
mates are constructed manualily. The usual ship data are
average ship densities for ocean regions, say 1° x1°
cells or 5% x 52 cells. Within each region the actual
number of ships s treated as a Poisson variable, inde-
pendent from one regiorp to another {(at a fixed time),

and the ships are assumed to be distributed uniformly in

the region.

The Paisson assumption i8 consistent with
classical probadbility models for distributing points in
space when the points are sot allowed to cluster (see,
e.g., Feller (1957), p. 149). That assumption is also
critical to the formulation of the USI approach. which uses

a special property of the Poisson variable: {if the ship
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count in an area is a Poisson variable with mean M and the
area is subdivided into smaller, non-overlapping subregions,
then the shin counts in the subregions are independent
Poisson variables with means proportional to the subregion
areas and with the sum of the means equal to M. 1In the
USI approach, reglons are broken up and regrouped accord-
ing to the contribution of a ship in the region to the
noise intensity. The Poisson assumption allows the model
to treat the ship count for the grouped regions as a
Poisson variable with the logical mean value., Note here
that there is no explicit temporal variation of ship loca-

tions or properties.

Ships in a region are assigned a source-level
density function, with 3 dB (or 1-1/2 dB, if desired)
resolution., Construction of these fuactions is part of

the manual preparation of the input.

The final step in preparation of the ship data
is to group ships according to the distribution of inten-
sity at the receiver output. This is accomplished by
incorporating the distribution functicn for TL (and even
array response) ir the source level distribution as a

function »f the location of the region, both in range

and azmimuth. The result then is that for a given
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azimuthal sector, there is a set of intensity variables
{I,} each with distribution derived as the sum of inde-
pendent variables for source level, transmission loss,

and array response, and there is a corresponding set

of Poisson ship-count variable {Jk} such that JJ repre-
sents the number of ships in the sector with intensity

IJ.

2.1.4 Model for Transmission Loss

Transmission loss and fluctuation distribution
are inputs to the USI model, and are in fact used only
in the input preparation described above. To he precise,
the transmission ratio (intensity loss) is treated as a
deterministic, smooth or averaged function of range to
which is added a fluctuation term. The smooth transmission
is used to group the ship regions according to intensity
contribution to the noise, while the fluctuation term is
added as Qn independent variable to the appropriate ship

source intensity fluctuationms.

When the resolution of the source level and
output intensity distribution is X dB (3 or 1-1/2), then
the average values and distributions of the transmission

ratio are normally estimated with similar precision.
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2.1.5 Receiver Model

The receiver's spatial response is embodied in
a deterministic beam response function (or beam pattern)
- depending only on azimuth. Fluctuations in this func-
tion are incorporated in the source-level/transmission-

loss distribution described above.

As for simulating temporal signal processing,
the USI model does not generate temporal statistics of
noise so that the filtering, averaging, etc. must be
incorporated in the average levels and fluctuation dis-
tributions for source level and transmission. We note
at this point that because of the way in which the
Poisson model for ship counts is applied in the USI cal-
culation, the final beam noise intensity distribu-
tion must be viewed as the result of ensembling over
the entire population of ship distributions (for the
given avérage density field). The corresponding time
period in replication of ship locations required to
realize this amount of variation is probably on the
order of days or longer. The need (and ability) to
model the details of short term fluctuations at the
processor seems then to be diminished. The underlying

assumption made in the USI approach is that "the noise
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process has a long correlation time." More on this

subject can be found below,

2.1.6 Details of the Calculation

Most of the previous discussion concerns the
manual preparation of the input to the USI model. The

actual computer routine operates on the input data:

Ik - intensity for group k, a random variable

with biven distribution function,

Jy - number of ships in group k, a Poisson variable,
to estimate the distribution function for the

received noise intensity:

K g
1= & [ X 10, (A-1)
. k=1 n=1

There are several ways in which this distribution could
be found, and it is USI's approach which makes the model
unigque. Counsider then the "classical" approach as

contrasted to USI's.,

2-10
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2.1.6.1  CLASSICAL APPROACH

Consider first the properties of I and the
"classical'" way of estimating its distribution function.

Suppose that the Poisson variables Nk have mean Ak. Then

e‘*k(xk)m
P, = m) = ———— (A-2)
m!
BWy) = Var () = A, (4-3)

Let Fk(x) denote the distribution function for Ik = Ik(n)

and let
0 (W) = Elexp(iwl )] (A-4)

denote the characteristic function for Ik‘

Now, the inner summand of (A-1),

Ik
8§, = I,, (A-5)
kT 2Tk
can be viewed as a fixed time point of a compound Poisson
process (see any book on stochastic processes such as
Papoulis or Parzen). The independence of the Ik(n) and

J. allow for the immediate calculation of moments of Sk:

k

2-11
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Iy e r -
E(S, ) = ,goE(sk‘Jk =n) - P(J, =n)

):OE(Ii)en-P(Jk=n)
n=

= E(13) ‘E(J,). (A-6)

In particular,
E(Sk) = AkE(Ik)

B(8,%) = A E(L2) = var(s) + (B(SO1Z . (a-7)

Furthermore, the characteristic function for Sk is given
by
Ik

3 1))

¢ (W) = Elexp(iw
k k=1

= ngoE(iwIk-n)'P(ka)

x n n
- §0¢k(w)(2_1§_)e‘*k(°k‘w"l’. (A-8)

The independence of the {Ik} and {Jk} imply
that of the{Sk}so that the properties of I can be found
from (A-6) and (A-8):

2-12
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E(I") = )5 E(S,) = §E(Ir)E(N ) (A-9)
k=1 K k=1 Kk
K

E(I) = 2 AE(I) (A-10)
k=1

2 X 2
E(1I%) = kzlka(lk ) (A-11)

K
¢(w) = Efexp(iwI)] = [I E(exp ink)
k=1

K
né. (w)
k=1 5k

K
= U eAk[¢k(w)“1)} (A-—lz)
k=1

= exp ééakk[¢k(w)-ll). (4-13)

Hence, all of the moments of I can be calculated directly
from those of Jk and Ik' while the characteristic function
of I is given as a simple function of that of o in (A-12)

or (A-13). The density function for I is then the inverse

Fourier transform of ¢,

£(x) = T},—f«b(w)e'“"d\v. (A-14)

2-13
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Formulas (A-13) and (A-14) combine to yield an
algorithm to compute f. 1In fact, ¢k(w) could be calculated
with an FFT (or, if Ik were Gaussian, in closed form), as
could the inverse transform of (A-14). When great accuracy
is not required and the distributions are assumed to be
smooth, 32 or 64 point FFT's could be used with time of

about 3 x 10~3 seconds each.

A related approach to finding the properties
of I is to evaluate its moments directly from (A-9) and

then to use an Edgeworth or other moment-expansion.

The developer of the USI model has found an
alternative to these which is much more efficient and
which readily yields information about the dominant
factors affecting the noise statistics. It is outlined

below.

4.1,6.2 USI Approach

The author of the USI model has described the

approach as follows (details appear in Refereance A-5).

The intensity variable, 1, is viewed as in

(1-1):

2-14
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1= ¥ SL,-T;-AG; = 2 W, , (A-15)
ships ships
with SLi, Ti' and AGi random variables. The grouping of

ships in domains Dk such that a single ship in the k-th

domain has "weight'" given by the random variable Wk yields

I= ( )
k=1 1 &0
where Jk is the number of ships in Wk and X is the number

of domains. Now Jk is assumed to be a Poisson variable

and the author writes

K
I=3% J % . (A-16)
k=1 k 'k

This intensity is then treated as "the sum of weighted

Poisson variables.”

To numerically estimate the distribution func-
tion for I of {A-16) the distribution functions for the
Wk and for I are discretized in 3 dB (or 1.5 dB) steps
and a recursive formula is used to determine the impor-
tant contribution to I, from the lowest intensities, in
order, to the highest. This procedure allows the con-

volution to be calculated by a simple recursion, and

2-15
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limits execution costs to less than one dollar per com-

puter run. The number of 3-dB distribution "bins" can

farg

be 50 or more, providing a range of noise levels of

over 150 dB.

2.1.7 Output and Analysis

The output of the USI model consists of

° the distribution function for the noise

intensity I, with 3 dB (or 1.5 dB) reso-

!
g lution.

I ° an analysis of how each geographical region

s
v

contributes to the distribution, including

[ ey
. b

the mean and variance.

ity

The value of the latter is to help to focus on the impor-
tant ships so that detailed fluctuation analysis can be

£, performed. We note again that the distribution function
represents 8 time and ensemble average over all ship loca-
tions consistent with the input densities and Poisson

assumption.

2-16
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2.1.8 Computer Implementatiocn

The USI program is coded in ANSI Standard
FORTRAN, and is presently executed on CDC 6000-series
machines and the Varian 620/L minicomputer. Core re-
quirement is 20K, and running time is about one second

or less on the CDC 6000,

2.1.9 Evaluation

Output of the USI model has beern compared with
the noise distribution data of Reference A-1 and showed favor-
able agreement, although there are questions in the inter-

pretation of the data.

2.1.10 Significant Advantages and Disadvantages

The primary drawback for operation of the USI
model 1is in (he manual preparation of the ship/intensity
groups. Ship acnsities must be converted to azimuthal-
sector/range bins in order to group reglions by intensity

and beam:

Great Circle Typical
Path // Region
/

e

Receiver

o G S T et Gy S A T e

REPEEPS. "
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US1 is currently investigating the potential for utilizing
FANIN, a computer routine used to prepare precisely such

ship information for the FANM noise model at NORDA 320.

Other shortcomings include the fact that the USI
model does not predict temporal statistics. Also, the key
assumption of Poisson ship counts has not been thoroughly
tested. The details of the calculation of the density
function have not as yet been released, so that a critical
review of the numerical routine (based on Equation (A-16))
is impossible at this time. Finally, we note that this
model, and most of the analytic models, predict the sta-
tistics of noise over an ensemble corresponding to ship
movements over a long time period (days). Such a predic-
tion can be of great value for certain applications, but

requires careful interpretation.

On the pesitive side, we note that the USI com~
puter routine is extremeoly fast and inexpensive to run,
orders of magnitude faster than the other mocdels reviewed
here. As a production tool, with automated ship/TL iuput
and processing of geographic domains, the approach could

be extremely valuable for a number of apvlications.

2-18
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= 2.2 BTL MODEL
g 2.2.1 Background i
Name: (BTL Noise Model) (BTL)
o ’ Developer: Bell Laboratories, Joel Goldman {
; A ‘ Sponsor: Naval Jilectronic Systems Command,
L Code 520 and PME-124
1“5 Previcous Applications: Analysis of surveillance-
2 : system noise data
¥ ﬁ?rv i Published Documentation: References B-1, B-2.
.
{ - ;
- 3 . 2.2.2 General Approach
-' 8
f 3 { The BTL model employs an analytic approach. It
;% ! _ was designed for the surveillance case and hence to pro-
. : .
S 3 i vide a statistical description of shipping noise for a
§ E : (horizontal) beamed system at frequencies in the range
. - 25-150 Hz. The basis of this and the other noise models
E ; : 3 18 equation (1-1), but the Key to the BTL approach is
i i the assumption that ships arrive randomly, according
- H .
> i to a Poisson rule. In that cuse the noise intensity can
f . be represented as s generalized shot noise process (see,
S e.g.. Parzen (1862)), completely characterized by:
3§ 0 ¥ . i‘ - -
: 3 ¢ = 2-19
}E”agA‘***?Tﬁif??f?f‘f“ﬂ“ﬁxéf‘”"ff“““ e T
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® shipping lanes*
® mean ship arrival time on each lane

° probability distribution of ship velocity
and source level

e probability distribution of range/orienta-
tion of lanes relative to the beam (or
equivalently, CPA range and orientation)

%
® the deterministic transmission loss, array

response, and geometry

Although the model can treat arbitrary shipping scenarios,
the shot-process formulation has been exploited in special
cases to yield simple analytic expressions for the statis-
tics and an easy identification of critical factors

affecting them.

Goldman has shown that the noise level dis-
tributions (in dB's) of all dimensions tend asymptotically
(for large numbers of ships or for -slow ships or for dis-
tant ships) to joint normal distributions. ¥hen such a
situation is valid, the approach leads to an especially
simple analytic model. When this is pot the case, calcu-
lation of density functions is performed via Fourier

inversion of characteristic functions.

L
As will bLe discussed below, the characterization of ship
traffic evolutions by lanes is necessary only to simplify
caiculations.

'™
See Reference B-3.

2-20
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Under similar assumptions about Poisson ship

arrivals, the BTL approach has been extended to the multi-

R am——

Y 4

¢

beam and'multi—array cases (Ref. B-2). Of special interest

are the joint density functions and crosscorrelations of

"i"i -h\-‘

;éi noise on different beams. As before, the ships drive
the results (TL, SL, AG are deterministic and time-inde-

pendent), analytic expressions have been obtained for

sy g

special cases, and the joint densities are shown to asymp-

o

f:‘ totically approach normal densities (in dB's).

“

Wnciowy
*

"

The amount of input preparation and computer

s

Bl . expense depend greatly cn the particular ship scenario

§
°

(e.g., number of lanes), the details of the TL, array

Aherad

response and scurce functions, and the type of output

-

statistics desired (mor :nts, l-dimensional density,

PSR

autocovariance, multidimensional density).

Brors 23

2.2.3 "Model for Ships

. The general formulation of the BTL model can
" trest an arbitrary ccllection of random (straight) ship

paths. However, the computation is simpliried by the

;f %i identiification of shipping lanes or "isotropic noise
fields.”" 1In either case, the basis is a set of random
T
L L ~ ship paths. Each is a straight line (or,e.g., a great
a*

i !
3 L :
&
L]
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circle) at a random range Yy and makes a random angle

wi with respect to the array steering angle.

Ship Path

The pairs (yi. wi) are independent and have input joint

density function ¢ A single ship is assumed to

y.¥

travel with speed vy and radiated intensity SL.,, both

Ji
independent of time, but drawe from random populstions

¥o: different ship classes. (vJ. SLJ) are independent

pairs with density function £, SL* Finally, the number
of ships, K, crossing the steering direction in a unit
time interval is assumed to be a Poisson variable with
mean A (ships/hour):

) 2K

Plk=k} = e™" 73, k=o0,1,2,... (B-1)
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This is the key to the shot-noise prodess. The author
of the model describes an alternative for defining

shipping paths in terms of bearing and range to CPA.

The model computations are simplified as the
shipping paths become more structured. A shipping lane

is made up of parallel ship paths - so that

&, o o o AN i3 kB -

fy’w(ynb) = fy(y) © (Y=Y, (B-2)

or, alternatively, a lane may be defined according to

constant CPA bearings, with random CPA ranges. The author

[ W

»

also defines an "isotropic noise field" as consisting

B b
H Y

of many paths with CPA bearing unifeorm in (0, 2n], and

ntvorts

random CPA range. Finally a ship scenario might consist

o,
"

of several independent lanes plus, perhaps, an indepen-

Btk

dent isotropic field.

LT

In summary, the shipping field must be com-

posed of "straight" paths on which ships arrive according

B s B
L -

to the Poissoun-rule equaticon (B-1). The grouping of paths

g into lanes or isotropic fields makes the computations

.- easier. A ship's speed and course and source levels do
i

& not change with time, but are chosen randomly for eact

path from prespecified probability distributions. The

Lione SR cone

i 1T R,
Y W S0 T 1
' ! o
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source intensity does not depend on either azimuthal or
vertical angle. All of the ship field input must be

constructed manually.

2.2.4 Model for TL

Transmission loss is an input to the BTL model,
and is prescribed as a function of range and azimuth.

It is treated as deterministic and there is no mecharism

- . T — —

to produce random fluctuations of the TL.‘ The more

the detail of the TL, the more complicated is the calcu-

*

lation of the statistics of noise. The model treats

1

neither source coupling nor receiver response in terms

Amiorban e s

.

3
of multipath or multimode transmission. In order to

»
L SRRV [ LEEUR SRmaniitey
- L] . L]

derive closed-form results for special cases, Goldman

[ has assumed an A + BlogR rule for TL.

2.2.5 * Receiver Model

Energy from each noise source is assumed to
arrive from the source direction in the horizontal plane
as a perfectly coherent plane wave. Hence, the array

beamformer is modeled with the usual array-response

L]
Again, see Reference B-3.
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[ function (beam pattern); it is a completely determinis-
{ tic input. The array itself is assumed to be located
| at a fixed geographic position and depth.
l 2.2.6 Details of the Calculations
For each ship contributor, the noise power at
! the array is given in general by
. [ N,(t) = h(t-t,; v,, SLy, v, ¥,) (B-3)
f i where h is simply
\ SLi(t)~Ti(t)-Aﬁi(t),
1 t, is the random time of arrival of the i-th ship at
' - the beam axis. Also,
{ AG (1) = AG(8,(t)),
[
2-25 l
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where Ri(t) is the range to the source, and ei(t) is the
source bearing (relative to array broadside), both func-~

tions of_{vi(t-ti), ¥y yi}.

Then the total noise intensity at time t is of

form

Xe) = o) - Lon(t-ty; vy, Sy, vy, by)e (B-4)

This is a "generalized shot-noise process'" (Reference A-3),
completely characterized by the ship arrival density (xi),
the function h, and the distribution functions for Yy wi,

v,, and SL

i i’

i

Goldman shows that the ship scenario can be
equivalently represented as a large collection of ran-
dom ship paths (with a single \) or in terms of several
shipping lanes plus an isotropic field. He then derives
formulas for the moments, correlation functions, and
characteristic functions for N{t) of arbitrary dimension
(in time). For example, the m-dimensional characteristic

function is given by

2-26
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(0, U,, ... U)
"Nt NG, N ) L

© m
= exp A/E {exp [J z Un . h(x+tn-t1; v, SL, vy, :p)] -ltdx

n=1

(B-5)
where E(') denotes expected value azd j= -1,

Equations of similar complexity are obiained for the cumu-
lants, moments, etc. However, for special cases, simpli-
fied formulas are obtained. For example, if there is one
ship path only, with constant values of v, SL, y, ¥, then for
h(t) = h(t-t;; v, SL, vy, ¢},

®

E(N) = A fh(t)dt,

-

8

Covarisice (N){t) = A h(t)h(t+r)dt

[
8

The author devotes considerable attention to

the case in which the skewness

3
c w E(N-y)
s 03
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is small. He shows in Reference (B-2) that:

for a sequence of shot~-noise processes {Ni}’
if Cs —>0 and the correlation pi(r)
converges to p(t) as i=»«, then the joint
density function for N1 converges to a joint
log-normal density, completely character-
ized by the mean, variance and correlation
function.

The validity of such a proposition yields a very simple
model for noise fluctuations. The condition cé———o
is shown to hold for a lane whenever one of the following

aoccurs:

@ V = ()
° R =~ o

Goldman also develops (Ref, B-2) general formulas
for the joint characteristic function for two beams of one

array anrd for two beams of two arrays.

2.2.7 Output and Analysis

The model output consists of probability den-

sity functions (of arbitrary order), with corresponding

2-28
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moments and correlation functions. For special cases
these have been derived in closed form; otherwise numeri-
cal integration or Fourier inversion of characteristic
functions is required. The model is not set up to pro-

duce sample paths (time series samples) of the noise process.

2.2.8 Computer Implementation

Computer routines are used at BTL to perform the
Fourier inversions (FFT), numerical integration, etc. Thé
"model" is not a general production computer algorithm,

so that each case and type of output must be considered.

The time and core requirements depend on the
statistics and accuracy desired. For the UNIVAC 1108

computer, the following are typical:

- calculation of moments: 10K core and S
seconds, per lane

-~ calculation of one-dimensional density function:
60K core and 5 minutes, per lane

- calculation of two-dimensional density function:
90K core and 12 minutes, per lane

2-29
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2.2.9 Evaluation

Output of the BTL model has been compared with
surveillance-array noise data and the agreement has been
termed "excellent" in Reference B-2. In particular, the
predicted one-dimensional density functions were compared
with those measured over a nine-day period for two steer-
ing angles. The distribution functions were within 0.5 dB
over the range 0.02 to 0.97, after a shift in median of
3 dB.

The ship arrival assumption was also tested
against extrapolated observations of traffic. The

Poisson model was accepted at a high significance level.

2.2.10 Significant Advantages and Disadvantages

The principal contribution that the BTL work
can make to area assessment or system performance analy-
sis seems to be the analytic formulas derived for special
“"limiting" cases. These can be used not only to predict
the important beam noise fluctuation properties, but
also to determine the environmental and shipping para-
meters which influence them. As examples of the many

results derived in Reference B-2, consider

2-30
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Noise power autocorrelation depends on
"average time for a ship to cross the
beam'" but not on ship density (1), width
of the shipping lane, or orientation of
paths.

As the skawness of the one-dimensional
distribution tends to zero, the noise
process approaches a log-normal process,
depending only on u,c and the correlation
function. The author shows that the con-
dition is satisfied when there are many
ships or slow ships or distant ships. The
result is extended to the multi-beam,
multi-array case.

Although the overall ship scenario is
very important, treatment of ship speeds
or ranges as random variables (instead
of as deterministic) is not usually ne-
cessary.

Even though these results do not take into account TL

fluctuation or the details of the array response, they

are indicative of the power of the approach.

Of all the Analytic models treated, the BTL

model is the most general in the sense that it provides

formulas for density functions of all dimensions and

hence a complete description of the level-crossing pro-

perties and other higher order statistics of the nolse.
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It can also treat nearly any shipping scenario - subject
only to the Poisson arrival assumption. On the latter
point, Goldmen has examined measured ship-arrival data
and found the hypothesis to be acceptsble at a high sig-

nificance level,

Among the important shortcomings of the BTL

e b theend ey . .
) ! i e N P

model:

*

*Wrﬁa»:h -

S 7

® Except for simplified cases, the calcula-
tion of characteristic functions, distri-
bution functions, correlation functions,
ete. is time-consuming - especially for
the higher order statistics.

R bt e yresipeatt et vty
et b 1

° The preparation of shipping lane inputs is
difficult. This is of course a problem for
any of the models which use more than ship
densities.

reniac B A B M Nt

° The asymptotic limit of the noise process
28 log-normal is an extremely powerful
result. However, it is not clear that it
is valid in interesting cases and requires
further study.

® The key assumption about Poisson ship
arrivals needs further study, both in the
sensitivity of the analytic results to it
and in its validity as a property of shipping
treffic behavior.
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In addition to these is the ensembling problem discussed
in Scection 1. The density furctions produced by the model
are derived from the ensemble over all ship locations.
Since the shot process is {(in most cases) ergodic, the
ensemble statistics are the same as time-average statistics,
over time periods very long compared to the decorrelation
tire. Hence, the density function for a 12 or 24 hour
time period will usually not be represented by the BTL
model prediction of the one-~-dimensional demsity. This is
not to say that the model is incapable of predicting the
properties of short sample paths; the BTL formulation can
in theory provide such data, but the calculations are

expected to be very tedious.
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2.3 BBN MODEL

2.3.1 Background

Name: (BBN Noise Model) (BBN)

Developer: Bolt, Beranek and Newman, Inc.,
John 1. M¥ahler, Francis J. M. Sullivan,
Magnus Moll

Sponsor: Office of Naval Research, Code 431;
Naval Electronics Systems Command,
Code 320

Previous Application:

Published Documentation: References C-1, C-2.

2.3.2 General Approach

The BBN model uses an Analytic approach, based
on Equation (1-1). It iovolves the direct calculation of
one-~ and two-dimensional (in time) probability deansity
functions by inverse Fourier transform of the characteristic
functions. The key to the approach is the construction of
the characteristic function when ship traffic and source
levels are modeled as random variables. CGCeneral shipping
scenarios are treated and a special model for radiated
noise encompassing the discrete and con inuous parts ol

the spectrum is used (Ref. C-3).

2-34




e Basot e

T

R

ES R I MO T S G S

™

S

- u‘.\g

*

BT

AR mmmwm»*n&EEMﬂﬂEﬂ!5!ﬁM!H!!Hl!!--l.IlIIIIlIIlllIllllll.l..........!!..'

C -~ BBN
Model

In the current version of the model only first-
order statistics are computed. The computer implementation
of the method for second-order densities has not been <om-
pleted. Furthermore, only '"main beam' noise, i.e., noise
from a fixed azimuthal sector, is provided at present.
Transmission loss aad array response are deterministic

inputs to the routine.

The BBN model is similar to the BTL model in that
both calculate density functions directly from characteristic
functions. The primery difference is that BTL assumes that
the ships travel according to a Poisson rule (which in
turn simplifies the calculation of the characteristic func-

*
tion) while BBN allows a general ship scenario.

The time for the computer calculation of the charac-

teristic function and Fourier inversion for the one-dimen-
sional density {with E0-80 dB cdyramic range) is about one
CDC~-6400 minute ($10). Two-dimensional densities are

expected to utilize much more computer time.

*The version of the BBN model most recently implemented is
described in Reference C-2. It is assumed there that the
number of ships in the "aurea of interest” 1s a Poisson
variable, as in the UST model.
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2.3.3 Model for 8hips

Ships are confined to a bounded domain, the basin,
as in the two models described above. Merchant ship traffic
is assumed to travel within "route envelopes" or ''lanes."
For the basic time interval of interest, say 0 < t < T,
the model need account only for the ships which pass through
the azimuthal sector under consideration (the beam). Hence,

for each lane the "Area of Interest" in which ships are de-

fined looks like:

R S "Area of Interest"
' hadi I -
¢ '--."-
-....,__*-_ T-_,_
- -
!

Azimuthal Sector

Receiver

50 that it contains ships which could reach the beam with-

in 0 s t s T.
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A shipping scenario is made up of (a) individual
ships of (b) several types or classes, traveling on (c)

tracks within (d) routes or lanes.

Routes: The scenario consists of M routes.

< zerpenraes .

Tracks: A route is made up of straight-line
tracks. Track bearings are inputs.
All tracks within a route are equispaced
in range when viewed along the center of
the array's main beam. The number of
tracks within a route (track density)
is chosen so that the resuliting resolu-
tion is appropriate to the noise pro-
blewm under study.

N Sy

.

HERIEL L S ST Ak e el

Types: Each ship is assumed to helong to one
of N types or classes. Then, for the
i-th route thers is a random variable,
Jij’ which determines the number of shipﬁk
of the }-th type in the area of interest.
There is also & constant, deterministic
speed, vJ, and a source-intensity random
variable, SL (based on Ref. C-3). these
are the same for all ships of type J.

‘The ,ersion of the model described in Reference C-2 assumes
thec J is a Poisson variable. The assumption is based

on a si&ple model of traffic which leads to a binomial
distribution, which in turn is approximated by the Poisson
distribution for small segmants of the route associated
with small azimuth sectors.
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Initial ship positions within the
region of interest are determined
from the random variables:

= coordinate in the direction of

travel for the k-th ship of
type J on route i

coordinate normal to the direc-
tion of travel for the k-th
ship, etc.

These variables determine positions on

a track and across the tracks for a route.
They are independent from ship to ship,
but are identically distributed as a
function of k. The density functions

for G and Q are inputs to the model. The
number of ships on a route and of a type
is Jij' mentioned above.

Notice that Q is the location at time of
CPA and G is a multiple of the ship velo-
city. Since ships travel at constant
speed (VJ for type J), the positional
coordinates at time t are

Q(t) = Q.

G(t) = G + vJ-t
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2.3.4 Model for TL

Transmission loss is an input to the BBN model.
It is a deterministic function of range appropriate to
the azimuthal sector under consideration. The source and

receiver models do not depend on vertical transmission

or vertical arrival angle.

2.3.5 Receiver Model

Energy from each noise source is assumed to
arrive from the source direction in the horizontal plane
as a perfectly coherent plane wave. The "array response'
is for an ideal beam: unit response over the prescribed
azimuthal sector and zero response elsewhere. Energy

from different sources is added on a random phase basis.

2.3.6 Details of the Calculation

Begin with equation (1-1}:

Jgf)
N(t) = ;‘,1 SLy(£)T,()-AG(t). (1-1)

For the ships in the sector of interest, AG = 1. The

sum can be written in terms of routes, types, and indivi-

dusl ships after we define:

2-39




C - BBN
Model

® SLiJk = gource intensity of the k-th ship
of the j-th type on route i, a random
variable, constant in time.

° (Gijk’ Qijk) = the coordinates at time
t=0 of the k-th ship, random variables
constant in time as described in 2.3.3.

Py Posag Rl Saed  iDey

° T(G, Q) = the transmission ratio (inten-
sity loss) for a source at coordinates

(G, Q). It is a deterministic, time-
independent variable.

® M = number of routes

° N = number of ship types

° Jij = number of ships of type j in the area
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v of interest for the i-th route.

4 : Then (1-1) at time t=0 becomes

| i M N Yij
, N(O) = 2, 2, 2, SL,..-T(G, ... Q.). (C-1)

|- ; {=1 j=1 k= 13k 1Jk* 13k

,{ [ 38

jL X

% _ | Since ships of the same type travel at constant speed,

4 - vy the noise intensity at time t is given by

M N Yy

" - NCE) = D, 2 SL,,, "T(G, ,, +v,t, Q,..) (C=2)
5 i=1 j=1 gm1 Nk gk 3t Tigk
L

T T
O
3

™~

SRR
e e N
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These two equations (C-1, C-2) are the basis for
the BBN approach. Notice that the random variable N(t)
is a function of the random variables SL, G, Q, and J,
and of the deterministic variables v, t, M and N. Hence,
the density functions and statistics of N are derived

from ensembling of SL, G, Q, and J.

Ref. (C-1) mentions that the calculation of
such densities can be performed directly with convolutions.

This might proceed as follows for the one-dimensional den-

sity:

® For each i, j and t fixed, calculate
P {T(Gi,jk Vgt Quge) < c}
P(SLijkf_ D)
P(JiJ < E) . (C-3)

These are independent of k.

[ For a single ship of type J on the i-th
route, find

p SLijk‘T("‘) S C

which is again independent of k. 1If SL
and T are in dB's, then this is a convolu-

tion.
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° Given (C-3) and (C-4), for a single (i,j),
compute

3y
p{z;lsx.ijk'r(---) < c}

®» (L
- Zp{z;lsnijk-'r(-..) < c} - P{Jij - L}, (C-5)

L=1

W
*

4

which again involves multiple convolutions
for the first term.

—~{

L
«

2]

° Finally, N(t) is simply a double sum of
the variables given in (C-5) - so that
M‘N additional convolutions yield the

answer,

Calculation of the joint demnsity for (N(tl), N(tz)) is

similar, but involves the joint distribution of form

P{T(G+vtl. Q) £ C, T(G+vt2, Q) < D}.

For implementation on a digital computer, the
use of characteristic functions and Fourier transforms
is often a better approach than that described above.
The present BBN model does indeed employ such a method.
Reference (C-1) derives the formula for the characteris-

tic function corresponding to the joint density of

(N(O), N{t)):
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, ¢(a,B) = T 1N P(J, =L [f w)-¢  (w)dw
I8 &Y ) mgu( ) Sj( )
?
v (C'G)
i where
‘ I os is the characteristic function for SLJ,
¢ J
. i
i i and
3
‘g ? g;4 is the density function (for all k) of the
b variable
-
" : aT(GiJk’ Qijk) + BT(Gijk + tho Qijk)'
: L. The latter density is found from its characteristic
' ; functions.

Since ¢(a,B) = E[?xp(iuN(O) + iBN(t))]. the
characteristic function for N(t) is simply ¢(0,8). At
present, the BBN program computes only the one-dimensional
density by applying an FFT to the characteristic function

of N(t).
. 2.3.7 Output and Analysis
;-
i The model output coasists of the one-dimensional,
1 discretized probability density function for noise inten-
{
: “ sity. The dynamic range can be 50-60 dB. All first order
o
& L 1Y
{ 2-43
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moments can then be found directly. The model does not
produce sample paths or any higher order statistics at
present; however, the two-dimensional (in time) density
and corresponding second order statistics (e.g., auto-

correlation function) will be the outputs of a future ver-

sion.

2.3.8 Computer Implementation

The BBN model is coded in FORTRAN and imple-
mented on the CDC-6000-series computer. For a typical
run, to determine the one-dimensional density, the
calculation requires a 10-second FFT and a total time of
about one minute on the CDC 6400 ($10). The amount of
time for computing the two-dimensional density is expected

to be large.

2.3.9 Evaluation

Comparisons of model output with experimental
data (from LAMBDA) has been proposed; but has not yet

begun.

2.3.10 Significant Advantages and Disadvantages

Like the BTL model, the BBN approach provides

an analytic determination of the noise density fuaction.
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Carefully chosen cases can be studied to determine the

bounds and driving parameters for the noise fluctuations.

The use of general source-intensity and ship

traffic models are special features of the BBN program.

The model requires the manual construction of
ship scenarios and input of TL and other data. The most
significant shortcomings are the lack of higher order
statistics and the ensembling problem discussed in
Section 1 and in connection with the USI and BTL models.
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2.4 WAGNER MODEL
2.4.1 Background
Name: (Wagner Associates' Noise Model) (WAGNER)

Developer: Deniel H. Wagner, Associates,

Bernard J. McCabe
Sponsor: Office of Naval Research, Code 431
Previous Applications: Soncbuoy Problems
Published Documentation: Reference D-1

2.4.2 General Approach

The WAGNER model was developed for the sonobuoy
problem and hence does not explicitly predict beam-noise
statistics. It is included in this survey because it
provides analytical results which supplement those of
the other models and because it could potentially be modi-
fied to produce array noise data. Furthermore, the model
considers not only the temporal correlation of ship-generated
noise, but also the spatial correlation of average intensi-

ties for distributed sensors.

The WAGNER model actually includes three differ-

ent approaches: two of them are Analytic and complementary,

2-46
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while the third is Brute Force and based on the analytic

formulation. Unlike the previous models, the analytic

approaches are not computer-coded to yield density func-

tion, etc., but rather are used to provide characteristic

functions and approximate results which in turn can be

used to obtain simplified models and insight into the
noise process. The Brute-Force model will be described

here only in terms of its analytic basis.

The WAGNER approach is based on equation (1-1),

s o g Bk gy geay  gmy e 3

but is distinguished in the treatment of the shipping

scenario (as are the other models reviewed above).

QM-:

+

2.4.3 Model for Ships

,'WMC

The two WAGNER ship models are termed: '“Poisson”

‘r-mwﬂn:’

and "Bounded" nolise processes.

ot B

Poisson: At t=0 the noise sources are distri-
buted according to a& 2-dimensional
(spatial) Poisson process with inten-
sity (density):

s ek

® .
)

§ oot

T a—-—

A = maan number of ships per unit area.

.i; This means that the number J of ships
3 in a region of area A is a Poisson
A
! i variable with parameter AA:

1 1 pCI=k) = o~ - ¥k, (5-1)
‘ 2-47
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Moreover, the numbers of ships in two
disjoint regions are independent Poisson
variables; and finally the ships in a
region are uniformly and independently
distributed over that region.

Bounded: At time t=0, a fixed finite number of
ships are selected independently from
a uniform distribution over a bounded
region.

Notice that the Poisson process is similar to the USI
model in that the ships are uniformly distrituted in a
region and that the ship count is Poisson. On the other
hand, it assumes an unbounded domain and constant density
over that domain. The author of the WAGNER model notes
in Reference D-1 that the Poisson process is useful for
obtaining theoretical results while the Bounded process

is needed to simulate real environments.

For either process, initial ship courses are
unifore random variables on (0,360), sampled independently
for each ship. Likewise, there is an input ship-speed
distribution and a source-intensity distribution from
vhich samples are taken independently for each ship. Once
closen, those variables remain coastant in time, with the
exception that in the Bounded process ships reflect from
the boundary, with angle of incidence equal to angle
of reflection. All ship sailiag is "rectangular.,” i.e.,

s if on a flat earth.

2-48
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2.4.4 Model for Transmission Loss

Transmission loss {s a deterministiz input, de-~

sy

pending only on range. No azimuthal dependence is allowed,

nor are the effecits of vertical arrival streucture, co-

;‘ww = 2

herence, etce. included.

2.4.5 Receiver Modei

The receiver is assumed to be an omnidirectional

hydrophone, fixed in location. Its response is a deter-

Eitdngara
P o

ministic input, which, together with the TL and source

level, accounts for temporal processing. For the WAGNER

:
) -
5 5 analytic approsch, the ensembling problem discussed above
5 is present.
=i
= ,
Er The results for spatial correlation are for two
separated omni phones. The correlation is in intensity,
i s0 that relative phasos are not requiroed.
: 2.4.06 Details of the Calculation
b
The calceulation of the noise process is based
on equation (1-1):
33 N(t)==vz: Shj'Tl(().
g i Jer o
iﬁ where J s a countable index set.  Roference D=1 fiest

shows that tor t fixed and T(r,) equal to the transmission

E. = 4
E :

! 1

i 1
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ratio from the receiver to a sample from the spatial
Poisson process at range ri the characteristic function

for N(t) = ESL T(ry) is
J=1

o(w) = expgznxf/(eiz""T(")—l)rdrdF(z)f, (D-2)
00

where F is the common distribution function for Slﬁ-

It follows from (D-2) that when

(L

'ff =fr'1‘(r)dr < ®», (D-3)
(o]
then
E(N) = 2nAE(SL):T < = (D-4)
2 ¢ 2 2
and oy = a1 B(SLY) fr’l‘ {(r)dr < =, (D-58)
(o]

The formulas (D-2), (D-4), and (D-5) are quite useful in

estimating first-order statistics for N(t).

McCabe (Ref. D-1) also shows that N(t) is s:a-
tionary for the Bounded process on a rectangle and for

the Poisson process. He then proposes several theses:

(n) Although no analytic method has yielded an
autocorrelation function for N(t), Monte-
Carlo samples for a smooth TL (with conver-
goence zone structure) suggest that noise

levels N(t) (in dB) have a nearly exponential
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autocovariance function, of form
C(t) = o? exp(-t/1), (D-8)

(b) In the sample replications, the '"decorrela-
tion" times, 1, for (D-6) agree well with

1/t = (1.5) vy (D-7)

where v is average ship speed and A is the
Poisson ship density (ships per unit area).
This formula can be explained by the argu-
ment that the decorrelation time should be
related to the waiting time for the '"nearest-
neighbor" ship to be replaced. Nearest
neighbor changes occur every I/GV& time

units in the case that ships are uniformly
distributed and move at average speed V.

(c) The noise level ﬁ(t) (in dB's) is approxi-
mately Gaussian (all dimensions). The author
quotes a central-limit theorem of Marlow
(Ref. D-2).

(d) Finally, since &(t) is stationary, nearly
Gaussian, and has an autocovariance func-
tion which is approximately exponential,
the author concludes that the process is
approximately Gauss-Markov (by Doob's
Theorem, Ref. D-3).

If the last proposition were valid, then the noise time

series could be simulated very easily and inexpensively
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(compared to the Brute Force methods or other Analytic
methods). Like the BTL asymptotic limit, this approach
merits further investigation, especially for possible

extension to the beam-noise problem.

Reference D-1 also deals with the spatial corre-
lation of ambient noise. A formula for the (0 time lag)
cross-correlation of N(t) at two separated points is de-
rived for the Poisson process. It does not depend on the
values of A (density of ships) or the source-level distri-
bution, but is driven by the TL. For the noise levels
(ﬁ(t)), it is shown that under certain conditions the
same conclusion holds (correliation depends only on TL).
Monte-Carlo simulations suggest that significant variations

in TL (e.g., convergence zones) cause the spatial correla-

tion to tend to zero quickly (i.e., within a short distance).

The WAGNER approach includes a method for simu-
lating the noise for a field of omni sensors. It involves
the construction of a set of Gauss-Markov processes which

have the proper spatial correlation.

2.4.7 Output and Analysis

The general approach provides formulas for the

one~dimensional characteristic function, the first two
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moments, and the autocorrelation function for the omni
noise intensity. If the Gauss-Markov approximation is
valid, then formulas for higher-order statistics and

efficient simulation routines for the noise levels are

available.

2.4.8 Computer Implementation

These are routines simulating the Gauss-Markov
process and the Brute-Force method (not covered here).
Moreover, a computer program for calculating the spatial
correlation is available. A typical run with 1000 Poisson
samples and correlation calculated at 5 nm increments

from 0 to 100 nm costs about $50.
2.4.9 Evaluation

The results have not been compared with measure-

ment data.

2.4.10 Significant Advantages and Disadvantages

As discussed in 2.4.1, the WAGNER model(s) has
limited direct applicability to the beam-noise problem.
It assumes an omni sensor and a homogeneous ship distri-
bution. There are however useful analytic results which,
as in the case of the BTL model, should not be ignored
in the synthesis of an approach to predicting beam-noise

statistics.
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NABTAM

2.5.1 Background

Name: (Narrow Beam Towed Array Model) (NABTAM)

Developer : Raff Associates: W. Galati,

g Bt G G G
»
o

E. Moses, R. Jennette. (Operations
Research, Inc., Underwater Systens,

Inc.)

Sponsor : Office of Naval Research (Code 431),
LRAPP, NORDA

gy

Previous Applications: Studies for LRAPP,
DDR&E, and ONR 431

Coindd f R

Documentation: In Preparation (Reference E-1)

iw + b

2.5.2 General Approsch
i NABTAM is a Brute-Force model designed to pre-
I' dict the response of a horizontal line array to wind-

generated noise, surface ships, and a target at a single

frequency in the range of 10-1000 Kz. The wind-noise and

target signal do not change in time. The time-dependent
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surface-ship noise is calculated from equation (1-1), and
the remainder of this description of NABTAM concentrates

on that aspect of the model,

Some attributes which distinguish NABTAM from

most of the other Brute-Force models are:

(a) The transmission loss from source to re-
ceiver is calculated within the program.
It is a ray-trace routine for a range-
independent environment.

(b) A version of the program (maintained by
ORI) performs "near-field" corrections,
i.e., it calculates array response for
cylindrical wavefronts from nearby sources.

(¢) The TL and receiver models take into account
the vertical arrival structure of the noise
intensity.

(d) Beam noise for multiple array locations,
depths, and orientations can be calcu-~
lated in one model run (i.e., for the same
ship field). Beam patterns can be calcu-

lated internally.

The model is designed to generate a singile

realization of the noise time series for one or several
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array beams. (Monte Carlo simulations are not generally
performed, nor is code structured to produce the ensemble
statistics). Initial ship locations are inputs. Ship
tracks are chosen from probability distributions, but
remain constant for the duration of the replication. All
other parameters (TL, receiver response, source levels,

array location) are constant in time and deterministic.

NABTAM is programmed in FORTRAN IV and installed
on a number of computers, including the CDC 6600 at Eglin

AFB.

2.5.3 Model for Ships

All surface ships are assumed to have the same
source level, as determined from the Ross and Alvarez
"normal merchant ship" (Ref. E-2). This level is con-
stant in time, and depends only on acoustic frequency.
The source intensity does not depend on ship speed or

on transmission angle.

Initial ship locations are a deterministic
input. There is no real limit to the number of ships

allowed, but no new ships can be created after the
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initial time step. The initial ship courses and speeds

can be user-specified or they can be drawn from random
populations. In the latter case, the parameters are
determined independently for each ship, with the course
taken from a uniform distribution over a specified set

of angles and the speed approximately normal (mean and
variance are inputs). Once established, ships travel on
tracks determined by d(Latitude)/dt and d{Longitude)/dt
constants. Hence, even speed is not necessarily constant.

If a ship leaves the basin area, it is not replaced.

There is no mechanism for doing replications,

except to rerun the model.

2.5.4 Model for TL

NABTAM is the only noise model reviewed here
which has its own internal TL routine. The program is
structured in such a way that multiple receiver depths
cabn be treated in one run and vertical arrival structure
is taken into account. Hence, the TL as a function of
range, depth, and vertical arrival angle is required.
The program actually precalculates the ray-trace para-

mevers as functions of vertical angle and can thus
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generate TL for each source location at each time step

(but for a single frequency).

The TL model is based on geometric acoustics,
with no corrections for diffraction. It assumes a range-
independent envircenment: sound speed, water depth, and
boundary losses do not change in range. The sound speed
profile is linearly segmented in depth. Rays are traced
according to Snell's Law from the receiver depth in 1°
vertical-angle steps for one cycle. If tte 1° increments
are not sufficient (determined in the intensity calculation),
then additional rays are traced in the angular regions when
they are needed. Rays are classified according to ten
families (e.g., RR, RSR,...) and the range at which the
source depth is crossed is stored. The spreading loss is

calculated for each path from the usual expression

-10108 .—d.%gﬁe__.. .

R3331“°0

where R is range, 9 is receiver angie, and 00 is source
aagle. The value of dR/dV is estimated from an i{nterpola-
tion between ruys of the same family which bracket the

source range at the source depth. This is the approach
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used in many of the early ray-trace models (e.g., FAST

NISSM (SHARPS II) or RP-70), but has much less precision.

e e oottt i

o
a3

The intensity becomes infinite at caustics (where dR/d6 = 0),
and the model uses preselected truncation. All paths are
added on a random-phase basis so that detailed multipath
interference and surface-image interference are not pre-
dicted. Individual arrivals at the receiver are collected
and summed in vertical-angle bins so that TL as a function

of vertical angle for the range to the source is available

$omt Nemm) Qe Besi  Geiei Gand G D

for the calculation of array response.

‘e ,_.u:t'."

The TL is deterministic and time-invarient.

2.5.5 Receiver Model

The program can calculate the array-response time
series for multiple receiver locations and orientations,
using the same source field, in one program execution.

»- Receiver locations, depths and beam patterns are determin-
: istic program inputs which remain coanstant once specified.
Each receiver is an array whose response to plnne—wnve.

1 arrivals is characterized in terms of beam patterns,

e —

accounting for vertical and azimuthal angles, main beams

- and sidelobes. All energy is assumed to arrive as plane

.The ORI version of NABTAM models the near-field response
with cylindrical wavefronts.
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waves, distributed in vertical angle, but perfectly coherent
and undistorted. The arrivals from a given source (as
cialculated from the TL routine) are sorted according to

vertical angle and "convolved” with the beam pattern.

For user convenience, NABTAM has routines which
calculate beam patterns for uniformly-spaced, horizontal

line arrays.

2.5.6 Details of the Calculation

Once the receiver parameters, shipping field, envi-
ronmental inputs and array response functions are specified,
the noise is calculated at discrete time steps according
to equation (1-1). Readings are taken at pre-specified time
points for a selectable time span. The ship positions are
tracked automatically in time and are the single cause for

the time dependence cof the beamformer output.

The flow of the computer program is shown in Figure

¥e note that wind-generated noise is a time-independent

contribution added to the ship-noise field. The model treats

wind sources as continuously distributed, uncorrelated point

sources at the ocean surface. Provision is made to divide
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the surface into angular sectors, each wi‘" specified radial
extent. The contributions in each horiz( - ral sector are
computed in one-degree vertical steps, using a technique
based on an approach suggested by Talham (Ref. E-3), which
permits the contribution at each vertical angle to be com-
puted from a closed form expression. The resulting noise
intensity is thus a function of both horizontal and vertical

angle.

Finally, the NABTAM model is structured to produce
array response to fixed targets, as well as beam-noise time
series. In the former application, the usual program opera-
tion is to calculate the array response for a set of target
ranges and bearings, specified relative to the array. For
the latter case, the receiver location and depth can be
varied but the noise source (ship) locations at each time
step are fixed. Combining the two sets of results permits
ostimates of signal to noise ratio as & {unction of both
array abhd target position, while avoiding the massive numbor
of runs reguired to handle each target-receiver position

combination as an individusl model calculation.

2.5.7 Output and Analysis

The output of the NABTAXN modeis consists of a beam-

noise time series for each beam pattern {e.g.. {or seversl
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steering directions}, for a single frequency, as a function
receiver location. No other analysis is pzrformed, although
a time-series package (e.g., as in DSBN) could clearly be

used tc generate statistics of the model output. As noted

above, the model can also predict wind-noise and target-
signal levels (both independent of time) at the array output,
and combine them with the ship noise to yield signal-to-

noise ratios.

2.5.8 Computer Implementation

The NABTA’ el 1s programmed in FORTRAN IV. It
has been run on GE-635, CDC 6000-zeries., and other computers.
3 The shipping parameters (and beam patterns, if -ot for
specific line-array types) are user inputs and are not auto-
matically generated. The program is overlaid and the core

storage requirement is about 10K words. If it were not

overlaid, about 13K words would e needed.

4 Costs depend on the number of ships, beam patterns,

time steps, time span, etc. As an example, one time step for

! a large number of ships and five beams took 9 CDC-6400 seconds
($0.75). A calculation of beam noise for array locations and

hundreds of surface ships for a limited number of time steps

-5,:\4

g .
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can cost $100 or more. If the program were not overlaid,
these costs would be reduced. Also note that NABTAM calcu-
lates TL internally, an important consideration in comparing

noise-model computer costs.

2.5.9 Evaluation

There has been no formal evaluation of the NABTAM
model. Comparisons were made, but not documented, several
years ago with Ionian Basin (Med) and LRAPP omnidirectional
noise datu. The levels predicted were lower than measured
by several dB, but trends in time were reportedly simulated

accurately.,

2.5.10 Significant Advaninges and Disadvantages

Some of the attributes which distinguish NABTAM

trom other Brute-Foree models are:

(aj The three-dimensional distribuiion of energy
with angle at the receiver is calculated for
vach noise scurce. lHence, the time-dependent
notse output of a volumetric or vertical
line array can be predicted.  Most important
for this review, the beam output of a hori-
zontul line array, when steerved to off-
broadside directions, can be computed with
muttipath "beam-splitting” properly accounted

for.
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(b)

(e)
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The program is structured to treat multiple
receiver locations and response patterns
with little computational redundancy.

Array output for wind noise and targets can
be calculated in the same execution as that

for ship noise.

Among the limitations intrinsic to NABTAM are:

(a)

(b)

(¢)

(d)

The surface ship model will eventually break
down as ships leave the basin of interest;
the ship paths and speeds are probably un-
realistic. However, the initial courses

and speeds can be user inputs.

The internal TL model may lack the detail
and accuracy needed for fluctuation studies.
Range or azimuth-dependent environments
(sound speeds, bathymetry) cannot be modeled.

The ship source-level modei is unrealistic.
Since the ship speeds and lengths are at
present available in the program, the inclu-
sion of a source function dependent on these

parameters could be accomplished easily.

There is no mechanism for performing multiple
replications and no statistical analysis
routine. But again, the addition of such a
package would be straightforward.
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(e) The TL, receiver response, source levels,

ship speeds and courses are time-independent.

The cost of running NABTAM and the other Brute-Force models
is also an important consideration, and there are only rough
guidelines on the number of replications required. On the
other hand, NABTAM can run several receiver locations, beam
patterns, etc. at one time. Finally, this and other Brute~
Force models may be the most efficient means fcr determining

short-term statistics, level crossing properties, etc.
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DISCRETE SHIPPING BEAM~NOISE MODEL (DSBN)

Background

Name: (Discrete Shipping Beam-Noise Model ) (DSBN)

Developer: Science Applications, Inc.,
C. W. Spofford, R. G. Stieglitz,

H. M. Garon, R. C. Cavanagh
Sponsor: Office of Naval Research, Code 431

Previous Applications: Studies for APL/Johns
Hopkins University, LRAPP,
Institute for Defense

Analysis, and ONR 431.

Published Documentation: Reference F-1

General Approach

Just as for NABTAM, the DSBN model is a Brute-

Force model based on equation (1-1). The beam-noise time

series is generated from component submodels for the sur-

face ships, TL, and receiver. The attributes which dis-

tinguish DSBN from most of the other Brute-Force models

are;

(a) the surface ship model, which uses '"Poisson
lanes" like those of the BTL Analytic model
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(b) a receiver model which can account for the
vertical as well as horizontal ship sighal
arrivals

(c) a computer structure designed for multiple
replications and multiple beam patterns

(d) an extensive statistical analysis package

The model was developed for investigating the fluctuations
caused by sources moving through the TL interference pat-
terns and beam-response azimuths, so that attention is

paid to the details of the TL and the beamformer,.

The model is used to generate Monte-Carlc simu-
ulations of noise time series and is quite general in its
assumptions. However, TL and shipping lanes must be con-
structed manually and are considered program inputs. The
analysis package can yield the usual first and second
order (time) statistics, as well as level-crossing pro-
perties, spectra of the fluctuations, ensemble statistics
over replications, beam-to-beam cross-correlation functions

and spectra.

DSBN is programmed in FORTRAN IV and is presently
run on (DC-6000-series computers. Cost of a 12-hour repli-

cation with 9 beam patterns and 200 ships is under $5.

2-68




ROV T oty AR RO, e 3 i

2o 370 v P s G b

Gt bmnet  Ged Bmnd i peaed G

F - DSBN
Model

Comprehensive statistical analysis of ten such replications

costs about $20.

2.6.3 Model for Ships

The module which consiructs surface ship posi-
tions and parameters can be viewed as having two parts.
In the first part, the source levels, courses, and speeds
are generated as realizations of random variables. The
second part simply tracks each ship's position and com-
putes bearing and range to the array as functions of
time. All sailing is '"rectangular,” i.e. on a flat earth

and not on great-circle routes.

The determination of the ships and their para-

meters proceeds as follows. The user supplies constraints:

) Shipping "lanes" are specified by the dis-
tributions of speed and course and initial
position, as well as an inter~arrival time
interval (expected time between arrivals
of ships across a line perpendicular to
the mean lane course). Lanes are of finite
length and, together with the TL function,
define the boundaries of the basin.

® Source levels depend on the random speed,
but also on another random variadble (thought
of as length) whose distribution is an in-
put. On a given lane all source-levels
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are drawn independently from the same dis-
tributions. The source intensity does not
depend on vertical or azimuthal transmission

angle. Note that the source-level model
is the same as SIAM's.

The present version of the DSBN Model uses Poisson-distri-
buted arrival times, so that the lane is expected to have
an approximately uniform distribution of ships on the

lane (i.e., constant density). The program uses a random
number generator and the distribution functions to pro-
duce a single replication of a shipping field with speeds,

courses, locations, and source levels for each ship.

Once selected, the course, speed and source level
of a ship remain corstant for the duration of the replica-
tion time (e.g., 10 hours). For each subsequent replica-

tion, the selection process is repeated.

Note that the shipping model described here is
the same as that of the BTL Analytic model, and in a sense
consistent with that of the WAGNER model. It can also be
shown that the time-independent ship locations of the USI

model are consistent with this Poisson-arrival approach.
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2.6.4 Model for TL

DSBN requires as input the deterministic TL as
a function of range from the receiver for the proper
source/receiver geometries and frequency, and for ranges
to the limit of the ocean basin (the greatest distance
to a target or surface ship source). The present con-
figuration of DSBN allows for the use of the vertical
arrival structure (i.e., the loss as a function of range
and vertical angle at the receiver) in order to model the
three-dimensional response of an array. The model can
also treat TL as a function of bearing; but for more
than a few different angles, running time and computer
storage can be large. DSBN cannot utilize a TL function
which depends on time. The incorporation of such a fea-
ture amounts to a bookkeeping problem and could be han-

dled if the detail and computer expense were warranhted.

There is no real limit to the amount of detail
permitted in the TL input. For studies of source-motion-
induced fluctuations caused by multipath interference,
the range resolution in the TL model depends on acoustic
frequency, processor integration time, and the speed of
the sources (i.e., the velocity component radial to the

receiver), In a special study reported in Reference F-1,
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the TL sampling rate appropriate to 25 Hz, 2-minute inte-
gration times, and 15-20 knot speeds was found to be

about 0.2 miles. The maximum range for ship contributions
in the basin was assumed to be 500 miles. Thus, a typical
TL table for low acoustic frequencies and open ocesan has

500 x 5 = 2500 entries for each source/receiver depth

combination. It should be clear that to incorporate
time or bearing-dependent TL requires tables with perhaps
2500 x 10 to 2500 x 1000 entries. If arrival structure

were included, multiply these figures by 10-100,

2.6.5 Receiver Model

The receiver location is fixed, and does not
change with time. For the present configuration of the
DSBN Model, the receiver module is simply a8 functional
giving the intensity respoanse of ithe array to plane wave
arrivals {i.e., beam pattern).  Since the usual problem
deals with & horizontal line array, the respouse is often
given in terms of azimuthal arrival angles. However,
to investigate the effects of the hortzoatal array's
vertical directivity away from broadside, the simulation
model can accommodate a response function which depends

on both azimuthal and vertical arrival angles.
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The contributions at the beamformer output of
the various ships contributing to the noise field are
added on a random phase (incoherent) basis. All temporal
processing, filtering, etc. are handled implicitly in

the source level and TL functions for the basic time

samp.e.

For computation purposes, the user specifies
the fixed location cnd depth of the array (for the geo-~
merry of the sources and the TL) and provides up to ten
array response functions corresponding to different
steering angle orientations, shading, physical deforma-
tions, or whatever. The DSBN Mcodel simulates beamformer
output for each response function or beam pattern by
modifying the intensity arrivals from ship sources
accordingly. The code also records the number of sources

on the "main beam”, defined at input.

For ease of operation, two idealized array re-
sponse functions are programmed as optional subroutines

for DSBN:
(a) Shaded Horizontal Line Array - Azimuthal
Response Only. The function approximates

the response of a shaded horizontal line
array (uniform spacing) with prescribed
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main beamwidth and sidelobe suppression.
The sidelobes have structure approximating

Dolph-Chebyshev shading.

e e e et s
S o et s

LA Sl Al by

(b) Shaded Horizontal Line Array - Vertical
and Azimuthal Response. As in (a), except
that sidelobes are completely suppressed.

sty e )
5

Given that undistorted plane-wave response suf-

fices, the primary limitation of the program is that the

L IR T e e e 4
~ s
3

M response function and array location cannot change with

g

time. Such features can be added with minimal modifica-

T

3 tions to simulate, for example, the response of a transiting

g

(
ER

towed array which is changing orientation and suffering

k2
w10

from physical deformation {(wiggles).

1

A more basic limitation of this and other models
reviewed here is that the array model does not apply directly

to a predicted acoustic field which has not been decorpoxed

DoNE B NI AL opma g 1= Sy ABIAS oAt Yool T8

into plane waves (e.g., output of the PE model). The most

Agur)

efficient way to deal with this is to include the array

.

response in the transmission loss by, in effect, fmmersing

) the array elemeuats into the field and computing the beam-

[ T I

former algorithm directly. This has been done for a single

s

source and could certainly be extended to the noise case.
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2.6.6 Details of the Calculation

Once the shipping field, TL, and array response
are determined, the noise is computed at discrete time
steps for each of ten (or fewer) array response functions
according to equation (1-1). Readings are taken at pre-
specified time points (e.g., every minute) for a selectable
time span (e.g., 30 hours). The ship model provides the
ship positions and source levels; the environment and TL
models provide the transmission loss from each source to
the receiver, and the array model provides the beam respopse.
The modular form and flow of the computer routine are
sketched in Figures F-1 and F-2. Note that only one re-

ceiver depth and frequency is treated per replication.

The statistical analysis packages operate on

the simulated time series and are described next.

2.6.7 OQutput and Analysis

For euach replication, the ocutput of the DSBN
model consists of beam-noise time seriex for up to ten
beam patterns (“"beams”) and for a single frequency.
The results are thken analyzed by several computer packages -

which operate on single or multiple replications.
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2.6.7.1 Statistical Analysis Routine

A general statistical package has been constructed

to study array time-series data. It operates on the matrix
NCoy fJ' tk)

where ¢i' fi' and tk ure i{nterpreted us the discrete beam
pattern indices, frequencies, and time steps, respectively.
N is the aoige level (in dB). The following calculations

nre porformed.

(&) Histograms are constructed and plotted
tor any range of 1, § and K ta specified
resolution.  Likowise, the mean, variance,

skoewness, kurtosis, and deciles are found.

(b)Y For two of the three ‘ndepondent variables

fixed.
[ The serios is plotted
e A "stationarity"” test is periormed by

dividing the series into any number
of vqual parts and then applying (n)
to each part

] The sample autocovariance function is

computed and plotted

° The autocorrelation function is esti-

mated
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° An FFT is applied to the autocorrelation
function to estimate the power spectral
density

For one independent variable fixed, the two-
dimensional autocorrelation function is esti-
mated and output in matrix form.

For separation (lag) in one variable, en-
sembling over the second and for the third
fixed, the cross-correlation function is
found.

For one variable fixed, one separated, and
one lagged, the joint density function for
the separated variables is estimated. The
histogram is found and multivariate moments
calculated.

A Lilliefors Test (see, o.g., Ref. F-2) for

poodness-of-it can be applied to the sample
histogram to {ind best Gaussian it and test
at contidence levels of 0.98 and 0.99,

The logarithmic transformation of the Log-
Normal, Non-Centeal Chi-Square, and Chi-
Square distributions are tested against the
saimlie distribution {(for best extimate of
parameters based on median and one or more
other percentile points) at levels 0.95

and 0.99 with the Kolmogorov Test for (it
(sve Ref, F-2). Graphs of the sample and
fitted functions are plotted.
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A simplified test for ergodicity calculates
ensemble statistics in two directions (e.g.,
in t and then in replicas for f and ¢ fixed)
and compares sample distribution functions
at the 0.95 and 0.99 levels with the Smirnov
Test (Ref. F-2).

Detector (Level-Crossings) Anulysis Routine

A computer package has been designed to model

several types of detectors. Input consists of a time series

plus relevant parameters. The input time series is converted

to a time history of detect/no detect states according to

the following algorithms.

(a)

(L)

Continuous Threshold detectar

Given a time series X(t} ., a threshold TH,
and o time interval T (holding time), score
a detection at time tO it X(t) > TH con-
tinuously for to ~ T 5t < t,.

Union of Continuous Threshold detector

This is a genoralization of (/) except that

a sequence of throsholds and associated holding
periods {Tui. Tii comprises the input. Then
detection occurs 10 the signal X{t) has con-
tinuously exceeded a given threshold for the
associated holding period for any member of

A

the sequence {Tui. Ty

2-80




F - DSBN
Model

(¢) Intensity Average detector

Given a time series X(t) , a threshold TH,
and an averaging time T, construct

—ers > ave

N
X(tJ)/10

1
3(ty) = g ZIO ,

J=1

where the sum extends over all times tj such
that t, - T < tJ < ty- Score a detect at
time to if 10 1og10 S(t) > TH, i.e., if the
intensity-a-eraged X(t) exceeds TH.

. . .é '
i |
&
|
; ]

i 1

I

(d) Union of Intensity Average detector

‘. This generalizes (c¢). The input consists

of a sequence of thresholds and associated
averaging intervals {THi. Ti}' A detection

[ Sp—

occurs at time to if the intensity average

St

over aany one of the averaging periods, Ti'
exceeds the associated threshold, Tui.

* (e) N OQut of M detector

i Given a time history record X(t) ., a

? 1 threshold TH, and integers N and M, a
E- - } detection occurs if X(t) has exceeded
f' é ; - TH for at least N out of H time points
} { oy immediately preceding and iacluding ty:

Any one of these detectors yields a time history of detect/

no detect. Varjous statistics are then calculated and
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displayed, including the distribution of detect (holding)
times, no-detect times, associated moments, order statis-
tics, waiting times to cross a threshold, a complete history

of beam-free and beam-occupied times and associated moments.

2.6.8 Computer Implementation

The DSBN model and associated analysis packages
are programmed in FORTRAN IV and have been run on CDC 6000-
series computers. The shipping lanes, TL, and beam patterns
(if different from the two listed in Subsection 2.6.5) are

program inputs and are not automatically generated.

Costs depend on the number of replications. ships,
beam patterns, time period and sampling rate, TL detail, etc.,

and of course on the analysis. Examples:

[ 200 ships, 12 hours, 2 minute samples,
9 beam patterns, 1 frequency, 3 nm average
TL, horizontal response only: $5/replication

® The same case for lG-minute sampling:

$1/replication
® Analysis of 8 12-hour replications such as

given above (see the Table of Section 3)
$20.
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Core for such cases is typically under 100K (octal) or 32K

(decimal) words.

2.6.9 Evaluation

Outputs of the DSBN model are at present being
compared with Square-Deal and other measurement data for
which there are shipping and environmental data. No con-

clusion can be made at this time.

2.6.10 Significant Advantages and Disadvantages

Since DSBN was designed to investigate detailed
beam-noise fluctuations caused by source movements, it has
such special features as: a computer structure which accomo-
dates multiple beam patterns and replications, & receiver
model that can simulate multipath beam splitting, an oxten-
sive time series analysis package to generate first and
second order distribution functions and moments as well as
level crossing statistics and {luctuatioa spectra, with time

and ensemble averaging.

The model has a aumber of intrinsic limfitations.
The Poisson ship-arrival model has not been verified, “he
Til., source level, etc. are time-indepeandent; it is core-

cousuming to have more than a fow different TL curves as

2-83




ke
F - DSBN
" Model

functions of bearing; only one frequency and one receiver

depth are treated in a single run; the beam response functions

are limited to special form. The modular form of DSBN allows

for relatively easy elimination of these deficiencies.

The cost of running DSBN, and the other Brute-
Force models as well, is an important consideration. More-

over, there are at present only rough guidelines on the

number of replications required to obtain a meaningful sta-

tistical sample. On the other hand we note that once the

shipping lanes for a basin are established, the model can

r
- be run at multiple locations without additional preparation
§ of ship data. Furthermore, for determining the short-term

i | statistics, level-crossing properties, etc., the Brute-Foipce
5 *

{ § approach may be the most efficient one.
3 "

Grommidy
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BEAMPL
Background
Name: (BEAMPL) ("PL" stands for "Program Library")

Developer: Office of Naval Research (AESD),
C. W. Spofford, R. G. Stieglitz,

H. M. Garon, R. C. Cavanagh
Sponsor: Office of Naval Research (LRAPP)
Previous Applications: Studies for LRAPP, PM-4
Published Documentation: None
Current Residence: NORDA, Code 32(

General Approach and Summary

The BEAMPL noise model is pearly identical to

In fact, the basic ideas of BEAMPL were modified

ahd extended in the construction of DSBN, so that we

limit this description to an identification of the parts

of BEAMPL which differ from DSBN.

] Ship source intensities are deterministic
constants for each class of ship.

Ship lanes and movements are as in DSBN
except that all ships in 4 lane have the
same deterministic constant speed.
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Model

e

® TL. is independent of azimuth and the effects
of vertical arrival structure are not in-
cluded.

PR catell

LRI

wt

° The receiver module differs from that of DSBN
in that it allows only one beam pattern, which
depends only on the azimuthal arrival angles
and has "spotlight" response (the response

e ‘. u‘i’ " ' .4",@:...."_«....-.-.“‘/" ki ';.._'::,.‘.._.,.H_A"" A R i s,
&

is unity on the prespecified main beam, and
zero elsewhere).

s oln |

s A A

® The output is the same as for DSBN, but the
analysis packages are limited (see the Tables
in Section 3).

R .

i & 8

® The computer routine for BEAMPL is sub-
stantially different from that of DSBN and
is somewhat less efficient.

& o
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.8 SIAM I
.8.1 Background
Name: (Simulated Ambient Noise 1) (SIAM I)

Developer: Naval Research Laboratory,

Samuel W. Marshall, John J. Corayn

Sponsor: Office of Naval Research,

LRAPP

Previous Applications: Evaluation with I1OMEDEX

and other data for LRAPP
Published Documentation: References H-1 and H-2

8.2 General Approach

]
There are two models which share the name "SIAM."

n this section we consider the earlioer version, and call it

“SIAN 1" or Jjust "SIAM." The model is not actively used at

the present time, but it has festures worth “eviewing. 1o

t

he next section, the successor, called "SIAN I1," will be

described, it is substantially differeat from S1AM 1.

PR

-

'Thv name "SIAN" originally referred to a driver for the
SNSRI model which randomly initializes the shipping param-
eters. controls the Monte-Carlo simulations, s . calcu-

lates the ensomble statistics. We have used “SIAN" here

as the name for the eatire noise routiae.
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SIAM is a Brute-Force model designed to predict

ship-generated noise over the band 20-120 Hz. [t is based

on Equation (1-1). The team-noise® time series are calcu-
lated with component submodels for the ships, TL, and
receiver. Notable is the ship scenario in which ships travel
on specitied courses, but reflect from the basin boundary
and return (as in the WAGNER Bounded noise process). Initial
ship courses, speeds, scurce levels are input or selected
from distributions, but remain constant thereafter. It ix

of special interest that the TL has a random component (as

in the US1 model) which is chosern independently for each

PR frov— g F ) ) ) ] - o

source and each time step from a common distribution. The

wodel employs great-circle geometry and can predict the

vl

simulttaneous output of several different deterministic and

.
t ime~-independent array-respoase  functions.  Standard oper-

o
[

A

ating procvedure for SIAN 1S to generate many veplications,

A 1 + S0 that easemble statistics are emphasised.

a1
2

The model has been run on the CDC 3800 computer

at NRL und is programmed ia FORTRAN IV,

Gsiniiod

oo A n

*Ax noted below, valy idealized "SPOTLIGHT" Leam patteras
are used.
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2.8.3 Model for Ships

A finite basin is defined in advance, using a
maximum of 100 points to define the boundary vertices. Then
ship locations, courses and speeds are initialized by class
either deterministically or from random distributions. Once
these parameters are established, the ships travel on great-
circle paths at constant speed and with constant source
level. When a ship encounters the basin boundary, it is

reflected specularly.

The source intensity is a random variable for
each ship and is determined from a distribution appropriate
to its class. It depends on class, frequency, speed, and
length, the latter two of which are uniform or normal vari-

ables. Default values for source level at 50 Hz are
10 log (SL) = SLO + 60 log (v/V) + 20 log (L/L) dB
where SLO is normal with mean 160 and ¢ = 3 (dB)

5 (knots)

i

¥ = 16, V normal with mean 16 and o

L = 525, L normal with mean 525 and ¢ = 170 (feet),

Source levels are independent of aspect, vertical angle, and

time. A maximum of 250 ships is allowed.
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2.8.4 Model for TL

SIAM requires as input a aetermintistic, time-
independent TL as a function of runge, azimuth, frequency,
and receiver depth. In lieu of a user-specified table, the
program can generate TL of form A+BlogR. The model uses

a special: "logarithmic' routine for interpolating TL in
range and azimuth, Moreover, all geometry is spherical.
The only 1imit in the amount of detail permitted for the TL

input is one of computer core aund running time.

Current restrictions are:

o a maximum of 10 TL-versus-range curves

for each frequency and recefver depth

e a maximum ot 576 points {for cach TL

curve

e a maximum ot 30 {requencies, 289 depths

cach

SIAM also adds a random fluctuation component
to the TL. The values are selected independent Iy at orch
time step from an ifnput distribution (detault is a normal

distribution with mean 2ero and o = 1.5 dB).
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2.8.5 Receiver Model

The receiver location is an input which does not
change with time., The model is designed to give the vesponse
of an idealized horizontal array, but does not account for
vertical arrival structure for off broadside steering angles.
The array response is treated as a 'spotlight" beam pattern:
with unit intensity responses on the "main beam'" and zero
elsewhere, Tie model assumes that all energy arrives as
horizontal plane waves, perfectly coherent and undistorted,
from the source's azimuth. Contributions from the varlous
ship sources are summed on a random pnase basis (incoherently)
and the effect of temporal processing, filtering, ete. on a
basic time sample are included in the source level and TL

functioas.

SIAM is structured to yield simulations of the
simultaneous noise output for multiple beams. Hence, the
input consists of several beam patterns, i.e., several main

beams, but no sidelobes.

2.8.6 Details of the Calculation

Once the ships, TL, and array response are estab-

lished, as discussed above, the noisz is computed at discrete
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time steps according to equation (1-1). Readings are taken
at specified time points for a selectable time span but with
a maximum of 4000 samples per case. The computer flow is

summarized in Figure H-1.

2.8.17 OQutput and Analysis

The basic SIAM output is the time series of noise
as a function of beam, frequency, and depth. The usual oper-
ating procedure is to perform many replications over the
varicus *luctuators (TL, SL, ship parameters). A special
analysis routine prints or plots ship locations and noise
time se~ies, and calculates the "grand ensemble" moments of
the noise, i.e., averages are over time and replication, as
well as the samrple one-dimeasional density function {all for

noise levels in dBs).

The program y.elds complete histories of ships
(including plots) as well as percentages of beam-free und
bear-occupied times. A valuable featurc of the STAN¥ output
is the identification of the ship which nmukes the greatest
coniribution at each time s*ep and a list of ships in order

of thair importance over a specified time interval.
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Figure H-1. SIAM Flow Summary
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Guidelines, based on experimental runs of SIAM
for canonical cases, have been established for the number

of Monte-Carlo replications required to obtain '"convergence.'

2.8.8 Computer Implementation

SIAM is programmeéd in FORTRAN IV and has been
operated on the NRL CDC 3800 computer. The shipping param-
eters, TL, beam patterns are program inputs and are not auto-

matically generated.

Costs depend on the number of replications, fre-
quencies, depths, beams, ships, sample times, etc. The author
reports that a typical run, as reported in Ref. H-2, would

require no more than S or 10 minutes on the CDC 3800 computer.

2.8.9 Evaluation

SIAM model output has been compared with beam-
noise data from controclled experiments (see Ref. H-2). The
uncertainties in the measurement data, input data, and analy-
sis preclude a thorough evaluation of the model but agree-
ment between measured and predicted noise distribution func-

tions was generally good.
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Significant Advantages and Disadvantages

SIAM I was designed to generate Monte~Carlo esti-
mates of one-dimensional distributions of noise. 1Its treat-
ment of ship movement and its computer structure are tailored
to this application. Noteworthy features are the great-circle

ship sailing and the additive TL fluctuation term.

The model has certain intrinsic limitations. The
deterministic part of the TL, the receiver 1location and
response, the source level, ship speeds and courses are all
independent of time; the vertical arrival structure at the
array is not accounted for; computer storage limits the
number of ships; the ship reflection model may be unrealistic;
the analysis package is limited. Furthermore, the addition
of a TL fluctuation term independently at each time step
precludes the possibility of calculating realistic temporal
autocorrelation or higher order moments. Each of these could

be eliminated in a straightforward way.

The cost of running SIAM, and the other Brute-
Force models as well, is an important consideration. How-
ever, the model can be run for several frequencies and

receiver depths and teams at one time, and once the ship
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field is input, it can be used for other receiver sites in
the basin. Finally, for determining short-term statistics,
level crossing properties, etc., the Brute-force approach

may be the most efficient one.
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2.9 SIAM II
2.9.1 Background

Name: (Simulated Ambient Ncise II) (SIAM 1I)

e R R R T YO O

Developer: Naval Research Laboratory,

8. C. Wales, S. W. Marshall

o it A O g o

Sponsor: Office of Naval Research, LRAPP

738y

S S GEE SEE fUN NN B o

Previous Applications: Evaluation with EPAC

iten L

and other data for LRAPP

(References A-1, I-1 and

" ,4
k) kY

|

¥

1-2)

s s g b e e i T
r

’:" .”"i

Published Documentaion: In preparation (User's

- R
P

Manual/JUA Article).

See Reference 1-2.

g' 2.9.2 General Approach

? SIAN II is the successor to SIAM I (Section 2.8).
: It is a Brute-Force model, designed to provide many replica-
g tions of surface-ship noise for horizontal array systems,

especially narrow-beam systems. [t differs from the other
i noise models in its approach to sipulating ship traffic,

but does calculate beam noise from equation (i-1).

V : [ 2-97
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The unique aspect of the SIAM II approach is that
it calculates many (32) sample time-series in one run, using
a special ship-tracking routine which, in erfect, cycles ships
through the beams within annular regions. This is done to
solve the problem of creating new ships as others leave the
basin and to provide multiple samples from the same bacin
ship scenario. Source levels and speeds are constant in time,

but initialized from random populations.

The TL is an input table for each azimuthal sector,
but does not depend on vertical angle. It has a fluctuation
component, uncorrelated in time. The array response is modeled

with a single deterministic bLeam pattern.

The model is implemented on a PDP 11-45 computer
and is programmed in FORTRAN. The present configuration makes

for lengthy running times and tedious data entry.

2.9.3 Model for Ships

The SIAM 1] ship traffic model {s different from

all of the others reviewed here. and we spend some time
describing it. An ocean "basin," centered at the fixed

receiver location, is divided into sectors and subsectors

as shown below.
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N

A Soctor

The sector aperture is determined from the array beam pattern
{e.g., corresponding to the main beam width and perhaps
priacipal sidelobes), while the subsector extent is chosen

to be consistent with shipping lane widths (usually 50-200 nm)
and the basin environment. A maximum of 16 sectors is allowed,
but the number of subsectors is unlimited. All geometry assumes
i flat earth. As discussed below, the coantribution to the

nuise field from each of the subsectors is calculated sequen-

tially.
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For a given subsector, the computer routine then,
in effect, constructs vp to 32 coples of the subsector and
internally generatsas an annulus from the cuplies, centered at

the receiver location:

Copics

Original
Subszector

-
L4

Ships are initially distributed uniformly in the annulus
according to the input subsector density. Ship speeds (and
lengths) are chosen independently from a nearly-normal distri-
bution for prespecified mean and variance. Ship courses

are drawn from a uniform distribution over (00, 3600). Ship
source levels may be iaputs or may follow a speed/length

rule as in DSBN or SIANM 1. Oace selected, these ship param~

nters remain coastant for the time span of one replivation
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(up to 128 time steps). The ships are then tracked in time
around the annulus, following straight-line paths and reflec-

ting specularly from the boundaries as encountered:

Annulus

The ship history within each subsector copy is treated as a
sample of ship traffic for the original subsector, so thut

32 samples are obtained at once. This is the objective of
the approach. If the sector aperture exceeds 11.25%, i.e.,
3600/32. then fewer than 32 samples are obtained in a single
run and more rums are aade uatil 32 samples are obtained.
Separating the sector copies is allowed, but overlapping them

nay cause undesirable correlations for adjacent copies.
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The above procedure is repeated for each subsector

of interest. The model usually concentrates on the main lobes
of an array, 80 that only a few sectors need be treated in a

single model run. Full 360° response can, however, be obtained.

As is the case for most of the other noise models,
source intensity is independent of time and the transmission

angle.

2.9.4 Model for TL

SIAM II uses an input table of TL versus range for
each of as many as 16 sectors, a single frequency, and one

receiver depth. As an alternative, the model will generate

of detail in the TL function is selectable. but should be con-
sistent with the time-sampling rate, i.e., the rate at whieh
the time series of noise is generated and the sonar-systom

averaging time.

As an added feature, a fluctuation compohent can

be added to the input TL. It is chosen iadependently for
each source at each time step from a normal distribution

with zoro mean and specified variance. :

(ORI ) e AR et vt st e b i g
’ T O W — § s g n
ot R O - b g o e s . e Ll s : R
D e i T e B i s s et e s AR A e o o B o iy sttt oo i s iy o oty AR b,

e
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The program is not structured to account for the

vertical arrival structure of transmission.

»

e A aiet i

o .9.5 Receiver Model
o
"ﬁ-%
e The receiver location and depth are implicitly
ﬁ:"i v :
i defined by the TL and ship field, and do not change in time.
22 d
@Q@' The receiver is assumed to be a horizontal array with response

to plane wave arrivals in the horizontal plane determined from

5
v .m‘
A

an input beam pattern. No discrimination in vertical angles

AR
S
b Ak 1 L e

o
Fe

is allowed. Only one beam pattern (frequency, array depth)

iy feiy GEOE GER COME P WU Juns g
o)

is permitted in a single replic .tion. As an option, a special
"spotlignt" mode employs a single ''perfect" beam and shortens

computation time,

1
Lontisny Ridrag

As a ship progresses around the annulus, its contri-

L
Ay
o Lackidg
I %

bution at each time point is added incoherently to the appro-

.g g- priate sector copies. Only one bHeam pattern is allowed for

.LE - each sector, but different beam patterns may be input for

*é% g different sectors and sidelobes can be included in this fashion,

i%li A1l temporal processing, filtering, etc. are treated implicitly
5 l in the source and TL fuactions for the basic time samples.

,
L
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2.9.6 Details of the Calculation

The program input and calculations proceed approx-

imately as follows:

e The basin is divided into sectors (up to 16)
and subsectors (as many as required), as dis-
cussed above, oriented to the receiver loca-
tion.

° The user inputs a TL table fo:r each sector,
appropriate for the single frequency, receiver
depth, and surface-ship source.

° The user inputs a beam pattern, time-step

increment, and number of time steps (up to

128). ,i
¢ For each subsector, the user inputs the ship

parameters: mean number of ships, mean ship
speed and length, mean (standard) source level,

® The program begins with the first sector and
its firsi subsector

° Thue subsector copies (32) and annulus are
generated internally (uas illustrated above).
The program tnitializes ship positions in the
subsector, ship speed, courses, and source
levels - using the appropriate random-number
generator,
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Each ship then moves in time in the annulus
for 128 time points., The source levels, TL
for the sector and range, and beam-response
for the ship bearing are combined to yield

32 realizations of the ship's contribution to
the noise for the current sector as a function
of time, The intensity is added incoherently
to a cumulative sum of noise for each time
point and the first sector. These values

are stored in & (copy number x time) array of
up to (32 x 128 points).

Once all ships for the current subsector have
been treated, the program goes on to the next
subsector, and continues until all subsectors
of the first sector are completed. The result
is 32 realizations of the beam-noise time
series for ships in the first sector.

Ship-noise contributions for the other sectors
are then calculated in sequence in the same
way as for the first sector.

As each sector is completed, its contributions
to the beam noise (32 time series) are added
incoherently to the cumulative sum stored in
the 32 x 128 point array.

Basic output consists of 32 time series of beam

noise, each of length up to 128 time steps,
as well as ship histories,
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The program flow is summarized in Figure 1-1.
Notice that in the innermost loop the contribution of an
individual ship is determined for the entire time span and
for each of the 32 subsector copies. For this reason, present
program size limits the number of time points per time-series
sample to 128. Note also that only one complete beam pattern

is allowed per computer run.

We emphasize that new ships and ship tracks are
constructed for each subsector's contribution. Hence, there
is no correlation between ships of one subsector and ships of

ancther.

Finally, a constant wind-noise level is added in-

coherently to the resulting ship-noise time series.

2.9.7 Output and Analysis

The basic model output is a set of 32 beam-noise
time series (or several sets of 32 if additonal replications
are made). An analysis package operates on these data to

yield:
[ ] Histograms of Noise (1 dB resolution)

° Sample Distribution Functions (in dBs)
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Figure I-1. SIAM II Program Flow
(Courtesy of S. C. Wales, NRL)
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° Mean and Variance for the Noise Levels (dB)

°® Median of the Noise Distribution

Temporal autocorrelation is not available as an integral part

of the program.

Note that beam-to-beam correlation is not generally
available, since only one TL, one beam pattern, and one ship
density are usually run at a time. It could be obtained for
cases in which beam patterns, ship densities and TL are nearly

the same for the two steering directions.

2.9.8 Computer Implementation

SIAM II is programmed in FORTRAN and is presently
installed on a NRL PDP 11/45 computer. It requires 26K core.
Data entry (ships, TL, etc.) is from files stored on disk
comprised of a main file and separate TL files. Creation of

thesé files can be tedious.

Costs depend on the number of ships per degree,
complexity of the array response, number of subsectors, etc.
As an example, 25 ships, 32 coples, 2 3%-sectors and 128 time

points required 10 minutes running time on the PDP machine.
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2.9.9 Evaluation

According to the author of the programn, SIAM II

has been compared with North Pacific beam-noise data sad showed

very good agreement. Also, see Ref. A-1, I-1, and I-2.

2.9.10 Significant Advantages and Disadvantages

Among the limitations of the SIAM II model are:

(a)

(b)

(e)

(d)

(e)

(1)

(g)

The ship traffic model may be suitable for
certain conditions, but does not allow for
beam-to-beam correlation or the accurate
simulation of ship tracks.

The array response and TL models do not
account for vertical arrival structure,

The time series are limited to 128 sample
points, by core constraints.

The operation of the model is tedious.
The mcdel is in general not structured to
give the details of the noise fluctuations

when complex side-lobe structure or TL
fluctuations are important.

Only a single beam pattern is allowed (per
sector) in one model run.

The TL fluctuation is uncorrelated in time.
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The time and cost considerations are also important, but

difficult to compare with the other Brute Force models.

On the positive side, the approach is innovative
and worthy of further investigation. Some, but not all,
of the distinct advantages of a Brute-Force model mentioned
before (e.g., short-time statistics, higner-order statistics)

are to be found in SIAM II.
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Section 3

SUMMARY AND RECOMMENDATIONS

Tne tables given at the end of this section sum-
marize the properties of each of the nine noise models
reviewed in this report. The problem now is to choose those
models or parts of models for use in LRAPP efforts: area
assessments, exercise planning, measurement analysis, per-
formance predictions for fleet use, etc. 1In lieu of an
attempt to decide here what noise statistics and type of
model are needed for each of these activities, the next
several subsections list some potentially useful quantities
and identify candidate models for predicting them. The
final subsectiouns give general recommendations for a LRAPP
approach to modeling beam-noise statistics and discuss some

special problem areas,

3.1 ONE-DIMENSIONAL DENSITY FUNCTIONS AND MOMENTS,
GRAND ENSEMBLE

Here is required the first-order (one-dimensional)
statistics of the beam noise level or intensity, viza,, the
density function, percentiles, mean, variance, skewness,
etc., but no temporal statistics. By "grand ensemble" {is

meant that the statistics are ensemble averages over all

3-1
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variables which are modeled as random, e.g., ship counts,

ship tracks, source level variations, etc. For all of

the Analytic models, such an ensemble is probably consis-
tent with an average over at least several days since each
one of them defines variations which would take that long
to occur. For the Brute Force models, time-series replica-
tions covering many days or else a number of random

"restarts" is required to give such statistics.

Hence, the most efficient approach to obtaining
this solution is the USI model. It is orders of magnitude
faster than any of the other Analytic routines and does
not rely on asymptotic limits or aspproximations to nor-
mally distributed variables. Certain additional work on

the model seems to be in order, however:

) A computer routine to automate the input
(such as FANIN) must be developed in order
to make the model suitable for {requent

execution.

] The Poisson ship-count assumption (consis-
tent with WAGNER, and in a seuse with BTL
and DSBN) should be tested for sensitivity

and reviewed in light of data (sec Reference
B-2).
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[ The unusual nature of the recursive calcu-
lation of the density function suggests that
a full documentation of the underlying
algorithms be reviewed by LRAPP.

[ Moments and the density function should be
calculated both for noise intensity units
and for noise levels (dBs). This should
be a trivial extension of the existing

routine.

3.2 ONE-DIMENSIONAL DENSITY FUNCTION AND MOMENTS,
LIMITED-TIME ENSEMBLE

In some applications, the "grand ensemble"
statistics are not appropriate, and it is the short-term
(say 12 or 24 hours) description of noise which is required.
For example, a "grand-ensembtie"” calculation would not be
approoriate for simulating the temporal behavior of measured
noise frum an experiment in which ship positions are RKnown.
The Analytic models cannot, in general, produce such sta-
tistics since they ensemble over the entire population (see
Subsection 1.1 for further discussion of this problemj.

The BTL model or the limiting log-zormal approximations of

BTL and WAGNER are the only ones which produce higher ovder

statistics and hence have the putential to provide short-

term data.

K g




On the other hand, the Brute Force models can
easily produce short-term sample functions and their time-

ensembled statistics. Any of the five models listed could

provide a set of deasity functions and moments for short-

term realizations.

3.3 MINIMAL TEMPCRAL STATISTICS, GRAND ENSEMBLE

By "minimal temporal statistics" is meant the ‘

temporal autocorrelation function, decorrelation time, and

G VSN e i PP R
o Y e W < AT RAP L
. : A s

Lo

percent of beam-free time. These can be important for

detection analysis.

= e

i g A

Of the Analytic models, only the BTL model can

P i i .

autocorrelation functions (the two-dimensional density

?- provide these data for the general case. Only if the

5’ Gauss-Markov approximation is valid can the WAGNER Analytic
Ag. 3 % model produce autocorrelation functions without Monte Carlo
? .f - replications. The USI model can estimate beam-free proba-
;. ; % bilities only, and the BBN model cannot at present predict
C

calculation has not yet been implemented). Hence, subject
to an examination of the Poisson ship-arrival assumption,

the BTL approach seems to be the leading candidate.

3-4
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3.4 HIGHER-ORDER TEMPORAL STATISTICS

For certain applications the level-crossing

properties of noise (e.g., the probability that noise re-

mains below a threshold for a given time period, or the

waiting time to cross a level) are required. These are in

general "higher-ordor" statistics in the sense that a two-
dimensional density does not give enough information to
determine them. Among the approaches available to predict

level-crossing properties, the Brute-Force models (DSBN,

R M Dot M AR Sl - e 2a o vl S X e, 4

' .o
s . .
(] [
. - P - i e ; A

BEAMPL, NABTAM, SIAM I or II) would be the easiest to apply.

A

In fact, DSBN's current statistical package described in
Section 2.6 calculate level-crossing properties. The
principal drawback is the expense of making computer runs

for multiple replications,.

o -
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The only real alternatives to the Brute-Force

approach are of dubious potential:

] the BTL model - which involves calculations
equivalent to generating multidimensional
density functions from characteristiec func-
tions, or else use of the asymptotic limiting
distribution - which stili requires a correla-
tion function,
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® the Gauss-Markov approximation suggested
by WAGNER - which remains to be verified

for beam-noise applications.

Note also that the Analytic models will yield only grand-
ensemble values, while the Monte-Carlo models can give short-

term samples.

3.5 MULTI-BEAM AND MULTI-ARRAY STATISTICS

The prediction of multi-beam or multi-array sta-
tistics has its own special importance for current applica-
tions, as well as its own special problems. Of the Analytic

models reviewed here, only the BTL approach considers the

general case. For special cancnical ship scenarios, Reference

B-2 lists formlas for cross-correlation functions and asymp-
totic joint demsities. The WAGNER model, although structured
to predict gpatial correlation for omui sensors, has promise

for multi-array applications.

Any of the Brute-Force models can be made to pre-
dict the simultaneous noise outputs {rom several beams.
Both DSBN and NABTAM are presently coafigured to do it, and
DSBN has a special package which calculates cross-correlation

and joint density functions for bean-to-beam correlation

3-6
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statistics. The situation is different for the case of
Jultiple array locations. Except for NABTAM, the Brute-Force
models must be rerun for each new receiver location, but

with the same ship field. This is straightforward for DSBN,
BEAMPL, and SIAM I, but not possible for SIAM IIA(since the

ships are oriented about the receiver location).

Since the combination of cases and model attributes
are many, Table 3-1 shows the models judged to be leading

candidates for each application

3.6 GENERAL RECOMMENDATIONS

From the preceding discussion it should be
apparent that no single model is the best choice for all
applications. Nor dors it seem that pleces and parts of
the several models described can be integrated into one
all-purpose routine. However, it is proposced that LRAPP

take the following approach:

(AY For a first look at grand-ensemble, first-
order statistics, use the USI mndel (ufter
automation of input, ete. listed in Section
3.1)

()
1
-3

o



e >

~ —~l
n "
= =1
- 3 =
. g 2
[77)
= | 3 i
T Pt Pt - - 24 [=3
4 7 - [ - et [
e < <t + >
a =l B &z == B Eme~| =
g W< | 4 <<= gl @ M=zl <3
= B e w — B < w = I
= mow] Z O non B =z O~ v~
2
s
LT Lﬁ e
| E
S9TI8g BWI] P33BINWIS - < >4 P > -
3
2
A11suag itrop e > > = g
} & o
. w Po]
UOT3EBI[2IA0) SSOI) o 5a bt o m P
-
‘ ' I 4
oz =0 2
5 9TqQWeSUy SWIL-PalTwWwI] L »al  be o 4 >d, & 5 v &
-t _ - -
mAln. woasu aear M L mmm
o °1q ive hd = < > > >4 5 = %
A 3
= 2
o9 e -
= Il P31T®3aQ 2pniou] | sd s . % S . =
F
3u 11ds weayg opniou <
13311ds wesg opniou] ol o d =
=
w A
(sdtyg uouwwmo)) sel b o o &
NOILVOOTILINN ‘RVILILTINN ||
NOILVOCT dIONIS =
: o t
D ‘(sdyyg wowwoD) KVALILINR o e Nie

e — ——— aEms  GemA o -— ol pomeni ol P ] i ol P ed Wl

i
AT R R IO L0 SR P AT N i ) Wy MR e TR ) EPNPoR st o i =
.- PR o PO i b i “
I ] »
TR -~ - - . - .t E . i . .Uu -
RSO, i N )..vﬁ%.ime-,&?fl{. Ll T T i i3 £ Q= et o oot S RIS, it - D, e SN e § s »rmi..&!v! (g il A e i) S s
X Sz g st Than Tl it B o heianalon Sic SOVl sl e e ey Kt S T e
. s TS,
2
- B e e TP




S

(B) For insight about controlling parameters
and to obtain bounds on temporal statistics,

use the BTL analytic formulas for canonical

Ejl cases. Again, some kind of automated system
must be developed to generate inputs,

(C) For prediction of the detailed noise fluctua-
tions, for measurement analyses or detection

P

studies, use one of the Brute-Force models,

It seems that a modest effort would yield a
synthesized model employing automated input
and statistical analysis packages plus the

best features of the five models listed

(e.g., great-circle sailing from SIAM I,

analysis packages from DSBN, limited-time
and grand ensembles, etc.).

(D) For multi-beam correlation, use BTL formulas
for bounds and one of the Brute-Foroe models
{of Table 3-1, as appropriate) for details.

[t T g i i
; ! PR

3.7 ADDITIONAL REMARKS

This report conclwdes with a briet identification

of problems shared by the reviewed models and which requires

REE gy e ‘..,._.“,_.,._;_ 'h"'l'"'zﬂ‘:.‘\?i

further study.

. [nputs for Detection Simulation

None uf the models reviewed can be used to

srimulate the real devection process, e,
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to predict signal-plus-noise in one frequency
bin and an "estimaute" of noise (e.g., value
in another bin or average over other bins, etc.).

Noise Statistics for Time-Dependent Array
Responses

In actual applications, the array may well
be towed, so that then its location changes
in time and its response changes in time
(distortion). None of the models deal with
this case. The beam-free times and other
noise fluctuation properties are expected
to be affected significantly by this array

motion,

Ship Information

The most ditticult and time~consuming task
associated with producing beam-noise statis-
tics seoms to be the preparation of surface-
ship densities and, espectally, ship lanes.
Although some automated routines oxist (e.g..,
FANIN, the input for FANM, at NORDA) they
are not widely used, and further development

and evaluation ave iandicated.

In addition 1o the ship-location problem,
there vremains a significant uncertainty
in the prediction of source levels and
directivity., Recent measurenents should

sventually result in better estimates of

i
i
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‘%’ the radiated noise. For the present, how-
3'5 ever, the Ross and Alvarez spectra of Ref,
E-2 and the BBN statistical model of Ref,

C-3 (which accounts for discrete components
of the spectrum) are the best data available.

® Noise Model Evaluation

If convincing validations (with measurements)
of mean-noise models are scarce, then those

s

for beam-noise statistics models are very

rare indeed.

e Wind-Dependent Noise

Little attention has been given here to the
modeling of the statistics of wind-related
("surface" or "sea-state" or "wind/wave")

noise, either omni or at the array output.
Such noise can be important, even at low
frequencies, and the problem warrants tur-
ther investigation.
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Summary: ANALYTIC MODELS (1)

Approach

Ship Source Intensity

BBN

The method involves the direct calcu-
lation of one- and two-dimensional pro-
bability density functions by Fourter
inversion of the characteristic func-
tions. The important calculation is
of the characteristic function when
shipping traffic and source levels are
random variables., The model is struc-
tured to provide "main beam noise'
only - i.e., noise from a fixed azi-
muthal sector.

Ship source level is a random variable,
independent from ship to ship, selec-
table by class, but always independent
of time and azimuth and vertical angle.

BTL

The noize process is treated as "shot-
noise process” by the assumption that
ships travel on paths and have Poisson
arrival times. Calculation of multi-
dimensional characteristic functions
and moments use shot-noise assumption.
Fourier inversion or use of log-normal
limiting distribution is often needed
to obtain statistics.

Same as BBN. but all ships oun a path
have the same distribution of source
intensity.

ust

The key to the approach i3 that the
number of ships in a geographic domain
s a Poigson variable ("sputial Pots-
son process”).  Then the nolse 13 a
single-time sample {rom "genoralized
Poisson process.” The one-dimensional
donsity is caloulated with a special
{terative algorithm for which geo-
graphtc domains are grouped accord-
thg to contridution (per ship) to noise
intennity. The method avoids charace
teristic functions and direct convolu-
tiona,

Same as BBN, but all ships counted by the
Poizson vartable have the same distribu-
tion of source intenstty.

WAUNER

Two different tormulations (“Rounded
process” and spatial Poisson distri-
bution of ships) lead to a “generalized-
folsson process” characteristic func-
tion. Alsu, the approsch includew a
briute-torce method for obtalning sam-
ple paths. A central limit theorem and
Roate Carlo atmulation to abtaila corve-
fation functiona lends to coaclusion
that ont noiwe level (dB's) {8 approx-
imately a CGausms-Markov process. A
toraula for the spatial corrvelation

bl nolse is gbtained for the general
Polisson process. The model ts atruc-
tured to produce ~anl nolse statistics
at distributed locatlons.

Same as BDN, but main results assume all
ships have the same source intensity
distribution.

AR A T E—
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Summary .

Ship Locations and Motion

ANALYTIC MODELS (I1)

Sound Traasmission

Ships are assumed to travel in lanes or
routes. The number of ships in a lane

of a certain class, the source level,
initial position, and course are random
variables. The speed is a coustant for
the class, while source level distri-
bution is the same within a class. Ships
travel at constant course and speed ouce
initialized: 'Rectangular Sailing.”

Transmiasion loss is deterministic and
defined mccording to azimuthal sector
and rarn'»s. There are no restrictions
on the asmount of detail permitted. The
effects of vertical arrival structure,
coherence, etc., are not included.

Ships travel on "paths," which may be
grouped in lanes or as isotropic fields.
On a path, ships arrive at the main beam
steering angle acecording to a Poisson
rule. Furthermore ships on a path have
course, speed, and source intensity
drawn from the same distribution. Once
initialized, a ship travels at constant
course and speed:

"Rectangular Sailing."”

Same as BBN

Since the model does not produce temporsi
gtatistics, the ships do not move {n
time. Input is the mean vumber of ships
(by claas, tf desired) in »ach of many
goographic domains. The number of ships
{a each domain and clasy (g tnen treated
a8 a Poisson varisble, and those shins
are assumed to have the same source

level distridbution,

Same as BBN, except that a TL f{luctuattion
distribution can be defined at taput for
each geographic region in which ships

are defined. This TL fluctuation vartable
is combined with the source level variable
{n the model calenlations. The fluctuation
value is {ndependent from ship to ship.

WAGNER

The suips are distributed initialiy ac-
cording to a spatial Poisson proceas,
f.e., the number of ships in a reglon

ia a Poisgon variable whosy mean L3 pro-
portional to the aresa of the region, or
else as a hounded process in which a
tixed number of 3hips are distributed
uniformly Ln a bounded region. In each
case, the course, speed and source lovel
are randoa variables. chosen independently
for each ship (rom the same diatri{butiocas;
ance selected these vartables reoain con-
stant in time. For the Polssoq process,
ships are defined ot ab unbounded region,
tor the bounded noise process, ships
reflect from boundaries of the domain.
Satling {s “‘rectangular.”

Same as BBN. A aingle, acimuthally-
independent TL 13 used at prasont
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Mode 1

Summary: ANALYTIC MODELS (III)

Receiver

Output

BBN

The receiver is a horizontal array with
fixed location and deterministic, time-
independent response. All energy is as-
sumed to arrive as plane waves in the
horizontal plane - perfectly coherent

and undistorted. The model s struc-
tured to provide output for the main bheam
only (i.e., noise from an azimuthal sec-
tor). Contributions from different sources
are sdded incoherently (random phase).
Extension to predict sidelobe levels is
possible - but computationally expensive.
The array (s assumed to be pertectly straight
torizontal and ideal in 1ts response.

Fully ensembled one-dimenstional density
and moments of noise intensity in one
azimuthal sector. Eventually the model
will produce two-dimensional densities
(in time), autocorrelation functions,
etc.

8TL

Same as BBN, except that noise from the
sidelobes can be predicted. The model

has also been structured to produce multi-
beam, multi-array notse statistics.

Fully-ensembled k-dimensional densities

and moments are available. Computations
become difficult for k > 2. For special
cases, there are formulas for moments

and correlation. The model c¢an produce
beam to beam or multiarray joint statis-
tics. If a certain asymptotic limit applies,
the noise intensity is modeled as a multi-
variate log-normal varisble. Iun that case,
the calculation of higher order statistics
is greatly simplifiod.

ust

Same as 3TL. However, a random array-
response fluctuation for each ship group
can be tmposed. 1t (s treated in the same
way as the source level and TL fluctuations.

The fully-ensembled one-dimensional density
function (with 1.3 or 3dB resolution) and
moments of main-beam and side-lobe nnise
intensity are predicted. Madel provides
{nformation on which ships are important

to mean and vaviance. No higher order
statiatics, except percontage ovf beam

frove times, aro available.

VAGNER

The receiver is an Jaani phone (orf phohes)
with fixed location and deterministic. tisw-
{ndependont respoase.  Extounsion to the
horizontal array case ix possible. The
model s structured to produce aulti-
senzor noise statistica.

The brute~.orce taplemontation alloww for

the Monte-Carlo calculation of higher

order atatistics. Otherwide. the audel
produces the characteristic function, anee
dimeastional density and mcoents. fully-
ensembled. No analytic farmulaa for higher
order (time) statistics are givea. The
apatial coreelation function (8 written in
tategral form and approximationn are listed.
W¥hen the Gauss-Uarkov approximation is valid,
higher order statistics. levelasrossiag re-
aults and time-series simulativaxn are veadily
available.
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Summary ANALYTIC MODELS (IV)
Model computational Efficiency
] All tnput s manual.
3 i ¢ Computer caleulation of characteristic functions and Fourier
E taverstion for one-dimenstonal density (50-60 dB dynumic range)
1 takes about one CDC-6400 minute ($10).
§” ¢ Two dimensional statistics are expected to be calculated at
£ much greater oxpeuse.
§ BBN
;
-
k.
8
i+
§ i
# |
) T
|
} e Samv as BBN except that the form of the characteristic funce
| tion and a smaller Jdynamic range (30 dB) yilelds less expen-
: sive routine.
; ° BTL 1s structured to valoulate higher order and multiarray
| statistics.
] . When the asymptotic limit applies, a very efficlent mode!l
_ results,
BTL ® Typiteal valeulation of one-dimenstonal deasity function on
! UNIVAC 1108 takes d¢OK core and 3 minutes, per shippiang lane
i
@ All input ts manual, although a FANIN-type routine would help.
stice only ship deastties ate used.
! e TL. SL. AU and ship domatnn are grouped manually.
o Actual compuiation of density function costy
less than $1.00.
- 14
i
!
13
t
¢ All 1nput ix manual. Ship taput 1s not difficult since iasitial
: dlatributieon s uniform and courses and speeds are given by
single diniributions
H & The analytic solution for ane-dinensional density requires
. Pourier \aversion of characteristic (unctions i like BON or BTLY.
WAUNER : ®  Gaura-darke: approsvimation 14 walid ¥agher has many vioned

Yorm results and compute?r simuiativn tuols.

.




Summary: BRUTE FORCE MODELS (I)

Model Ship Source Intensity Ship locations and Motion
Ship source levels are deterministic Same as DSBN, except that ail ships ia a
BEAMPL constants for each claas of ship and are lane have same deterministic constant
{ independent of angle and time. speed and source level.
Ship source level is a random variable Ships travel on paths with Poisson arrival
depending on class, speed and length. rule for input ship path density (like
The formulsa is BTL). Route envelopes on lanes are defined.
SL = K + 60 log (Speed) + 20 log and within them ship properties (course,
(Length), where K is s constant for each speed, level) are drawn from the same dis-
class, Speed and Length are uniform tributions, independently. Once initialized,
variables drawn independently for each ships s3il (rectangularly) at constant
ship. The levels are constant in time course and speed, Lanes are initialized
DSBN and independent of angle. Extension to on circular arcs at edge of basin.

include time or angle-dependent level is
possible, but adds to computation load.

All surface ships have the same constant Initial ship locations are a deterministic
source level, derived from Ref. E-2, de- input. Initial courses and speeds can be
pending only on frequency. user-specified or drawn from uniform aad nor-

1 mal distribution, respectively.

Once initialized, ships travel on tracks
with dLAT/dt and dLON/dt constant. I[f a
ship leaves the basin. it is not replaced.

NABTAM
Source intensity is a random variable Ship locations, coursos and speeds are
for each ship, determined from distribu- tnitialized by class oither determinis-
tion for ship clags, and depending on tically (to match experimental data)
frequency. aad uniform or novmal vari- or randomly (usually uniform).
ables for speed and length. Default val-
ues are the same as for DSBN. Ouce determined, the shipas travel on great
circle paths 2y conactant speed and with
Slay Source intensity does not depend on time conetant source lovel. W%hen a smhip reaches
or transmission sagle. the basin bouadary (t is reflected specularly
(as {6 the WAGNER bounded notse process).
As many as 2350 shipe are allowed.
%
Stan 11 Saze as StaN ! Initial ship courses and speads ave chogen g

from near-noreal distribution, but then re-
main conatant in time. Initial ship iova-
tions are uanifov® 1o subsectors.

Ships are tracked in time on straight-liae
paths with refiections from subsector boun-
daries (9ee 2.9.3 for detaiis).

Gl OGNS U Oul OGN UMl SN CN5 GED SIS GO WY cuer e e

A i gy

S A & e TN
e g L e g




TS L mpeegm

Summary: BRUTE FORCE MODELS (II)

EAYIE St ot o

t
‘E Sound Transmission Receiver _;
Transmission loss is a deterministic in- The receiver is a perfect horizontal array
put and is assumed to be independent of with fixed location and deterministic,
azimuth and time. There are no vestric- time-independent response. I[n fact, the
tions on the smount of detail permitted. response in the horizontal is simply unity
The effects of vertical arrival struc- on the "main beam" and zero elsewhare. All
ture, coherence, etc. are not included. energy is assumed to arrive as horizontal
plane waves - perfectly coherent and undis-
| torted.
Same as BEAMPL, except that TL can be The model assumes an array at a fixed loca-
given as a function of azimuth and ver- tion with beam pattern. Subroutines generate
tical arrival angle. canonical patterns for shaded and unshaded
line arrays. All epergy is assumed to arrive

as plane waves. distributed in vertical an-

gle, but perfectly coherent and undistorted.
The model can account fully for the vertical
multipath arrivals and their effect on array
response for angles off broadside

Transmission loss is calculated with- Receiver locations, depths and beam-patteras
in the model. using a geometric- are deterministic inputs. Iaternal routines
acoustics approach without diffrac- can calculate beam natterns for standard
tion or coherence corrections. for line arrays. The three-dimensional response
a range-independent environment. (including vertical multipath arrivals) is
The TL and vertical arrival strue- calculated as in DSBN

ture are calculated for each of

several receiver locations to all Also there i{s a version of the model which
spurce ranges. The TL s deter- performs "near-field” corrections. i.e.,
ministic and time-{nvariant. tt calculates array responses for curved

wavefronts f{rom nearby sources.

A deterministic. time-independent Same as BEAHPL except that multiple beam
TL. as a function of range., asi- patterns cafh be treated in one program
muth, frequency and recetver depth execution.

iy required for iaput, Up to 30
trequencies, 29 depths, and 10 azt-
muths are allowed. At each time
sample an independent draw from a
fluctuation distriburion is added
to the TL for each ship source.
Also, there 18 1 special “logarith-
alc” routine for interpolating TL
in rasge aand azimuth, and all geo-
metry is spherical.

The progras can geserate TL of
form A+BlogR internaliy - a8 an
option.

table of TL versus raage for as single beam pattern. dopendiag oniv on
many as 16 azimuths, one fre- a2isuthal arrival angle. 15 aa iaput and
quency, and che receiver depth. defines the time-independent array ro-
spoase.

l The model requirey as input a Recelver location and depth are fixed 0\

S1AM 11 A fluntuation compohent and
A*BlogR routine are available,
a8 1o SlaN I.
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Summary:

BRUTE FORCE ¥ODELS (III)

Model Basic Output Output Analysis
The basic model output is a sampled time The analy=is package generates the statis-
f series of beam noise for extended time tics for the time series, including:
j periods (hours or days). Monta-Carlo
simulation requires that a number «f such {a; Time-averaged series {(intensity average)
replications be calculated. for each replica,
The model also produces a ~omplete his- (b) Histograms, moments, percentiles for each
) tory of each ship. replica,
BEAMPL (¢) Time-averagad autocorrelation fuaction
and its Fourier transform (dB's) for
each replica,
(d) Plots of (a), (b), (c).
{e) A stationarity test is performed by {ind-
. ing moments and percentiles for subinter-
vals of the time series.
() Level crossing statistics - percentage
' of time noise is above a given value.
Same as BEAMPL, except the series repre- Same as BEAMPL ((a) through (f)], plus:
sents full array response - hoth from
main beam and sidelobes. The model can (g) Two-and three dimensional histograms
also c¢alculate the responses for several (in time or beam), plus moments. Cross-
beampatterns at once (i.e., due to the correlations, etc.
samp ship field). so that beam-to-bean
l correlation studies can be made. The {h) Comparison of intensity distribution
model gives ship histories plus list of with best fit chi-square (central and
ships on main beam and on sidelobes. non-central), log-normal., ete. distri-
DSBX butions. Kolwmogoraov test results and

l plots are displayed.

(1) Ensemble density and statistics over
ali replications at one time period
are found.

l (J) Extensive level-crossing results, in-
cluding distribution of time intervais
for which noise exceeds A level and

] walting 21mes to cross a threshold.

\ (k) Complete hiatory of beam-{ree and beam-
ocoupied times.

l Bagic output colsists of nolse time No analygis package is used at present. but

. series for each receiver location acd a standard time-series statistics package
NABTU bBOAR pattern at one f[reguency. Moute- could be applied.
l Carlo replications ate a0t generated.
Basic output is nolse tioe series for The analysis package provides the sav-dimea-
each beam-pattern. frequetcy, and depth slonal deasity fusction aad wooents for the
S1aM 1 tor extended time perinds and sultiple onsecble of replications. Although autucerte-
replicationa. Ship location histories lation functions caf be found. their iaterpre-
are also avallable. tation depends on the TL fluctuation aodel.
Beapfree and cccupled percentages aad time

' histories are outputs.

Basic output consists of 32 reslilations Af Anaivsis package cozputes toise histograss,
of bdbean-noise time gories, (for the single aocteats, 3ad the msedlan.

: S1ax¥ 1! beag-~pattern, f{requency. and tecelver
location, and up to 128 time steps each.




Summary: BRUTE PORCE MODELS (IV)
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Modol Computatioa Costs

Approximately the same as for DSBN.

SEAMPL

Costs depend on nur * of ships, aumber

of beam pstterns, replications, time
period, amount of apalysis, etc. Examples
are (CDC 6400 computer):

e 200 ships, 12 houra, 9 besm patterns,
no analysis: $88/replication.

e Analysis of 10 10-hour replications
including (a), (b). (c), (d), (@),
(£) (b)), (1), (3), (k): s20.

DSBN .
Core requirement for CDC 6400 is less

thaa 40K words.

Program is cverlald {cr ainicomputer appli-
cation, aad <ore 13 10K words {1f not vver-
laid, 13K).

Examplo of cost. one time step, large dum-
XABTAY ber of ships. [ive beam patteras: $0.78,
cn CIC 6400, Nate, cost includes TL caleus
1ativa,

A typleal run on the CDC JOD requiren 5-10
®2iaules cospuler time.

SiaN §

-~ 5
B

Costs depend on SBips. array resposse. subs
sectors, étc. For exampie, 235 ships,
realizaticas, I gec2ors, 138 t:me poiots
per reslization rejuires 10 miautes on the
Stam 1 POP 11745 computer

|
l
!
!
!
|
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World Building

8121 Georgia Avenue

Silver Spring, MD 20910

Attn: M. S. Weinstein 1
R. L. Jennette 1
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Western Electric Company 1
2400 Reynolds Road
Winston Salem, NC 27106

Westinghouse Electric Co. 1
P. O. Box 1488

Mail Stop 9R40

Annapolis, MD 21404
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DEPARTMENT OF THE NAVY

OFFICE OF NAVAL RESEARCH
875 NORTH RANDOLPH STREET
SUITE 1425
ARLINGTON VA 22203-1995

IN REPLY REFER TO:

5510/1
Ser 3210A/011/06
31 Jan 06

MEMORANDUM FOR DISTRIBUTION LIST

Subj: DECLASSIFICATION OF LONG RANGE ACOUSTIC PROPAGATION PROJECT
(LRAPP) DOCUMENTS

Ref  (a) SECNAVINST 5510.36

Encl: (1) List of DECLASSIFIED LRAPP Documents

1. Inaccordance with reference (a), a declassification review has been conducted on a
number of classified LRAPP documents.

2. The LRAPP documents listed in enclosure (1) have been downgraded to
UNCLASSIFIED and have been approved for public release. These documents should
be remarked as follows:

Classification changed to UNCLASSIFIED by authority of the Chief of Naval
Operations (N772) letter N772A/6U875630, 20 January 2006.

DISTRIBUTION STATEMENT A: Approved for Public Release; Distribution is
unlimited.

3. Questions may be directed to the undersigned on (703) 696-4619, DSN 426-4619.

A& XN
BRIAN LINK
By direction




Subj: DECLASSIFICATION OF LONG RANGE ACOUSTIC PROPAGATION PROJECT
(LRAPP) DOCUMENTS

DISTRIBUTION LIST:
NAVOCEANO (Code N121LC - Jaime Ratliff)
NRL Washington (Code 5596.3 — Mary Templeman)
PEO LMW Det San Diego (PMS 181)
DTIC-OCQ (Larry Downing)
ARL, U of Texas
Blue Sea Corporation (Dr.Roy Gaul)
ONR 32B (CAPT Paul Stewart)
ONR 3210A (Dr. Ellen Livingston)
APL, U of Washington
APL, Johns Hopkins University
ARL, Penn State University
MPL of Scripps Institution of Oceanography
WHOI
NAVSEA
NAVAIR
NUWC
SAIC
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