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T his report I n v e s t i g a t e s  forms of the s ta te  no ise

covariance ma trix In the Kalm a n F i l te r . Th is m a t r t x , de-

no ted ~~~~~, Incor porates the effec .ts of random errors driving

system dynamics into the filter computations. The

matr ix  Is der ived by in tegra t ion  from the ma t r i x  of contin-

uous t ime d r i v ing  noise s t reng ths ,  wh ich  normal ly  inc ludes

only diagonal terms. This often leads to use of a diagonal

mat r i x  w i t h  cons tan t  terms.  However , the d e r i v a t i o n

shows that should  have o f f - d i a g o n a l  and time va ry ing  terms .

The study inves t i ga tes  the e f f e c t s  of inc lud ing  such terms

In 
~~~~~~~ 

Three a l t e rna te  forms of are de r i ved  for a sped-

f i c  Inert ial  n a v i g a t i o n  sys tem.  These,  and a s tandard  dia-

gonal form , are tes ted  us ing a cova r i ance  a n a l y s i s .  The

results show little d1ffe~’ence In performance for the dif-

ferent f i l t e r s .  Th is  Is a t t r i bu ted  to two pr imary f a c t o r s :

hi ghl y accura te ex te rna l m easurem ent s , and the use of inte-

gra tion sub-intervals for covariance propagation. These

sub - i n te rva l s  genera te  approp r ia te  o f f - d i agona l  
~ cj terms

when a d iagonal  form of is used over each s u b - i n t e r v a l .

This su ggests that an appropriate form of non -diagonal 
~d ’

which would no t have to be added In at each sub - Interval a :

1

could signif ican tly reduce Kalman Filter computation require-

me n ts .  S p e c i f i c  add i t i ona l  s tud ies  to tes t  th is  p o s s i b i l i t y

are sugges ted,

ix
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STATE NOISE COVAR IANCE COMPU TA TION IN ~HE KALMAN FILTER

I. Introduction

Problem Statement

The Air Force mission requires aerospace vehicles with

hi ghly accurate navigation systems. To achieve the re-

qu ired accuracy, these systems typically include two or

more separate navigation subsystems. The usual combina-

tion consists of an Inertia l navigation system (INS) and

some external measuring device or devices such as Doppler

Ra dar , Tac tical Air U avigat i on (TACAN), a barometric alti-

me ter , or a Glo bal Positioning System (GPS) receiver. By

properly combining the Inf ormation from these di fferent

measuremen t s , the onboard computer can generate navigation

data which is more accurate than that sup plied by any

single instrument alone. A widely used algorithm for com-

bining this information is the Ka lman Filter.

In theory , the Kalni an Filte r is exactly defined by a

mathematic al model which descr ibes the behavior and perfor-

mance of the ve hicle and its navigation systems . This

“truth model ’ includes a large number (typically 50-100) of

individual variables or “ states ” , including components of

pos ition and veloci ty , INS pla tform angles , gyro drift

rates , and measur ing inst rument biases. In most app lica-

tions , states such as position and velocity exhibit non-

linear behavior. In order to keep the truth model linear ,

L 
_ _ _ _ _ _ _ _ _  
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these s ta tes  are modeled as l inear  per turbat ions about a

known nominal path , These “error states ” are used in the

model for this study .

In practice , a Ka lman F il ter based on this complex

truth model would require computer resources (memory space

and process ing time ) far beyond the capacity of any airborne

computer. Thus , the task of the designer is to introduce

approxima tions to the truth model in order to meet practi-

cal cons traints, while maintaining sufficient navigational

accurac y. -

Objec tives

The purpose of  this study is to examine one specific

type of approx imat ion wh ich  is widely used in Kalman Filter

design. Th is approximation deals with the computation of

the st rength, or co var iance , of the s ta te noise (a lso

k nown as dynamic driving noise or system noise) in the fil-

ter computations. This noise determines how fast the uncer -

tainty in the vehicle state increases be tween navigation

measuremen ts. In many applications which use a discrete

time form of the Kalrn a ri Filter, this matrix is approximated

as a diagonal ma trix with constant terms . Individual ele-

ments are ad justed for good filter performance through a

tuning process .

However, exam inati on of the truth model equations show

that the sta te noise covar tance matrix should include of-f-

diagonal terms and vary with the vehicle state. This study

attempts to determine the effects on filt er performance of
2 
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restor ing o f f - d i agona l  and s t a t e  dependent terms to the

s ta te  noise c o v a r i a n c e  ma t r i x .

Study Approach

The study tested several alternate forms of the state

noise covari ance matrix. These matrices were assigned type

numbers in order of increasing comp lexity. The forms

tested were:

Type I - Diagonal, with constant terms (standard type).

Type II - Full (including off -d iagonal terms), but

s ti ll cons tan t.

Type III - Full , with state dependent terms derived

direct ly from the truth model by an approximate

numerical integration technique.

4 Type IV - FuH , with state dependent terms analytically

derived to approximate the performance of  the truth

model .

To eva lua te  these a l t e r n a t i v e s , a specific system was

tested. The system chosen consisted of a fair ly typical

inertial navigation system aided by a barometr ic altimeter

an d a GPS receiver. The truth model for the baro- inertial

sys tem was deve loped by Widnall and Grundy (Ref 1). Myers

and Butler (Ref 2) modifIed this model to Incorporate the

GPS measuremen ts. The filter model was derived directl y

from the truth model by deleting all but the first 16 of the

52 states (see AppendIx A). Ka im an Filters based on each of

the proposed noise matrix types were then designed.

3 
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Each of the proposed filters was tuned to give good

performance over a chosen fligh t profile. The cov arlance

of the true error in the estimat ion of  the primary nav i-g a-

tion states (position and velocity errors) was then corn-

[ puted for each filter. This type of testing is termed a

“ covar iance  anal y s is ” . The error covariance resul ts serve

as the primary criterion for comparison of the proposed

filters . Ano ther criterion is the relative burden (number

of computa tions and storage space required) which each

places on the airborne computer.

Assum p t i ons a nd Lim it a t ions

As men tioned above, the system tested In this study

uses error sta tes to ma i nta i n li near t ru th an d f i lter

models.  These err ors are modeled as li near per tur b a ti ons

to the states about a nominal path. In order to keep the

assump tion of linear perturbations as accurate as possibl e ,

a new nominal path is normally compu ted each time a measure-

men t Is incorporated. A Kairn an Filter using these techni-

ques is termed an Exten ded Ka lman Filter. This filter uses

the values of the errors which It computes for each exter-

nal measurement to reset the INS.

The cov ari -ance analysis used to eva lua te the filters

in thIs study works In theory only for a line ar Ka lm an Fil-

ter and a line ar truth model , As descri bec~ In Chap ter IV ,

It does not supply ex ternal measure ments wh ic h the Extended

Kalma n Filter coul d use to compute a new nomina l patP’ . In-

stead , it supplies a precomputed nominal path to the filter

4
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throughout the f l i gh t .  Thus ,  er rors in computa t ion  of the

nominal path by the f i l t e r  cannot degrade the performance of

the fili.er in a covariance ana lysis , as they would in actual

i mp lem enta ti on. There fore , th e covar i ance anal y s i s p resen t s

only a limited indication of the performance of each filter.

This type of analysis was judged to be adequate for this

study for reasons given in Chapter IV .

Several other assumptions and limitation are signifi-

can t in th is  study :

1. It was assumed that the Global Positioning System

sa telli tes a lwa y s ma i nta i n th e same pos iti ons re la t i ve to

the aircraft. The extra program logic to propa gate satel-

li tes and per i odi ca l l y se l ec t a new se t for measurements

would have greatly increased computation requirements and

is not relevant to the problem being studied. A single

case of satellite geometry was computed for a randomly sel-

ected time and then used throu ghout the study .

2. The truth model as obtained from the Air Force

Av ionics Laboratory contains known anomal ies in the vertical

c hanne l (a l tit ude error , vertical velocity error, etc.)

which can cause errors in that channel to become excessive.

These errors were correc ted by Intermetrics , Incor porated

under an AFAL contrac t (Ref 3), b ut the correc ted model was

not availa ble In time for this study . Some simple correc-

tions were applied in the Filter tu ning process to obtain

a workable mo del. Because of this limitation , vertical

channel sta tes were not tuned and evaluated as critical l y

_ _ _ _ _ _ _ _ _ _ _  
_ _ _ _ _ _ _  J
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as horizonta l channel states in the study .

3. Exhaus t i ve  f ine tuning of the f i l t e r s  was not con-

ducted. No per formance re q u i remen t s are ava i la b le for th e

filters, so it i s  impossible to determine what performance

is “adequa te ’ . The Important factor here is the relative

peformance of the filters based on each of the proposed

state noise computations. This can be evaluated with only

reasonabl y good tuning.

4. Numer ical problems which often occur in Kalman

Filters due to finite computer word iength were not considered.

The CDC Cyber computer used for the simulations provides

very high precision (60 bits), so roundo ff an d t runca ti on

problems are not significant. This is not the case for an

airborne computer , so thes e p ro b lems wou l d have to be

studied for an actua l application of the proposed computa-

ti ons.

Overv iew

Cha pter II of this report presents the mathematical

background for the problem. Chapter III shows derivations

for the four models to be tested. Chapter IV describes the

testing method and the test parameters which were used.

Chap ter V presents the test results and an analysis of

these results. Because the truth model and filter model

6
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II. Theo re t i ca l  Back gr ound

Introduction

This chapter presents the context of the problem being

studied. It introduces the notation used and the theoreti-

cally correc t state noise covaria nce computation. Then it

d iscusses the need for approximate com putations , an d some

available approximations. The specific approximations to

be tested are described in the next chapter.

The purpose of this chapter is not to derive the equa-

t i ons r i gorousl y, but only to depict them and explain their

con text. The equations and notation are taken from Refer-

ence 4, Chap ter 4.

Kalman F i lter Formula ti o n

In order to discuss the Ka lman Filter in detail , some

vec tor and matrix notatio n is needed. An underscored upper

case let ter , A , indicates a matrix. An underscored lower

case ‘let ter , x , indicates a vector. A matrix element is

depicted as an upper case letter with indices enclosed in

parent heses , e.g. P(5 , 5). A time derivative is denoted by

a dot above the quantit y, e.g. c. A superscript T , as i n

AT, indicates a matrix transpose. A superscript -1 m di-

ca tes a ma tr i x i nverse , as i n

A nonl i near , homogeneous state differential equation

can be writ ten as

~~(t )  ~ f[x(t), t] (1)

7
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where x(t) is the system state, including states such as

posi ti on , velocity, and INS pla tform tilt an g les .  It Is

h i ghly des i ra b le to use a li near sta te equat i on for a

f i lter i f poss i ble. In many cases ,  equat ion  (1) can be

l inear ized  by changing x to “error s ta tes ” . Then the

states consist of linear perturbations to the above men-

tioned states about some nominal “path” , x,.~. A lin ear

state equation can then be written for the errors about the

nominal path by computing

3f(x(t), t]
F( t )  = 

— 
(2)

— xax

Using th is  form , a c l a s s  of stochastic processes can

be described by the continuous time , stochastic state dif-

fe ren t la )  equat ion

~(t) F(t)x(t) + B(t)u(t) + G(t)w(t) (3)

where :

- x(t) is the system state. Since error states are

used here , x includes components such as position and velo-

city errors, INS platform misalignment ang les , and measure-

men t i ns trumen t anomal i es.
- F(t) is the plant or system matrix , as described

above.
- 8(t) and u(t) are terms used to Incor porate deter-

m inist i c control inputs.

- G(t) is a selection matrix for stochastic driv ing

no i ses.

8
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- w ( t )  is a vector of zero-mean , white Gaussian noises

which drive the system.

Ex ternal measurements are ava i lab le to the sy s tem a t

d iscrete sample times. These imperfect measurements , 2 ,

can be d e s c r i b e d  as

z ( t 1 ) = H(t 1 )x ( t1 ) + v ( t 1
) (4 )

where H is a selection mat r i x  of the s ta tes  in the measure-

ment an d v is a zero-mean , w hit e Gauss i an no i se.

A wh ite noise can be described as a random process for

wh ich there is no correlation in time between subsequent

samples; i .e., the process can go from a known value at a

g iven sample time to any other possible value at the next

sample ti me , no ma tter how c lose  to get her the sam p le ti mes

are. A Gauss ian noise Is one whose joint probabilit y dis-

tributions are Gaussian. White Gaussian noise is character-

Ized by two parameters , the mean and t he “ streng th” :

E(w(t)) = 0 (5)

E(w(t)wT(ts)) = fl(t)~ (t-t’) (6)

w here

E ‘Is the expec tation operator ,

6 is the Dirac delta function.

T hus , w(-t) is described as a “zero-mean , white Gaussian

no ise of strength n,” . S im i la r l y ,  the d i sc re te  time noise

v(t) is described by its statistics:

9

——---5- 5---- ——

-5--- -5 ---- — ---“5-- -— L~~~ .,.



5- — F 5-
~

5-
~~~~~~~~~ -

-5 -—.. — - . ~ T~~~~
-5
~ T2~~~

-_

E ( v ( t ) )  0 (7 )

E ( v ( t 1 )v ( T(t~ ) )  R( t 1 ) for t~ t~

• 
~~ , 

for t~ $ t,~ (8)

Then v(t 1 ) is described as a “zero-mean , white Gaussian

no i se o f covar l ance R ” .

In this thesis , the effect of deterministic control

inputs is ignored , so B(t) and u(t) will no longer appear.

Because of the driving noise w(t), x (t) is a random process.

Under the assumptions that equation (3) is linear in x

(i.e., that F is not a function of x), w(t) is a white

Gauss i an no i se , and x(t) can initially be described as a

Gauss ian random variable , it can be shown that x(t) will al-

ways remain Gaussian (Ref 4:4-22). These assumptions all

hold for equa tion (3), so the system error state , x , is

modelle d as a Gaussian random variable.

A Gaussian random vec tor variable x is described by

two parame ters - the mean , rn
~~
, and th e covar i ance ma t r ix

P. Heuristically, the mean is the average or “ ex pec ted”

value of x , and the covariance is a measure of the spread

of poss ible x values about the mean. For a Gaussian random

var i ab le , the mean value corresponds to the mode , or the

mos t likel y value of x. The Kalman filter uses the mean as

I ts estimate , deno te d x , of the state x.

When a measuremen t is processed in a Kalman Filter ,

the resul t is the best obtai nable state estima te relative

10
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to a wide range of criteri a (Ref 4: 5-49 to 5-54), so the

covarianc e Is rela tively sma ll , As the vehicle moves away

from the measuremen t time , uncer ta inties build up in the

sta tes , so the covari ance grows. The filter propagates the

s tate es t imate , x , and the cova r l ance  ma tr ix , F , forward ‘In

time . When a new measurement is processed , the f i lter must

com b ine the measuremen t informa ti on , z , wit h the propagated

state estimate , denoted x- . In e ffec t , the filter computes

a weigh ted average of x- and z , using the propagated state

covar lance matrix F- , an d the measuremen t covar i ance ma tr ix

R, as we ighting factors. The updated state estimate and

covariance are denoted as and P~ . Thus , there are two

basic compu tations performed in a Kalman Filter: propaga-

tion of  the state estimate and its covariance in time , and

Incorpora tion of a measurement to update the state estimate

and covar iance. The time propagation equations are of pri-

mary interes t in this study.

Propaga tio n of the state estimate Is based on equatio n

(3). This solu tion Is facilitated through the use of a

state tra nsition ma trix , ‘I’, define d by:

3(t, t0) F(t)~ (t , t0) (9 )

•(t0, t0) 
= I (10)

where I is the identity matrix. ~(t, t )  descr ibes the

change In the state x , between times to and t for the homo-

geneous system. If F(t) Is a constant , then 4~(t, t0
) Is a

11
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functio n only of the elapsed time t-t 0, and not of the

particular values t and t 0 . In th is  case , ~ is o f t en

written as ~~t-t 0) or

Using this state transition matrix , the propagation

equations for the Ka lman Filter can be deri ved. The

resul t s are :

x ( t 1 ) ~(t1, t 1 1 )x~ (t1 1 ) (11)

P ( t 1 ) = 
~~~t 1, t~~~~1

) P~~(t 1 1 ) ~~
T (t 1, t 1 1 )

+ f~ i ~~t 1, -t )  G ( r )Q ( i  )G
T

( t ) ~~
T
( t  , r ) dt  (12 )

1—1

Th e eq ua ti ons for a measuremen t up d a te use the va l ues

of P and R to compute a gain matrix , K , for measure m en t

t ime t~ :

K(t 1 ) = P (t 1 )HT (t 1 )[H(t~ ) P ( t 1 )H T(t 1 )+R(t 1 )r
’ (13)

This gain matrix is then used to compute the updated values

of the s ta te  es ti ma te an d covar i ance as fo l lows :

+ 
• + K(z-Hx ) (14)

P9 
• P - K H P (15)

(The time indices t 1 are om itted for convenience.)

The primary purpose of the filter is  to keep track of

the state estimate, x. In order to do this , it mus t a lso

keep t rack o f th e covar i ance , P. As e q u a t i o n s  (13) and (14)

show , accu ra te  e v a l u a t i o n  of P is c r i t i c a l  in computing the

s ta te  es t ima te .  Thus , proper eva lua t i on  of equat ions  (12 )

12
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and (15) Is ver y Im po r tant  In a c h i e v i n g  good Kalman Filter

performance.

Ka lman F i l t e r  Imp lementation

A typi cal truth model for an aerospace aided interi a l

naviga tion system conta ins 50-100 states. Thus, the

mat r i ces  of equa t i ons  (3 )  to (15)  are of d i mens i ons as

large as 50x50 to lOO x lOO.  The compu ter resourc es to s tore

and man i pula te su ch lar ge ma tric es are s imp ly no t ava i la b le

In the airborne computer. Many s imp li f i cations and approxi-

ma t ions to th ese mo dels can b e ma d e , often with only a very

sl ight performance degradation. Some of these im p lement a -

t ion techniques w i l l  be d i scussed  here.

Of the 50-100 states in the truth mode l , some are more

impor tant than others. The position and velocity states

are of d i r e c t  In te res t  to the user , s ince  that  is what  a

nav i ga t ion sy tem i s suppose d to tell h i m. S tat es suc h as

gyro drif t rates and accelerometer m i s all gnments are only

of interest when they help ;he navigation system to obtain

better pos i t ion and v e l o c i t y  e s t i m a t e s .  Many s t a t e s  w h i c h

have only smal l effects on navigation performance can be

combined or droppe d from the mode l . This simplified “fil-

ter mo del ” typica lly contains 10-20 states.

The theo re t i ca l  and laboratory  ana l y s i s  of a system

yields an accura te system model in the form of equatio n (3),

I.e. invo lv ing  an F matrix rather than a ~‘ matrix. The Kal-

man Filte r is base d on the -~ ma t r ix , wh ich can be de rived

from F. The solu tion to equations (9) and (10) Is very

13
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time consuming to generate on line. If the F(t) m atrix is

slowl y varying, then for a .~t that is small compared to the

time constants of the system , the solu ti on to equations (9)

and (10) can often be approximated to sufficient accuracy

by 
~

(t
~~
+
~
it . t1 ) = 1 + F( t 1 ),\t.

Using this approximation , equation (3) can be written

in d i sc re te  t ime d i f f e rence  equat ion  form (ignoring deter-

ministic inputs) as:

x(i+1) = ~(l+1 , 1) x(i ) + 
~~~~ 

(16)

where I and i+1 indicate consecutive instants of time .‘~t

seconds ap ar t . The 
~d 

term is the discrete time equivalent

of the white Gaussian driving noise w in equation ~3). It

is zero-mean , white Gaussian noise of strength 2d~ 
The sub -

script “d” serves to distinguish 
~d 

and from their con-

tinuous time counterparts. The primary impact of this

change on the Kalman Filter equations is in equation ( i s ) ,

wh i ch becomes

P (t+1) = •(i+1 , I) P ( i )~’T(i+ i i) + P.d (1) (17)

The first term In this equation is the same as before.

From equa tions (12) and (17), it can be seen that

4i 4’(t~ , T)G(r)~~(T)G
T(r)~’T(t1 , t) d-r (18)

i — i

- 

- 

The purpose of this study is to investi gate some techn iques

for evalua ting this term. From equation (17), it is

c lear  that this term d i rec t ly  af fec ts the covar i ance

14
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computat ion , which was seen to be important for accurate

state esti mation in equations (13) and (15). Thus , numer i-

cal computat ion of 
~~~ 

directly affects the performance of

the filter.

A direct evaluation of 
~d 

by solution of equation (18)

is not appropriate for two reasons. First, this would pre-

sent an excessive com putational burden to the airborne com-

puter. Second , and a more basic problem , is that this will

not give a correct result for a reduced order filter model.

Many Important states in the truth model are affected by

the driving noise only indirectly, through other states.

For exam pl e , the driving noise may cause the position error

covar iance to grow by increasing the uncertainty in velo-

city , which is integrated to compute position. In other

cases , the best available model for a driving noise may be

a time correlated noise. This can be incorporated in equa-

tion (3 )  by adding another state to x , driving that state

with white noise , and then driving other states with that

state (this is called a shaping filter (Ref 4:4-80)). When

such states are removed to obtain the r€ duced filter model ,

some sources of uncer taint y are also removed. The direct

evaluation of equation (18) to obtain in this case would

model a time correlated noise as zero , wh ic h Is clearl y

i ncorrec t.

The designer compensates for this by adding so ca l led

“pseudo-no ises ” to the matrix in the Kalman Filter.

15
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These are w h ’~ no ises with strengths chosen to approximate

the error contribut ions of the discarded states.

The usual techn ique in Kalman Filter design is to

t rea t all of the noises as Independen t , discrete-time

pseu do-noises. Thus, is approximated as a diagona l

ma tr i x of constan t term s , with one entry for each indivi-

dua l state. Through some type of performance evaluation ,

such as a covar i anc e anal y si s or a Mon te Carlo anal ys i s as

descr ib ed in Cha pt er IV , the designer tests and adjusts the

i nd i v id ual no i se terms to obt a i n the b es t poss ib le overall

-; performance from th e fi l ter. Th i s process i s known as

“tuning ” the filter.

This type of filter design m in im zes the computational

bur den of covarlance p ro pagati on , since is precomputed

and onl y one number must be stored for each state. The pur-

pose of this study is to determine whether some alternative

eva lua tions can give bett er navigation performance with

an acceptab le increase in computer loading. The specific

alternat ive forms for 
~d 

are der ived in the next chapter.

~1

16
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III. Pro po e d S 4~ i se Covar 1 a ç e Cp~put ation s

Introduction

In the last chapter , the basic Ka lnia n Filter equations

were presen ted. The need for an accurate state noise co-

var i ance ma tr ix , 
~d’ 

was shown , and the usual diagonal form

of the matrix was described. The purpose of this study is

to evaluate some alternatives to this standard form . This

chapter shows why some different computations might be

expected to give better performance. Then it derives the

four types of state noise matrices to be evaluated. These

were listed in Chapter I in order of increasing complexity.

The type numbers assigned there wi l l be retained , but they

w ill be described here in a more developmental order. The

full ma trix with constant terms (Type II) is derived

from the time varying types (Types III and IV) . so it is

discussed last.

Nee d for Al ternate St a t e No I se C o~pu ta t ions

Recall the defining equation for the discrete time

state noise covar lance ma trix:

Qd (t l ) 
• f~~i ~‘(t~~ , T ) G ( l ) Q ( t ) G

T
( t ) ~~~~

T (t
1 
, r) dr (18)

The s i m p les t ap p rox i ma ti on to thi s i n tegra l resul ts from a

first-order , Eul er Integration of equation (18). Then G(t)
- 

- Q.(t )G
T(t) Is treated as constant in time and ~(t 1 , t 1 1 ) is

approx imated as I . Then is computed as ~~~~~~ Thus.

only if ~~~~ has any off-diagonal terms will have off-

17
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diagona l terms. Physically , this would mean that the same

no ise source affects more than one state. Such noises are

generall y removed from a model by choosin g the geometry of

the model proper ly to avoid such direct noise correlations.

Thus , this type of computation normally results in a dia-

gonal 
~-d 

ma trix.

A more accura te evaluatio n of equation (18) can be ob-

tam ed by letting ~~~, and possibly ~~~~ vary with time.

Trapezoidal Integration can then be used (Ref 4:6-113) to

obtain

— 1/2[~~(t+At , t)G(t)Q (t)GT(t)~
T(t+~ t , t)

+ G(t+~ t)Q (t+At)G T(t+~ t fl \t (19)

In th i s form , it can be seen that even when is a dia-

gonal ma trix , will have off-diagonal terms due to the

generall y non-symmetrical natu re of the ~ ma tr i x.

If the first-order approximation for ~(t+ ,\t , t) of

j+F(t)At is substituted into equation (19), the off-diagonal

terms i n can be seen to come from the F(t )~\t term ‘In

HAt). The usual justification for omitting these off-dia-

gonal terms is that the inte gration step size (.~t ) i s small

enough that the cont ribution of the F(t)At term in equation

(19) i s neg lig ible. However , if the integration step size

Is increased (e.g., In or der to reduce the number of compu-

tations required between updates), th ese terms will become

more s i gn i fi can t .

18
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If F(t) is computed as a function of a nominal state ,

X
r)~ 

(as in equation (2)), then the terms in wi ll also

be state-dependent. Furthermore , certain states in the

tru th model cause uncertainties in other states to grow at

d i fferent rates as a function of the state. Some of these

sta tes are discarded In the filter and replaced with

pseudo — no ises. For example, g-sensitive and g2-sens itive

gyro dr ift rates cause the platform misalignment uncer-

ta i nty to grow as a func ti on of accelerat i on. Use of a

cons tant value pseudo—noise for such states will either

overes timtate the uncertainty in low g situations or under-

est imate it in high g situations. A state dependent noise

matr ix can compensate for this problem.

For these reasons , a full , state and time-varying 
~d

matrix m ight be expected to give a Kalman Filter the capa-

bility of achieving better navigation performance than

that obtained using the standard approximation. To test

this idea , three alternative forms for 
~d 

compu ta ti on are

evalua ted in this study. A standard 
~d 

type filter is used

as a compar ison.

Type I State Noise Computation

Type I is the standard state noise computation techni-

que descr ibed briefly at the end of the last chapter. It

is Inc luded in this study as a baseline for comparison for

the resul ts of the filters based on other proposed state

no ise computation types.

19
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The 
~d 

matrix in this filter is a diagonal matrix with

cons tant terms. Each term in this matrix represents the

direct effect of driving noise on one particular state.

These terms were adjusted to give good overall performance

throu gh a covar l ance anal y si s p rog ram. Thi s p ro gram i s

explained in the next chapter. Basically, it uses both the

tru th model an d th e fi lter mo del to p rov i de a measure of

how well the filter is performing.

Tuning this type of filter tends to be an Intuitive,

trial and error process. The designer may have to trade

accurac y in some states for more accuracy in others. Since

the states are high ly interrelated , it is seldom clear what

the effect of changing one term will be. In the models

used in this study, the most significant 16 states (Table

I) from a 52 state truth model (Table II) form the filter

model. Only four of these states contain driving noise In

the truth model , so 12 pseudo -noises had to be added and

tuned. The resulting tuned matrix terms are listed in

Table III.

Type III State Noise Com putation

This alternative uses the results of a trapezoidal

integration to obtain a more complete 
~d 

matrix directly

from equa tion (19). The G(t)Q.(t )GT(t) matrix is taken

directly from the truth model. This matrix is in fact con-

stant In time , so it can be written as G9G T . The ~(~ t)

ma trix is approximated as i+F (t)~ t , using the F m &trlx from

the truth model. For each integration step, a value of

20

-- -— ~~~~~~ 5-——-_-5-5---. -- - —-5--



_ _ _  

_ _  

- — -- — -
~~~~~~~~~~~~

----::
~~~~~

Table I

Fi l ter Model Variables

Bas ic Plnson INS Error Model (East-North-Up Coordinates)

1. 6A - Longitude Error

2. ~SL - La tit ude Error
3. 6h - Alt it ude Error
4. iSV~ - Eas t Veloc ity Error
5. ~SV 1~ - Nor th Ve lco ity Error
6.  6V

~ 
- Vertical Velocity Error
- East Component of Attitude Error

8. C
M 

- North Component of Attitude Error
9. - Vertical Component of Attitude Error

Al time ter Error Mo del

10. e - Altimeter Scale Factor Error...hsf
11. d - Vertical Acceleration Error Variable ina A lti tude Channel

User Clock States for the GPS Receiver

12. ~r0 
- Cloc k Phase Error

13. dr b 
- Clock Frequency Bias

First Order Markov Model for Gyro Drift Rates

14. DX f 
- X Gyro Drift Rate

15. DY~ - V Gyro Drift Rate
16. DZf 

- Z Gyro Dr if t Ra te

21 
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Table II

Tru th Model Variables

Var iables 1-16 are the same as the filter model variables
(Tab le I ) .

G-Sensitive Gyro Drift Coefficients

17. DX - X gyro spin axis g- sensit lvity
18. DX X - X gyro input axis g-sensltivit y
19. DV~

’ - V gyro spin axis g- sensitiv it y
20. 0y X 

- v gyro input axis q -sen s itiv it y
21. DZ~ - Z gyro spin axis g- sensivitit y
22. DZ~ - Z gyro input axis g-sens itiv it y

G2-Se ns itive Gyro Drift Coefficients

2 3. DX
~ 

— X gyro spin input g~ -s en sit ivity
24. DY

~~ 
- V gyro spin input g2-se n si tiv i ty

25. DZ~~ - Z gyro sp in~~nput g -se nsivitity

Gyro Scale Fac tor Errors

26. GSF - X gyro scale factor error
27. GSF X 

- V gy ro scale fact or erro r
28. GSF~ - Z gy ro sca l e fac tor erro r

Gyro In p u t Ax i s Misal ig nmen ts

29. XG - X gyro m i sal ig nmen t abou t V
30. XG~ - X gyro misalignment about Z
31.. VG Z - V gyro misalignment about X
32. YG X 

- V gyro misalignment about Z
33. ZG Z 

- Z gyro misalignment about X
34. ZG - Z gy ro m i sa l i g nmen t abou t V

Accelerome ter B i ases

35. AB - X accelerome ter b ia s
36. AB X 

- V accelerome ter b i as
37. AB~ - 1 accelerome ter b i as

Accelerome ter Scale Factor Errors

38. ASF - X accelerometer scale factor error
39. ASF X 

- V accelerome ter scale fac tor error
40. AS F~ - Z accelerome ter scale fac tor error

0 
TI.. I 
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Ta ble II - Truth Model Variables - Continued

Accelerome ter Input Axis Misa l -i gn ments

41. XA - X accelerometer misalignment about V
42. XA~ - X accelerometer m i sa l ig nmen t abou t Z
43. VA Z - V accelerome ter m i sa l ig nmen t abou t X
44. VA X 

- V accelerometer misalignment about Z
45. ZA Z - 1 accelerome ter m i sal ig nmen t ab ou t X
46. ZA~ 

- Z accelerom et er m i sal i gnmen t abou t V

Barome tr i c Al ti me ter Error

47. e - Error due to variation in altitude of a
cons tan t p ressure sur fac e .

Grav ity Deflections and Anomal y

48’~ cS ~ East deflection of gravity
~~ 6ge - North deflection of gravity
50. - Grav ity anomal y

Cloc k Errors

51. ~Sr — Clock agin g bias
52. 6r~ - Clock ran dom freq uenc y bi as
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Table III

Values for F i l ter Typ e I

Q(1,1) 2x 1O~~
5 (rad 2/sec)

Q(2 ,2) 2x1O~~
5 (ra d2fsec)

Q(3,3) 1000 (ft2/sec)

Q(4,4) = .01- (f t2/sec 3)

Q(5 ,5) = .01 (ft2/sec 3)

Q(6,6) = .01 (ft2/sec 3)

Q(7 ,7) = 2.5x10-1O (rad 2/sec)

Q(8,8) = 2.5x1O~~° (rad
2/sec)

Q(9 ,9) = 2.5x10 1° (rad 2/sec)

Q (10,10) = 4x10 8 (1/sec)

Q(11,11) = 5x10 4

Q(12,12) = 400 (ft 2/sec)

Q(13,13) = 1x1O~~° (ft
2/sec 3)

Q(14,14) = 5.86x1O~
20 (rad2/sec 3)

Q(15 ,15) = 5.86x10 2° (rad 2/sec 3)

Q(16,16) = 1.62x1O~~
7 (rad 2/sec 3)

The 
~d 

matrix is obtained by multiplying each of the above
terms by ~t secon d s.

24

_ _ _ _ _ _ _ _ _ _ _



— -5- ~~~- -5-- —-— --5-n— — -, - 5-

‘-. ~ .- 
- - - 5 — - -— --

F(t) Is computed for the starting value of ~~~~ . as In equa-

tion (2), then F is assum ed to be onl y a function of time .

The multiplication of equation (19) to be carried out is

then

Qd (t i ) 1/2[(I÷F (t1 )~ t)GQG T (I+F ( t1 ).\t)
T+GQG T I.\t (20)

This calculation was carried out for the truth m odel ,

and the upper left 16*16 portion of the resulting 
~d 

matrix

was retained for the filter. The results of this computa-

tion are listed In Table IV (parts a and b).

As men tioned In Chapter II , this derivation does not

accoun t for noises which are removed when states are re-

move d from the truth model. Thus , pseudo -noises have to

be added to the computed results of Table IV . These pseudo -

no ises have to be tuned for best performance just as in the

Type I filter.

Note that the only state dependent effect seen in

Ta ble IV is from the wander azimuth angle , c~~. This indicates

that in a fixed azimuth system , a matrix derived In this

manner woul d be a function only of .\t.

Tuning of the Type III filter should be easier than

for the Type I because more of the driving noise has been

derived anal ytically. This leaves only a few states for

which pseudo-noises mus t be added to compensate for states

removed from the tru th mo del. The fi nal values of these

additional pseudo -no ises are listed in Table tVc. Note

25 
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Table IV a.

Values for F i l ter Type III

Der ived Diagonal Terms

Q(3 ,3) = Q47 •K~ •At 2

Q(4,4) = Q35 •(cos(cz) t~t )
2
+Q 36 • (s1n(ct)•At)

2
+Q 47 ’~~t

2

Q(5 ,5) = ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Q(6,6) = Q 37 ’At
2+Q47’K~ •t~t

2+Q 50~~t2

Q(7,7) = Q 4.(cos(a).~ t)2+Q 5•(s in (~~)•~ t)2

Q(8,8) = Q 14~ (sin( ct )•L~t)
2+Q 15~ (cos(cz)~~ t)

2

Q (9,9) - = Q 16~~t2

Q(11 ,11) = Q47.K~ ’t~t
2

Q(12 ,12) = 2-Q 12+Q 52~~ t2

Q(13,13) = Q 52 •~ t2

Q(14,14) = 2’Q 14

Q(15,15) = 2.Q 15

Q(16,16) = 2•Q 16

where

- ct is the wander azimuth angle of the INS p latform

- K 1,K2,K3 are gains for the third order vertical

chann el model.

- 

~n 
i s the value of ~(n ,n) from the tru th mo del.

~~~~~~~~~~~~~~~ 
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Table IV b.

Values for F i l ter Type III

Der ived Off-Diago nal Terms

Q(3 ,6) = K 1 •K 2•Q 47•~ t2

Q(3,11) = -K 1
.K
3•Q 47~ .\t2

Q(4 ,5) = sin(c*).cos(ci)’ (Q35-Q 36 )•.~t
2

Q(6,11) = —Q 47•K 2 •K 3•.~t
2

Q(7,8) = s i n (~~).cos(3).(Q14-Q 15
).~ t2

Q(7,14) =

Q(7 ,15) = -Q 15~ sin( c~).~ t

Q(8,14) = Q 14•s in (L~)~~ t

Q(8,15) =

Q(9 ,16) = Q 16 •~ t

Q(12,13) = Q52~~ t2

is symmetric, so the symmetric terms must also be added ,

E.g., Q(6,3)=Q(3 ,6)

27
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Table IV c.

Values for Filter Type III

A dded Pseudo-Noises

Q (1,1) = 4x1O~~
5

Q(2 ,2) = 4x1O~~
5

Q(3,3) = A bove term + 600

Q(7,7) = Above term + 5x10 8

Q(8,8) = Above term + 5x10 8

Q(9,9) = Above term + 5x10 8

Q(1O ,10) = 8x1O~
8

Q(11 ,11) = A bove term + lxlO 3

Q(12 ,12) Above term + 700

To obtain the final matrix , ad d the pseudo-noises in

Table IVc to the com p uted terms i n IVa and IV b and mul tip l y

by At/2.

28
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-~ I that only nine pseudo -noises had to be added in the Type I

filter.

Type IV State Noise Computation

This filter is based on the work of Widnall (Ref 5 ,

Ref 6). He derived values for state dependent , on-diagonal

pseudo-noises based on an analysis of the true system equa-

tions (equation (3)). Rather than simply discard the ex-

cess states in the truth model when designing the filter

model , he lumped them all under the category of driving

noise. Then he determined the appropriate strength for a

single white Gaussian noise to simulate the result of

these separate noise contributions. For several of the

states , this had to be approximated in order to assu re  that

the noise contributions added in each integration step

would add up to the appropriate amount of noise for a com-

plete maneuver. For other states , the errors could come

from several sourc es , so the error source w ith the largest

covariance is selected . This technique was used to gener-

ate 
~d 

relations for states 4 through 11 , and these are

l i ste d i n Tab l e V a.

The remaining on-d iagonal terms were filled in with

terms computed for the Type III filter matrix. An

examination of this matrix (Table IV ) shows that many of

the off-diagonal terms can be computed as the product of

the square roots of the corresponding diagonal elements and

a fi xed correla ti on fac tor. For the oth ers , the correla-

tion factor varies as a function of the wander azimuth

29
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Ta ble V a.

Values for F i l ter Typ e IV

Der ived On-Diagonal Terms -

Q(4,4) = 2.V .F
S
.(0

Mj)
2
/
~~
t+2.r GE .(aGE )

2

Q (5 ,5) = 2.V .F
S
.(cY Ml )

2/ L
~
t+2.r GM .(c1GN )

2

Q (6 ,6) = 2.V •F s •(OM1 )
2

‘ 
— 

s’°M2
Q(8 ,8) = Q(7.7)

Q(9 ,9) = Q(7 , 7)
Q(10,1O)= 2.817 .(o 17)

2+2•816 (c~16)
2/h 2+2 .Ih !.(o 16 )

2/
(h

3

~~~~t)

Q(11,1 1)=  (
~A Bz ) 2 f2

~~
0cz ) 2 / T Gz

where :
V = Path velocity at beginning of interval (ft/sec).

= Magnitude of the specific force vector in the hori-
zontal plane (ft/sec).

= Largest standard deviation amon g 3 accelerometer
scale factor errors and 6 gyro input axis misa li gn-
men t an g les (8.73.x lO 1° rad.).

= S tan~ ard deviation of gyro drift coefficient
(0.3 /hr/g)

= Gravity anomaly correlation times. Computed
~~~~~ IJU I~~ &. as t =0  / V.

0
GE ’

06 , DGZ = Grav~ ty*def lection correlation distances
N (valu es: DGE

_ D
GN

..6O
~
SOO ft.), 0GZ 364 ’80° ft).

0GE’°GN’0GZ 
= Standard deviations 4of gravi ty 4ct ef lec tio ns(values : 38.372x~0 , 5.47x 10 , and

1.127x10 ft/sec ).
815 1/correlation time for barometric altimeter b ias

state due to weathe r effects (first order Markov
model). Compu ted as V/O AL T ; DAL T =2 5O n .m.

016 
= Standard deviation of altimeter bias (500 feet)

817 = 1/correlation time for alt imeter scale factor error
- (1/7200 sec)

a,., Standard deviation of altimeter scale factor error
~ (.03)

= Integration step size , seconds
h = Altitude , feet

30
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Table V b ,

- Values for Ftlter Type IV

Terms Copied from Type III filte r

Q (3,3) ~ Q47’K~ .At 2
/2

Q (12 ,12) = Q 12+Q 52 ’At
2/ 2

Q (13,13) ~

Q (14,14)

Q (15 ,15) Q 15
Q(16,16)

where terms are as define d in Table IV a,

Pseudo .’Notses Added for Tuning

Q (1,1) 2x1 0 ’15 (rad 2/sec)

qc2 ,2) 2x 1O ’
~~
5 (rad2/sec)

Q (3,3) = above term+300 (ft2(sec)
— 

Q (12,12) = above term + 350 (ft2/sec)

31
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Ta b le V c

Values for Filter Type IV

Terms Com p u te d as Corre la ti ons o f D i a gona l Terms

Q(3 ,6) = ‘/Q(3,3) x v”~(6,6) x [1]

Q ( 3 ,11) = VQ(3,31 x ~k(11,1FJ x [-1)

Q (4 ,5) = 0
— Q ( 6 ,11 ) = ~/

‘
~(6,6) x VQ (11,11) x [1]

Q ( 7 ,8) = 0 -

Q (7 ,14) = v”Q(7,7) xVQ(14,14) x [cos-{ c~)/~/?]

Q(7 ,15) = ~I
rQ ( 7 ,7)  x~/~i (15 ,15) x I-sin( cz )/~./~1

Q(8,14) = ~/Q( 8,8) x~~Q (14 ,14) x

Q(8 ,15) = ~ Q (8 ,8) xj Q ( 1S,15~) x [cos (ct)/v’~]

Q(9 ,16) = ~/~(9 ,9) x v’~(16 ,16J x [1/v’7]

Q ( 12 ,13) = V Q( 12 ,12) x~~Q ( 13 ,13J x [1)

is symmetr i c , so , for example , Q (6,3)=Q(3 ,6). To obtain

from t h e gi ven terms , multiply each term by Est. (Note:

the correlation factors given here depend on the fact that

the truth model driving no ise terms Q14 and Q15 are equal.

If they were no t eq ual , the relationship between

~d~
7’’5~ ’ ~d~

8’’4
~ ’ an d Qd (3,15) wou l d b e more com p lic a ted ,

as can be seen from the equations in Table IV) .
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a n g l e , c~. For exam p le ,

~ d~~
3 ’3~ 

= Q 47 ’K~~
.
~~t

2 • (t~t/2)

= Q47’K~ •At 2•(At/2)

~d~
3’6~ 

= Q47 ’K 1 K2’~ t2(s~t/2)

so that 
~~~~~~ 

= v’
~d
(3
~
3) xIQd (6,6). In this case , the

correla tion factor is 1. Similarly, 
~d~~ ’

’5
~ 

=v”Qd (6
~
6) x

~
“
~d~~

5,15) x [cos (ct)/ ~/?l, so the correlation factor is

cos

For the Type IV matrix , the off-diagonal terms were

generated from the on-diagonal values using these derived

correlat ion factors. These on- and off-diagonal terms are

lis ted in Table V c.

This type of filter still needs some tuning. The on-

dia gonal states which were taken from the Type III

matr ix must be tuned as before. The final tuned values are

listed ‘In Ta ble V. The derivat ion of appropriate fl~ 
v a l u e s

has m inimized the amount of tuning necessar y for this

f i l ter.

Type II State Noise Computation

This matr ix Is an attempt to incorporate some of the

effec ts of off-diagonal terms derived above with a minimum

impact on the computational burden which the Kalman Filer

imposes on the airborne computer. Thus , i t  i n c l u d e s  onl y

cons tant terms , as in the Type I 
~d 

matrix, but adds off-

diagonal terms. This change could be implemented in an

33
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operational filter with only a few extra additions for each

pro pagation and a few extra words of storage.

In the derivation of the Type I ll matrix , 11 dis-

tinct off-diagonal terms found (there are 22 off -dia gonal

terms , but 
~d 

i s symmetr i c , so only 11 must be stored).

As can be seen from Table V , two of these terms have cor-

r e l a ti on fac tors  o f zero , an d two have correlation factors

of sin (a). Since these terms must be constant, it is

necessar y to select a reasonable value for a. In many

applications , a is set to zero at the start of a flight ,

and stays fairly close to zero , so a v a l u e  o f zero  was

chosen  for a . T hi s a l s o  re p resen ts the effec ti ve v a l u e  o f

a for a fixed azimuth INS. This causes the correlation

factors sin (a) to go to zero also , so two more  c o r r e l a ted

terms drop out.

T hi s l e a v e s  a to tal of 2 3 pa rame ters i n the 
~d 

matrix:

16 diagonal terms and 7 distinct off-diagonal terms. To

minimize the impact of these extra terms on filter tuning,

the off-diagonal terms were not individually tuned. The

diagonal terms were varied in the tuning process , and then

the off- diagonal terms were computed using the correlation

fac tors derived from the Type III matrix (these are the

same correla tion factors used for the Type IV matrix).

The final values o f 
~d 

for f i l ter Ty pe I I  a re  l i sted I n

Table V I.

34 
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Table VI a.

Values for Filter Type II

Diagonal Terms

Q ( 1 ,1) = 2x 1O~~
5

Q(2,2) = 2x10~~
5

Q(3 ,3) = 1000

Q ( 4 ,4) = .01

Q(5,5) = .01

Q ( 6 , 6) = .01

Q ( 7 ,7) 2.5x10~~
0

Q(8,8) = 2.5x10 ’9

Q(9 ,9) = 2.5x 10 10

Q(10,1O) = 4x 10 8

Q(11 ,11) = 5x10 4

Q( 12 ,12) = 400

Q ( 1 3,13 ) = 1x10~~°

Q ( 14 ,14) = 5.8x10 2°

Q ( 15 ,15) = 5. 86x 10”2°

Q (16,16) = 1.62x 10 17

Un its for these numbers are the same as those in Table III.

35
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Table Vl b.

Values for Filter Type II

0ff-D iagonal Terms

Q(3 ,6) ‘.
~/Q(3 ,3) xJQ(6,6) x [11

Q(3 ,11) = ‘jQ(3,3) x sJ’Q(ll , Il) x (— 1J

Q(6 ,11) = 
~N(6,6~) xy”Q(ll ,llJ x [1J

Q (7 ,14) y’Q(7,7) xy’~b (14,14) x

Q(3 ,15) = ‘~/W(8,8) x ~/b (15,15 ) x [1/Jfl

Q(9 ,16) JQ(9,9) xVQ(16,16) x h A/fl

Q ( 12 ,13) ~/Q(12 ,12) x v’~(l3~ l3) x [1~

is symmetric , so for example , Q (6,3)=Q(3 ,6). To obtain

~d’ 
mul tipl y each of the above terms by .\t.
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The metho d used for testtn 9 the Kalman Filters based

- on each of these proposed state noise covartance matr ices

Is described in the next chapter s 
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IV. Evaluation of Proposed Filters

In troduction

Previous chapters of this report introduced the Kalman

Fi lter , and discussed some of the approximations and sim - 1: ,

p l ification techniques which are needed to make it prac-

tical. Particular attention was focused on the need for

an accurate computation of the driving noise covariance

matrix , 
~d• 

The defining equation was shown and the usual

approximation was described. Then some alternate forms of

calculations were depicted.

In or der to evaluate these alternative com putations,

some method of assessing the performance of the resulting

Kalman Filters must be used. The best test of a filter Is

to Implement it in an airborne nav igation system and gather

actual flight data. The cost of such testing is very high ,

so it is generally limited to providing final performance

verification of filters which have already undergone exten-

sive testing. Thus , this study is limited to the use of

computer simulations for performance anal ysis.

Th is chapter describes the testing process used for

this research. It discusses the nature of the computer

s i mulat i on use d an d the reasons for th e se lec ti on o f tha t

type of simulation. It describes the flight profile over

wh ich the simulation was run , and the different parameters

wh ich were used In testing. The test results and analysis

and discussion of these results will be presented in the

38
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nex t chapter.

Covar lance Ana lysis

There are two basic types of computer simulations

available for Ka lman Filter test ing. They are the covar-

lance analysis and the Monte Carlo analysis. Both depend

on the use of both the truth model and the filter itself

to analyze the performa nce of the Kalman Filter.

In a Mon te Carlo analysis , th e s i mula ti on run uses

the Kalman Filter just as it would be used in fli ght. The

com puter uses a ran d om num ber gene ra to r to genera te th e

dr iving noise for the truth model and presents appropria-

tely noise-corrupted external measurements , z , to the

filter. The filter generates a state estimate , x , based

on these measurements. Then these estimates are compared

with the true state values generated by the truth model ,

and errors are compu ted. In order to have some conf idence

i n the s ta ti s ti cal accurac y of th ese errors , severa l  runs

must be made over the same profile to get a statisticall y

3igni ficant sample. Then the sample mean and the covar -

lance of the errors can be computed.

The Mon te Carlo analysis provides an accurate test of

a li near Kalman F i lter , or o f nonl i near var ian ts suc h as

the Extended Kalman Filter. However , for a long flight pro-

file, It takes an excessive amount of computer time to

generate sta tistically significant resu lts. A faster simu-

latlon is possi ble for some problems in the form of the

covar iance analysis. 

_ _ _ _
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The bas is fQr the cQva riance ana ly sis techn ique comes

from Kalm an Filt er theory and l i’near system tr~eor ,y, Under

the assumptions that the truth mode l is a linear system

driven by white Gauss ian noise , and the Kalman Filter ‘Is

based directly on the truth model , ‘ft can be shown that

the covariance which the filter computes for the state

estima te Is the same as the cova rlance wh ich the filter

commits In estimating the state. It can be seen from

equations (12), (13), and (15) that this covar lance , ~~,

can be compu ted for all time with out knowledge of the

values of the measurements (note that z does not appear in

equations (12), (13) and (15))., Thus , the covar iance ana-

lysis computes the covariance of the error in the state

estima tes directly , There is not need for random number

genera tors to supply driv ing noises or for a large number

of tes t runs to generate valid statistics , -

Practical Kalman Fil ters are based on a simplified ,

reduced order model of the system , so the assumption that

the fil ter model accurately describes the behavior of the

system is not valid , However , in an off -lin e simulation ,

bo th the truth model and the filter mo del can be used, In

this way , the actual errors committed by the filter in

estimating the state can be eyaluated (Ref 7),

Let the subscr ipt “st’ denote the system (truth). model

and Ufil deno te the filter model componen ts , Then the error

committed by the fil ter is- simply the difference between

the true state , x 5, and the filter state esttinate , Xf.

40
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Since these s t a t e s  are of d i f fe ren t  d imens ion , this is

written:

e(t) = x 5 ( t )  - IX f (t) (21)

where e i s an er ror vec tor an d I i s a t rans forma ti on ma trix

from the true state to the filter state. A common for

I is [I:OJ T , indicating that the filter contains the first

n states from the truth model. The equations for propa-

gating and updating the covariance of this error , -~e ’ can

be der i ved  j us t  as equat ions  ( 12 ) ,  (13) , and (15 )  were de-

rived for the covariance estimate in the filter , Pf.

For the special case in which the models contain only

error states and an i m p uls i ve con t rol i s ava i la bl e to rese t

all of the estimated errors to zero for each measurement ,

these covariance ecuations have an especially convenient

form. In th is case , tI’e error cova ria nce , satisfies the

same eq ua ti on as th e system covar i ance , P5. The time pro-

pagation equation for -~e 
is equation (12) or (17). In

practice , the gain matrix computed by the filter , Kf. will

be used to update the state estimate, so it mu st be used to

update the truth model covarlance . Thus , for a covarlance

analys i s , the Kalman Filter being tested must be used to

compute the gain matrix through equations (12), (13), and

(15). Since Kf is not the same as the theoretically optimal

gain which a filter based on the truth model would compute ,

the update equation for must be modified from the form

of equa tion (15). The result Is:

41 
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Thus , by using both the truth model and the filter

model , the covariance of the true errors committed by the

filter in estimating the state can be computed through the

use of equations (12), (13), (15), an d (22). Note that

there i s sti ll no de pen d ence on the spec ifi c measuremen ts

z(t~ ) which the filter would receive. Therefore , it is

still possible to compute directly the covariance of the

error i n the state es ti ma te i n a s i ng le si mula ti on run.

The covar i anc e anal ysi s has several l i m it a ti ons. I t

com p u tes onl y th e covar i ance of the errors , ignoring their

mean value. By the na ture of it s eq ua ti ons , sig n errors i n

the filter model matrices can go undetected. The most ser-

b u s  limitation is that a covariance analysis is theoreti-

cally correc t only for linear Kalman Filter and truth

models. -

As descr ibed in Chapter II, the filter in this study is

not strictly linear , but rather is an Extended Ka lman Fil-

ter, wh ich is linearized about a nominal path , x,.~. In

ac tual use , a new nom inal path would be computed after each

V measurement incorporation. However , in a covariance ana-

lysis , there are no measurements available. Informat ion

about some nominal path is supplied to the filter by the

covar iance analysis program , b u t there Is no way to assure

tha t the filter estimates would actually stay near. this no-

- 

- 

m inal path.
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In ~i covariance analysis , the state dependent terms in

the model are alwa ys based on the nominal state, x~,. In on-
— 

l i ne use , these terms must be based on the estimated state ,

x. The difference between these two values of x can cause

the F(t) matrix , as evalua ted in equation (2), to var y signi-

ficantly between the covariance analysis tests and on-line

application. Thus, a filter that works well in a covariance

a n a l y s i s  may per form less  w e l l  in ac tua l  use.

For th i s reason , a covar ia nce anal y s i s usua l l y p la y s a

limited role in the development of a Ka lman Filter. It is

usually used for tuning because of its faster run time.

Once this tuning is completed , the filter is tested in a

more accurate way (Monte Carlo analysis and/or flight

testing) to assure proper performance. The covariance ana-

lys is results are viewed as a limited , initial indication

of perform ance.

In this study, a covar i ance a nal ysi s i s u sed b ecause of

compu ter time considerat ions. Thus , the results presented

are l imit ed by the pro b lems no ted a bov e. Howev er , the in-

tent of this study Is to evaluate the relative ‘,erformance

of the proposed Kalman Filters. Since the filters dif fer

only in the computatio n of the driving noise covariance

matr i x , 
~d’ 

non l inearit l es and other unseen effects in the

cova riance analysis are likely to be approximately the same

for all of them. Thus, the covariance analysis provides a

val id method for the required performance analysis.
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The covarlance anal yses for this study were run using a

computer program supplied by the Air Force Av ionics Labora-

tory known as the General Covarlance Analysis Program (GCAP)

(Ref 7). This pro gram provides ut ility subroutines for

storing and man ipulating the truth model and filter model

matrices , covarlance matrices , Ka lman gain matrix , and so

on. The user supplies su brou ti nes to read in his input

data , compute a nom inal path , and compu te the components of

his truth model and filter mode l matrices.

The GCAP program propa gates the covariance in time

through the use of a continuous time differential equation

of a different form from equa tion (12):

~(t) = F(t)P(t) + P(t)FT(t) + G(t)~ (t)G
T(t) (23)

This equa tion has the same solution as equation (12), so

the resul ts of this equa ti on are val id for the curren t

stud y. The GCAP program integrates ~(t) given In equation

(23) using a fourth-order , Run ge-Kut ta Integration routine.

This routine compu tes new values of F(t) and G(t)g (t)GT(t)

at the beginning, middle , and end of each integration step,

Thus , this routine provides a more accurate numerical pro-

pagation of the covariance than equation (12) for the same

Integrat ion step size.

Equation (23) causes a prob lem for this stud y, It re-

quires a value for ~(t), but the study Is testi ng forms for

the more commonly used ~~(t). Thus, the propagation of the

filter covariance is separated Into two parts. The

-— —
. 
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homogeneous par t Is computed using equation (?3) with (1(t)

set to 0. Then the effect of the drivin g noise . 0d ’ ~

added to this resu lt. This calculation Is ~ore representa-

tive of the type of calculation used In on - li ne Ka lm an Fil-

ter applications than a direct int t~gr~ tion of equation (‘3).

A direct evaluation of (~ 3) Is used for the truth mode l to

provide greater accuracy.

The GCAP program provides the needed calls to a user-

supp lied subroutine (TRAJ) to generate the nominal path , x~ .

T h en It c a l l s  a no the r su b rou ti n e ( F L T M A T  or S Y S M A T )  to com-

pute the values of the filter or truth mode l ma tr i x elements

for that value of These matrices are then used for co-

variance propagation and updating. The basic sequence is

as follows:

1. In i tiali z e m atr l ces.

2. Compute the nominal state . x~ .

3. Compute linearized filter matrices , F 1 and ~df ’

4. Propa gate the filter covar lanc e matri x . one in-

te gration step forward in time (I.e., integrate equa-

tion (23) with (1,(t)aO for one Integr ation step, then

add Qdf (ti )).

5. Re peat steps 2-4 u ntil It Is time for a measurement

update.

6. Compute matrices and R 1.

7.  Compu te a K a l m a n  g a i n ma tri x , K f. using equation

(13). Use this gain matrix to update P 1. 
-
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8. Repeat steps 2-6 using the truth model ma trices ,

Q~~~ 
and R 5 , and the true error covariance ma-

trix 
~—e~ 

(Use equation (23) directly in step 4.)

9. Use the Ka lman gain matrix computed for the filter ,

(f. to u pdate the true error covariance matrix ,

u s i n g  equa ti on ( 2 2 ) .

10. Repeat steps 2-9 until the specified stop time is

reac hed.

The t rue e r ro r  covar i ance  ma t r i x , -~e ’ 
represents the

covariance of the error committed by the filter in esti-

mating the state. The program pr ovides facilities for

plotting both the filter covarlan ce , Pf. and th e t rue e r ro r

c o v a r i a n c e , 
~~ 

This plotted output provides a convenient

form for presenting test results , and in fact will be used

f o r  th i s p u r p o s e  i n th e nex t cha pt er .

Tes t Parame ters

As men tioned above , the GCAP program provides calls to

a su b rou t ine  to genera te a nom i nal  p a th , X n • For this study ,

the subroutine simply reads values for X n from a file gen-

era ted by an ex te rna l  p ro g ram.  T h e ex te r n a l  p ro g ram us ed i s

c a l l e d  the Pro fi le  Gen e ra tor Pro g ram , or PROFGEN (Ref 8).

Th i s p rogram genera tes p a r a m e te r s suc h as p os iti on , velo-

cit y, attitude angles , and s pec ifi c force vec tors  f o r  an

aircraf t traversing a specified flight path. The user

specifies the maneuvers he wishes the aircraft to perform:

turns, pitches, climbs , dives , path acce lerati ons , e tc .  I n

add ition , he specifies certain aircraft performance factors ,

_ _ _  
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such as max imum roll rate. The program can simulate a wide

r ange  o f m a n e u v e r s  and g i ves ver y accura te com p u ted v a l u e s

of the vehicle parameters.

wo factors in the study affected the type of flight

profile selected. In order to show the benefits of s~ ate

de p enden t terms i n the no i se ma t r i x , a flight profile with

large changes in dynamics such as velocity , specific force ,

and altitude was desired. This suggests a profile typical

of a high performance airc raft , involving high and low

flight, high -g turns , straight flight, and so on.

The second fac tor in profile selection is the integra-

tion step size. Small int egration steps provide more

accura te i n tegra ti on , but greatly increase the computational

burden of the Kalman Filter. Normall y, the designer must

min imize this computational burden , so he would l ike to

use as lar ge a stepsize as possible . The stepsize must be

small enough to allow a sampling frequency at least twice

as h igh as the frequency corresponding to the fastest error

state dynamics in the model , in order to avoid aliasing pro-

blems. From the viewpoint of computational burden , it is

- ; desirable to use a stepsize as near this limit as possible

while main taining sufficient accuracy.

From the der i va t ion  in Cha pter III, it can b e seen tha t

the off-diagonal terms in the proposed 
~d 

ma trices are pro-

p or t i onal  to L~t
2, while the on-diagonal terms and pseudo-

no ises are proportional to ~t. Thus, if ~t is small , the
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off-diagonal terms will be significantly smaller than the

on- diagonal terms , so the approximation of setting the off-

diagona l terms to zero is justified. However , as ~t is in-

c reased , the magnitude of the off-diagonal terms increases ,

so for a large t~t , they become significant.

F u r th ermore , as the integration step size is reduced ,

more of these smaller integration steps must be computed.

The process of integrating equation (23) and then adding

is repeated several times between updates. Integration

of equation (23) after 
~d 

has been added for the previous

integration step causes off -diagonal terms to be computed

for P even when is diagonal. Thus, to show the effects

of Including off-diagonal terms in the 
~d 

ma tr i x mos t

clearl y, a large integration stepsize is desired.

The flight profile chosen for this study consists of a

representative combat flight for an F-4 aircraft. The in-

puts to the PROFGEN program split the flight into segments.

For  each se gmen t , the desired maneuver Is specified. The

maneuvers specified for the flight used for this study are

l isted in Table VII .

For this flight profile , an integration stepsize of 2

seconds was selec ted. This stepsize was found to give

accura te tracking of the error state dynamics. Larger inte-

gra tion stepsizes were found to cause numerical problems in

the G CAP p r o g r a m  wh i ch cause d th e covar i ance ma t r i ces to

have negat ive terms on the diagonals. This effect appears

48 
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Table VI! a.

Flight Profile for Test Cases

Initial Cond it ions *:

T i me = 472 8 secon d s

Velocity = 934.8 ft/sec.

Heading = 91.6 deg.

Pitch Angle = -2.04 deg.

La ti tude = 42 .43 deg .

Longi tude = -72.25 deg. (72.25 deg. West)

Alt itude = 17 ,743.4 feet

*NOTE: This profile starts in the middle of a lon ger flight ,

so the initial con ditions are not round numbers. The times

listed here will be seen on the plotted output , so the

actual times are listed rather than elapsed times.
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to be caused by the rapidly changing dynamic s of the chosen

flight profile.

Clearl y, for a stepsize of 2 seconds, ~t
2 i s no t s m a l l

com p ared to ~t , so this stepsize should provide a good test

for the proposed alternative state noise covariance compu-

tations. To provide a comparison , th e fi l ters  were a l s o

tested with an integration stepsize of 0.2 seconds. The

— filters would have to be retuned to give the best obtain-

able performance with this value of L~t. However , the com-

puter  cos t for th ese runs  was  r e l a ti v e l y  h i gh , so th i s was

not done. Instead, the filters were retested using the

m a t r i x  v a l u e s  li s te d i n Ta b l e  I I I  to V I , solely to provide

a bas is of comparison for the longer integration stepsize

runs.

The ex ternal measurements available to the filter are

provide d by a Global Positioning System (GPS) receiver.

This system consists (when it becomes operational) of a set

of 24 satellites evenly distributed in three orbital planes.

The pos ition of each satellite is known very accurately,

and each  broa d cas ts a ver y accu ra tel y ti med se q uence o f

pulses. By measuring the time delay between these pulses

and pulses genera ted by an onboard clock which is synchron-

ized w ith the satellite clocks , the position and velocity

of the receiver can be measured very accurately. Errors In

the onboard cloc k cause inaccuracies in the measurement in

the form of a range bias and a range rate bias. To reduce

these  e r ro r s , ex tra s user clock ” s ta tes to mo d el the bi a s e s

50
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Table V I I  b.

F l i g h t  Pro fi l e  for Tes t  C a s e s

Segment Time Action

1 4723- Pitch down to -6.54 deg. and decelerate
4733 to 844.7 ft/sec.

2 4733- Descending ri ght 360 deg. 4.5 g turn.
4769

3 4769- Descending left 360 deg. 4.5 g turn.
4805

4 4805- Pitch up to +1.56 deg. (Altitude at end
4815 = 10586 ft.)

5 4815- Sinusoidal heading changes , 14.4 deg/sec ,
4915 climb to 12 ,886 ft.

6 4915- Sinusoidal heading changes , 12 deg/sec ,
5095 maximum yaw = 15 deg , cl in.~ to 17 ,025 ft.

7 5095- Cl imbing 1 g 5 deg . right turn , climb to
5110 17,3 70 f t .

8 5110- Pitch to level flight, climb to 17 ,386
5135 f t .

9 5135- Straight flight. Ends at Lat. = 4 2 . 3 4
5140 deg. , Lon. = -71 .21 deg. , Alt = 17386 ft.

10 5140- 1 g, 2 deg. right turn.
5142.5

11 5142.5- Pitch down to -45 deg., descend to 9127
5168.5 ft.

12 5168.5- Cont i nue descent  to 6439 f t .
5173 :1

13 5173- Desce nding 0.5 g 30 deg. right turn , de-
5178 scend to 3452 f t .
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are added to the baro -inertial system model used in the

filter.

For this study, it i s assumed  tha t f o u r  s a t e l l it es are

continuously in view in a fixed location with respect to

the aircraft , an d both range and range rate measurements are

ava ilable from each satellite (this is somewhat different

from the wa y th e ac tual  s y s tem w i l l  work , but the difference

Is no t relevant to this study). To be realistic , the simu-

la tion should account for the fact that the satellites move.

It should propagate them in time and optimally select a new

set of them for measurements at regular intervals. However ,

the program logic to do this is fairly complex and time con-

sum ing, and has no bearing on the issue of alternative 
~d

e v a l u a ti o n s .  T h e r e f o r e, the observation geometry matrix ,

was com p u ted once , us ing satellite geometry for a ran-

doml y chosen time and location. Then this H matrix was

assume d to be cons tan t throu g hou t a l l  tes t r u n s .

Measuremen ts were presented to the filter every 10 Se-

conds. Th is update interval was chosen as a fairly repre-

sen tative value of the update intervals used in typical

h i g h a c c u r a c y , aided inertial navigation systems .

Ka lman Filters for each of the proposed 
~d 

ma t r i ces —

were coded in the appropriate form for the GCA P program.

Then a covar iance analysis was performed for each one , using

the parameters described in this chapter. The results of

these tests are presented and discussed in the next chapter.
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V R e s u l ts an d D i s c u s s i on

Introducti  on

Previous chapters have introduced the proble m to be

evaluated in this study . The notation used and the mathe-

matical formulation of the Kalman Filter were presented in

Cha pter II. The need for approximate computations in order

to achieve practical on-line implementation was shown. In

Chapter IV , some specific methods for evaluating the state

no ise covariance matrix , 
~d’ 

were derived. The methods

used for testing Extended Kalm an Filters based on these

covar iance matrices were described in Chapter IV .

This chapter presents the results of  the testing for

filters based on the four proposed 
~d 

matrices. The test

results are shown in both graphical and tabular form. These

resu lts are discussed and analyzed , and suggestions for fu-

ture s tud ies  are made.

Tes t R e s u l ts

The resul ts of the covariance analysis test ing are pre-

sented in Figures 1 to 48. These plots present the square

root of the estimation error covar iances of the state van -

ables listed. This ‘ one -sigma ’ va l ue o f the e r ro r  i n the

state estimate gives a description of the expected error ,

in that 68% of  the errors will be less than or equal to this

value. 99.8% of all errors will be less than or equal to

three times this one-sigma value. All error states are

assumed to have a mean value of zero.
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The variables plotted are Longitude error , Latitude

error , Altitude error , and East, North , and vertical com-

ponents of velocity error. For each of the filters tested ,

two plots are shown for each variable. The first of these

is labeled ‘FILTER ’ and depicts the covariance computed by

the filter for each state estimate. The second plot is

l a be le d “ S Y S T E M ’ an d depicts the true error covariance com-

puted by GCAP using the truth model system matrices and the

Kalman ga in matrix from the filter.

One set of plots is shown for each of the proposed

filters. Recall that these filters differ only in the form

of  th e s ta te no i se covar i ance  mat r i x ,

Type I - 
~d 

Is a diagonal matrix , with constant terms.

Type II - is a full matrix , with constant terms.

Type ~~ - 
~d 

is a full matrix , with varying terms de—

rived by a trapezoidal integration of the

defining integral (equation (22)).

Type IV - is a f u l l  ma tr i x , with terms which vary

as a function of the system state.

The plots shown were generated with an integration

stepsize of 2.0 seconds. The scales for these plots are

Time - M i ss i on ti me , seconds.

Longitude - Radian s.

Latitude - Radians.

Al titude - Feet.

East Veloc ity - Feet/sec.

Nor th Velocity - Feet/sec.
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V e r t i c a l  V e l o c i t y  - Feet/sec.

Inter pretation of Test Results

The two types of plots shown are to be interpreted dif-

ferently. The plots labeled “FILTER” show , in root -mean -

square (rms) form the covariance computed by the filter for

its state estimate. The primary importance of this covari-

ance information is its use in computing the Kalman gain

matrix. If the computed covarian ce is too large , the gain

will be larger than the optimal value , causing the filter to

weight the measurement information too heavily. This causes

the navigation system to track the noise in the measurements ,

and to fail to take advantage of all of the Information

available in its own state estimate. If the covariance is

too s m a l l , the gain wil l be smaller than optimal , so the

filter will wei ght the propagated state estimate too heav-

il y, I-f the covariance becomes excessively small , the fil-

ter will ignore the external measurements. This is known

as f i l ter d i ver gence , since it allows the errors in the

navigation system to grow without bound . Thus , the “ F I L T E R ’

covariance plots have only an indirect meaning, in that they

Influence the values of the actual errors committed by the

fi l t e r .

The more d irectly meaningful p lo ts are th ose l a b e l e d

“ S Y S T E M ” . These depict the rms values of the true estima-

tion errors, calculated by GCAP using the truth model sys-

tem matrices and the Kalman gain matrix computed by the

fil ter. The goal of Kalman Filter design and tuning is to
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minimize these errors . Therefore , a smaller value 0f the

“ SYSTEM ” rms errors indicates better filter performance.

The data shown ‘In FIgures 1 to 48 indicates that there

is very litt le difference in the performances of the four

filters tested . Most of the plotted lines are so similar

that it IS difficult to distinguish any difference at al l.

In testing, they can be compared by placing one directly

over the other , with the axes aligned. Since that method

Is not practical here , the actual numbers plotted for a

typical pos t-transient time point are listed i n Tab le V III .
The data produced with an integration steps ize of 0.2

seconds was so close to the values computed for a stepsize

of 2 seconds that the plots are indistinguishable. These

error values are listed in Table IX. Because the plots are

so similar to Figures 1 to 48, they are not shown.

Discussion of Results -

Figures 1 to 48 and Table VII I show that there Is vir-

tually no difference in the performances of the proposed

filters. The only signif icant differences appear ‘In the

vertical channels (altitude and vertical velocity errors).

However , the vertical channel mod el has deficiencies which

place these results in doubt. Myers and Butler (Ref 2) re-

ported that the vert ica l channel model used for this study

diverged from correct state estimation for a long fli ght.

For the shorter flight profile of this study , divergence

did not occur. However , the vertical chan nel model is not

considered sui table for an accurate measure ment of Kalman
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Table VI I I

Steady State RMS Estimation Errors ~t 2.0 Seconds

Component Type I Type II 1ype III Type IV

Long itude , - 3.58 4.32 3.42 3.92
(Rad iansx l0 )÷ 3.53 4.29 3.41 3.83

La titude - 2.67 2.70 2.94 2.76
( Ra d Iansx lO 7)+ 2.51 2.55 2.50 2.59

Altitude - 47.9 50.6 50.4 27.8
(Feet) + 39.9 42.9 35.7 24.7

East Velocity - .054 .056 .029 .078
(Fee t/sec )  + .010 .010 .010 .010

Nort h Velocity- .136 .138 .380 .145
(Feet /sec)  + .010 .010 .009 .009

Vert ical Velocity- .084 .262 .349 .063
(Fee t/sec )  + .011 .011 .011 .010

NOTES :
- Indicates the error prior to measurement Incorporation.

+ Indicates the error after measurement Incorporation.

Errors listed are for time 5098 seconds. This time was

selec ted as representative of steady state performance.

Longitude: ~~~ radians = 1.54 feet (at Lat=42.4°)

Latitude: ~~~~~~~~~~ rad ians = 2.09 feet
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Table IX

S tead y S ta te RMS Es ti ma ti on Errors t~t 0.2 seconds

Component Type I Type II Type III Type IV

Longitude , - 3.56 4.20 3.41 3.91
(Radians xlO )+ 3.52 4.18 3.41 3.83

Latitude - 2.68 2.71 2.92 2.76
(Radians xlO )+ 2.51 2.55 2.50 2.60

Altitude - 48.0 52.0 50.5 26.8
(Feet) + 39.6 42.3 35.6 24.5

East Ve l oc ity - .052 .054 .023 .075
(Feet/sec) + .010 .010 .010 .010

North Velocity - .130 .136 .376 .139
(Feet /sec ) + .010 - .010 .009 .009

Vertica l Velocity - .076 .102 .324 .062
(Feet/sec) + .011 .011 .011 .010

See no tes for Ta b le V U !.
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F i lter per formance , so the vert ical channel results were not

use d for compariso n of the proposed filters. The other var-

- I tables errors in East and 1~orth components of position and

velocity , indicate that the filters are achieving almost

Iden tical performance. This appears to contradict the ex-

pectation of a performance gain suggested by the develop-

ment of Chaoters II and III. Several factors which could

cause this result must be considered.

One factor Is that the matrix Is only one of the

parts of the Kalman Filter model which si gnificantly affect

est imation accuracy. From equation (17), it is seen that

the covariance which the filter estimates and uses to com-

pute the gain matrix is driven by the state transition

matrix , c 11(t1÷1, t 1 ). as well as the driving noise matrix.

If the driving noise is small , the first term in (17) could

dominate the computation. Then almost any form of a

matrix with reasonably accurate tuning would produce similar

results in this testing. It might further be expected that

If is small compared to ~
p
~
T makin g th e te rms even

smaller would have little effect on performance. However ,

it was found during the tuning process that significant

reduc tion in the terms caused a severe performance degra-

dation . Therefore , the Idea that the similarity of the test

resul ts stem from a lack of filter performance sensitivity

to the proper 
~.d 

va l ues can be re jec ted .

Another factor is that the filters were not e’x haus-

tive ly fine-tuned , as ment ioned in Chapter 1. All of the
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filters were tuned until furthe r tuning efforts appeared to

have on ly marginal and somewhat ambiguous effects. However ,

there is still the possibility that futher refinements in

tuning would ultimately g ive one of the filters si gn ifi-

cant ly better perf orma nce than the others. The tuning

effort was extensive enough (approximately 120 tuning runs)

that this possibi l ity Is judged to be unlikely.

A factor that appears to be significant in these re-

sul ts Is th e a ccura cy o f th e measure men t s ava i la b le f rom

the GPS receiver. In the model used (Appendix A), these

measure ments are mode led as range and range rate measure-

ments from each of four satel lites. The one -sigma errors of

these measurements are 20 feet for range and 0.1 foot/sec.

for range rate. The combined information from four such

satellites can yield measurements of even greater accuracy ,

depending on the geometry of the satellites when a measure -

ment is taken. For example , a single observation of all

four satellites measure position with an error as small as

10 feet

As long as the Kal ni an Filter continues to run without

divergence (i.e., without reducing the gain to Ignore ex-

terna l measurements) , these highly accurate measurements

w il l allow It to have small errors in position and velocity.

Even when the gain is substantially different from the opti-

mal va lue , the errors will be smal l . Thus, the effect of a
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better matrix in more accurate ly calculating the gain

matr i x p ro d uces on l y a very small benefit in reducing the

errors in the filter.

As mentioned In Chapter IV , for a small Integration

stepsize, the off -diagonal terms in are Insignificant in

comparison to the diagonal terms. It is possible that for

an integration stepsiz e ~f 2 seconds , these off-diagonal

terms are still not extremely significant , and thus that

they make little diff erence in fiter performance. Also, In

the Type II! 
~d 

matrix, the off -diagonal terms are computed

directly from the noise values of the ~ matrix In the truth

model (see Table IV). Then pseudo -noises are added to the

diagonal terms. These pseudo -noises may be substantially

larger than the true noise terms from which the correlated

off -diagonal terms were computed. Thus, the off-diagonal

terms in this 
~d 

matrix could be disproportionately low, so

that they have little effect on performance.

Converse ly , the off -diagonal terms for the Type 
~

matrix were computed with the correlation factors from the

Type III analysis , but using the pseudo-noise values of the

diagonal terms. This could possibly make the off -diagonal

terms too lar ge , i.e., it might be more appropriate to have

onl y some of the pseudo-noise aopear in the corre lateL terms.

Prov i s i ons were ma d e i n the covar l ance ana ly s i s p ro g ra m to

scale the off-diagonal terms by an arbitrary factor , In

order to test this Idea. However , this testing was not
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performed due to time limitations. Thus , the possibility

that the off-diagonal terms as computed were too large or

too small to give proper results must be considered.

All of the potential reasons given so far for the test

results seen in Figures 1 to 48 and Tables V III and IX are

at least possible , and some must be considered highly prob-

able. Howeve r , there is another factor which outweighs all

of them. This effect is caused by the way in which the

time propagation equation for the covariance is compu ted

(equation (23)) is used in GCAP , but equation (12) could be

used instead) . The computation used in the testing for this

study included a partitioning of the integration interval ,

which tended to mask the effects of off-diagonal terms.

To see this , consider how P(t) Is propagated. As ex-

plained in Chapter IV , equation (23) cannot be used directl y,

as GCAP woul d normally do. Instead , Q(t) is set to zero,

equation (23) is integrated , and finally 
~d 

is added :

P (t+At )=f~~~
t [F(T)P(T)+P(T)F T (r )Id r+~ d (t+~ t) (24)

Theoretically, this computation should be performed once

for the interval from one update to the next. However , i n

GCAP a Runge-Kutta integration tech nique is used , whi ch is

not sufficiently accurate with a stepsi ze equal to the typi-

cal update interval of approximately 10 seconds. In most

on-line Ka lman F ilter applications , an even s i mp ler Eul er

integration is used to evaluate equation (24) or an equiva-

lent form suc h as equation (12). Thus , to achieve



r~

- 

- 
suf ficient numerical accuracy, the integration stepsize must

be reduced. However , there is no need to reduce the update

interval.

An Integra tion steps ize smaller than the update iner-

val ‘Is often called an ‘Integration sub -interval. Using

this i dea , equation (24) is evaluated for some i~t , smal l er

th an the 10 secon d measurement upd ate i nterval , which gives

accura te numerical integrat ion. This caluc l ation is re-

peated until the next update time Is reached , then a

measurement is processed. In the testing for this study ,

the update interval was set at 10 seconds. This was divided

In to 5 sub-intervals of 2 seconds for propagation via equa-

t ion (2 4 ) .

In th is type of propagat 1on~ the matrix will be

added to inte rmediate values of P. Then these P matrices

w i ll be use d i n th e inte g ral term of equa ti on ( 24 ) .  If the

ma trix Is assumed to be diagonal , the d i agonal ele m en ts

of the Intermediate P matrices will be directly affected

by the 
~d 

terms. The products VP and PF.T will generate off-

diagonal terms from the diagonal elements of P. Then the

integral term of equation (24) will compute off-diagonal

terms in t propagated P ma trix based on the diagona l ele-

men ts of ~~~~. T h us , the effect of a diagonal form of

added a t each sub-interval is equivalent to the effect of a

full ma trix (i.e., containing off-diagonal terms) added

only at the last sub-interval before a me asurement incorpor a-

tion.
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This effect of producing off-diagonal terms in P from

a diagonal 
~d 

by the nature of the Integration used appears

to be the most significant factor in the lack of any perfor-

mance variation among the filters tested.

Conclus i on

The use of sub—intervals for covariance propagation in

Ka lman F ilters is a common technique. The results of this

study indicate that this technique is appropriate in many

cases. Under the conditions that

1) accurate measuremen ts are available to the naviga-

t ion sy s tem

2) several integration sub-intervals are used for co-

var iance propagation ,

3) a properly tuned , diagonal form of is added for

each su b-interval ,

the testing showed that the estimation results are compar-

able to the results obtainable from larger , more co mp lex

forms o f th e 
~d 

matrix. Since most Kalman Filters must use

the su b-interval techni que for covariance propag ation to

achieve sufficient numerical accuracy, the use of a compu-

tat iona ll y advantageous diagonal state noise covariance

matrix is justified.

Recommen d a ti ons

The alternate forms of derived for this study could

sti l l have some appl icability which warrants futher investi-

gation. Further testing should be performed with these

forms to evaluate the effects of what appear to be the
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major factors in causing the observed test results. In

order to per form th i s tes ti ng , it is recommended that the

new forms of the truth model and filter model designed by

In termetr ics Incorporated (Ref 6) be used. This would

a l low anal y s i s of ver ti cal channel per formance , wh i ch

appears to be more sensitive to va riations in the Kalman

Filter than the horizontal channels.

T he bas i c var i at i on i n this tes ti n g would be a c han ge

in the method used for covariance propagation. The GCAP

su broutine which performs this function (INTEG) was modi-

fled for this study to perform the evaluation as in equa-

tIon (24) rather than (23). This change involved elim-

inating the addition of ~ ( t ) i n the ~( t ) equa ti on be fore

Integra ti on , and a ddi ng a su b rout i ne ca l le d ( IW T Q )  to a dd

~d
(t) to the propagated P (t) mat rix. This can easily be

modified to add 
~d

(t) to P (t) onl y for the last integration

s tep before a measureme n t up da te. In order to eva lua te th e

matrix , a va lue of t~ t is needed. In the testi ng oer-

formed , t~t was set equal to the integration stepsize. For

the proposed tests , ~t would have to be set to the update

i nterval , s i nce the ma tr i x mus t re p resen t the total no i se

con tr i bu ti on for th i s i nte rva l .

These changes to the test ing configuration will almost

cer tainly require retuning of the proposed Kalman Filters.

It is recommended that the filters be retuned and tested with

these changes in the models and covariance pro r ,agatlon equa-

t i ons , but w ith the other test parameters the same as in
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th is study. Also, a filter should be tested with a dia-

gonal ~~ added for each sub-interval , as Type I in this

study. This would provide a comparison to show whether

the p ro posed f i lters , with ad adde d onl y once for the to tal

propagation , could give performance equal to that of a

standard filter , w ith a diagonal ad added for each sub-

i nterva l .

T hi s com par ison shoul d i nd i ca te w h e th er eq u i va len t

performance can be obtained with a less frequent addition

of a full ma tr i x , rather than a freouent addition of a

diagonal 
~d 

matrix. If this is true , it could lead to a

significant savings in computations for an on-line Ka lman

Filter. For a typical sub -interval size of 0.2 seconds ,

the 16 term d i a gona l ad matrix is added 50 times , for a

total of 800 additions for the ad term of the covariance

propagation between updates. With a ad matrix containing

off-diagonal terms added once per measurement sample per -

lod , such as Type II in Chapter III , th i s coul d be reduce d

to 30 additions , wh i le ad di ng on ly 7 ex t ra wor d s of s to rage

space. This cou ld be a substantial savings in computation.

The effec t of less accura te measuremen ts can be tes ted

in a very straight forward way by simply increasing the

magn itude of the terms in the measurement covariance ma-

trix, R. Wi th this change , the performance of the Ka lman

Filter would rely more heavily on the accuracy of the inter-

nal model. Thus , for less a ccura te measuremen t s , a be tter

evalua tion of the ad ma trix would yield a more substantial
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improvemen t in filter performance than is seen when highly

accura te external measurements are available.

The off -diagonal terms generated by sub -interval pro-

pagation of a diagona l ~~ ma trix are not the same as the

off-d iagonal terms in the Type III matrix. The Type III

ma trix contains relatively few off-diagonal terms because

it is based on th e ~ matr ix from the truth model. This a
ma trix has only four noise terms directly driving the states

that are included in the filt er model (states 1-16) . When

equa tion (24) is used for covariance propagation , all 16

sta tes have driving pseu do-noises . so man y more off-.dia-

gonal terms w ill be generated. Another ad matrix could be

der ived in the same way that the Type III matrix was derived ,

but w ith the pseudo-noises included In states 1-16 of the

~ ma trix when equation (20) is evaluated. The filter based

on this type of ad ma tr i x could then be com pared w it h one i n

which only true driving noises are used in computing off-

d iagonal terms , as in Type III.

Other parameters could also be tested. The proposed

filters could be tested using a long , low-dynamics flight

p ro fi le , in which gyro drifts, Schuler osc illations , and

other long term effects could cause problems. The effect

of mul tiplying the off-diagonal terms in the deriv ed

matrices by a scale factor for improved tuning could be

evalua ted. All of this testing could lead to a more

accura te matrix, whic h could reduce the computational
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burden of the Kalman Filter without reducing navi gational

accuracy.

A l imited amount of additional testing suggested in

this section was attempted . The only change made for this

testing was to add ad only for the last integration sug-

interval before an update. Runs were made using the Type

I I  
~d 

matrix , with all the terms in Table V I multiplied by

5 to account for the longer interval for which the pseudo-

noises simulated the effects of real errors. To obtain

good performance, this filter would need to be retuned , but

time limitations prevented this.

The most noticeable change in the results in this test

was in the filter covariance propagation. With 
~d 

adde d

for each sub -interval , the covar lance grows quickly. With

ad added onl y for the last sub-interval , the covar ian ce

grows more slowl y, th en has a s tep i ncrease at the end o f

the propagation. This allows the effects of the homogen-

eous covariance growth and the added covariance to be dis-

tinguished in the test results.

To i l lus t ra te th i s , F i gures 49 and 50 show an ex p anded

scale for the filter estimates of north velocity error. In

Figure 49, ad was adde d for each sub-interval. In Figure

50, 2d was added only for the last sub-interval. Mote that

the plotter interpolates between data points. The dotted

lines in Fi gure 50 show how the covariance would actuall y

pro pagate for small integration steps. This would be fol-

lowed by a step rise in the covar iance when is added.
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If is added only for the last sub-interval , off-

d iagonal terms must be included in ad to simulate the off-

d i agonal ter m s gene ra ted by a p roper evalua ti on of eq ua ti on

(23). A Kalman Filter using such a matrix shows oromise

of giving good performance with slightly more storage space

and cons id era bly less com puta ti on ti me th an t h e usual form

requ i res.

Summar y

The test results presented ‘In this chapter are incon-

clusive in demonstrating the advantages of the proposed

state noise covariance matrices. They indicate that , for

the type of sub-interval propagation equations commonly

use d In Kalman F i lters , th e usual d i agonal form o f 
~d 

pro-

vides performa cce comparable to that obtained with larger ,

more complex forms of ad Futher testing could result in

an Improved means of incorporating driving noise into the

covariance propagation. This method would involve a

matrix containing off-diagonal terms , which would be added

onl y once for a covariance propagation. Thus , it would

significantly reduce the number of filter computations re-

qu i red , w ith a modest Increase in computer storage space.

This change could be found to have little or no adverse

effec t on filter estimation performance. Moreover , al ter-

nate forms of could be found to yield significantly en-

hanced filter performances for applications in which the

ex ternal measuremen ts are no t of the e xt remely hig I~ accurac y

charac ter i s ti c o f GPS measuremen ts.
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Thus , for many practical Kalman Filter applications ,

the ideas of the alternate forms of discrete time state

noise covarianc e matr ices discussed in this study appear

to be a fru itful area for continued investigation.
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A ppendix A

In tegrated GPS/ Inert lal Navigation System Models

This section describes the truth model for an inte-

grated GPS/Inertial navigation system. It also describes

the reduced order model on which a Kalman Filter Is based.

These models were used in the testing for this thesis. The

basic truth model Is a 48-state model of a baro-inertial

navigation system using a representative inertial navigation

un it in the I nautical mile/hour class. This model was de-

rived by Widnall and Grundy (Ref 1). Myers and Butler of

the Air Force Avionics Laboratory modified this model by

adding the necessary user clock states to represent a typi-

cal Global Positioning System (GPS) receiver (Ref 2~~. The

truth model con ta i ns 52 s tat es , of which the first 16 are

included in the filter model.

The models are described in terms of four matrices: F.

a~ 
H , and R. The F matrix is derived from the nonlinear

homogeneous state differential equation for the system , as

in equation (2). F is then a linearized matrix describing

the homogeneous error state behavior. q Is the matrix of

the strengths of the cont inuous time white , Gauss ian noises

which drive the system. H is an observation geometry matrix ,

as used in equation (4). R is the measurement covariance

matrix , wh i c h descr ib es t h e accuracy o f th e measuremen t

i nforma t ion ma tr i x.

The H ma trix used in testing is for a single instance

of rece iver and satellite geometry. As explained in Chapter

122 

T . 



‘
~~~~~~~~~~~

‘“‘
~~“ 

.- - -  ..- .
~
-- -“—,

~~~
— - - ______ -- . ~z-~r -  1

IV , the observation geometry was assumed to remain constant

for the test runs in this study, although in reality this

matr ix would change as the aircraft and satellites moved.

Th is H matrix was generated by randomly selecting aircraft

an d satellite positions and u sing a satellite selection rou-

ti ne from the Integra te d GPS / Iner ti al S i mula ti on Pro g ram

(Ref 6). The H matrix entries are identical for the truth

model an d f i lter model , exce pt for the extra zeroes added to

the truth model to obtain the proper dimension.

The F , 2~ 
H , and R ma trices are listed in Tables X to

XI I I . Distinctions between the truth model and filter mode l

ma trices are described in these tables. The state variables

for the filter and truth models are listed in Tables I and

II o f C h a pter I t t .  -
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Ta b le X a

F Matrix - Notation

a Wander az imuth angle (radians)
Lat = Vehicle Latitude (radians)
Lon = Vehicle Longitude (radians)
h = Vehicle altitude (feet)
V Veh icle veloc ity (feet/sec). Components in E-N-Z (East-

Nor th-Up) frame shown as V E. V N . V~
F = Specific force vector. Components in wander azimuth

frame are F
~
, F F

~
. In the E-N-Z frame ,

FE = -F
~
.s in( ct

~ 
- F~ cos .(cx)

FM = F
~
.cos (cx ) - F~ sin ~~(cx )

R = Earth equatorial radius (feet)
p = Ang ular velocity if local E-N-Z coordinates with respect

to ear th (rdd/sec)
= _V

N/R
= V E/R

V E
.tan(Lat)/R

= Earth angular rate (rad/sec). In local coordinates:
= c2 .cos(Lat)
= c~•sin(La t )

w = Angular velocity of local E-N-Z coordinates with respect
to inertial space (rad/sec). Components are
wE ~

D E
=
=

= w
e

• C 0
~

’ (
~~
) +

= _W
E •sin (cz ) + wN cos(ct)

k 1, k2, k3 = Damping coefficients for baro-inertial altitude
channel

D1..E, DGN , 0GZ = Correlation distances of gravity deflections
(feet)

0A LT = Corre l a ti on di s tance o f al ti me ter error ( fee t )
8 = Inverse correlation time of clock random frequencytru error (1 /sec) 2Ver ti cal com ponen t of g rav i ty ( ft/ sec )
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T~bl~ X b

F Matri x - PQsi tion Errors

Longi tude Error

F(1 ,2) = P~
fcos(La t)

F(1 ,3) _p
N/(R.cos(Lat))

F( 1 ,4) — 1/ (R .cos (Lat)}

La titude Error

F(2 ,3) = PE/R

F(2 ,5) = h R

Al titude Error

F(3,3) = -k 1 
-

F(3,6) = 1

F(3 ,10) = k 1’h

F(3,47 )
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Table X c
F Ma trix - Horizontal Velocity Errors

East Ve loc i ty Error
F(4 ,2) 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~F(4 ,3) - P
Z

P
W
+P

N
V
Z
/ R )

F(4 ,4) 
~~~ 

tan(Lat)+V
~
/R)

F( 4 ,5)
F(4 ,6)
F(4 ,8) -F 1
F(4 ,9)
F(4 ,35) cos(cx )
F(4 ,36) = -sin( cx )
F(4 ,38) F

~
.cos(ct)

F(4 ,39) =

F(4 ,41)
F(4 ,42 ) Fy •cos(c*)
F’(4,43)
F(4 ,44) = f

~
’.s in(a)

F(4 ,48) = 1
Nor th Ve loc ity Error 2F(5 ,2) _ (2.

~ N
.V

E+pN
.V E/ ( c o s ( L a t ) )  )

F(5,3)
F(5 ,4) = -2’w~
F(5 ,5 ) V 1./R
F(5,6)
F(5 ,7) = Fl
F(5 ,9) — _ F

E
F(5 ,35) * sln (ct )
F(5 ,36) = cos(ct)

F(5 ,38) F
~
.s in(ct)

F(5,39) - F~ .cos( a)

F(5 ,41) = ...(F
1+G 1)’sin( c*)

F(5 ,42) Fy •S ifl(a )

F(5,43) (Fz4G z)~
cos ( cx )

F’(5,44) ..F
~
.cos (ci)

F(5 ,49 ) 1
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Table X d

F Matr ix - Vertical Velocity Error

Ver tical Veloc ity Error

F(6 ,2) =

F(6 ,3) 2’G 1/R-xk2-(p~
+p~ )

F(6,4)

F(6,5) =

F(6,7) = _ F
N

F(6,8) FE

F(6,1O) = k2•h

F(6 ,h1) = -h

F(6,37) = 1

F(6,40) = Fz+Gz
F(6,45) = ~Fy

F(6,46) = F
~

F(6,47) = k2
F(6,50) = 1
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Table X a
F Ma trix - Tilt Errors

East Axis Til t
F(7,3) =

F(7 ,5) — h R
F(7 ,8) =
F(7 ,9) =
F(7 ,14) = co~ (cx)F(7 ,15) = -sin(c t)
F(7 ,17) = F

~
.cos( ct)

F(7 ,18) = F~~cos (cx)

F(7 ,19) _ F
y ssin( cx)

F(7 ,20) = _ F
y
ss in(a)

F(7 ,23) Fx •F y •cos(a)
F(7 ,24 ) = _ F

x •F y~
sin(a)

F(7 ,26)
F(7 ,27 ) = -w~’sin(ct)

F(7, 29) = 
~z

0c05 (
~~

F(7,3 0) = -w~ ’cos(cx )

F(7 ,31) = c2
~
.s in (ct )

F(7 ,32) = _ w
~
.sin (ct)

North Ax is Tilt
F 8,2) -

F 8,3) =

F(8,4) = h R
F(8,7) = 

~
W z

F(8,14) = sin(c *)
F(8 ,15) = cos (ct)
F(8,17) = F

~
.sin( ct)

F(8,18) = F~ .sin(ct)

F(8,19) = F .cos(a)

F(8,20) = F~ ’cos(cx)

F (8,23 , ) = Fx •Fy •S ifl(a)

F(8 ,24 ) = F
~
.F
~
.cos(cz)

F(8, 26 ) = w
~~

’s1n (a)

F(8 ,27 ) = w~ •cos(ct)

F(8 ,29) = 
~z

’5j”
~~F(8 ,30) -w~.si n (ct )

F (8,31) ..c~~.cos(a)

F(8 ,32) w
~~

. c o s ( c t )
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Table Xf

F Matrix - Azimuth Error

Azimuth Error 
-

F(9 ,2) = WN+Pzxtan(Lat)

F(9 ,3) =

F(9,4) = tan(Lat)/R

F(9,7) =

F(9,8) = W
E

F (9,16) = 1

F(9,21) = F~~

F(9 -,22) F z+G z

F(9,25) = Fy •(Fz+G z)

F(9,28) =

F(9,33) =

F(9,34) =
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Table X g
F Ma trix - Miscellaneous Error States

Vertical Acceleration Error
F(h1 ,3) = k3
F(11 ,1O) =

F(hh ,47) = -k 3
Cloc k Phase Error

F(12 ,13) = 1
F(12 ,52) = 1

Clock Fre q uenc y Error
/ F(13,51) = 1

Baro-Al timete r Error Due to Variation in Altitude of a Con-

s tan t Pressure Sur face
F(47 ,47) = -V/D A LT

East Deflection of Gravit y
F(4 8,48) = _V/D GE

Nor th Deflection of Gravit y

F(49, 49 ) = 
~
V/D GN

Grakity Anomal y
/ F(50,50) = _V ID GZ

Clock Random Frequenc y Error

F(52 ,52) = 8tru

/

k - i
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Table X h
F Matr i x - No tes

The follow ing states are modeled as random constants or
random wa lks , and require no terms in the F matrix:

State Number Descr iption

10 Al t ime ter Bias
14-16 G-inse nsitivte gyro drifts

17-22 G-sens itive gyro drift coefficients

23-25 G2-sens iti v e gyro drift coefficients
26-28 Gyro scale factor errors
29-74 Gyro input axis misa l ignment s
35-37 Accelero meter Biases
38-40 Accelerometer Scale Factor errors
41-46 Accelerometer input axis mis alignments

51 Clock ag ing bias

Values of Cons tan t p arame ters
R = 20 , 925 , 639.76 feet

= 7.292115147 x 1O~~ rad /sec
XK 1 = .03
XK2 = .0003
X K3 = 1 x io 6

= 60,761.15 feet
= 60,761.15 fee t

DGZ = 364,566.9 feet

DAL.T. = 1,519 ,028.75 feet
8tru = 1/(1800 sec)

The terms listed here are for the truth model F matrix. The

filter model F matrix consists of all listed terms for which

both subscrip ts are less than or equal to 16.
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Table XI

~ Matr ix

The filter model matrices are derived in Chapter II.
For the truth model , a ~ matrix is used to depict the

driv ing noises. The terms listed here are actually terms
of GQGT, in order to show which state is driven by each of
the no i ses.

Q( 12 ,12) = 100 (ft2/sec )
Q(14,h4) = 5.86 x io 20 ((radfsec) 2/s ec)
Q( 15 ,15) = 5.86 x io

_20 
((rad/sec)2/sec )

Q(16,16) = 1.62 x 10 ’~~ ((rad /sec)2/sec )
Q( 35 ,35) = 2.88 x 10 ’~ ((ft/sec

2)2/sec )
Q (3 6,36) = 2.88 x ~~~~ ( ( f t/ sec 2)2/s ec )
Q( 37 ,37) = 2.88 x lO~~~ ( (f t/sec 2)2/sec)
Q (47 ,47) = 2.75 x io

_ 2 (ft 2/sec )
Q (4 8 ,48) = 1.959 x io’8 ( ( f t/ sec 2)2/s ec )
Q (4 9,49) = 8.375 x 10~~ ( (f t/ sec 2)2/s ec)
Q(50,5O) = 5.833 x 10~~ ((-f t/sec2)2/s ec )
Q(52,52) = 2.77 x io~~~~~

6 ((f t/ sec ) 2fsec)

No te: As described in Reference 6, th e noise terms for
sta tes 47-50 and 52 vary with veloc ity . However , the

PROFGEN pro gram keeps the path velocit y constant throughout

the fl i gh t profile described in Chapter IV. Therefore , the

terms shown here were precom puted for the entire flight pro-

file.
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Table XII a

!t Matrix - Nota t ion

Each observation provides range and range rate measure -

men ts to each of four sate llites. Measurement indices are :

k satell ite number (1-4)

i = range measurement to satellite k (i=2 .k_ 1)

j = range rate measurement to satellite k (j=2.k)

Other notation:

R(k) = computed range to satellite k (feet)

~(k) = computed range rate to satellite k (ft/sec)

R’ = range , receiver to earth center (feet)

RU (A~ ,
K) = Range unit vecotrs receiver to satellite k

ti Direction
1 East
2 North
3 Up

A
~
(n, k) = Range rate ut~it vectors , rec’Iever to satellite

k

n Direction
1 East
2 Nort h
3 Up

L - Receiver Latitude

V E~
V N~

V Z - Components of receiver velocity (ft/sec)
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Table XII b

11 M a t r i x  - Equations

Range Measurements

H(1 ,h) = Ru(1~
k ) e R ’ s CQS ( L)

H(i, 2) = R
~
(2,k).R’

11(1 ,3) = R
~
(3,k)

H(.i, 1O) = I

Range Ra te Measurements

H(j,1) [
~~

(1 ,k)_R
~

(1,k).(
~
/R).R1

+ Ru (1,k)’V z _ R u(3,k ) S V E ] .cos(L)

+ IRU (2 ,k) •V E
_ R

U (1 ,k) ‘V 1~] •sin (L)

H(j, 2) =

+ Ru(2 , k ) ’V z -R u(3,k ) .V N

H(j, 3) = r~~~
(3 ,k ) - R

~
(3 ,k )J .(

~
/ R)

H(J ,4) = R
~
(1 ,k)

H(J ,5) = R
~

(2 ,k)

H(J ,6) = R
~

(3 ,k)

H(j,h1) = 1
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Table X II c

H Ma tr i x - Evalua ti on

These H ma trix terms were precomputed and used through -

out the flight profile

Satellite
Number(k) 1 2 3 4
H(i,1) -1,284,390 -14 ,067,800 673,388 8,891 ,740

H(i ,2) —18 ,531 ,100 9 ,958 ,820 10 ,195 ,300 13 ,474 ,300

H(i ,3) .458117 .254804 .872353 .549816

H(i ,10) 1 1 1 1

H(j,1) 77.8105 -1227.55 2179.51 -272.222

H(j,2) 1442.71 -2215.39 -1333.22 2028.61

H(j,3) .12888X10 3 -.276022X10 4 .322484X10 - .916360X10 4

H(j,4) -.076854 - .841773 .0402936 .532056

H(j,5) - .885563 .475912 .487213 .643909

H (j,6) .458117 .254804 .872353 .549816

H ( j , lh) 1 1 1 1

1=2- k - i

j=2•k
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Table X III

R Matrix

R(i ,1) = Covariance of Range measurement if i is even.

= Covariance of Range Rate measurement if i is odd.

R(i ,h) = 400 (feet)2

R(2,2) = .01 (f t/sec ) 2

R(3 ,3) = 400 (feet)2

R(4 ,4) = .01 ( f t /s ec ) 2

R(5,5) = 400 (feet)2

R(6 ,6) = .01 (ft/sec)2

R(7 ,7 ) = 400 (feet)2

R(8 ,8) = .01 (ft/sec)2

The R ma trices for the truth model and filter model are

i den ti cal .
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