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EXECUTIVE SUMMARY

This report presents the results of a feasibility study of noise
and its relationship to vehicle electromagnetic emissions and the resul-
tant effects on communication system performance.

The report summarizes previous efforts in this field through a series
of matrices which identify the advantages, disadvantages, and status of
specific noise parameters or models and communication system performance
models. Additionally , the report identifies areas for future work. It
was concluded that——

1. Documented cases exist which show that vehicular and other
manmade noise emissions can detrimentally affect communication system
performance.

2. At the present time, an overall program to add.ress and re-
solve the problems associated with vehicular noise emissions and their
effect on communication systems does not exist.

3. Certain specific areas which require additional effort are——

a. Analytical models for analog (voice) communication sys-
tems, and the noise parameters required to evaluate such systems.

b. A data base for manmade and vehicular noise environ-
ments to support the utilization of analytical models.

c. Detailed deployment data on vehicles f or test beds
which are used for the tactical scenario evaluation of communication sys-
tem performance.

d. Meaningful standards for automotive ignition noise.
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SECTION 1 — INTRODUCTI ON

1.1 BACKGROUND

a. Numerous research efforts and experiments (ref s 2—20 , app D)
have, to a limited degree, identified the effects of vehicle electromag-
netic (EM) emissions on the performance of various types of communication
systems and equipments. For example, experiments have shown that one of
the severest cases of communications receiver performance degradation
exists in the land mobile very high frequency (VHF) and ultrahigh fre-
quency (UHF) bands (ref s 18 and 19, app D). This is due in part to the
rapid increase in the number of. vehicles on the road and the rise in pop-
ularity of citizens band radio. Although the degradation from vehicular
ignition noise is more prevalent in these bands, experiments have ’ indi—
dated that these deleterious effects may extend into the high frequency
(HF) (refs 8 and 9, app D) and super high frequency (SHE bands (ref 13,
app E). Methods to evaluate, quantify, and measure this degradation have
not been firmly determined up to this time. These factors have resulted
in a growing awareness by the U. S. Army concerning the undesirable or
harmful degradation (interference) caused by vehicle noise emissions to
the performance of Army and other communications—electronics (C—E) sys-
tems and equipments. This degradation problem has both technical and
economic consequences as outlined below.

b. The electromagnetic noise from a vehicle can affect on—board C—E
systems such as receivers or low—level logic control circuits as well, as
other systems, operating at HF and above, within range of the vehicle.
Groups of vehicles (e.g., convoys) can be more disruptive than isolated
vehicles. This potential for vehicle—caused interference gives rise to
several noise—related decisions that Army planners must make. For ex-
ample, whenever the Army purchases new vehicles a decision must be made
as to whether MIL—STD—46iA (ref 1, app D), or another standard, is to be
included in the procurement specification or whether a waiver is to be
granted. This decision has an economic and, possibly, a schedule impact
at the time of purchase and there can be a negative operational impact
later if the specification neglects vehicle ignition noise. The imple-
mentation of the reconmiendation of the Wheels Study (ref 2, app D) to
buy more non—military—specification vehicles makes this subject timely.
Another example is the decision of a commander at a communication sta-
tion as to whether he will try to restrict espe-ially noisy vehicles
from the vicinity of his antenna field.

c. Despite several recent surveys (ref a 3 through 5, app D) and
studies (ref s 6 through 20, app D), these Army decision makers currently
have little technical. information on which to base their decisions or as-
sess the ramifications (ref 21, app D). The current Department of Defense
(DoD) standards (MIL—STD—46lA (ref 1, app D) for tactical vehicles and
SAE .155le (ref 22, app D) for administrative vehicles] do not provide
guidance on this aspect; indeed, the degree of protection obtained if the
current standards are met is unknown, and perhaps cannot be determined
(ref a 11 and 12, app D). The vehicle noise problem is also a source of

1—1



concern in the private sector . The Federal Communications Commission (FCC)
has performed research on the noise from civilian vehicles (ref a 18 through
20 , app D) ,  opened a public Notice of Inquiry (ref 23 , app D ) ,  and funded
research on ignition noise suppression (ref 24 , app D ) .

d. On 12 July 1977 , the U. S. Army Test and Evaluation Counnand
(TECOM), at the request of the U. S. Army Communications—Electronics Engi-
neering Installation Agency (USACEEIA) , assigned the responsibility for a
feasibility study on the vehicular noise problem to the U. S. Army Elec-
tronic Proving Ground (USAEPG), Fort Huachuca, Arizona. Originally , the
assignment included a mnultiphase program to be performed sequentially.
Subsequent direction from the sponsor limited the task to the first phase
of the initial multiphase program. The goal of this initial phase is to
determine the feasibility of developing a better understanding of the
cause and effect relationship between the radio noise from motor vehicles
and the degradation such noise can cause to selected U. S. Army C—E sys-
tems. If this relationship can be established then the technical, eco-
nomic, and schedule risks can be significantly reduced for decisions of
the type mentioned above.

1.2 STUDY OBJECTIVE

The obj ective of this study is to review previous research, noise
data, measurement standards, etc., relevant to the study of vehicle ele~ —
tromagnetic noise emissions.

1.3 SCOPE

a. This study is subdivided into the following areas :

(1) Review of the literature for germane material. and the com-
pilation of a bibliography (ref 25 , app D , and app B) .

(2) Selection of 13. S. Army C—E systems representative of ge-
neric classes of systems which may be vulnerable to degradation by noise
from vehicles (para 2.1).

(3) A review of available noise models and their input/output
parameters which describe noise in terms consistent with the requirements
of the various system performance models (para 2.2).

(4) A review of applicable models for degradation of the iden-
tified systems when operating in the presence of impulsive noise from
motor vehicles, and the accuracy and status of validation of these models
(para 2.3).

(5) A review of the available noise data required to determine
the noise model parameters, and applicable noise data validation techni—
ques (para 2.4).

(6) A. review of available instrumentation and of the instru—
mentation required to obtain the required noise data (para 2.5).

1—2



(7) A summary of maj or f indings and conclusions (para 2.6) .

(8) Recommendations for filling the voids (para 2.7).

b. The functional relationship between noise data acquisition, vali-
dation, and communication system performance modeling is depicted in fig-
ure 1. This figure depicts the relationship of some measurable properties
of noise to some user—relevant measure of system performance degradation.
If this relationship can be established for C—E systems of interest, then
meaningful cost—benefit analyses can be performed regarding the degree of
noise suppression, and meaningful procurement standards and operational.
guidelines can be written.

1—3
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SECTION 2 — DETAILS OF STUDY

2.1 CANDIDATE COMMUNICATION SYSTEMS

2.1.1 Objectives

The objectives of this subtask are to——

a. Identify some typ ical U. S. Army C—E equipments (and their asso-
ciated transfer function characteristics) which perform the following
functions:

(1) Transmitted signal radio frequency (BY ) reception.

(2) Received signal demodulation .

(3) Signal decoding .

b. Develop a systematic mathematical terminology for cumnmunications
transmitter—to—receiver signal flow and degradation due to additive noise.

2.1.2 Study Approach

a. For this study, U. S. Army C— E equipments were grouped within
two major categories, as follows:

(1) C—E systems deployed as part of long—haul multichannel
networks found in CONUS and Europe (e.g., DCA European backbone network).
These equipments are normally installed in fixed plant facilities. They
are either analog or digital and can handle both voice and data traffic.

(2) C—E systems deployed on the battlefield , usually on vehi-
cles or in standard communication shelters. Similarly, these equipments
are either analog or digital and provide either voice or data ground—to—
ground or ground—to—air communications.

b. Transfer function characteristics were identified for each candi-
date C—E system. [The term “transfer function characteristic” is used in
the same context as stated in MIL—STD—l88C (ref 26, app D).} The overall
communication system process is presented in figure 2. The receive sec-
tions of figure 2 are represented by the simplified block diagram shown
in figure 3.

c. The received signal—plus—noise waveform r(t) can be represented
as the sum——

r (t)  — s(t) + N(t)

where s ( t )  is the desired signal at the receiver and N( t )  is the additive
noise at some point in the system. N( t )  can be Gaussian or impulsive.
Distortion of the original transmitted signal , s*(t) , also occurs as the

2— 1
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signal propagates from the transmitter to the receiver. This type of dis-
tortion can be considered as multiplicative noise. It affects only the
s(t) term, and one result can be intersyumbol interference which can limit
the performance of digital systems at very large signal—to—noise ratios.
Multiplicative noise is mentioned briefly in paragraph 2.3, but a detailed
treatment is beyond the scope of this feasibility study. A description
of N(t) is contained in paragraph 2.2.

d. Deployment estimates were determined based on the type of equip-
ment and its function.

2.1.3 Results and Analysis

Table I presents typical candidate strategic and tactical conmunica—
tion systems presently being fielded by the U. S. Army.

2—4
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2.2 VEHICULAR NOISE ANALYTICAL MODELS AND THEIR INPUT/OUTPUT NOISE
PARAMETERS

2.2.1 Objectives

The objectives of this subtask are to——

a. Investigate and identify analytical noise models which may be used
to model vehicular noise.

b. Identify the input/output noise parameters for these models.

c. Identify the advantages, disadvantages, and validation status for
each analytical noise model.

2.2.2 Study Procedure

2.2.2.1 General

a. The probabilistic concepts of noise are too complex for a com-
plete discussion here; many reports and books (ref s 3, 23, and 29 , app D)
are presently available treating this subject in greater detail. Each of
the noise sources identified in figure 2 can be modeled empirically or
analytically (mathematically). For this brief introduction, the instanta—
neous random noise output of a narrowband* receiver (see fig. 3) can be
defined by the following:

N(t) — v(t) cos(2itfct + 4(t)]

where

~~ 
is the center tuned frequency of the receiver

v(t) is a random process describing the instantaneous envelope bf the
noise

p ( t )  is a random process describing the instantaneous phase of the noise

Figure leA identifies each of the above quantities as functions of time.

b. For the simplest case, N(t) can be considered to be white Gaussian
noise** the instantaneous amplitude of which is described by the density
function in figure 4B. Probability density functions describing 4(t) and
v(t) are presented in figures 4C and D, respectively. In practice, only
parame ters concerning the envelope v(t) are considered for engineering ap-
plications and noise testing. Limited measurements (ref 8, app D) indicate
that the uniform phase assumption is valid for automobile ignition noise.

*Narrowband processes are those which can be characterized by an envelope
and phase. This results when the bar.~width of the receiving system is
small compared to the center tuned (carrier) frequency, i.e., BWr <

**White noise is characterized by constant amplitude power spectral den-
sity IS(f)I N0.

2—6
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c. Table II (ref 3, app D) presents various noise parameters which
are employed in describing the envelope voltage, v(t). Historically, peak
voltage (Vp) has been measured in the United States (SAE and DoD) as the
primary descriptor of automobile ignition noise, whereas quasi—peak volt-
age (Vqp) has been measured in the other NATO countries (CISPR). It is
evident that parameters such as pulse spacing distribution (PSD), pulse
duration distribution (PDD), and average crossing rate (ACR) are required
to describe those cases where the envelope voltage, v(t), resembles a
series of impulses in time.

2.2.2.2 Specific. A literature survey and review was performed to inves-
tigate vehicular noise analytical models and their input/output parameters.
The following paragraph presents a compilation of noise models which extend
a~d further quantify the characterization of impulsive noise applicable to
vehicle emissions.

2.2.3 Results and Analysis

2.2.3.1 General Model Considerations. The primary noise parameters re-
quired for the digital system performance models (see para 2.3) are ex-
ternal. antenna noise figure (Fa) and the amplitude probability distribu-
tion (APD). The Fa values can be used to estimate the predetection sig-
nal—to—noise ratio (S/N) as shown in figure 3, and the APD can be used to
estimate the probability that the noise exceeds the signal at the output
of the predetection filter. The bit error rate (BER) of many systems can
be computed using these noise parameters. The effects of clustering of
noise bursts (and the bit error bursts they produce) can be important in
deriving character error rates from BER’s. Additional time—domain infor-
mation about the noise is required to estimate clustering effects.
Therefore , models are required to predict Fa and the APD for antennas and
bandwidths of concern, as well, as models that have the potential to pre-
dict clustering. The noise models as presented in table III can be divided
into two major categories as follows:

a. Empirical/Physical — These noise models have been developed using
presently available noise data. In most cases, the empirical noise models
are analytically simple but they use noise parameters which have no known
degree of confidence (confidence bounds). These models use noise parame-
ters which can be related to those listed in table II.

b. Analytical/Physical — These noise models have been developed an—
alytically using standard probabilistic mathematics to describe the physi-
cal noise environment. These models use a new set of noise parameters*
(see table III) which can be related to some of the noise parameters listed
in table II.

*“New” relative to the traditional parameters V~ and Vqp used by the auto-
motive industry.

(Text continued on page 2—12)
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TABLE II. VARIOUS NOISE PARAMETERS AND THEIR DEFINITIONS

Ref er.nce
Parameter (app 0) Dci ioition 4 Mathematical Pslation4

Quasi—Peak Voltage 3~ 11, 12 Measured output voltage No general mathematical relation for
(V ) VIIUS of v(t)  using a random input waveforms ; for determin—qp 

circuit with a short istic waveforms see ref 32, app D
charging time and long
discharge t ime

Peak Voltage (V p) 3, U , 12 Measured peak voltage Valu, of V P is highly dependent on
value of v( t)  over th e interval I
inte rva l T

Average Voltage 3 . 12 , 33, Measured average volt— T
(V ) 34 age val ue of v(t) over Vav — ~ .(.t(t )  at — fvp(v) dvav tr*terva t 1

Root Mean Square 3, 12, 33. Measured m s  voltage 

— i
f+fv

2 t dt — ~I f 2 ( )  dvVoltage (V ~~~) 34 value of v(t) over
interval I ma

Average Voltage 3. 33 Mea sured logarithmic
Logarith. (V ) voltage value of v(t) V

100 — ~ fiog v(t) dt — fiog vp(v) dvlog over the interva l 1

Amplitude Probabil— 3, 12 . 33, The probability that Prob fv ~ v1] — 1 — Prob (V <
ity Distribution 34 for interval T the vol—

V(*20) tag .’ v (c )  exceed s a
speci fied Umit v1 Pooh [v ~ v1] — 1 — fp (v) dv

Pul se Spacing D is— 3 , 12 Th, fraction of pulsi
tribution (PSD) spacings at level Vj Prob (-t ~ r~ v 1 v

~)that exceed a time
limit

Pulse Duration 3, 12 The fraction of pulse
Distribution (POD) durations at level v~ Prob ft ~ v I

that exceed a time -

limit T
i

Noise Amplitude 3, 12 Number of positive
Distribution (0*0) threshold croesings 

— 
~ 

p(v1. v) dv—Average Crossing per second versus C(v
Rate (ACR) Charac— threshold 1.~.l for
teristic the interva l I

Average Voltage 3. 33, 34 The dO differenc e be— V
Deviation (V ) tween V and V V — 20 log —‘~~~~~4 rem av d Vav

Quasi—Peak Volt— 3 The dO djffetence be— V
age Deviation tween Vqp and V~~~~ 

~d 
— 20 log

_ _ _ _ _ _ _  
mm,

Average—Logar Ithmic 3, 33 The dO difference be— V
Vo ltage Deviatio n tween V and the t

d 20 log ~~~
anttlog~~! V 10log

Moipe Power (P~ ) 3. 35 The mean noise power 
~ — f kI b — (T.IT Q ) kr

0bavailable from a los.— N a 0
free antenna due to an
external source , de— V — 10 log f
tereined over an in— a a
terval I 

~N 
— ~ f

1 2 dt — f V 2p1v) dv

P — V 2
N mm.

Power Spectral 3 , 33 Power per unit band— 
— —J 2nft 

~~Density 5(f )  width (b); Fourier SU)
transform of the auto— —

correlation function ,
R(T), for the random 5(t)  — ii L 

j
T 

—
noi. process v (t)

f fv jv2p 2 (v 1 v2,C ) dv~ dv2

‘AssumeS stationa rity over interval I.
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2.2.3.2 Noise Analytical Models

a. Several models for Fa are available (ref s 10, 16, 30, and 31, app
D). These models are all physical models which require some empirical in-
puts to obtain 

~a 
estimates (as distinguished from purely empirical models).

They involve road—to—receiver geometry and traffic density . The median
Fa estimate produced can be used to estimate S/N’s or it can be used as
an input to one of the APD models to convert a relative APD to an APD
with an absolute scale. The accuracy of some of these models (refs 16,
10, and 31, app D) has been spot checked during their development over a
limited frequency range for a few types of antennas, but the models have
not been validated in the scientific sense where predictions are made
prior to data acquisition. One of the models (ref s 9 and 31, app D) pre-
dicts the distribution of Fa values (as well as the median), assuming a
Gaussian distribution.

b. The APD models can also be categorized as physical (ref s 30 and
40, app D) and empirical (ref s 5, 33 , and 36—39, app D). Several features
of these models are worth noting. The log—normal models (ref s 37 and 38,
app D) inherently predict APD’s that increase in amplitude with decreasing
probability, but at a rate which eventually becomes inappropriate for phy-
sical noise processes. Measured APD’s for ignition noise “bend over” at
the top (ref a 8 and 9, app D), as predicted by Middleton’s model (see fig.
2.4 of ref 30, app D). The Markov Regime Model (ref s 5 and 41, app D)
always predicts a bend—over. Having the proper bend—over is especially
important in predicting the lower error rates for linear systems. The
most important thing is to get the right APD for the system performance
range of interest. For example, it is not important whether a system per-
formance model gives erroneous answers for actual error rates of 10—12 if
it gives reasonable predictions at i~-’

~ (and that happens to be the desired
or required performance). As noted above, the high amplitude—low probabil-
ity part of the APD is important for all linear digital systems; however,
for a few linear systems the entire APD is important (e.g., DCPSK). For
nonlinear systems (e.g., systems employing a clipper or limiter), the lower
part of the APD is relatively much more important. The log—normal model
is a poor choice for modeling nonlinear systems, and this is why Shohara
developed the modified log—normal model (ref 38, app D), and Hall devel-
oped his model (ref 36 , app D).

c. Little work has been done thus far in validation of APD models for
individual automobiles or for streams of traffic. There are two aspects
of model validation worth noting: (1) whether the model input parameters
can be adjusted to give a good enough fit to measured APD’s for a partic— -
u].ar class of communication system, and (2) whether the model can predict
(before measurements) the APD observed for a specified vehicle or traffic
situation. Only the Cohen (ref 40, app D) and Middleton (ref 30, app D)
models have demonstrated aspect (1) for a very limited sample of ignition
noise data (selected examples from ref s 8 and 9, app D). Some very pre—
litninary checks (as yet unpublished) have been made for the Markov Regime
model (ref 41, app D) for the same sample of ignition noise data. Middle—
ton’s model (ref 30, app D) has the most degrees of freedom (requires the
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most parameters) and hence has the best potential to fit the entire APD.
Whether this level of complexity is required depends upon the application.
No tests of the very important overall prediction aspect have yet been
made for any of the APD models.

d. Many of the above models have the potential to predict cluster-
ing of noise bursts and the resultant effect on character error rates (CER).
A given APD can produce a certain BER but different CER’s for some systems
and it is for these cases that clustering may be an important considera-
tion. The Markov Regime model, when using a mixture of two Gaussian dis—
tributions*, has the advantage that the amplitude statistics are Gaussian
(but with different variances) for all time intervals (i.e., in both the
impulsive and nonimpulsive intervals), and textbook solutions (see para
2.3 of app E and ref 25, app D) are available for the error rates for many
iystems which can be used to synthesize their average error rates.

e. It is worth noting that the parameter Fa (derived from Vrms, see
ref 34, app D) is needed for all the models; however, none of the Fa, APD,
or system performance models make use of the VP parameter, which is the
on~y~ parameter measured in MIL—STD—46].A (ref 1, app D) and in the civil
standard SAE J551e (ref 22, app D) referenced in MIL—STD—461A for admin—
istrative vehicles. An empirical relationship between peak field inten-
sity (E’,) and quasi—peak field intensity (Eqp) has been used by the SAE
and CISPR (ref 42, app D) to facilitate international trade in the automo-
tive industry, as follows:

E~ ~qp 
+ 20 in dB > 1 iiV/m/kllz

This relationship is intended to apply only to a single vehicle operating
at 1500 rpm. There is no relationship between Vqp and communication sys-
tem degradation, except for AN broadcast, and the 20—dB conversion is not
a constant (ref 12, app D). It has even been shown that the 20 dB is not
the appropriate conversion factor (ref 43 , app D). There has been some
analytical work on the relationship between Vqp and Vrms under certain
assumptions (ref 44, app D) which indicate that a “typical” value of Vqp
is approximately Vrms + 10 dB. Therefore, the closest empirical relation-
ship between V~, and Vrmg (to make an enlightened estimate on the relation-
ship between Vrms and the MIL—STD—46 1A V~ parameter) for the same antenna
and bandwidth is:

~~~~ — VP — 30 (dBi~V)

Care must be exercised regarding the method of calibration of each de-
tector, and with the resulting units (ref s 45 and 46, app D). The above
expression assumes that the rms value of a sine wave was used for the
calibration. Of course, Fa is related to the rms voltage at the termi-
nals of an equivalent, lossless antenna (see fig. 3) as follows:

Fa — 20 log Vrms — 10 log Rr — 10 log b + TL + ML + AL — 78.5 (in dB)
*The model can use a non—Gaussian distribution for the low probability—
high amplitude portion of the composite distribution (ref 5, app D).
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where

Vrms is the open—circuit rn’s voltage, in dB~iV , referred to receiver input

Rr is the antenna’s input resistance (radiation resistance), in ohms

b is the noise power bandwidth, in Hz, of the system used to measure
the noise voltage

TL is the insertion loss, in dB, of the transmission line between the
antenna and its receiver

ML is the mismatch loss, in dB

AL is the loss in the antenna, in dB

It may be possible to put some empirical bounds upon the relationship
between V , and Fa for individual vehicles. Of course, the relationship
would not apply for measured noise from more than one vehicle without
modification. In theory, two identical automobiles at the same distance
would double Fa while leaving V~, unchanged.

2—14

— -5- - -~ - —-5 -5-- -



r 
- ____________

2.3 DETERMINATION OF C0~~UNICATI0N SYSTEM DEGRADATION DUE TO VEHICULAR
NOISE

2.3.1 Objectives

The objectives of this subtask are to——

a. Identify the types of communication system performance analytical
models (and their associated noise parameters) which may be used to show
degradation from vehicular (impulsive) noise.

b. Identify the relative merits for each model.

2.3.2 Study Procedure

a. In determination of system performance in the presence of impul-
sive noise, there are two types of systems to consider——digital and analog.
For the digital system, the performance measures (e.g., BER) are always ,
in principle, well defined and mathematically precisely determinable. How-
ever, for analog systems (e.g., voice), which include digital voice, the
required performance measure (e.g., AS) is subjective in nature and there-
fore quite difficult to obtain by objective means. For this reason, most
attention has been given to digital systems.

b. Techniques and models which could be applied to the determination
of conmiunication system performance degradation from vehicular noise were
identified through a review of the literature pertaining to the subject.

2.3.3 Results and Analysis

2.3.3.1 Digital Communication Systems

a. There are two basic and effective techniques to analyze digital
systems in the presence of non—Gaussian noise. The first is to use a
Gaussian analysis, but with the distributions appropriate for impulsive
noise rather than the Gaussian distributions. In general, this means
that the APD of the received noise envelope is required. This technique
guarantees success (ignoring possible mathematical technical problems)
and is based on the geometric representation of digital systems. Arthurs
and Dym (ref 47 , app D) present this approach in a very readable form,
and the majority of analyses have followed this procedure. Appendix A
is a short tutorial explanation of the “geometric” approach, along with
procedures for extending the results thus obtained for constant signals
to the results for fading signals. The “geometric” approach applies to
“ideal” systems using matched filter or correlation receivers; that is,
those receivers whose performance is known to be optimum in the presence
of Gaussian noise.

b. The second general approach corresponds to that used for fading
signals and makes use directly of the very extensive results available
for system performance in the presence of Gaussian noise. In this ap-
proach , the noise is treated as fading Gaussian noise, where the fading
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distribution is the APD of the noise envelope. This technique is es-
pecially useful when considering linear receivers which depart from the
“matched filter” ideal, but for which Gaussian results are known. Of
course, one could , as before , start from the beginning and match the
Gaussian analysis using the impulsive noise distribution, but this would
require tedious derivations for each situation. The “fading Gaussian
noise” approach is also particularly suited for analyzing the performance
of receivers with various nonlinear devices such as limiters. Appendix B
discusses this procedure in detail, including application to fading sig-
nals. In general, the results of such analyses for digital systems can be
summarized as follows (see ref 3, app D , and ref therein for particular
examp les):

- (1) For digital systems and constant signal, white impulsive
noise Is much more harmful (causes more errors) than Gaussian noise of
the same energy at the higher S/N’s while Gaussian noise is more harmful
for the lower S/ N’ s.

(2) When the envelope of the flat—fading signal has a Rayleigh
distribution, Gaussian noise is more harmful at all S/N’s. For diversity
reception, however , impulsive noise is again more harmful at higher S/N’s.
For diversity reception, impulsive noise, and Rayleigh fading signals, the
degree of statistical dependence between the noise on different diversity
branches has a relatively minor effect on system performance for low or-
ders of diversity. For nondiversity operation of a binary system with
Rayleigh fading signal, the error probability for a large S/N is essen-
tially independent of the additive noise statistics. Other flat fading
situations (e.g., log—normal fading) do arise for which impulsive noise
will cause more errors than Gaussian noise at some S/N’s.

In addition to the above additive noise and flat—fading signal effects,
systems are also subject to multiplicative noise. This form of signal
distortion is sometimes termed frequency selective fading. In digital
systems, the effect of multiplicative noise is generally to produce a
BER threshold; that is, a value of BER which cannot be lowered by in—
creasing signal power. For examples of this phenomenon, see references
5 and 48 , app D, and appendix B.

2.3.3.2 Voice Communication Systems

a. The situation for the performance of voice systems, whether analog
or digital, is somewhat more complex, since the required performance measure
is a subjective measure. Few voice communication systems today are judged
by the quality and intelligibility of the received speech; most are judged
by some engineering parameter such as the post—detection (output) S/N (see
fig. 3). For most forms of interference, including impulsive noise, such
measures as output S/N have little to do with speech intelligibility, when

F considered alone. The most common procedur-’- for determining the intelli-
gibility of a voice system is the expensive and time—consuming method
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involving trained speakers and listener panels that directly score the
percentage of intelligible speech [articulation score see ref 49, app D].

b. Empirical estimates of AS as a function of audio S/N are avail-
able in the literature for some cases; however, most of these results per-
tain to Gaussian noise. One example exists for amplitude modulation (AN)
voice in a 3—kHz bandwidth in the presence of both Gaussian and very im-
pulsive noise (Vd — 12 dB) as a function of carrier—to—noise ratio (CNR)——
the predetection S/N (fig. 4.13 of ref 3, app D). If the relationship
were developed empirically to relate AS to combinations of CNR and Vd (pre-
sented as AS versus CNR with Vd as a running parameter), then this would
constitute a model for system performance. The required noise parameters
would be Fa and Vd, where VU can be determined for the system’s bandwidth
directly or by using a good bandwidth conversion algorithm for Vd measured
fn some other bandwidth. This technique has the best chance to work for
AN [and single sideband (SSB)] systems (see table I).

c. One major type of modulation which currently lacks a good impulse
noise effects model (and hence the noise parameter to be measured is un-
known) is frequency modulated (FM) voice of the type used in the current
AN/VRC—l2 family. It is known that the time structure of the noise has
significant impact on the performance, particularly for higher channel
qualities. One system performance model for narrowband FM voice systems
is the noise amplitude distribution (NAD) — ACR overlay technique. For
this model, the noise parameter to be measured is the ACR (ref a 12, 51,
and 52 , app D). The limited validations of this noise model (and system
performance predictions) performed by the Motor Vehicle Manufacturers
Association (MVMA ) and General Electric (GE) have yet to be published.
However , GE does use this model successfully to design commercial land
mobile radio systems (ref 53, app D).

d. There has long been a need for an inexpensive, reliable , eff i—
d ent, and objective method to evaluate the quality of speech. The most
co on methods have been the spectral weighting techniques, such as artic-
ulation index (At), psophometric weighting , and speech cotmnunications in-
telligibility measure (SCIN) (ref 54, app D). These methods, while re-
peatable and simple, do not give a consistent relationship to AS. That
is, each form of interference , type of modulation, and voice channel re-
quires a separate and different transformation from Al (for example) to
AS, the required measure. Therefore, the spectral weighting techniques
could present difficulty when used to analyze the degradation of voice
systems due to different types of interference and distortion (ref 54,
app D).

e. A recently developed technique, based on linear predictive cod-
ing (LPC) , is being evaluated to determine whether it can provide an ob-
jective measurement of voice intelligibility. This method (ref 55, app D)
uses a performance measure (or metric) which seems to always bear the same
relationship to AS, independent of the type of system, type of speaker , or
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type of interference and distortion, including impulsive noise. In addi-
tion, this method can, in principle, be used with computer simulation of
communication systems to predict expected performance (ref 56 , app D).

2.3.3.3 Concluding Comments

a. Finally, it should be noted that, in general, such studies as the
above obtain a single number (e.g., BER, AS, etc.) to describe system per—
forinance. A long—term average (see app A), such as error rate, gives a
good measure of system performance only when considering stationary noise
and signal processes (e.g., Gaussian noise and constant signal). Since
the various forms of manmade noise are nonstationary random processes,
and the signal processes are also, in general, nonstationary, information
in addition to the error rate (or similar measure) is required to com-
pletely specify the performance of a given system. It has become common
to give two additional measures: the percentage of time a given error
rate or better will be achieved (termed “time availability”) and the prob-
ability that a given system will achieve a specified time availability and
error rate (termed “service probability” or “statistical confidence fac-
tor”). The service probability is designed to account for the probable
errors in the prediction of the noise and signal distributions, their vari-
ations, and the like. Once an error rate or like measure has been obtained ,
the means of obtaining the time availability and service probability are
well covered in the literature (ref S 3, 27 , and 34, app D).

b. For a quick reference, table IV lists typical systems, required
input noise information, and appropriate references for determining per—
forniance in impulsive noise. Table IV is not meant to be all—inclusive ,
but when coupled with appendIces A and B and the various references , does
give a rather complete picture.

(Text continued on page 2—22)
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2.4 VALIDATION OF NOISE DATA SANPLES AND DATA AVAILABILITY

2.4.1 Objective

The objective of this subtask is to present statistical validation
methods which can be used to verify vehicular noise data and to identify
the current state of vehicular noise data availability.

2.4.2 Study Procedure

Noise data acquisition produces a group of observations (see fig. 1)
of a given noise parameter (or parameters), see table II. Communications
system performance models generally require the computation of selected
statistics. For example, to compute the average BER for a frequency shift
keying (FSK) digital system it is useful to measure the amplitude of the
envelope of the output of the predetection filter as a function of time
(see paras 2.1 and 2.3, and figs. 2 and 3). The resulting noise data sam-
ple can be used to compute the APD, which, in turn, can be used to compute
the BER. However, prior to the extraction of the desired statistics from
the data sample it is necessary to perform some checks to ensure that the
data sample can be used with confidence to extract the statistics so that
the resulting conclusions (e.g., on average BER) will be valid. A litera—
ture search was performed to identify the required checks.

2.4.3 Results and Analysis -

2.4.3.1 DATA EDIT Tests. This test identifies obviously erroneous noise
parameter data values (e.g., values which fall outside a known range of
possible values) , and culls these values from a single test sample (ref
63 , app D). Various parity checks are also used to spot erroneous noise
data samples.

2.4.3.2 RUNS Test. This test will check the statistical independence of
the individual samples (ref 64, app D). This check pertains to both the
source and the sampling (e.g., sampling rate relative to the Nyquist rate
for the filter bandwidth of interest). The assumption of independence
has a large impact on the sample size required to describe the noise sta-
tistics with a given confidence (ref s 64—66, app D).

2.4.3.3 Hypothesis Tests for Homogeneity. The test for homogeneity is
basically a test of the hypothesis that the data samples were generated
by the same underlying process mechanism (ref 64, app D). Specifically,
this test entails developing a series of null hypotheses for each of the
vehicular noise estimates and testing these hypotheses against a known
probability distribution (e.g., x2—distribution) and the data sample to
identify type I and II errors (ref 67, app D). This type of analysis
determines whether the data sample can be used to estimate the desired
noise parameter. Additionally, depending on the outcome of the analysis,
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these tests can infer the stationarity or nonstationarity of the vehicu-
lar noise waveform. RUNS tests are also useful for checking stationarity
(ref 63 , app D) .

2.4.3.4 Goodness—of—Fit Tests. These types of tests determine whether
the noise parameter estimates can be described by an assumed probability
distribution (i.e., pass the hypothesis test, for a given level of signif-
icance, that the samples were drawn from a specific sample space). Ref-
erence 64, appendix D, presents typical examples of these types of tests
on data samples. It is especially important to test the hypothesis that
the distribution is Gaussian (ref 63, app D). If such a test fails, then
various distribution—free tests (ref 68, app D) may be of use. -

2.4.3.5 Other Types of Noise Data Sample Tests. Several other types of
tests are potentially useful prior to the computation of the desired sta-
tistics for any given system analysis. For example, tests for periodici—
ties in the data are useful (e.g., Fourier transform).

2.4.3.6 Noise Data Availability

a. Some noise data are available in the open literature and addi-
tional data are available in technical reports (ref 25, app D, and app E).
The applicability of most of these data to the evaluation of noise and/or
system performance models or the evaluation of the degradation of spe-
cific systems of interest is very Limited. The primary data required for
the analysis of digital system performance are: (1) the average noise
power (PN) measured in the bandwidth of the predetection filter with an
rms detector of sufficient dynamic range (or equivalent), and (2) the APD
of the envelope of the noise output of the predetection filter. Measured
values of the parameter Fa can be used , along with information on the re-
ceiving system, to compute the 

~N 
mentioned above. Actually, measured

values of the distribution of Fa versus frequency and distance from indi-
vidual vehicle types are what is really needed, since there is consider-
able variability of the noise from different vehicles. The propagation
effects for a given polarization (e.g., vertical) can be summarized for
a given frequency band and distance interval as a distance scaling law so
data obtained at different distances can be normalized to a reference dis-
tance (e.g., 10 m, the distance specified in the SAE and CISPR standards).
Distributions of Fa (for a vertically polarized antenna near earth) for
civilian vehicles in several countries for the frequency band 20—30 MHz
are summarized in reference 15, appendix D, which contains the only known
data of this type except for the data on 20 MHz and 48 MHz contained in
reference 10, appendix D. Comparable Fa data for a population of military
vehicles (or for data on civilian vehicles in other frequency bands) are
presently not available, although a limited number of other measurements
of Fa have been made (e.g., ref s 4 , 8, 10, and 16, app D).

b. Measured APD’s for noise from single vehicles and from freeway
traff ic have been given by Shepherd, et al (ref 8, app D), and by Shepherd
(ref 9, app D). The freeway data have been used by Middleton (ref 30,
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app D) to check predicted APD’s for his Class B (broadband) noise. This
check represents one of the first published comparisons to date of a pre—
dicted and measured APD from ignition noise, although comparisons with
other models have been presented (ref 41, app 0). The APD model of Cohen
(ref 40, app D) has also been compared (ref 69, app D) with these same
data (ref 8, app D).

c. Schulz and Southwick (ref 14, app D) measured APD’s of V—8 igni-
tion emanations of single vehicles and groups and noted the effects of
bandwidth on averaged values. Their APD’s are not directly comparable to
those of Shepherd, et al (ref 8, app D) because of the method of calibra-
tion and data acquisition. While there are some pulse—height distributions
of ignition noise from single automobiles (ref 70, app D), and even single
cylinders (ref 71, app 0), these results should not be confused with APD ’s
of the type discussed in this report.

d. The data mentioned above on ignition noise are of the type useful
for estimating the performance of digital systems. The Fa data are useful
for computing predetection S/N, sometimes called CNR for analog systems.
To the extent that CNR can be correlated with AS or some other measure of
system performance (e.g., a meaningful subjective estimate of channel
quality), then the 

~a 
data are useful for estimating the performance of

analog systems . Figure 4.13 in reference 3, appendix D , presents word AS
versus CNE. for Vd ~ 1.049 dB (Gaussian noise) and Vd ~ 12 dB (very impul-
sive noise) for an A14 voice system (SSB) in a 3—kllz bandwith. The only
published data on Fa and Vd for ignition noise are references 8 and 9.

e. The MVMA has performed several in—house studies of performance
degradation to various types of systems (e.g., land—mobile radio and TV)
caused by ignition noise. The results are not yet generally available
in the literature, although there is an intent to file some additional
information in FCC Docket 20654. It is not likely that significant
amounts of Fa, Vd, or APD data will result from this effort.

f. Data on Vi,, V~~, and average voltage (Vav) measurements of igni-
tion noise are available (e.g., ref s 15 and 17, app D); however (as noted
in para 2.2), these parameters are not inputs to known system degradation
models. It has been observed that Vrms data are more useful in estimating
marginally useful land mobile radio (FM) circuits, Vqp data in estimating
good quality circuits, and Vp data in estimating very high quality cir-
cuits (ref 53, app D). Requirements for additional data collection and
identification are discussed in paragraph 2.7.

2—2 4
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2.5 VEHICULAR NOISE PAR~A~1ETERS , TEST INSTRUMENTATION, AND METHODOLOGIES

2.5.1 Objectives

The objectives of this subtask are to——

a. Determine the most meaningful vehicular noise parameters.

b. Identify the test instrumentation and methodologies which may be
used to measure vehicular noise emissions.

2.5.2 Study Procedure

a. Table V presents a listing of some of the noise parameters pre-
viously identified in table II. For each parameter listed, this table
includes a series of bibliographic references, specification standards
and limits, generic characteristics of instruments, and sources of off—
the—shelf instrumentation with associated technical characteristics.

b. Certain basic concepts, identified below, must be kept in mind
in making noise measurements.

2.5.3 Results and Analysis

a. The measurement of radiated noise and signals is in general re-
quired over a broad frequency range. Therefore , prior to detection, the
noise and signal must be conditioned or transformed. This conditioning
or transformation involves two steps: (1) frequency translation, and (2)
bandwidth restriction (filtering). The frequency translation, if done
without distortion, does not affect the characteristics of the signal plus
noise envelope. The bandwidth restriction or filtering is, however , a
much more complex operation which may, under certain ideal situations,
have very little effect. However, in other situations filtering may have
a significant effect. Although the bandwidth characteristics of the test
instrument can be identified, the conditions most affecting the outcome
of the measurement depend on the measured waveform ’s structure, which is
unknown and unknowable. Because of this situation, it is always advisable
to use a measuring instrument with an appropriate bandwidth. To determine
the degradation of a specific candidate U. S. Army communications receiver,
vehicular noise measurement data should be collected using test equipment
receiver bandwidths which are as close as possible to the candidate re-
ceiver’s bandwidth. Where possible, noise data should be collected for
multiple bandwidth settings of the test equipment ’s receiver .

b. Voltage detectors can be categorized as follows: (1) quasi—peak,
(2) peak, (3) average, and (4) true root mean square (rms)—see table V.
Detector charge time, discharge time, integration time, and measurement
interval T are important considerations when selecting a specific volt-
age detector. Peak and quasi—peak voltage detectors have fixed and asym-
metrical charge and discharge times , whereas average and rms voltage de-
tectors have symmetrical charge and discharge times. When measuring random

(Text continued on page 2—29)
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I

Generic I
Noise Parame ter Biblio graphic Specific s’ 1 on (Limits)

(De tector) Reference 5 Doc ument Frequency Organization Frequency

Quasi—Peak Voltage 61,62 ,65 ,71,86 SAE J551e 20 MHz-1000 MHZ CISPR (Pubi 1) 0.15 30 ?~~
(V qp) 4lIL—STD—461A 14 kHz—1 0 CHz

CISPR (Pubi 9) 40 MHz—250 44Hz
CISPR (Publ 2) 25—300 Mhz
CISPR (PubI 4) 300—1000 II
ANSI (C63 .3— VA

1964)

Peak Voltage (Vp ) 27 ,61,62 ,65 ,71. SAP J551e 20 MHz—1000 MHz VA UA
86.92 MIL— STD—461A 14 kHz—l0 GHz VA VA

CISPR (Pubi 9) 40 MHz—250 P4Hz VA VA

Average Voltage 20.27 ,45 ,79 M IL STD 461A 14 kHz lO CHz ANSI (C63.3— VA
(V av) 1964)

Rae V oltage 27 ,45 ,65 ,79 UP. UA VA VA
(V )
rem

Amplit ude Probability 3 ,5,10,11,14 ,17 ,20. VA VA UP. UP.
Die tribution (APD) 25 ,29 ,30,36,42 ,49.

52 , 56 , 60 , 62 • 64. 72
73,74 , 75 ,79 ,87,90

Pul se Height Di,— 25 ,47 ,79 VA UP. VA VA
trib ,~tion (P4W)

Noise Ampl itud e 48,49.52 ,62 VA VA VA VA
Distribution (HAD)
lAverage Cross ing
Pate (ACR) Charac—
terist ic i

Vol tage Deviation (Vd)  2 ,3,20,41,58,79 ,85 CCIR 322 10 kliz—40 44Hz UA VA
V (atmosph eric

V
d — 20 log i— and galactic)

No ise Power (P14) 7.15,41,50,58 ,60 , CCIR 322 10 kHz—100 MHz VA UP.
65 ,79 (atmospher ic

and galact ic)

CCIR 258 250 kHz-250 MHz
(manmade)

No te: jjp, — unavailable 4A s contained in appendix S.
- intermediate frequency 6—d8 bandwidth ~~~ S. Distrib utor: Epoch EnterpriSe . P.O. Box 17582

CF — cre.t factor

/
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TABLE V. VEHICULAR NOISE PARAMETERS AND TEST INSTRUMENTATION
-_ Inmt~~~entat ion Retuirements ~nd Eguitnnents

Generi c Characteristics 
____________________ _____________________ _________________ Of 1—the—Shelf Equi pments

Dynam ic 
___________________ Technical Characteri stics

r~anization Frequency Rang e Other Manufacturer Nomenclature Frequency Dynamic Range Other

SPR (PubI 1) 0.15—30 MHz 30 d~ ac , Charge time — 1 mm ; 1. Singer Ins tru— NM 17/27 10 kHz—32 MHz 160 dB Charge time — 1 as; di.—
12 dB mc discharge t ime — mentation charge time 600 as

160 mm 2. Singer Ina tru— NM 37/57 30 MHz—100 0 44Hz 140 dB Charge time — 1 mm ; di.—
SPR (Pubi 2) 25—300 MHz VA VA mentation charge time — 600 mm
SPR (Publ 4) 300—1000 MHz VA UP. 3. Singer Ins tru— 1411—251 150 kHz-32 MHz 140 dB Charge time — 1 me; di.—
PSI (C63.3— VA UP. Charge ti me — 1 mm ; aentat ion charge time 600 mm

1964) discharge t ime — 4. Fairchild EMC 25 14 kllz—l000 MHz 150 dB
600 ±120 mm 5. St oddart Electro N }l—30A 20 MHz—400 MHz 124 dB—l64 dB

Systems NM—5 2A 375 MHz— b OO 44Hz 131 dB— 145 dB

A UA VA VA 1. Singer Instru— 1444— 17/ 27 10 kHz—32 MHz 160 dB Hold times — 0.05 a .
A VA VA VA mentat ion 0.3 ~ 3 ~
A VA VA VA 2. Singer Instru— 101 37/57 30 MHz—i 6Hz 140 dB Hold times — 0.05 a ,

mentation 0.3 s , 3 ~
3. Singer Instru — Nll—25T 150 kHz—32 44Hz 140 dB Slideback

mentat ion
4 . Fairchild EIIC—25 14 kHz—b000 MHz 150 dB
5. Rohde and Schwarz H FJ  100.1066.02 25 MHz—1300 MHz
6. Stoddar t Ebect ro NM—30A 20 MHz—400 MHz 124 dB—164 dB Slideback

S ystems NM—52A 375 MHz—1000 MHz 131 d B— 145 dB
7. Norma Messtechnik )J—Iunctionmeter 10 Hz—2 MHz 1 mV—300 V CF ~ 1GmbH , Vienna ,

Austr ia 55

IS! (C63.3 VA VA Charge time 1/5 1. Singer lnstru— 101—17/27 10 kHz—30 MHz 160 dB
1964) IFS; discharge mentation

time £ 1/5 AFB 2. Singer Instru- 104— 37 /57  30 MHz—b OO MHz 140 dE
meotac ion

3. Singer Instru— NM—25T 150 kHz— 32 MHz 140 dB
men tation

4.  Stodda rt Electro NH—30A 20 MHz—400 MHz 124 dB— 164 as
Systems N?l— 52A 375 MHz—b000 MHz 131 dB—145 dB

5. Norma Messtechnik U— Funct ionmeter 10 Hz— 2 MHz 1 mV—3 00 V CF � 14
CabHm5

A VA VA VA 1. Singer Instru— NM—26T 150 kllz—32 MHz 140 48 Time constant —

mentation 0.1 100 S
2. Richard Brancker Model 895 20 MHz—1000 MHz 0 dB±V—4 0 4 B±V T ime constant — 1 s,

Research , Ltd V r,,s Converter 4 5 , 20 s ; CF — 25 as
3. Norma Messtechnik U—Functionmeter 10 llz—2 MHz 1 mV—300 V CF 1 14

GmbH5

VA VA UP. 1. Norma Messt echnik Probability 10 Hz— I MHz 30 mV—1000 V (IA
GmbH*m Meter

VA VA VA VA VA VA VA VA

VA VA VA VA VA VA VA VA

VA VA VA 1. Singer instru- 101—261 150 kMz—3 2 MHz 140 dB VA
mentat ion

2. Richard Branc-ker Model 895 V~ 20 MHz—i0 00 MHz 0 48—40 45 lim e constant — 1 a ,
Research Ltd Converter 4 5 , 20 5; CF — 25 45

VA VA VA 1. Hew lett Packard NP 342k ii~~ se 30,60,70,105, 5.2 45 noise SW — 1 14Hz; input im—
(HP) Figure Meter 200 MHz source , 0-15 pedance — SO ohms

as • ; 15.2
dB no ise
source , 3-30
as — —2. Hewle tt Packard HP 436A Foyer 100 kHz— 18 6Hz 50 dB VA

____________ 
(HP) Met er 
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waveforms such as manmade noise, these time constants may greatly influ-
ence a quantitative measurement. Therefore, it is always important to
understand the operation, electrical characteristics , and method of cali-
bration for a specific detector.

2.5.3.1 Quasi—Peak Voltage

a. The quasi—peak voltage detector (ref s 72 and 73, app D) is time—
dependent, with fixed charge and discharge times. As indicated in table
V, the ANSI and CISPR detectors have a constant charge time of 1 millisec-
ond (ms) for different frequency bands. The discharge times for these
detectors , however, are different (see table V) and are a function of fre-
quency. Because of the 1—ms charge time, this detector will indicate a
measured value dependent on the impulse rate of the input waveform.

b. An example of this impulse rate dependency is evidenced in the
EMC—25 field intensity meter (FIM) when used in the quasi—peak detection
mode. A change of 45 dB occurred, for constant amplitude pulses, when
the input waveform’s impulse rate was increased from 10 kllz to 1 MHz (see
ref 74, app D). It is, in general, difficult to relate the output of
this type of detector to an input which is a random impulsive waveform.
However, it has been shown that estimates of the quasi—peak values can
be derived from an APD under certain assumptions (ref 44 , app D).

2.5.3.2 Peak Voltage. The peak voltage detector is also time—dependent,
with a fast charge time and a very long discharge time. As a result,
changes of impulse rate will not affect the peak detector reading. An
example of this is when the EMC—25 is in the peak detection mode. Input
pulses of constant amplitude with rates from 100 Hz to 500 kHz caused a
meter reading change of 0 dB within ±1 dB (ref 74, app D). For random wrve—
forms , the measured value of peak voltage is a function of the measure-
ment (observation) interval T.

2.5.3.3 Average Voltage. The average voltage detector is sometimes called
a “carrier detector.” The average voltage switch position on some commer—
cia],ly available meters is labeled field intensity (Fl). For random wave-
forms, the average voltage has been defined in table II. Unfortunately ,
most FIN’s using tm average” detectors do not measure the average voltage be-
cause of logarithmic IF’s, dynamic range limitations, and calibration pro-
cedures. The average voltage when used by itself is not a particularly use-
ful measure of random impulsive noise. However , when used in conjunction
with the rms voltage (para 2.5.4.4), it provides a measure of the impulsive-
ness of random noise environments (para 2.5.4.7).

2.5.3.4 Rins Voltage

a. The rms voltage is one of the most useful voltage parameters
which can be measured since it is directly related to the average power of
the input waveform (see table II). The rms detector is required to mea-
sure signal—to—noise ratios.
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b. Some commercially available rms voltage detectors cannot be used
to make accurate rms voltage measurements for impulsive waveforms due to
limited dynamic range capabilities (i.e., small crest factor—CF). Crest
factor is defined to be the ratio of the waveform crest (peak or maximum)
voltage value for which the detection system response is linear (or can
be calibrated) to the rms voltage value of the waveform (i.e., CF = VP!Vrms for a detection system with linear response).

c. One instrument of particular interest is the U—functionmeter.
This meter will measure ± peak, average, and rms voltages and has a mini-
mum CF of 14 (23 dB) at full scale. This instrument , by means of a novel
analog—to—digital conversion process, performs the actual mathematical
calculation required to obtain each voltage parameter. The difficulty
with conventional rms meter design is the squaring operation which creates
dynamic range limitation problems in analog circuits. The U—functionmeter
design performs the squaring in a digital circuit and avoids this dynamic
range problem.

2.5.3.5 Amplitude Probability Distribution (APD)

a. The APD, as shown in table II, is simply the complement of (or
one minus) the cumulative distribution function (CDF), which is described
in basic probability textbooks (ref s 3 and 75 , app D). There are several
instruments on the market today which will measure the CDF from which the
APD can be calculated. Most correlators will also measure the CDF of
various stationary input waveforms.

b. The APD parameter appears to be the most useful since most of the
noise parameters listed in tables II and V can either be calculated or
closely approximated from recorded APD data. In the past , APD measurements
of noise have been made only by a few investigators. Various techniques
have been used to collect APD data, ranging from analog recording and dig-
ital recording (ref 8, app D) to hardware threshold detectors. A novel
APD detector designed by R. A. Southwick is being fabricated for the
USAEPG. This detector features the selection of a number of preset prob-
abilities and the resultant determination of the corresponding exceeded
amplitude voltage (threshold) level. In addition, broadband general pur-
pose APD measurement devices are being built, for use with the U. S. Army
Co unications Electronic Engineering Installation Agency’s (USACEEIA’s)
transportable automated EMC measurement systems (TAEMS—see ref s 76 and 77,
app D), by the Institute for Telecouununication Sciences (ITS).

2.5.3.6 Noise Amplitude Distribution (MAD). The NAD parameter is a meth-
od of presenting average crossing rate (ACR) data characteristics as a
function of threshold level. MAD is not, however, a distribution of a
random variable. Most APD measurement devices have the capability of
measuring the ACR characteristic. Empirical evaluation of communication
system performance degradation can be performed with this method using a
set of “isodegradation” curves as demonstrated in references 51 and 53,
appendix D. However, this technique for predicting communication system
performance has never been validated .
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2.5.3.7 Voltage Deviation (Vd ). The voltage deviation parameter , Vd,
provides a measure of the noise impulsiveness of the environment. Vd
is given by the following equation:

VrmsVd ZO log~~
av

Both Vav and V~~~ have been discussed previously. Vd can be calculated
by first measuring Vrms and Vav separately, then using the above equa-
tion. Direct measurement of Vd can be made with the Model 895 Vd Convert-
er measurement instrument, with Singer NM—26T (see table V), or with any
other meter with a Vd function.

2.5.3.8 Noise Power (PN). Noise power (EN) has been specified by the
U. S. Government (ref 35, app D) as the basic parameter for the measure—
ment of radio noise. The measurement procedures as discussed in paragraph
2.5.4.4 for Vrms apply since 

~N 
is proportional to ~~~~ (see table II).

2.5.3.9 Miscellaneous i’arameters. There are other noise parameters which
have been used for various special purposes and for which references can
be found (see table II f or examples).

L -  
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2.6 SIJNMARY OF MAJOR FINDINGS AND CONCLUSIONS

a. Currently there is no ongoing program to evaluate and resolve
the overall problem of communication system performance degradation
caused by vehicular noise emissions. Various parties in both industry
and government have investigated certain aspects of this problem. How-
ever, no single party is undertaking the task to organize and control
the various splintered investigations which have been completed or are
planned for future implementation. Because of the complexity of this
overall problem, a need exists to develop an implementation plan for fu-
ture efforts, with a list of tasking priorities, and to establish a group
to monitor these efforts.

b. The preceding paragraphs (paras 2.1 through 2.5) identify various
áandidate U. S. Army communications systems, vehicular noise parameters
and analytical models, and communication system performance analytical mod-
els. Each of these subjects are summarized individually in tables within
each paragra.ph. The following presents a summary of the major findings
and voids which have been identified for the example communication systems
listed in table I. This was performed by examining the information con-
tained in tables II through V and applying this information to the infor-
mation contained in table I. The applicable documents, table V , and voids
were then summarized on a system—by—system basis as shown in table VI.

c. The major findings and conclusions of this feasibility study
are——

(1) A detailed impulsive noise data base for environments to
support the utilization of analytical models is not available.

(2) Limited instrumentation to measure noise parameters rele-
vant for digital communication system models either exists or is now being
procured by the Army.

(3) At the present time, test beds (ref s 78 and 79, app D)
do not consider the effects of impulsive noise on systems and equipments
(see table I). The test beds, however , do provide vehicle types on which
there are mounted certain transmitters and receivers. Therefore, it is
possible to derive vehicle(s) disposition (i.e., density and map location)
f or a specific scenario time. The test beds therefore could be used to
support a large—scale analysis of impulsive noise effects.

(4) Analytical models to determine BER versus S/N and CER ver-
sus S/N for digital communication systems are relatively well developed
and validated for most of these systems. Further, the required noise pa-
rameters have been determined for use with these models.

(5) There are no analytical models to determine AS versus S/N
for analog (voice) communication systems, although several crude empirical
models exist in the literature, The required noise parameters have not
been determined.
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Information on the above findings is summarized in table VI, which iden-
tifies the voids on a system—by—system basis using the example systems
listed in table I.

d. The prescribed measurements of automobile ignition noise include
peak field strength measurements as defined in MIL—STD—461A and SAE J551e
(which also permits quasi—peak field strength measurements). These noise
parameters have not been shown to bear any quantitative relationship to
the degradation of communications system performance. En fact, the peak
measurement is even insensitive to the rate of occurrence of the impulses
and will give the same reading for any impulse rate ranging from a very
few to many hundreds of impulses per second.
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2.7 RECOMMENDATIONS

2.7.1 General

This report summarizes the present status regarding the modeling and
measurement of ignition noise from motor vehicles. It also identifies
the types of models, parameters , and measurement instrumentation and meth-
odologies presently available which can be used to determine the degra-
dation caused by ignition noise to Army C—E systems and equipments. The
three main voids are the following: (1) voice system performance models,
(2) a noise data base , and (3) meaningful measurement standards and limits
for ignition noise. A summary of specific recommendations to solve the
problems associated with these three voids is provided in the following
paragraphs.

2 .7 .2  S~ystem Performance Models for Voice Systems

a. There are three known potentially useful approaches (not neces—
sarily considered models) in the area of degradation to determine voice—
channel intelligibility. One is the FCC technique of measuring degrada—
tion directly for each given type of system and in each environment of
interest. Another is the ACR overlay technique, an empirical graphical
method for comparing a measurement of the noise against subjectively de-
rived curves of receiver degradation. The third is the LPC analysis
method, in which a computer is used to compare a degraded voice signal
against an identical, but undegraded, voice signal. In this latter method ,
as in the FCC method, the noise environment’s effect upon the particular
communication system is measured, but not the noise environment itself. It
is recommended that——

(1) The ACR overlay technique be carefully evaluated to deter-
mine whether there is a promising relationship between degradation of voice
reception quality and the subjectively determined AS.

(2) The LPC technique be similarly evaluated, and also the
relationship between the LPC parameter and measure(s) of the noise envi-
ronment be investigated and compared with the subjectively determined AS.

b . The FCC, ACR, LPC, and AS scoring techniques should be used to
evaluate the performance of the AN/VRC—l2 family of radios under con-
trolled manmade noise conditions.

c. The accuracy of the noise measurement techniques and system per-
formance prediction techniques currently used by the EMETF and other Army
agencies for evaluating analog voice systems’ performance should be re—
evaluated on the basis of the results of the above recommended test pro-
grams.

2.7.3 Radio Noise Data Base

a. Two types of noise data are required: (1) measured noise data
on individual Army and civilian vehicles, and (2) measured noise data on
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tactical and strategic environments which include typical vehicle deploy—
tnents.

b. It is recommended that the USACEEIA TAENS van(s) be used to mea-
sure the noise parameters 

~N, Vd, APD, and possibly ACR as a function of
frequency and bandwidth for electromagnetic emissions from individual Army
and civilian vehicles available at Fort Huachuca and other CONUS locations.
The data colL’cted will provide inputs to the noise models, listed in ta-
ble III , which pertain to digital system performance.

c. After it has been determined what measured noise parameters will
be required as input to the analog and digital voice communication system
models , these parameters should also be measured in a tactical battlefield
scenario. The noise system parameters 

~N. 
Vd, and APD should be measured

simultaneously with the analog model input parameters, and communication
system performance should also be recorded simultaneously for each generic
type of communication system in the battlefield environment. These types
of data should also be, obtained for strategic environments (e.g., military
posts , camps, and stations).

d. The radio noise data should be acquired, whenever possible, on
a noninterfering basis with the primary TAEMS mission at the various sites
at which the TAEMS is deployed.

e. The APD devices under procurement by CEEIA and USAEPG should be
used at the same location and time so that measurement results can be
compared when measuring the same noise environment.

f. Required accuracies for noise parameter measurements should be
determined empirically and (where possible) analytically.

2.7.4 Meaningful Standards for Automotive Ignition Noise

a. The current ignition noise standards (MIL—STD—46lA and SAE JSSle)
are primarily used by the Army during the procurement of new tactical and
administrative vehicles. The usefulness of these standards should be
studied in the context of relating the degree of suppression (and its cost)
to an assumed degree of improved communication system performance of sev-
eral Army C—E system(s). Standards for vehicles in service should also
be included.

b. The empirical, relationship, if any, between V~ and 
~N 

should be
determined for some example cases to assess the merit of retaining the
relatively easy—to—measure V~ parameter in future military standards. If
there is a relationship, an analysis should be performed to determine
whether V~ data provide an upper bound on the degradation of any systems
of interest to DoD. Even if V~ .annot provide exact predictions of system
performance, this parameter should be examined to determine its validity
and possible use as a meaningful limit. Also, other easy and inexpensive—
to—measure parameters should be explored for their potential use in esti-
mating upper bounds on~ degradation.
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2.7.5 Instrumentation

Table V presents the instrumentation currently available to measure
the various noise parameters. In addition, instrumentation described in
paragraph 2.5 is in the process of being developed for future use in the
field. With the advent of microprocessor—controlled instrumentation, the
measurement of statistical signal parameters can now be done by relatively
simple—to—operate field—usable instruments. The development of this tech-
nology should be further investigated and exploited so as to develop in-
struments for the measurement of more meaningful noise parameters.

2.7.6 Validation of Noise Environment Models and Digital System Perfor-
mance Models

‘ 
a. While the noise and system performance models exist for most dig-

ital systems, additional validation measurements should ~~ performed to
define the degree of confidence in these models.

b. Predictions should be made of the noise for environments of in-
terest to the Army and for the performance of selected digital systems
operating in these environments. The noise parameters and system perf or—
mance should then be measured simultaneously in the selected example en-
vironments, and a measure of confidence should be developed for both the
models and the predictions.

c. Existing data should be utilized to check existing models (e.g.,
the Markov Regime model).

2.7.7 Deployment Data

a. The existing data on the numbers of vehicles, by type , that are
likely to be operating in the vicinity of communication receivers have
not been assembled in a form required as input to the environmental noise
models. The statistics of the distances from the vehicles to the victim
receivers are required for an accurate description of the noise environ-
ment.

b. The deployment data on military vehicles (and possibly some civil-
ian vehicles) should be assembled in the form required for environmental
noise models for selected example tactical and strategic scenarios.

c. To help fill long haul communications systems and equipment and
vehicular noise voids, consideration should be given to identifying the
potential problems involved in providing a test bed with Defense Conmiuni—
cations Agency (DCA) and World Wide Military Command and Control Cousnuni—
cation System (WMC3S) node points. Secondly, consideration should be
given to providing some idea of vehicle(s) disposition (i.e., vehicle den-
sity and map location) for a specific geography and time frame identified
by the test bed ; this analysis can be done manually with the test bed data.
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2.7.8  Quick—Response Data Base

The information on the degradation caused by ignition noise should
eventually be assembled (to the extent practicable) in a set of parametric
curves or charts (or equivalent) to permit a quick—look—up for a quick—
response capability.
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SECTION 3 — APPENDIXES

APPENDIX A — SLOW FLAT FADING DESCRIPTION BY A. D. SPAULDING -
GEOMETRIC APPROACHES, TUTORIAL
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BI-l. SYSTEMS EVALUATION FOR SLOW-FLAT FADING

A. D. Spaul ding

BI-l .l . INTRODUCTION

In this section we will develop the simple technique to
determine the performance of a telecommunications system with
a slow-flat fading signal once a performance characteristic
is known for the constant signal. The -“slow ” in slow — flat
fading means the signal amplitude fades slowly enough in time
that the signal can be regarded as constant over some time
period 0f interest (such as the time of a signal element in
a di gital system). The “fl a t ” refers to the spectral behavior
of the fading, and implies that the entire signal spectrum
fades up and down uniformly so as not to disto rt the signal .

The physical processes that cause fading fall ’ into two
broad catagories: (1) absorption and other large volume
ef fec ts , which result in a random si gn al norma l ly cal le d
scatter; (2) the other category is comprised of numerous
specular modes of propagation. The separation of the modes
may take place at sharp boundaries 0f charged particles or
reflections from isolated objects , etc. We have an assort-
ment of distinct paths that the wave fronts may take in
propagating from the transmitter to the receiver. This
phenome non is commonly called m u ltipath and each path may
contain some specular and scatter contributions. In any
case, the fading signal received at the receiver becomes
random and can be treated only In statistical terms.

In order to understand how a system ’s performance is
degraded by the slow-flat fading signal compared with the
perform ance for a cons tan t s i gnal of the same average power ,
and how the degree of degrada tion can be easily calculated ,
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we w ill fi rst consider a simple , bu t practical example ; This
will enable us not only to understand the technique , but also
to see why the technique will not work for other kinds of fading
s ig nals ( for exam p le , frequency selective fading, lead i ng to
signal distortion).

We w ill analyze the performance of a binary coherent
phase shift keying (CPSK) digital system first , when th e
signal is constant , and then , from the probability of error
characteristic obtained for this constant signal , we w i ll
Qbta -i n the system performance for slow— flat fading signals.
We will do this for all the types of slow— flat fading signals
general l y co n s id ere d , starting at the very beginning and
analyzing the system ’s per formance us i ng a geome tr i cal 

-

approach. This will enable us to picture what is going on
in the si gnal—receiving process.

BI-l.2 . CONSTANT SIGNAL PERFORMANCE

To re p resen t a di gital system geometrically, we make use
of the following fact:

Any finite set of physical waveforms of duration T ,
say S1 Lt), S2(t), ..., S,~(t), may be expressed as
a linear combinati nn of k orthonorma l waveforms
•1(t),~ 2(t), ...4 k(t) , where k < m .

That is , each signal , s~(t) can be written as

(BI-l)

where the coefficients a 1j are gi ven by

4~f S 1 (t).~(t) dt.
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Here the basic waveforms , s~(t )~ be ing orthonormal mean s th at

~~~~~~~~~~~~~~~~~~~~ : ~ ~
W hile the above representation looks’ similar to the

familiar Fourier expansion of a waveform , it is different In
two i mpor tan t res pec ts. The waveform s ~1 (t) are not restricted
to sine and cosine waveforms , and (BI-l) is exact, even though
onl y k terms are use d .

Because of the above , our signa ling waveform s , 51 (t),
can be represented in the k— dimensional signal space ,
with coordinates given by the ~~~ For exam p le , consider a
set 0f signals for which k 2, then the signals , 51 (t), are
given by vectors in the space ~1 (t), *2(t) as In figure B I— l .

(a 21 ,a 22 ) 
a

12

~~~~~~~~~~~~~~~~~~ 

7—_ I 

(a11 , a 12 )

a1 ~
(a 31 ,a 32 ) 3 S1 (t) a11~~1 (t) + a 12~ 2(t)

S2(t) a21~~1 (t) + a22~ 2(t)

+ a 11~~1 (t) + a 12~ 2(t)

F~ g ur9 B Z- 1 .  SignaLs r e p r e s en t e d  as vectors  in a
e?..gna l space ,, k — 2.

A-4

- --- —--5-5- .- - - 5 - -



— . —-5—. - -.— - - ---- . .-- —-5— - - - - - - — -
-
— - - -

~~~~~ 

- -5 -

~s we s hall see , the above representation not on ly allows
visualization of what is actually going on in the receiving
process , b ut also a l lows th e var i able , t, time to be removed
from the p ro blem. Our s ig nals are now re p resen ted by s i mp le
vectors in ordinary Cartesian coordinates, That is , each
signal is now represented by a -point in the signal space with
coor d ina tes a 1~~. All the rules of ordinary geometry apply,
for exam ple , the “distance ” between signals is simply the
ordinary distance between the corresponding signal points .

Digital receivers , actually, by various means , compute
the coordinates of a received si gnal and then make a decision
based on these coordinates. One - obvious receiver implementa-
tion is shown -in figure BI-2 . The actual physical implementa-
tions of the digital receiver may be , as in figure 81— 2 , a
matched filter form , etc., but all these fo rms accom pli s h
precisely the same thing, I.e., to compute the signal coordi-
na tes , a1~~ and then make a dec ision as to which signal was
s e n t , based on these ~~~

- 

- 

•1(t )
-

~5~~~
Y f L J a l

- . (t ) 
___________

5 (t) -_ _  _ _ _ _

r~~~ s: a Ik

Fi gure BZ- 2 .  P roduct in tegr ators  used to ca Zeu l a t e
the si gna L space  coordinates  o f  si gna L S~~( t) .
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The additive noise , which interferes without signal and

causes the receiver to make errors when it tries to decide
which one of the m-s~ gn all i ng waveform s was transm itted , a l so
is represented by a point in the receiver ’ s signal space . If
n(t) is the received random -noise wavefor n , then it (like the
signal) goes through the product integrators (or whatever),
with the result that , as far as the receiver is concerned , the
interfering noise is given by

- 

n( t ) = n 1~ 1 (t)+n2~2(t)+.. .+flk~ k(t) . (B 1-2)

T here fore , if the receiver received noise only, the noise would
also be represented by a point in the receiver ’s signal space ,
the noise coordinates given by n 1, n2, 

~~~~~~~~~~

Each of our in signals is represented by a unique point in
the si gnal space. When signal plus noise is received , the
result is a point (signal-plus —noise point) that can be any-
where in the signal space, depending on the noise. If each -

of our m signals is equally apt to have been sent , and are of
equal power , t he  r e c e i v e r , in order to minimize the average
probability of error when it guesses what signal was trans-
mitted , simply guesses the signal whose “point” is closest to
the rece ived  s i g n a l - p l u s - n o i s e  point .

To take a specific example , consider coherent phase-
sh i f t - keyed  s i gna l s .  Our in signals are now , say

S ( t ) = J ~ii cos (~ 0t+~~.L) , O<t<T
0 elsewhere (BI—3)

i 1 ,2, ..., in ,

where W is the power in~ S~ (t) ( W a t t s ) ,  and
V 

a 2TrL/T , for some fixed integer L.
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W e can choose , then , for our bas i c wave fo rms

ficos ~~t
sin

No te that our signal space is two—dime nsional (k = 2) no

matter what in is.
Cons i der in = 2 , now

a11 = ~.f~/iicos (~ 0t+7r)Iicos w 0t dt a

a12 
= 
4ff~

rcos (w 0 t+7r ) ~/T sin w0t dt 
a 0

Likewise , a21 =/V , a22 = 0. Therefore , the space and the

points representing the two signals are as shown in figure

BI- 3. The point (n1, n2) corres ponding to additive noise

.alone is also shown on figure 81-3.

(n 1 1 n2) ~~~~~~~

__  
~~

I \

.....~‘V ~~1 
a 1

Figure 51-3. The signal space and signal poin ts
for binary CPSX J and the noise point (n1, n2).
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Let the Interferi ng noise be - zero mean , white Gaussian ,
such as it would be if the noise were galactic or receiver

front-end noise. N , the noise amplitude after it goes through

the receive r and appears on the signal space (fig. 81-3),

is Rayleigh distribute d. Its probability density function is

= 
~~~~~~~~

. exp [- 
~

—.
~
-] , y>O . (BI-4)

This says that the probability that the noise amplitude N has
a value in the range Y - dy/2 and y + dy/2 is given by pN (y)dy ,
where N 0 is the noise power spectral density (Watts/Hz) and B
is the bandwidth (Hz), i.e., N 0B is the noise power. The pha se
angle 0 is uniformly distributed , i.e., its probabili ty density
func ti on i s

= , ~~T< X <1T

i.e., e has equal prob~ bi 1i ty of being anything between — it

and it. The coordinate points are given by n 1 
= N cos 0 and

N sin 0. This results in the coordinate points , n 1 and

“2~ 
having zero mean normal distributions ,

p Cx) = 
1 exp1- .,~ 1 , —~<x<~ (BI-5)

~/iTN0B L ~~0 J

Note that since our development led to the signal being
represented on the signal space by a vector of lengthjV
i.e., a rms vol ta ge , the noise appears on the signal space in
sim ilar terms . That Is , N or the variabl e y in (81-4) Is the
instantan eous m s  amplitude of the noise envelope.

Now let us consider the situation where is sent and
we want to compute the probabili ty that the receiver will
decide S~ , and thus make an error. The situation is shown in

L 
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figure 81-4. If the resultant si gnal -plus -noise point lies
in the shaded reg ion (the region whose points are closest to
the 

~l point), then the rece i ver w i ll dec i de S 1, an d make an
error. This will happen whenever v’V+ n 1 is less than zero ,
or 

~e 
a probability of error given that is transmitted =

prob ability that~
/V+ n 1 <O. The pr obability , or likelihood ,

that J~~~+ n 1 -<O depends on the probability distribution of n 1.

a.,
-7 ’

(~V÷n 1 ,n2)

_ _ _

N

1

Fi gure 51-4. The si g n a l -p  lus-n~ j 8 5  point , given
that was t ransmit ted.
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In  ou r case

p r o b  
[
.JV + n 1<0] = prob [p 1

<- 

~f~
-]

or , from (BI—5)

- 

or 
~e 

a 

J JrN 0B 
exp (-N:~ 

) dx

a .—J— 

f  e~~ dy . (B I—6)

~
f .  

-

The per formance 
~e 

is a function of the signal -to-
noise ratio W/N 0B. It i s com mon~ to express the signal -to-
no i se ra ti o (SNR ) as s i gnal energ y E (Jo ules or Wa tt secon d s)
to noise ’power spectral density N0, For this system , the
fol low i ng are all i den ti cal ex p ress i ons for the SNR:

V V 

= 

~i 1i~~ N~BT

The integral (81—6) can be given in terms of the standard
tabulated ~runc ti on called the error function (er-f ) or

a 
~ - e r f ~\j~~.] , (81-7)

w here x
e r f ( x )  z~ i__ J e~~

’ dy

Le t us look more closely at what the above result (81—6)
ac tually says. If we have in , say the th bit , the signal

A-10
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level represented by J~~, and the noise level (in this case V

represented by n ) ,  there will or will not be an error in
this I bit , depending on the size of n 1 . The integral in
(81—6) says that we are taking an average over an infinity of
such 1 th bits, weighted according to the probability or iik li-
hood that n 1 Is of proper size to cause an error. That is ,

in (Bi-6) represents an average probability of error g~ven
that 

~2 
Is sen t. If p~ i s i0~~ , say , then out 0-f in such bits ,

with in being very , ver y lar ge , essen ti all y in x 1O~~ of these
b its will be in error. Of course, there is no way of telling
which bits will be in error, only the average number. We have
considered the above case in which only S2 was sent. If we
repea t for the s i gnal S1, we ob tain the same result. So the
probability of error , p~ 

(B1-6) is the average probability of
error for the system.

All digital systems can be put In the above framework and
the i r per formance for a cons tan t s i gnal leve l an d for ar bitr ar y
additive noise calculated (although , perhaps not so easily as
above). Note that for the noise , we required knowledge of the
noise as seen our receiver , how big It was , I.e ., -I ts
spectral density , N0, and the probability density of its
amplitude. Note also that the performance turned out to be
a function of the signal-to-noise ratio tIN 0 

(or

61-1.3. FADING SIGNAL PERFORMANCE

We now consider the case where the signal Is not constant
but fading. Suppose , h owever , that our signal is not distorted
by the fading and that the fading is slow enough that we can
consider the signal constant over an appropriate poriod of
time CT seconds In our example). For our example , we still
have the same “signal space ” representation of the system ,
but now our two signals are given by (see (BI-3))

A-U
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s1 (t) = -
~/~~i cos w0t , o<t<T (81—8)

s2(t) 
a cos w0t , o<t<T

where the subscript j  denotes the signal level in the ~th bit.
No te tha t the only chan ge we have a l lowe d i s in the s ig nal
ampl it ud e an d we re qu i re W~ to be• constant over the time period
occupied by bit j. Having pointed out what , prec isely, the
“slow-fl at” -fading rules are , we generally now drop the sub-
script j, and simply say that the signal amplitude varies
according to some fading distribution. This says that now
the signal amplitude, just ~as the noise before , is random and
we can only specify the likelihood or probability of it having
par ti cular val ues.  -

Prev iously (see fig. BI-3) , as we went from bit to bit in
our bit stream , the signal points on the a~ 1 ax is remained
fixed , while the noise point of interest (the coordinate n 1 )
moved randoml y up an d d own the a 11 axis. We computed the
average probability of error by averaging over many , many
situations (bits) taking into account the probability of n 1
hav i ng values w hi ch woul d ca u se errors .

Now with the fading signal , the s i gna l po i nt also moves
V 

randomly up and do~;r the a 11 axis as we go from bit to b-it.
Figure 81-5 shows the situation for three successive bits , con-
sidering signal S2.

As before with the noise, to obtain the average proba-
bility of error , we must average over many such bits , taking
i nto accoun t now , the variable signal point (i.e., the proba-
bility distribution of the signal amplitude) as well as the
var iable noise point. This means that our average must now
consider both the signal distribution and the noise distri-
buti on . Fortunat ely, this can be accomplished quite easily
using the following rule from probability theory :

A-12
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- 

~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘~~j+2 

a 11

Figure 31-S. Signal p lus noise S, signal fading.

P[A] a f P [A (B=x] 
~~~~ 

dx

that is , the probability of event A is given by the proba-
bility of event A , given that B has the value x , avera ged
over all v alues that B can have.

For our syst em , we have calculated the performance ,
given a signal energy E (or power , W) namely, p~

. The above
says that for fading si gnal , we need only multiply the
constant signal performance by the probability density function
of the fading signal energy and then average (integrate) over
all pos sible values of the signal energy . Therefore , from
(BI— 7) , we have

A-13
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P~ (fading signal) = f 1/2 [1_erf~
1
~~~]PE

(x ) d x
(BI- 9)

where , in order to keep the variables straig ht , we have use d
a “dumm y ” variable of integration , and p t~

x ) deno tes the
probabili ty density function of E.

Equation (BI-9) gives the solu tion for the 
~e 

for a
fading distribution of signal energy E. Quite often we have
given to us , instead, a fading distribution of signal power
W or signal amplitude S , where W 52/2. Then , in terms of
power , (BI- 9) become s

pe(fading signal) J ~~
. 

[
~-er~~ i 

N:B 
]  

~~~~ , (B1 l0)

where p
W
(X) is the fading distribution of si gnal power W .

Note that , of cours e , (BI—9) and (B T_ lO) are identical in
form. For s ign al ampl it ude S ,(B1—9 ) becomes

Pe~~~
d
~~~ 

signal) J. 
~~~~~~~~~~~~~~ p5 (x ) d x (BI~ ll)

wh e re p5(x) denotes the distribution of signal amplitud e.
In (BI-lO) the variable of integra tion x represents signal
power W , while in (BI-ll ), the variable of integration x
represents signal amplitude S (W a S2/2).

The ques tion now become s , wha t pW (x )  or p
5

(x )  should we
use? Let us first consider the case of a signal whose ampli-
tude fades according to the Rayl ei gh distribution:

p5 (x)  = 
j
~~~

. e~~
2
~
’2w o (BI-12)
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I
w here W 0 denotes the mean power of the signal ; i.e., the mean
value of W. Of course, for cons tan t s ig nal , ~0 a W. We will
see later why the Rayleigh distribu tion is sometimes a good
one to use for multipath signals.

Equation (BI—l i) now gives us

~~

. 7 ~1_er1~ I 

~~ — e~~
2/’2k

~o dx

This integral is easily evaluated .pec lally wi th a
good table of integrals) to give the known result

a - 
~~~~~ 

-) . (BI-14)

Aga in , our resul t came out in terms of the StIR. As discussed
previousl y, the signal power to noise power ratio, W Q/N0B is
equal to the signal energy to noise power spectral density
ratio , E0/N 0, (~ 0 

a mean value of E) for thi s sys tem.
What we have shown is that the performance of any system

wi th slow flat-fading signal can be calculate . using the system
performance charac teristic in constant signal and the proba-
bility distribution of the fading signal . For example, if we
had available for an analog system (such as voice ) some con-

V stant signal performance characteristic (such as articulati on
index) as a function of si gnal - to-noise ratio, then we could
com pute the performance for fading signal as above . We would
need to be sure , h owever , that all the assumptions inherent 

V

In “ slow ” and “fla t~ were me t or were reasonable approxima-
tions to the actual physical sitqation .

A—15 



In summar y, if g
~

(W /N0B) denotes the performance for

cons tant signal , and i f p
~~
(X) denotes the probability density

of the signal power W , then the performance of the system in

fading signal , gf(W 0/N 0B), i s gi ven by the avera ge over a l l
poss ib le values of W ,

V 9f
(W Q/N 0~~ 

= I gc (x /NoB)pw (x) dx . (BI-15)
all W

t f  Ps(x) is the probabil ity density of the signal amplitude S.

g f (W o /N6B) 2 f g~ (x 2/2N 0B) p5 (x)  d x . (BI-l6)
- al l S

Cons ider now the cases where either the “slow ” assum pti on ,
or the “flat ” assumption , or both , is not valid. Our receiver
will still calculate a signal point no matter what kind of
distorted signal the receiver receives. Now , h oweve r , the
signal points will move randomly and rapidly all over the
signal space and the computations of the statistics of such
motion will be extremely difficult. Also , the s ig nals are
usually spread in time (also frequency), resulting In the
rece i ve d s i gnals occupying more than their allotted (O,T)
time slot. The result Is that , if we are looking at bit j,
for example, there is some signal from bit j—1 still going
on , causing interference , I.e. , intersymbo l interference.
This , as well as other problems , i~ dicates why the straight-
forward approach given in (BI— l5, 16) cannot be used. For this
reason we l ike to use slow-flat fading approximations whenever
poss ib le. The procedures required for system performance calcu-
la t Ions i n th e case of “ s low an d fla t ” not being valid are
covered In su bsequent sections.
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BI-l. 4 FADING SIGNAL DISTRIBUTIONS

When the signal is propagated from the transmitter to the
receiver , it is modified by the propagation media. Quite
often the signal travels to the receiver v~ a one , two , or any
number of separate paths. If the signal from each of these
multipaths is represented by a signal vector , then the receiver
sees the vector sum of these signal vectors . The phase angle
be tween any two such vectors is generally, on the average ,
uniformly di stributed , i.e., the phase angle has equal chance
of being anything between -IT and IT radians. We are interested
then in the probability distribution of the amplitude (or
power ) of the received 

V
signal , i.e., the above vector sum.

As mentioned earlier , each path may have some specular and
scatter contributions. Scatter comes from large volume effects,
and means the s ig nal i s sca ttere d i nto many, man y small signal
vec tors. That is , it is equivalent to multipath with many ,
many paths such that none of these many , many received signal
vectors dominate the others (i.e., sticks out like a “sore
thumb”). If we have such a sum of many more or less equal -
sized vectors wi th uniform phase between them , then the
amplitude of the vector sum has a Rayleigh distribution.
Figure BI-6 (from Nesenbergs , 1967) shows the probability—density
func tion of n equal —s ized vectors for n 1 , 2, 3, 4, and 6
along with the Rayleigh limit (n-ø~ ). We see that the “many
many ” above need only be 5 or 6 before the Rayleigh distribu-
tion Is a reasonable approximation. In other words , the

situation where we have , say 6 or more distinct paths , and
the signal components from these paths are essentially equal ,
then the received signal amplitude is approximately Rayleigh
distribu ted.

Suppose , instead , that we have one specular path (due , for
exam p le , to a direct line-of—sight path ) and a scatter path ,

A-li
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or, equivalently, a number of other p-aths from which the
rece i ved s ig na l s are mor e or less eq ua l and small com par ed to
the main signal. An example of one such situation would be
“ cons tan t groun dwave plu s Ray le i gh fa di ng sk ywave ” . There
are , of course , many other possibilities .. In this case , the
received signal amplitude has a Nakagami -R ice distribution ,

- 

p5(x) 
• exp [

~.~~
z+2B] ~ (v~~ x) (BI-l7)

V 

- 

wh ere ~ is the power in the Rayleigh vector , 8 is the power
in the constant vector , ar.4 I

~ 
is the zero-order modified

Bessel function.
If , as b efore , N0 denotes the noise power spectral density ,

then the signal -to-no ise ratio is

W -w-~
. — i:i—~ 

. (31-18)

The distribution of signal ampl itude fo.r the general
case of the sum of any number of such Nakagami —R ice vectors
and resul ting special cases is given by Nesenbergs (1967).

Cons id er th e cas e where we have a d i rec t ray an d a s i ngl e
other path , resulting from a ground reflection. The proba-
bility density for the received signal power , W , is then

p ( x ) ” l  1
W iT 

~/ 4k zy~~
_ ( x _ ( k 2 +1)~~0

)2

y 0 ( l — k ) 2  < x < y 0(l+
k)2 (81— 19)

where Is the power of the direct ray and k is the voltage-
amplitude ratio of the reflected -to-d irect ray (reflection
coefficient). The total mean power in the received signal
Is y0(1+ k2), or the signal-to — noise ratio is

A-18
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~~ 

( 1 + k 2 )
a 

N 0B 
(BI—20)

Experimental observations of received fading-si gnal ampli-
tudes over various communication circuits have shown that the
s i gnal amplitude , when expressed -in decibels , can sometimes be
approximated by a normal distribution. That is, the signal
amplitude has a log -normal distributi on. If , for the signal
ampl i tude , S . we le t Y 20 log 5, then

- 
py (y) = 

1
1.....e T a (81-21)

w here ~ i s th e mean va lue of Y ( dB) an d a i s the s tan dard
deviation (dB). The signal distribution for use in (81— 16)
is then

2 a
p5

( x )  = • e , O5x cco
x~J2ira

2 
(BI—22)

For lo g—norma l - fading si gnal , the a is usually given in terms
of the “fading range ” . The fading range is the differenc e
(in dB) between the upper and lower decile values. The upp er

decile Is that value which is exceeded only 10 percent of the
time , and the lower de~ i1e is that value which ‘s exceeded 90
percen t of the time . In terms of the fading range , 2.54 a a

fading range. The average received signal power is

a 10 O. +0.0fl5a2 (~~~i - 2 3 )

and the si gnal -to—nois e ratio is W 0/N 0B.
The above distributions (BI-12, 17 , 19 , and 22) pretty well

cover all the signal distributions that are generally con-
sidered for slow—f lat fading. Which one to use depends on the
particular kind of propagation path one is interested in. The
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above distributions of the fading signal say nothing as to
how “-fast” the signal fades up and down . Therefore , considera-
tion must be given to more than the fading distribution when
trying to decide if a slow—flat assumption is valid.

B1-l .5. EXAMPLES AND REFERENCES

In this section we will give the results for our example
system (CPSK) for all of the fading distributions considered
above. An example for a voice system will also be given.

- Figure 81-7 shows the results for the binary CPSK system
for constant signal (31-7), Rayleigh fading signal (BI— 14) ,
Nakagami -Rice fading (81-17) with the power of the constant
vector 10 dB above the average power of the Rayleigh vector ,
Nakagami-Rice fading with the power of the constant vector
equal to the average power of the Rayleigh vector , an d log—
norm al fading (81—22), using a 13.4-dB fading range. Note
that Rayleigh fading also has a 13.4—dB fading range.

Fi~~~e 81-8 shows the results -for the binary CPSK system
for the case of constant signal vector plus reflected signal
vector. Results are given for constant signal (k=O), and for
k • 0.2, 0.6, 0.8, and 0.9. We~ see from figures 81-7 and
BI-8 that a very wide range of system performances can be
obtained depending on the particular kind of signal fading
p resen t.

In order to show the resu l ts  of using ( B I- l 6 )  for a vo i ce
system, f igure BI-9 is included. It shows the performance of a
double-sideband AM system in white Gaussian noise and Rayleigh -

V 

fading signal. The calculations , via (81-16), are from the
performance in constant signal -for a 5.2-kHz IF bandwidth
(Cunningham et al., 1 947). The performance is given in terms
of the phone t i ca l l y  ba lanced word a r t i cu la t i on  index.
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For the natur e of fad i ng s ig nals , extensive bibliographies

(Nu pen , 1960; Salaman , 1962) are available. A historically
significant survey was performed by the National Bureau of
Stan dar d s (NB S , 1948). A number of good comprehensive texts
ar e al so ava i lab le (Dav i es , 1965 , for example).

The representation of digital systems in geometric terms
is covered quite well by Arthers and Dym (Arthers and Dyrn , 1962).
Performance characteristics for systems in fading signal and
in nonGaussian impulsive noise (as well as Gaussian noise) are
a.vailable (Bello , 1965; Conda , 1965; Halton and Spau lding, 1966;
Ak ima et al., 1969; Akima , 1970; etc.

The following list of references includes additional refer-
ences not cited above . The list is hardly complete , but will
provide a great deal of additional information concerning the
characterization of the fading channel , and the performance
of a w id e var ie ty  of systems w i th  both constant  and fading
si gnal.
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energy to noise pow er  s p e c t r a l  dmns i ty  r atio f o r
constant signal and various types of fading signals
for a binary coherent phase shift key ing system .
The noise is Gauss ian .
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Figure 21-B. Average p robability of error vs. signal
energy to noise power spectral density ratio for
constant signal and fading signal , where the fading
signal is composed of a constant signal vector p lus
a reflec ted vector with reflection coefficient k.
The noise is Gaussian .
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Figure BI-9. Phonetically balan ced word articu la tion
index vs. carrier power -to- voice power ratio for
DSB-AM constan t signal and Gaussian noise (after
Cunningham et al., 194?) and for Ray leigh-fading
signal.
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RESULTS OF IN TERIM HF
DETECTION ANALYSES

1. INTRODUCTION.

- This report summarizes the performance of standard

communication signals transmitted through a clia.nnel subjected to a
number of different disturbances. Among the digital signals , we

treat frequency-shift keying (FSK) , phase-shift keying (PSK) , and
amplitude-shift keying (ASK). The signals can be multi-level

(M—ary) , as well as two—level (binary ) and can be phase—
coherent or noncoherent. Analog signals of interest include
conventional amplitude modulation (AM) , signal sideband (SSB),

double sideband (DSB) , frequency modulttion (FM) and pulse—

position modulation (PPM). Although the above modulation
techniques are not all—inclusive , most conventional techniques
are accounted for. Furthermore , the methodology employed here
makes extensions to other techniques straight-forward.

We assume that the signals pass through a channel that

introduces Gaussian noise, interference , non—Gaussian (atmospheric)

noise , Rician fading , and distortion due to rapid and frequency
selective fading. Again, our list of deleterious effects is not
all—inclusive but many of the commonly encountered disturbances

are included.

Performance will depend on the type of receiver

(detector) that is used . We are interested in a number of
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1. -— Continued.

lifferent detectors including both phase coherent and noncoherent.

Furthermore, the summary includes descriptions and performance of
optimum detectors .

It is clear that we need to develop equations for a very
large -number of cases since we are interested in most modulation

types and most forms of signal degradation . Furthermore , we
should be flexible enough to incorporate additional signals of

interest that may arise or modifications in the models of

deleterious effects ( for example , fading with a distribution
other than the assumed Rician) . We also seek consistency
between results for different signals , as it would be irrational
-to predict good performance with some sigi..als and poor performance
with others because of differing assumptions used in the

derivations . The analysis must be capable of handling a wide V

variety of detection techniques and should provide insight into
good techniques. Our problem is further compounded by the paucity
of results in the literature for certain deleterious effects such
as non—Gaussian noise.

We have developed an approach that satisfies all of the

constraints of the preceding paragraph. Our approach consists of

first  obtaining the performance in the simplest of all cases ;
- additive, white , Gaussian noise. The performance is then

successively perturbed to account for non—dispersive fading and

non—Gaussian noise and , finally, dispersive fading.

B-3 
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1. -— Continued.

The above approach is used to determine the performance
of conventional detection techniques in Section 2, the structure
of optimum detectors in Section 3 , and the performance of
advanced technology detectors in Section 4. Admitadly, the
distinction between conventional arid advanced technology

detection techniques is not sharp. For purposes of this report,

advanced technology detectors include receiver structures that

approach optimality when the disturbance cbnsists of more than

just Gaussian noise.

V B—4
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2. PERFORMANCE OF STANDA RD RECEIVERS.

2.1 Performance in Additive, White, Gaussian Noise.

2.1.1 Binary Modulation.

In the case of binary modulation , we know that one of
two possible signals , denoted s1 and s2 , has been transmitted. Our
task i~ to decide which is the correct one .* When the only
disturbance to the system is additive , white , Gaussian noise , we
have a case which has been extensively treated in the literature.

— 
The probability of error depends on three factors:

1. E/N~,, the energy-to—noise density at the input.

If we define the system bandwidth as l/T , where T
is the bit duration , then E/N 0 is equal to the
signal—to—noise ratio.

V 

2. p, the normalized correlation coefficient or

inner product of the two signals which measures how
different  the two signals are from each other.
By definition ,

rT

p — (l/E) J s1(t )  s2 (t )  dt

0 -

3. The type of detector. It will be shown in Section

3 that the optimum detector is a correlator, or

*This formulation of the problem is referred to as bi t—by—bit
detection. Performance can be improved through error coding
in which multiple bits are examined before a decision is reached.
Error coding is beyond the scope of this report ; we corf ine our
attention to bit—by-bit detection .
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2 .1.1 -— Continued.

matched filter. It will turn out that many other
detectors perform nearly as well.

For the moment, assume that a correlator is used as the detector.
It can be shown that the probability of error is given by 1—3

= (1/2 ) erfc (a//i) =

• where a = CE/N 0 (1_~~) ] L~2 (2— 1)

2
e r f c( z ) =  (2//v  Y / e t dt = 1—er f (z )

Jz

Since e rfc (z )  is a tabulated function , we need only determine the
inner product , p ,  in order to relate the probability of error to
E/N0 or to S/N. Since erfc(z) is a mortotoriically decreasing func-

tion of z , we should make “a” as large as possible. This can be
done by making E/N0 as large as possible or p as small as
possible consistent with the restriction -l < p < +1. Equations

f or p are given in Tab le 2-1 together with the value of the
parameter that minimizes p ,  and a reference for the result.

In our terminology, PSK is phase—shift keying ; that

is, the transmitted carrier is abruptly shifted in phase (or not
shifted) at the end of each binary digit. Similarly , in FSK , the
frequency is shifted and in ASK , the amplitude is shifted. The

later is often called on-off keying COOK) and requires twice the

B—6
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Table 2-1. Correlation Coefficients for Binary Systems

Equation for Cor-
relation Coeffi— p for
cient (q) Optimum
(Definition of Value of

Binary Symbols under Optimum Value Param — Reference
Signal Table) of Parameter eter Numbers

PSK 
- 

p = c o s p ~~~= i r  —l 1,4

s in(u~ -u )TFSK = 
2 1 0.71 — 0 .22  1,2T V

ASK p = O  ——— 0. ——
PSK—PM &

PSK— FM p = J
0

(K) 
_________  

K
1 

= 3.83 —0.4028 5

FSK-PM &
FSK—FM ~ 3.83; V — 0 . 4 0 2 8  6

- 82 — O o r , 
V

B 2 = 0;  =

3.83

ASK-PM & V

ASK—FM ~ = ~~~~~~~~~~ B 2 3 ] = 3 .83  — 0 . 4 0 2 8  6

where

phase angle between the two signals (rad ians) .
V 

u1,2 
— transmitted angular frequencies (radiaris/sec) ,

— pulse length (seconds), V

Af — difference in transmitted frequencies (cps)i”~~~~
1.

K1 — (B~ + — 2S182 COS ~]l/2, 
V

— modulation index of signal on final carrier ,

— Bessel function of the first kind.
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2.1.1 —— Continued.

transmitted energy during the on times in order to have the same

average E/N Q as the others. If the carrier phase , frequency ,
or amplitude is not directly shifted , but rather the phase ,
frequency or amplitude of a subcarrier is shifted and the
subcarrier is phase or frequency modulated onto the carrier , we
have PSK-PM , FSK-PM , or ASK—PM as noted in Table 2-1.

Detectors other than correlators are often used in
common practice . Equations for the probability of error with these
detectors are surnmarized in Table 2-2 , together with restrictions
on the value of the parameters and appropriate references.

Some curves for the probability of error are shown in
Figure 2— 1. We see that correlation detection is typically 1-3

dB better than other detectors for the same signal.

2.1.2 M— ary Modulation.

When one of M possible signals is transmitted , we have
a generalization of the binary case . Assuming that correlation
detection is used and the correlation coefficients between all

pairs of signals are identical , the probability of error is given
by 13 - V

- ~e 
— 1 — f  ~~(z) 

(~, (z+/ 2 a ) ] M~~ dz

where ~ (z) = (1//fl) exp ( — z 2 /2)  ( 2 — 2 )

B—8
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Table 2—2. Equations for Non-Matched—Filter Detection of
Binary Signals

Optimum Refer-
Value of ence

Modulation Detection Probability of Error Parameter Number

PSK Phase com— 
~e 

= ~~
. exp (-~—) 4

- 
- parison

with pre-
ceding bit

PSK Discrimina— 
~e ~~

. exp (—0.81  ~—) 7

FSK Discriznina— 
~e exp ( — 0 . 6 1  ~—0 Af ~~~ ~tor o

~?SK Envelope 
~e — ~~

. exp ( — 0 . 5 0  ~—) Af > 9 , 10
Detection 0 

-r

ASK Envelope 
~e — ~ ( l_Q (i~J~~~,b ) 1  b 11, 12

Detection o 0 0

- 

+ ~~
. exp (-b0/22) ~J2+~~

_

where Q Marcum Q Fnct

b0—Threshold

- - 
P
0 ~ ~~

. exp (—0.25
2}E/N

0
)

Note : For PM . or FM subcarrier system s where the f i rst  stage of de-
modulation is a phase detector , the performance is the sam e as a
non— su.bcarrier system degraded by 2J 2 ( 8 )  where J1—Besse 1.
function and a is the modulation ind~x. Degradation is 1.7 d2 for
the optimum B of 1.84 (except ASK is degraded approximately 4 . 7  dB) .
A sin ~ detector obtains the sine of the phase ~ng1e and may be
implemented as a phase—locked loop . See Reference ( 6 ] .
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2.1.2 -— Continued.

z+a
D(z+a) — I. 

•(y) dy

a — (CE/N0
) ( 1 — p ) ] 1”2

Equation ( 2—2)  is the appropriate generalization of Equation (2—1) .

Values for the correlation coefficient are given in Table 2—3.
As can bee seen from Table 2—3 , the correlation coefficient for a

number of modulation techniques is zero.

We have plotted results for p = 0 in Figure 2-2. Note
that the appropriate parameter is , the energy per bit per
noise density since there are n = log2h bits per symbol.

Equation (2-2) is limited to the case where all pairs
of correlation coefficients are identical. It can also be used to
bound results by selecting the largest or the least value. When

M>3 , it is ~~possi~ le to select correlation coefficients that
are al]. equal in the case of MPSI< and MASK. Instead , for MPSK
we have for large S/N 4 .

V 9e — 2 (1—4 ’  ( 12E/N 0 sin ir/M) ] (2—3a )

and for MASK we have14

— 2(M—l)/M (l_$(v’
E/N /(M...l)2)] (2—3b)

Results are plotted in Figures 2-3 and 2—4.
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Table 2—3. Correlation Coefficients ~or M—ary Systems

~ for Optimum
M—ary Parameter Condition for Minimum Reference
Signal (minimum ~~ - Number

MFSK p = 0 ~f = ; m = integer 2

MFSK—PM & p = 0 B — 2.405 or 5.520 or 6
MFSK—FM 8.654 or ... for all B’ s

MPSK— PM & p = 0 28sin •/2 > 50 6
MPSK-FM

M A S K — P M & p= 0  82 8k
> 5 0  6

MASK-FM -

where -

Af = frequency separation ,

- B = modulation index,

• — phase angle between adjacent subcarrier signals.

8—12
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2.1.2 —— Continued.

As in the binary case , detectors other than correlators
are often used. Equations for the probability of error with these
detectors are summarized in Table 2—4 together with restrictions
on the values of the parameters and appropriate references .

- In some cases, we are more interested in bit errors
than symbol errors . Assuming a random source , the two are
related through~~

~eb = f2~~
1 2’ -L)] 

~e ( 2 — 4 )

2.1.3 Analog Modulation.

Amplitude modulation is often used to transmit analog

waveforms . Among the amplitude modulation techniques , we
distinguish between double—sideband (DSB) , single-sideband

suppressed—carrier (SSB) , and conventional amplitude modulation
(AM) . The properties we are interested in are summarized in
Table 2-5. Note that DSB and SSB are coherently detected by
tracking the phase*, perhaps in a phase—locked loop or similar
device. They cannot be envelope detected without considerable
distortion . Conventional AM avoids the complexity of coherent
detection and can be envelope detected. However , the
efficiency is degraded because the modulation index , m , must
be kept small.

*For voice modulation , a tracking error of 20-30 Hz has been found
to be tolerable.
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Table 2—4.  Equations for Non—Matched—Filter Detection of
M—ary Signals .

Probability of Error Reference
Modulation Detector (Optimum Parameters) Number

N
MPSK Envelope 

~e 
— 

~ 
exp(-~--) ~ (1)k 13,15

- 
Detector o k=2

k e~p

MPSK Phase 2
e 

— 2(l-j~(2/E/N sin ~~) ]  4
Comparison 0

for large S/N

MASK Envelope 
~ 

2
~
’e of binary case with

Detector e
E/N0 multiplied by

(M—l)

Note : For PM and FM subcarrier systems where the f i rs t  stage of
demodulation is a sin • detector , the performance is the same as
a non-subcarrier system degraded by 2J2(B) where 

~l 
= Sessel

function and B is the modulation index~ Degradation is 1.7 dB
for the optimum B of 1.84 (except ASK is degraded approximately
4.7 dB. A sin ~ detector obtains the sine of the phase angleand may be implemented as a phase—locked loop. See Reference (6].
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Table 2-5. Amplitude Modulation Techniques

Modulation Transmitted Waveform Detector ~~~~~~~~~~~~~~~~~~~~~

DSB g(t) cos 
~c
t Coherent 1

SSB g(t) cos W
~ t Coherent 1

- 4(t)  sin

AM (1+g(t) ] cos Envelope E ( g 2 (t ) ]

where g ( t )  — modulating waveform ,

~~(t) — Hu bert Transform of g ( t )

E(g 2(t) ] - Expected value of modulation squared;

E (g 2 ( t).] < 1 -

— radian carrier frequency .

Note: Noise power is measured in the bandwidth 0 < f < f
where f is the modulation bandwidth . Results are ~ rom m
Reference (16, 17].
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2.1.3 -— Continued.

The analysis of frequency modulation (FM) is much more
complicated than that of any of the amplitude modulation systems
since FM is inherently a nonlinear operation . A number of d i f fe ren t
analyses have been performed using slightly different approaches .
All of the analyses agree in the above threshold regions, that is ,
when the S/N is large. However, there is some disagreement in the

below threshold region , although the disagreement is generally minor.

~e favor the so-called Rice “click ” analysis 18 for three reasons :

1. It is the only analysis that includes the effect
of modulation on the noise.

2. Resu1i-~ ~re reasonably consistant with experiments .

3. The equations can be readily applied to a great
variety of cases.

Using Equation (3—8—2 5a)  of Re ference ( 12) , the output S/N of
FM using the Rice “click ” analysis is;

- 3 8 2 (B/ f ) C / N
S/N m (2 -5)

1+4 /~ erfc  ~~~

where S/N — Output signal—to—noise ratio

C/N — Input signal-to—noise ratio

(also termed carrier-to— noise ratio )

8—19



V 2.1.3 —— Continued .

B = Half the RF bandwidth
= Modulating frequency

V B = Modulation index; B 
~~
‘
~m 

- V

When the input signal-to-noise ratio is large , the denominator

becomes unity and we have the usual formula for S/N in the above

threshold region . Equation (2 -5)  was derived for the case where

it is - assumed that -the modulation has no impact on the noise.

However , Rice has shown that the ratio of the number of clicks
with Gaussian modulati’~’n to the riuxnber of clicks with no modula-

tion is

N
~~ auss e~~~~~(1+2a0C/N~~~~

2

_______ = 
____ 

(2—o)
+tj runod /~ C/N erfc / ~~7~~

where a0 = A 2/r 2

A = m s  frequency deviation (Hz)

r = ~
-

~~-- for rectangular filter

The output S/N is then given by Equation (2-5)  with the second

term of the denominator multiplied by Equation (2-6 ) .
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2.1.3 -— Continued.

Another analog modulation technique of interest is pulse-
position modulation (PPM). Like FM, PPM expands the bandwidth
and realizes an improvement in S/N, but exhibits a threshold
effect . PPM can be analyzed by using the concepts of “stretch”
factor and “probability of anomoly ” . Using these concepts the
output S/N is given approximately by1.

-E/2N -1

~ [3(12/112 ) i,’~
2 N0/2E + 3(2/ 3)  (~ — 1) e (2—7 )

where a modulation index a W/Wm -2

E/M0 Energy-to—noise density

W RP transmission bandwidth

w modulation bandwidth

2.2  Performance in Interference.

Interference may be modeled as an additive noise
process. In general , interference is neither white nor Gaussian.
However, it is often reasonable to consider the interference to
be white and Gaussian for the following reasons :

1. When the desired signal is narrow band, interference
is often white across that band
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2.2 —— Continued.

2. Non—white noise can be passed through a whitening
filter with no loss in signal detectability1 for
optimum detection.

3. Some individual interfers will be Gaussian if they
are received over a fading channel that randomizes
the signals.

4. Even if the individual interferers are not
Gaussian, the composite can be close to Gaussian
since as few as 6 equal—amplitude sinusoids have
a distribution that is close to Gaussian12.

5. For a. specified mean-square value, the Gaussian
distribution has the largest entropy of any
distribution19. Consequently , the Gaussian
distribution is in some sense a worst case as it
has the maximum uncertainty . Furthermore , the
Gaussian distribution has a large area under the
tail of the curve, and this area is the key to
error probability calculations.

6. In the absence of an experimental measurement, the
actual distribution is unknown. Consequently,
we must assume a probability distribution and we
might as well assume one that is both analytically
tractable and , at the same time , is in some
sense a worst case , or at least a very unfavorab le
case.
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2.2  — Continued.

7. If the white , Gaussian assumption is not made,
each case must be treated separately i.e., each type
of signal and each type of interference requires
a separate analysis. Examples of such analyses
are given in References (20—26). Frequently, the
results differ only slightly from what would
have been obtained using the white, Gaussian
assumption ; an example, taken from Jones26 is
shown in Figure 2-5.

2.3 Performance in Flat—Flat Fading.

The signals of interest will experience fading. In this
section, we assume that the fading is slow relative to the t ime it
takes for the signal to vary significantly and we assume that the
fading is not frequency selective. This type of fading has been
termed f lat—flat , i.e., flat in frequency and flat in time . A
model for this type of fading is a slowly varying attenuator.

We can readily calculate the performance of a comznunica-
tion system in flat-flat fading by making use of the results in
additive, white, Gaussian noise. Since the flat—flat fading
channel alters the received signal strength , it alters the input
signal-to—noise ratio by the same amount. The output performance
also varies. It is clear that the average output performance is
obtained by averaging the performance over the variations in
input signal-to—noise ratio.
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2.3 -— Continued.

As a specific example, suppose that we have noncoherent
FSK in a Rayleigh fading channel.* The probability of error

16

— (1/2)
Jo 

(1/2 a P].((1/p0) e ~
] dp (2—8a)

l/(2+p~) (2—8b )

where p — signal-to—noise ratio, a variable
— average value of p

In the remainder of this report we use p to denote the variable
signal—to-noise ratio rather than signal correlation coefficient.

Note that in Equation (2-8a) the first term in brackets
under the integral sign is the probability of error in additive,
white, Gaussian noise which can be denoted as P 

~~~~ 
The

second term is the probability distribution of the fading and can
be denoted as 

~~~~~~~ 
Consequently , we can write Equation

(2—8a) as

PelT ~~~~~~~ ~~~~~~ 
do (2—9)

*probability distributions for the Rayleigh, Rician, and log-
normal distributions used in Section 2 are detailed in Appendix A.
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If we have some modulation technique other than noncoherent FSK,
we merely substitute the appropriate probability of error in white,
Gaussian noise into Equation (2-9) For 

~e ,G~ °~~• •  Consequently ,
all of the results of Section 2.1 can be applied readily to the
f lat—flat  fading case . If the fading is given by the Rica
distribution we use the appropriate probability density

( 1+y) ~~ (l+y) p/p ae a 10 ( v’4y ( l + y)p /p 00 . (2—10 )

where y — Power of the specular component divided by the
power of the random signal component

I C.) modified Bessel function
in place of the Rayleigh density

—p/p
~~~.g (p) — (1/p ) e 0 (2—11)o

Similarly, if the fading is described by any other distribution we
can use the appropriate distribution in Equation (2-9) together
with the error probability of the appropriate technique in
additive, white, Gaussian noise.
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Equation (2—9) provides a good general result. The
appropriate integral can be evaluated numerically. However, closed
form solutions to the integral are known for a number of special
cases. These solutions are summarized in Table 2—6.

2.4 Performance in Non-Gaussian Noise.

One method of handling non—Gaussian noise is to consider
it to be time—varying Gaussian noise. That is, we visualize the
noise as Gaussian but at certain times, under disturbed conditions ,
the noise power increases. Taking this viewpoint, we determine
the probability distribution of the increase in power over nominal
and average the performance over this distribution which is not
necessarily Gaussian. The averaging method is analogous to our
handling of fading. For fading, we average the signal over the
probability of signal strength while for non-Gaussian noise we
average the noise over the probability of noise power.
Consequently, we write

a 

~~~~~~ 
w(p,~ ) dp (2—12)

where

— probability of error in additive white Gaussian
noise and fading

w ( p ,~~) — probability distribution of the noise amplitude
(envelope variations).

3—27



- - --- -~~~~~~~ ----

THIS PAG~E IS BEST QUAlITY FEACTIC.A.BLZ
OO.FY IS~~~D TO 1~QQ 

~~~~~~~~~~~~

•UC
•— ‘S ‘S ‘S ‘S• —
• It 1 II P4 P4 — —
S — — —

‘4
.-
U

— . 4 ’

140 eq

—C. S
‘0 S — £

eq — a C
— — 0 .4

_ _ _  

: I~~~ : :~
— 

—

~ 
L J ~ 

~~~~~~ 
~~~~~~~ 

P4

14 — I. — i • — i  I Q~~~ .~. U ?  ~ ~~
,• ,

~

2 ~~ ~~‘ ‘~~~ 

~~ 
____ r ‘- ~~ 

..
~ : - ~~~~J f : ~~ 

~~~~~ •
: , . i: : ;!

~~~~~•~~~~~ I,. ~ ~ 0 ‘

C — —

14 I I I 
~ 

I •

3—28

_ _ _ _ _ _ _ _ _ _ _  
- -



2.4 —— Continued.
Assuming that the non—Gaussian component is due to atmospheric
noise (thunderstorm activity) it is approximately log-normal.
The probability density can then be written (see Appendix A) as

— i 
- 

~(log~ ~~~ + 0.23 Vd)w (p,p)= 
__________  0 46 v (2—13)
/O.461TVd/P d

where a voltage deviation, defined as the root mean
square envelope relative to the average envelope
expressed in decibels; 20 log10 (Erms/EavJ

Equation (2—12 , and 2—13) then enable us to calculate the
probability of error for any of the mc~ulation techniques
considered in Section 2-1 when its’ noise is non-Gaussian.

The above approach to non—Gaussian noise can be justified
on several grounds. We can argue that physically the noise from a
lightning discharge is Gaussian noise since it comes from the
movement of a large number of electrons. Furthermore, regardless
of the statistics at its origin, the noise tends toward Gaussian
as it is propagated since the channel is random. However, the
magnitude of the Gaussian noise coming, from the discharge varies
in accordance with the magnitude and locality of ‘the discharge and
the non—Gaussian appearance of the noise is due to the distribution
of the received magnitude of the disEharges . Our method assumes
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2.4 -— Continued.

precisely this time—varying magnitude of Gaussian bursts. We can
also argue that an atmospheric noise simulator has been constructed
by taking Gaussian noise and passing it through an amplifier with a
variable gain.28 Probability distributions with the noise simulator
closely matched distributions of true atmospheric noise and.
measur.ed error probabilities also showed good agreement. Finally ,
we can justify our approach on the grounds that error probabilities
derived by this method closely match error probabilities derived
by other methods as well as experimental error probabilities29.

Although we have offered justification for the validity
of our approach, we admit that there is no firm theoretical
reason for calling the approach correct. We are using this method
rather than other methods29 because it is simple and easy to
apply. Specifically , we prefer the described approach for the
following reasons:

1. It is the only approach we are aware of that can
- -be applied to all modulation techniques. Other
approaches require tedious derivations to be
repeated for each of the many modulation techniques
we are dealing with . Furthermore , the diff erent

results will be consistant since the same
assumption is made.

2. Other approaches wil1 -a~1so require assumptions
- although they are often buried in the mathematics.
We have no reason to believe these other approaches
will yield more accurate results.
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2.4 -— Continued.

3. Our approach can handle any distribution of noise ,

we merely use the new distribution in place of
Equation (2—13). Thus, if we measure the atmospheric
noise and find it is not log—normal, we can use
the measured distribution in place of Equation

- (2—13). There is no need to rederive results
although obviously we will have to redo the machine
computations with the measured distribution.

4. In general, optimum receivers for ncn—Gaussian
noise are nonlinear. In Section 4 we shall see
that onr approach can be used with nonlinear
receivers . We are aware of no other method that
gives believable answers for nonlinear receivers
in atmospheric noise

5. This approach has been used successfully by Stein12

(Sect 10—12), Omura and Shaft,29 and Conda30.

2.5 Performance in Dispersive Fading.

When the time duration between fades is not very much

greater than the time duration of a signalling element , or when

the coherent bandwidth of the medium is not very much greater

than the signal bandwidth , the signal is distorted by the
propagation medium. We refer to this as dispersive fading.

Since dispersive fading introduces distortion , its principle

effect is to set a limit on performance regardless of the
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2.5 -— Continued.

signal—to—noise ratio. This limitation is generally referred to

as an irreducible error or asymptotic error.

Figure 2—6 shows an example of the probability of error
calculated for a particular modulation technique in the presence
of dispersive fading31. Note that the actual error is closely

approximated by two curves representing the performance in non—
dispersive fading and the asymptotic error. An even closer

approximation is obtained by simply adding the errors front the
two sources. We shall adopt the approach of calculating the
irreducible error and adding it to the error in the absence of
dispersive fading. Our reasons for doing this follow:

1. A complete calculation taking into account all
of the deleterious effects simultaneous ly has never
been performed to our knowledge for even a single
modulation technique.

2. Calculating the errors separately allows us to
determine which deleterious effect  limits
performance; consequently we know what type of
inproved detector is needed.

3. Accuracy limitations imposed by this method are no
greater than limitations imposed by other
assumptions (such as the correlation functions)
that must be made due to lack of knowledge about
the medium.

B—32
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2.5 —— Continued.
The irreducible error for digital modulation has been

systematically explored in the literature by Bello and Nelin32 ’33.
A summary of their approximate results is shown in Tab le 2-7.
Their results are approximate in that the first terms of a Taylor
series are used. The results are highly accurate when the
asymptotic error rate is small, as is anticipated here because
generally the medium approaches the nondispersive conditions.
Gaussian correlation functions are assumed in Table 2—7 as there
is no evidence of what the actual correlation function is.

Results shown in Table 2-7 are incomplete for our
purposes for the following reasons:

a. The results are for Rayleigh fading only and do not
include the Rician case.

b. Results have not been obtained for some of the
mr dulation types of interest.

In the next two paragraphs we shall describe our method
for overcoming these restrictions. The methods are purely
intuitive and will be used to obtain a reasonable result. However,

we believe that more rigorous treatments are feasible.

It is intuitively obvious that dispersive fading

affects only the random component of Rician fading. Consequently,

the asymptotic error rate decreases monotonically with the

ratio of specular to random component. - Two different approaches

3-34
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2.5 -- Continued.

can be taken to account for the improvement under specular
conditions. In one approach, we first assume that the random
component produces an effective signal-to—distortion ratio (S/D)
which we evaluate by substituting the asymptotic error for
Rayleigh conditions into the equation for non-dispersive fading
and solve for ~ (which is interpreted as Sr/D)~ Next, we add.
the signal power in the specular component to the signal power
in the random component to obtain (Ss+Sr)/D and use the resulting
value in the error equation for non—dispersion conditions to
obtain a new asymptotic error rate proportional to exp (_ (S

s+Sr)/D)•
In the other approach we merely multiply by e’~ to obtain a
result proportional to exp (

~
(Sr/D) - yl . This last result can

be written as

-(S /D+y) -(S /D+S/S )
e r — e  r 5 r (2—l4a)

~ (Sr/D + y) — ((S 2 + DS )‘/D.S I
e — e  r S r (2—14b)

-(S /D+y) -[(S + D S / S )/D]
e r — e  r 5 r (2—l4c)

For al]. cases of interest D/Sr < I. and the second approach yields
a more conservative answer. Consequ~~t1y, we recommend the
second approach which merely consists of multiplying the
asymptotic error by e~~. It is obvious- that the recommended

approach yields the correct answer at the two extreme cases of

3— 36
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2.5 -— Continued.

Rayleigh fading and no fading. It also agrees with Stein ’s
recommendations for modifying Rayleigh results to fit Rician
cases. A rigorous approach to the Rician case would involve
applying Bello~s

34 genera]. formula to specific cases or application
of Stein ’s12 general formula along lines similar to Fralick35.

The principal digital modulation technique missing from
Table 2-7 is amplitude—shift—keying. From the point of view of
distortion, ASK resembles FSK more than P5K since the signal is
either present or absent in a filter. Consequently we will use the
results of FSK for ASK. However, the decision region for ASK is
half that of FSK ; consequently the performance of ASK in dispersive
fading will be worse than FSK. We therefore recommend quadrupling
the asymptotic error rate of FSK when calculating performance of
ASK. The reason for quadrupling is that the decision region is
halved, corresponding to a decrease of 6 dB and the error rate
for non—dispersive fading is proportional to signal-to-noise
ratio.

We also note that M—a.ry modulation is missing from
Table 2—7. Decision regions for MASK and MPSK are reduced to
approximately 1/N—i and sin ir/M times the former values. Since
this corresponds to a reduction in voltage and the error curves
are approximately linear, we multiply the asymptotic error by
(U—i)2 and L/sin2ii/M for MASK and MPSK respectively. We note
that for the, special case of quaternary PSK , our method predicts
a doubling of the error rate relative to binary PSK , a result that
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2.5 -- Continued.

is in good agreement with exact computations made by Gaarder36.
We do not use Gaarder ’s results for this special case because we

wish to keep our assumptions consistent among the different
modulation methods. MFSK differs from MASK and MPSK in that the

• decision region is unaltered by M-ary modulation, assuming

that the additional frequencies are spaced wide enough to maintain

orthogonal signalling. Since the decision region is unaltered, we
anticipate that the irreducible error for MFSK will be the same

as for the binary FSK.

Discriminator detection of PSK and FSK is not included in

Table 2—7. We could use the results of Sifford, et al.37 for

discriminator detection of FSK (no results are available for PSK);
however, since we wish to keep results consistent, we use non—
coherent detection rather than discriminator detection. Performance

between the two is comparable.

Analog modulation is handled differently for each

modulation technique. The only results we are aware of for AM

were obtained by Boorstyn and Schwartz38 who show that the
irreducible mean—squared error with an optimum linear receiver

is given by

— l~~~y 
(2—15)
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2.5 -— Continued.

where y is the ratio of the power in the specular component divided
by the random component. This result is intuitively pleasing
as it indicates that the error is proportional to the intensity
of fading i.e., the channel in improving unwanted AM which is
detected. The output signal-to—distortion ratio can be taken as
the reciprocal of the mean squared error. We shall use Equation
(2—15 ) for all forms of amplitude modulation i.e., SSS, DS3
and conventional AM. Note that the result is valid for Rician
as well as Rayleigh fading. However, the result is valid for
slow nonselective fading.

The effect of dispersive fading on analog FM is
enormously more complicated than AM. As an example, a computation
of the S/D caused by frequency selective fading resulted in an
equation that could be printed only on a fold—out page37. This
equation included some simplying assumptions and represented the

asymptotic error for Rayleigh fading-—Rician fading would be even
more complicated. Consequently , without apology, we use a simpler
approximate result derived by Hello and Nelin39,

D/S — 1.2 ~~~~~ ~d ~m
2
”~ 

(2—16)

where A — time delay (seconds)
— frequency deviation
— highest modulating frequency
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Equation (2-16) is approximately valid for frequency-selective
Rayleigh fading. To convert the result to Rician fading we
arbitrarily multiply Equation (2-16) by the ratio of the random
power divided by the specular power. The resulting equation
agrees with a result obtained by Medhurst4° for two specular
components except for the absence of the multiplicitive
constant 1.2. Medhurst’s result assumed a large ratio of desired
to undesired power and further assumed the worst case phase
relationship.

Pulse—position modulation (PPM) is quite analogous to
MFSK in that multiple time slots are available rather than
multiple frequency slots. For lack of more precise results
we can apply the results of MFSK to PPM, interpreting asymptotic
error as an equivalent signal—to—distortion ratio.

In all of the analog techniques the distortion-to—
signal ratio and noise—to-signal ratio can be added to obtain
a composite result.
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APPENDIX C - TUE M4PLITUDE PROBABILITY DISTRIBUTION (APD) DETECTOR

1. INTRODUCTION

A prototype APD measurement instrument has been developed as part of
the ILIR program at USAEPG. This instrument is intended to measure the
APD of impulsive noise. The APD instrument, shown in figure 5, is presently
in acceptance testing. The following paragraphs present a brief functional
description of the APD instrument and its use in the field.

2. PROBABILISTIC DESCRIPTION OF NOISE

As indicated in paragraph 2.2 of this report, parameters which deal
with the envelope, v(t), of the noise voltage are used to describe the
noise process. These parameters can then be used as input variables to
the various communication system performance models identified in table
IV. For digital communications systems, the following noise parameters
(see table IV) are required as inputs:

a. Noise Factor, Fa

b. Amplitude Probability Distribution (APD)

The noise factor, Fa, can be related to the type of noise test receiver,
the rms voltage reading (Vrms) of- v(t), and the various losses which are
incurred through the antenna—noise test receiver combination. As shown
in table II, APD is given by the following relation:

or 

D(v) = Prob [v ~ vj] 1 — Prob [v < vi] 1 p(v)dv

dD (v)p(v) — dv

where p(v) is the probability density function for the noise. For a
Gaussian noise environment, D(v) is a straight line when plotted on
Rayleigh paper which has coordinates of noise envelope voltage in dB iV/
MHz versus Rayleigh probability (ref 3, app D). As the noise environment
becomes more impulsive, the slope of the Gaussian straight line increases.

3. MEASURED APD AND COMMUNICATION SYST~4 PEB.FORMANCE

As indicated in table IV, all the digital communication system per—
formance models require F4 and APD——D(v) to reliably predict communication
system degradation. At the present time, there are no statistical mea-
sures of Fa and D(v) for the tactical vehicular noise environment. Direct
measurement of these quantities would provide a realistic description of
the noise which surrounds the communication system.
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4. APD MEASUREMENT INSTRUMENT

The APD detector evaluates the amplitude levels which the input sig-
nal exceeds with a selected probability during a selectable test time.
The probability levels which can be preselected manually or automatically
are: 0.0001, 0.0005, 0.001, 0.0]., 0.02, 0.05, 0.1, 0.2, 0.3, and 0.4.
Measurement times which can be preselected from the front panel are 1, 5,
and 50 seconds.

4.1 Manual Measurement Procedure

• Once the system is calibrated , a manual measurement can be made as
follows: First, the calibration signal must be removed, the signal to
be measured supplied to the system, and the MANUAL—AUTOMATIC toggle switch
set to MANUAL. Next, the probability level to be tested and the measure-
ment time must be selected by the front panel SELECT PROBABILITY and SELECT
TINE switches. Finally, the THRESHOLD RESET button should be pushed to
make certain the initial threshold is at maximum.

With the above steps completed, the START MEASUREMENT switch may be
depressed. The system will make a test at the selected threshold and will
indicate it is measuring by blanking the threshold portion of the display .
If the threshold is not exceeded with the selected probability, the sys-
tem will so indicate by decrementing the threshold and showing this new
threshold on th~ display. The START MEASUREMENT switch will cause this
level to be tested, with the procedure repeated until the threshold is
exceeded at the specified probability. When this action occurs, the sys-
tem will respond by “blinking” the threshold display.

A test of another probability level can be made by selecting the new
level and pushing the THRESHOLD RESET button. This mode of operation was
designed mainly for calibration purposes.

It should be noted that various events can disturb the stationarity
of the input being tested. System disturbances or noise resulting from
the turning on or off of external devices are examples of such occurrences.
The result of such an event may cause the threshold to be exceeded during
a measurement in a manner not representative of the stationary process
being tested. Fortunately, such occurrences are easily detected and d im—

• m ated simply by always pushing the START MEASUREMENT button one more time
after the device indicates the threshold has been exceeded. If the level
reached is, in fact, correct, the system will respond by blinking the
threshold level. If, however, a false reading occurred, the system will
step to the next level and the test can proceed to the correct level.

4.2 Automatic Testing

Once the system is calibrated, an automatic measurement can be ac—
complished as follows: Set the toggle selector to AUTOMATIC, remove the
calibration signal, and supply the signal to be measured to the system.
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Next, the probability level to be tested and the measurement time must be
selected by the front panel switches. Finally, the THRESHOLD RESET button
should be pushed to make certain the initial threshold is at maximum.

With the above steps ac~omp1ished, an automatic measurement cycle isinitiated by pushing the START MEASUREMENT button. The system will begin
testing and will automatically decrement the threshold until the threshold
is exceeded at the probability level specified. When this occurs, testing
stops and the threshold level is blinked. The operator, by selecting an—
other probability and pushing the START MEASUREMENT pushbutton , will cause
the system to increment the threshold level until the signal exceeds the
threshold of the preset probability.

For the same reasons discussed in the manual procedure, it is good
practice to depress the START MEASUREMENT button one more time to assure
the validity of the test.

In the event the system searches its entire range without the thresh-
old being exceeded, the display will show “EEEE,” indicating a measurement
failure. This event may occur if no input is supplied to the instrument.

A fully automatic mode of operation is to be incorporated into the
instrument which will increment both the threshold level and the preset
probabilities. This mode, to be instituted by pushing the START MEASURE-
MENT pushbutton, will permit the measurement of the entire APD curve.

4.3 Recorder

Outputs have been provided on front panel BNC connectors to facili-
tate analog recording of the APD of the signal being analyzed. Two Out-
puts to drive an X—Y type function and a READ COMMAND output to control
pen l ift  are available.

4.4 Input Configuration

The instrument was designed with a replaceable input signal condi-
tioning board. Boards designed to accommodate input signals from the HP
8552—B and Alltech 727 spectrum analyzers are now available. Additional -
boards can be fabricated and inserted into the instrument to accommodate
the output of other receivers.

4.5 Preselectors

A set of preselectors with a frequency range of 0.5—1000 MHz with a
2—MHz bandwidth at the 21.4—MHz IF output have been ordered to be used
with either HP or Ailtech spectrum analyzers. The purpose of these pre—
selectors is to reduce the impulsiveness of the input signal to minimize
mixer overload and thus optimize the dynamic range of the APD measurement .

_ _  _ _ __ _ _ _  J



5. VEHICULAR NOISE TESTING

The APD detector can be used to provide APD noise data on a single
vehicle as is illustrated in figure 6. The antenna may be moved around
the vehicle to generate different APD plots, thereby defining the total
noise environment which surrounds the vehicle. As shown in figure 6, the
spectrum analyzer, in conjunction with the RI converter, controls and
monitors the EM emission from the vehicle.

The spectrum analyzer, which is used in the time domain, provides a
visual time display of the impulsive noise being measured and monitors
the amplitude of this emission. The inultibandwidth selection of the
spectrum analyzer will permit APD measurements at these many bandwidths.

- Specific vehicular data can be recorded on the sample data sheets as
shown in figures 7 and 8. APD noise measurement data can then be plotted
on the Rayleigh graph paper as shown in figure 9. When the APD detector
is placed in the automatic mode, this plotting is done autoniaticaiiy on
a plotter which is connected to the APD detector .

6. FUTURE APD DETECTOR CONSIDERATIONS

With the addition of another calculator chip, the APD detector can
be made to calculate the mean (average) received noise power, 

~~ 
This

calculation would be a discrete summation based on the following con-
tinuous expression:

— V2 — 
~ J~ 

v2tt~cit — - f v2dD(v)

where V (t) is the envelope of the noise voltage , V~~ is the root mean
square value of this voltage , T is the period of V(t), and D(v) is the
amplitude probability distribution (see para 2 above). The value of 

~Nidentified above would be the noise power dissipated in a 1—ohm load.

A circuit to measure the average crossing rate (ACR) will also be
included. This feature can easily be incorporated, since the present
circuitry includes gates which are activated by signals exceeding the
threshold . An ACR measurement will be taken for each probability level.
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DATA SHEET

VEHICULAR ELECTROMAGNETIC
NOISE MEASUREMENTS

NOISE ANPLITUDE PROBABILITY DISTRIBUTION (APD) METHOD

1. VEHICLE INFORMATION

a. Make:_________________ b. Year:_____________________

c. Type:_________________ d. No. Cylinders:____________

e. Mileage :
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

f. Serial No.
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

g. Engine Speed (rpm):

Normal_______________ Measured
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

h. Specific Characteristics:_______________________________

II. TEST EQUIPMENT:

III. TEST CRITERIA AND CONFIGURATION:

Fi gure 7. Data sheet , vehicular EM noise measurements (sheet 1 of 2) .
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IV. TEST INFORMATION

a. Amplitude Probability Distribution Detector (APDD)

Integration Time: seconds

b . EMI Receiver

(1) Tuned Frequency: MHz

(2) Sensitivity: dBm

(3) Bandwidth: kHz

(4) Serial No:_____________________

c. Point of Measurement :_______________________________

Figure 7. Data sheet , vehicular EM noise measurements (sheet 2 of 2).

C—8
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AMPLITUDE PROBABILITY DISTRIBUTION MEASUREMENT S

Test Item:________________________________________ Date:___________

Preset Test Time: s Count Limit:________________________

Rcvr Bandwidth:_________________ Rcvr Tuned Freq: MHz

APDD Preset
Antenna Factor Transmission Line Probability No. Times (Counts)

(dB) Factor—Loss (dB) Threshold Level Threshold Exceeded

Figure 8. APD measurement data sheet.
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0.0001 0.01 0.1 1 5 10 20 40 60 80 90 95 98 99

PERCENT OF TIME ORDINA TE IS EXCEEDED

NO. OF VEHICLES_________ BANDWIDTH 300 kHz _____ DATE ____________

VEHICLE CODE ___________ 100 kHz______ REMARKS __________

SCAN TIM E ____________ /cm 30 kHz _____________

SCAN WIDTH 1cm 10 kHz______ _____________

INPUT LEVEL dBV V/MHz 3 kHz ______ ______________

FREQUENCY MHz FIELD STRENGTH dSp VIMHz/rn

Figure 9. Single vehicle APD data sheet.
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APPEND IX E - ANNOTATED BIBLIOGRAPHY

1. INTRODUCTION

This appendix presents an annotated bibliography of the current litera-
ture which describes recent advancements in vehicular noise emissions and
the resultant effects on various communication systems. The purpose of
this bibliography is to establish a readily available documentation data
base on vehicular noise statistics, test methodo1og~es, procedures, and
bit error rate (BER) versus signal—to—noise ratio (S/N ) for different com-
munication systems.

The bibliography includes published reports and articles from the Of-
fice of Teleco unication (OT), Southwest Research Institute, SRI Inter-
national, General Motors Corporation (GMC) , Electromagnetic Compatibility
Ana.1.ysis Center (ECAC), Institute of Electrical and Electronic Engineers
(IEEE) , and various other agencies. The bibliography has been grouped
into two major sections as follows :

a. Abridged bibliographic reference guide

b. Annotated bibliographic reference guide

The abridged guide has been further subdivided by subject headings
to facilitate reporting. In some cases the same document is listed under
subject headings thereby providing some degree of cross referencing.

The annotated guide presents an extended listing of all documents
in alphabetical order according to the first author’s last name.

Included with each document is a synopsis which identifies key points
contained in the document.
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2. ABRIDGED BIBLIOGRAPHIC REFERENCE GUIDE

2.1 Performance Measurements

Author Document Date Page No. Item No.

Beerling, C. W. Jan 1971 E—lO 8

Cron, E. L. Nov 1974 E—l4 22

Dietz, 3. at a].. Aug 1974 E—15 23

Dietz , 3. at al. Jun 1975 E—15 24

Bartman , W. 3. Jun 1977 E—l7 34

Hawthorne, G. B. et a].. Jun 1959 E—18 35

Lucia, F. at al. Apr 1976 E—2O 44

Maruvada , P. S. and Trinh , N. C. Sep/Oct 1975 E—21 46

Shepherd , R. A. at a].. Feb 1973 E—24 59

Shepherd , R. A. and Gaddie, 3. C. Apr 1976 E—26 64

Spaulding, A. D. Apr 1976 E—3l 82

2.2 Performance Models — Analog

Author Document Date Page No. Item No.

Aki.ma , H. et a].. Aug 1969 E—9 2

Akima , H. and Spaulding, A. D. Aug 1977 E—9 4

Schwartz , M. at al. 1966 E—24 37

Shepherd , R. A. et a].. Jun 1975 E—25 62

2.3 Performance Models — Digital

Author Document Date Page No. Item No.

Akima, H. et al. Aug 1969 E—9 2

Akima, H. and Spaulding, A. D. Aug 1977 E—9 4

Arthurs, E. and Dym, U. Dec 1962 E—lO 6

Bello, P. A. Sep 1965 E—ll 9
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Brayer , K. Oct 1971 E—l2 12

Churchill, R. B. Oct 1975 E—12 14

Churchill, R. 3. Sep 1977 E—l3 16

Gillilland, K. E. and
Brewer, T. A. Jan 1974 E—l6 -9

Giflifland, K. E. Dec 1972 E—l6 30

Gillilland,. K. E. Apr 1975 E—17 31

Halton, 3. U. and
Spaulding, A. D. Oct 1966 E—l7 32

Hartley, H. F. Oct 1967 E—l7 33

Oinura, J. K. Aug 1969 E—22 51

Schwartz, M. at a1. 1966 E—24 57

Shaver, U. N. at a].. May 1972 E—24 58

Southwick, R. A. and
Schultz , R. B. 1974 ICC E—28 72

Spaulding, A. D . Jul 1969 E—29 77

Systet~ ~~-.hno1ogy Associates Mar 1975 E—32 85

Wilson , ~ ~- .  Nov 1974 E—33 90

2.4 Noise Source Characteristics — Measurements

Author Document Date Page No. Item No.

Bronaugh, B. L. and Kerns, D. R. Jul 1976 E—l2 13

Crich.low, W. Q. et a].. 1960 b E—l4 19

Disney , R . 1. and
Spaulding, A. D. 1970 E—15 25

Electromagnetic Compatibility
Analysis Center (ECAC ) Jun 1977 B—IS 27

Usu , H. P. at a].. May 1974 E—l8 36

Lauber, W. R. and Bertrand, J. M. Jun 1977 E—l9 43
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Lucia, F. et al. Apr 1976 E—l9 44

Maruvada, P. S. and
Trinli, N. C. Sep/Oct 1975 E—2l 46

M~~r~~ni , G. L. at a].. Jul 1973 E—21 47

Middlaton, D. Apr 1976 E—22 49

Oliver, W. Sep 1964 E—22 50

Oranc , H. S. May 1975 3—22 52

Rosa, A. 3. Oct 1970 E—23 55

Schulz, R. B. and
Southwick, R. A. May 1974 E—23 56

Shaver , H. N. at a].. May 1972 E—24 58

Shepherd, R. A. et a].. Feb 1973 E—24 59

Shepherd, R. A. Aug 1974 E—25 60

Shepherd , B.. A. at a].. Oct 1974 E—25 61

Shepherd, B. A. at al. Jun 1975 E—25 62

Shepherd , R. A. et a].. Feb 1976 E—26 63

Shepherd, B.. A. and
Gaddie , 3. C. Apr 1976 E—26 64

Shepherd , R. A. at a].. Jul 1976 E—27 65

Shepherd, B.. ~~. at al. Aug 1977 E—27 66

Southwick, B.. A. and
Schultz, R. B. 1974 ICC E—28 72

Southwick, B. A. May 1975 3—29 74

Spaulding, A. D. Jul 1972 E—29 78

Spaulding, A. D. Jun 1974 E—30 79

Spaui.ding , A . D . Apr 1976 E—3l 82

TECOM (Army) Feb 1977 E—32 86

Wood , P. Jul 1973 3—33 91
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Yamamoto , S. at al. Aug 1977 E—33 92

2.5 Noise Source Characteristics — Models

Author Document Date Page No. Item No.

Akima , H. Mar 1972 3—9 3

Baran, D. E. Oct 1976 3—10 7

Churchill, R. 3. Oct 1975 3—12 14

Churchill , B.. 3. Jul 1976 3—13 15

Churchill, R. 3. Sep 1977 E—13 16

Cohen, D. J. Oct 1972 E—13 17

Cook , J. U. Jun 1977 E—13 18

Criclilow, W. Q. et a].. 1960 a 3—14 20

Disney, R. T. and
Spaulding, A. D. Feb 1970 E—l5 25

Gillilland, K. 3. and
Brewer, T. A. Jan 1974 E—16 29

Gillilland, K. E. Apr 1975 E—l7 31

International Telaco unicatjon
Union (ITU) — CCIB. 322 E—l9 41

Middleton , ID. Apr 1974 E—22 48

Middlaton, D. Apr 1976 E—22 49

Shaver, H. N. at al. May 1972 E—24 58

Shohara, A. Jun 1977 E27 67

Southwick, B.. A. and
Schultz , B.. B. 1974 ICC E—28 72

Spau].ding, A. ID. at al.. Dec 1962 E—29 76

Spaulding, A. ID. Sn]. 1972 3—29 78

Spaulding, A. ID. and
Disney, B.. T. Jun 1974 E—30 79
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Spaulding, A. ID. and
Middleton, D. Jun 1975 E—3O 81

Waterson, C. C. et a].. Dec 1970 3—32 87

Wilson, K. E. Nov 1974 E—33 90

~.6 Noise Source Characteristics — Simulation

Author Document Date Page No. Item No.

Bolton, E. C. Aug 1972 3—13. 10

Bolton, E. C. Aug 1974 E—l1 11

Watterson, C. C. at a].. Dec 1970 E—32 87

2.7 Propagation Models

Author Document Date Page No. Item No.

Churchill, B.. 3. Sep 1977 E—13 16

Shepherd , B.. A. at a].. Jul 1976 E—27 65

Spaulding, A. ID. Jul 1972 E-29 78

2.8 Antennas or Coupling

Author Document Date Page No. Item No.

Bronaugh, E. L. and
Karns, D. B.. . 1976 E—l2 13

Lauber, W. R. and
Bertrand , J. M. 1977 E—l9 43

2.9 Protection Methods

Author Document Date Page No. Item No.

Crippen, L. J. ec a].. Nov 1970 E—l4 21

Shepherd , B.. A. at a].. Feb 1976 E—26 63

Shepherd , B.. A. at a].. Aug 1977 E—27 66

Spaulding, A. D. Apr 1976 3—31 82
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2.10 Instrumentation

Author Document Date Page No. Item No.

American Electronic
Laboratories, TR 1020—2 —— E—lO 5

Cook, J. U. Jun 1977 E—13 18

Fairchild, Electro—Metric
Corp . EMC—25 3—16 28

Kerns , D. B.. at a].. Oct 1975 E—l9 42

~4atheson, R. J. Nov 1970 E—20 45

Oliver, W. Sep 1964 E—22 50

Richard Brancker Research Ltd ,
Vrms and Vd Converter Model 895 3—23 54

Singer Instrumentation,
Model NM—25T 3—28 68

Singer Instrumentation,
Model NM—37 /5 7 3—28 69

Singer Instrumentation,
Modal NM— 17/27 E—28 70

Southwick, B.. A. Jun 1974 3—28 73

Southwick, B.. A. May 1975 3—29 74

Southwick, B.. A. May 1976 3—29 75

Stoddart Electro—Systems NM—30A E—31 83

Stoddart Electro—Systems, NM—52A E—32 84

Wood, P. ‘ Jul 1973 E—33 91

2.11 Standards and Specifications

Author Document Data Page No. Item No.

Institute for Electrical and
Electronic Engineers (IEEE) Oct 1966 E—18 37
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International Special Committee
on Radio Interference (C.I.S.P.R.)
Publication 9 1966 3—19 40

International Special Committee
on Radio Interference (C.I.S.P.R.)
Publication 1 1961 E18 38

International Special Comittee
on Radio Interference (C.t.S.P.R.)
Publication la 1966 3—19 39

Lucia, F. et a].. Apr 1976 E—20 44

Maruvada , P. S. and
Trinh, N. G. Sep/Oct 1975 3—21 46

Pear].son, C. 3. Apr 1967 E—23 53

Shepherd, B.. A. at a].. 0c~ 1974 E—25 61

Shepherd, B.. A. et a].. Jul 1976 E—27 65

Shepherd , B.. A. at al. Aug 1977 E—27 66

Society of Automotive
Engineers (SAE) Feb 1974 E—28 7].

2.12 Bibliographies and Miscellaneous

Author Document Date Page No. Item No.

Adams , J. W. at a].. Aug 1977 E—9 1

Disney, R. T. at a].. Nov 1971 E—15 26

Gillilland , K. E. Apr 1975 E—l7 31

Schwar tz , M. at al. 1966 E—24 57

Spaulding, A. D. et a].. May 1975 E—30 80

Systems Technology Associates Mar 1975 E— 32 85

Weibui.l, W. Sep 1951 3—32 88

Whalen , A. D. 1971 E—33 89
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3. ANNOTATED BIBLIOGRAPHIC REFERENCE GUIDE

3.. Adams, J. ~J., M. Kanda, S. Shafer, and Y. Wu, August 2—4, 1977,
Near—Field Electric Field Strength Levels of ~~ EnvironmentsApplicable to Automotive Systems, IEEE International Symposium
on Electromagnetic Compatibility , Seattle, Washington.

This paper presents the results of electric field strength measure-
ments for the near—field inside and outside a passenger vehicle and a
tractor—trailer vehicle. These measurements were made with all conmion
combinations of mobile transmitters and antennas. The RF transmitting
sources used the maximum legal output power (110 watts) at 40 , 162 , and
416 frfflz , and nominal 100—watt power levels in the HF band (3—30 MHz).
Data are presented for fields of vehicles on normally conducting sur-
faces, such as concrete and asphalt as well as on metal ground screens.
The results ‘~f the electric field strength measurements in the near—
field regions of fixed, high—power transmitters are also reported in
this paper. These sites include AM, FM, TV broadcast stations, and high—
power military and FAA fixed transmitters.

2. Akima, U., at. al., August 1969, Required Signal—to—Noise Ratios for
HF Comnunication Systems, August 1969, ESSA Technical Report
EEL 1 31—ITS 92.

This report identifies the estimated required signal—to—noise ratios
(S/N) for the following HF co=unication systems: amplitude modulation
(AM) voice Communication systems, noncoharant frequency shift keying (NCFSK)
radio teletypewriter systems, composite voice and teletypewriter systems,
aural—reception radio telegraphy, and phototelagraphy. The S/N for these
systems were derived for nonfading conditions, fading conditions without
diversity, and fad ing conditions with diversity.

3. Akima, iliroshi, March 1972, A Method of Numerical Representation for
the Amplitude Probability Distribution of Atmospheric Radio
Noise, Telacomzunication Research and Engineering Report 27,
U. S. Department of Co erce, Office of Telecommunication.

This report presents a method for numerically representing the APD
function of atmospheric radio noise for a specified Vd value. It presents
two computer subprograms that implement this method.

4. Akima, U. and A.. D. Spaulding, August 1977, Development of a Computer
Simulation Model for Analyzing Performance of Cos unication Sys-
tems, 1977 IEEE International Symposium on Electromagnetic Com-
patibility, 77CH 1231—0 ~ 4C, pp. 47—52.

A digital-computer simulation model for analyzing performances of
some conmiunication systems has been developed for the purpose of studying
the effects of interfering signals, nois. and/or distortions on various
communication systems . Development of the model is largely based on the
analogy with the laboratory tests of communication system performances.
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The model consists of computer subprograms, each of which either simulates
a basic component of communication systems or calculates characteristics
of a component. An introductory explanation of computer simulation,
guidelines for developing a simulation model, and an outline of the model
are presented.

5. American Electronic Laboratories, Amplitude Distribution Measurement
Instrument , Technical Report 1020—2 , P. 0. Box 552, Lansdale,
Pa. 3.9446.

This report describes an amplitude distribution (AD) measurement in-
strument. Also included in the report are examples showing the AD instru-
ment’ s implementation.

6. Arthurs, E., and U. Dym , December 1962, On the Optimum Detection of
Digital Signals in the Presence of White Gaussian Noise — A
Geometric Interpretation and a Study of Three Basic Transmis-
sion Systems, IRE Transactions on Co=unications Systems , Vol
CS—10, No. 4, pp 336—372.

This paper considers the problem of optimally detecting digital wave-
forms in the presence of additive white Gaussian noise. A technique for
representing the transmitted signals and the additive noise leading to a
geometric interpretation of the detection problem is presented on a tutor-
ial level. Subsequently, this technique is used to derive the optimum
dete~tor for e.ath of the three basic data transmission systems: M—leve].
phase—shift keying (PSK) , M—level amplitude—shift keying (ASK) , and M—
level f requency—shift keying (FSK) . Corresponding probability of error
curves are derived , compared , and discussed with reasonable detail .

7. Baran, Daniel 3., October 1976, Prediction of Relative Available Noise
Power for Vehicular Ignition Noise, Electromagnetic Compatibi].—
ity Analysis Canter, ESD—TR—76—007, Final Report.

This report describes a high frequency radio noise model which was
developed for predicting average received electromagnetic noise (EMN)
levels from a number of vehicles traveling on a roadway. This model is
an extension of a model previously developed by A. D. Spaulding of the
Department of Commerce. Measurements of the ~4N level variations with
respect to the vehicular make, distance, frequency , orientation of the
vehicle, number of cylinders, and engine RPM were made on a number of
individual vehicles, and these measurements were supplemented with mea-
sured ignition noise data from similar published studies. This in.forma—
tion was used for assessing and determining relationships for the model
developments.

8. Beerling, C. W., Ignition Noise Effects on Land Mobile Communications
Receivers, January 1971, Paper 710029, presented at SAE Automo-
tive Engineering Congress, Detroit, Michigan.
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bile ignition noise effects on land mobile communications re-
ceivers are a function of engine rpm, the antenna position relative to
the vehicle, and the type of spark plugs and wires used in the ignition
system. The purpose of this paper is to sum~arize measurements made on
the degradation to receiver sensitivity by ignition noise and to discuss
the use of electronic noise suppression. The data presented are re-
stricted to the effects upon a Motorola receiver used in the test. The
receiver was tuned to 36 MHz. The data is restricted to a receiver op-
erating at this frequency because the degradation effects are the most
severe at that frequency compared to effects on receivers tuned to 150
MHz or 450 MHz. The receiver sensitivity test referred to in this paper
is the 20 dE quieting m~thod. This test is a measure of the signal
strength required at the receiver antenna input to reduce the noise at
the receiver audio output by 20 dE.

9. Ech o, Phil.lip A., September 1965, Error Probabilities Due to Atmo-
spheric Noise and Flat Fading in HF Ionospheric Co,imntnf cation
Systems, IEEE Transactions on Communication Technology, Vol
COM—13, No. 3, pp 266—279.

This paper presents analytical expressions for the binary errot rate
for FSK and P5K comm~nications Systems in atmospheric noise and fading
environments. It is demonstrated that the error rate depends on the atmo-
spheric noise in the various diversity receivers only through a single
composite noise variable equal to the sum of the detected noise powers of
the outputs of identical diversity rec.eiver filters. At large S/N and Lth
order diversity the error rate is shown to be proportional to the recip-
rocal of the S/N raised to the Lth power. This paper also presents simple
expressions showing the system degradation resulting from the presence of
atmospheric rather than Gaussian noise.

10. Bolton, B. C., August 1972, Simulating LP Atmospheric Radio Noise
and Comparative Characteristics of Man—Made Atmospheric Radio
Noise at 60, 76, and 200 kflz, Office of Telecommunication
Technical Memorandum 97, U. S. Department of Commerce, Office
of Telecommunication.

This report provides a comparative analysis of atmospheric radio
noise and man—made radio noise. Additionally, the report describes the
detailed circuitry incorporated in the construction of an atmospheric
radio noise digital simulator in the 60, 76, and 200 k~iz range.

Li. Bolton, Ear]. C., August 1974, Simulating Atmospheric Radio Noise at
60 kBz, 200 kHz, and 5 MHz, Office of Telecommunication Tech-
nical Memorandum 74—3.77, U. S. Department of Commerce, Office
of Telecommunication.

This report describes in detail the methodology and associated hard-
ware to simulate atmospheric radio noise at 60 kHz , 200 kBz , and 5 MHz .
Magnetic tape recordings were made. of atmospheric radio noise f rom low
frequency through high frequency. The recordings were computer analyzed
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and were used as a model for the design of the atmospheric noise simula-
tor. Schematics showing the functional digital networks of the simulator
are included.

1.2. Brayer, Kenneth, October 1971, Error Correction Code Performance on
HF, Troposcatter, and Satellite Channels, IEEE Transactions on
Communication Technology, Vol CS—lO, No. 4, pp 781—789.

This paper presents four forward error correction techniques and
their performance compared on several real channels. Techniques of both
adaptive and nonadaptive black and convolutional coding are A~ri~1nined.
The Goiay code is considered in a random error correcting mode and in an
adaptive burst random mode. The codes are evaluated and compared on three
channels: a transcontinental HF 4800 bit per second (b/s) channel be-
tween San Diego, California, and Bedford , Massachusetts; a mixed wirehine
microwave croposcatter 2400 b/s channel dominated by a 583—mile troposcat—
ter hop ; and a 2400 b/s satellite co unications circuit from Ascension
Island to Andover, Maine, with wireline transmission from Andover, Maine ,
to Greenbelt, Maryland .

13. Eronaugh, Edward L., and Donald R. Kerns, July 13, 14, 15, 1976,
Characterization of Single Vehicle Ignition Noise at 4 0Hz and
Related Susceptibility Analysis of a Satellite Receiving Sys-
tem, IEEE International Symposium on Electromagnetic Compati-
bility Symposium Record, Shoreham Americana Hotel, Washington,
D. C.

This paper describes the methodology and results of measurements
performed to characterize the radiated emissions from a modern automobile
V—8 ignition system. The overall radiated pulse shape and frequency dis—
tri’oution are described. Sample calculations are performed to determine
the effect of these emissions on a 500—MHz co unications channel in the
frequency band 3.7—4.2 0Hz. The overall pulse shape can be best described
by a decaying exponential. For frequencies greater than 1 kHz , the pulse
produced a continuous mono tonically decreasing frequency distribution
which has a slope of 6 d.B per octave. The resultant spectral amplitude
distribution in the 500—MHz band between 3.7—4.2 0Hz is nearly flat. The
time domain representation of the signal pnesent in the 500—MHz bandwidth
between 3.7—4.2 0Hz is a critically damped exponential pulse with a rise
time of 0.37 nanosecond and a fail time on the order of 2.1 nanoseconds.
Measurements to determine the coupling effects of ignition emissions to a
satellite earth station 42—foot ful.i. performance antenna are described.
The results of these measurements show that the antenna, in its near field ,
has a very small effective area.

14. Churchill, Robert Bruce, October 1975, Modeling the Relative Amplitude
Probability Distribution of Power Line Noise, Electromagnetic Compati-
bility Analysis Center, ESD—TR—75—019.
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This report describes the APD analytical, method for predicting the
effects of interference from power lines on the combination R—105]. receiv-
er and AN /VRA— ].7 modem. Empirical verification of this model for the case
of a high frequency (HF) digita]. receiver system operating in presence of
powerline noise is provided.

15. Churchill, R. Bruce1 July 1976, Prediction of Relative Available
Noise Power for Power—Line Radio Noise, Electromagnetic Com—
patibility Analysis Center, ESD—TR—76—006, Final Report.

This report describes models that can be used to predict the avail—
able noise power (Pa)5td , relative to receiver thermal noise, that would
be received by a standard lossless measurement antenna in the presence of
an isolated power—line noise source. Separate models are presented for
extremely high voltage, high voltage, and low voltage power lines. Mode].
predictions are compared with measured data.

16. Churchill, R. B., September 1977, Naval Shore Electronics Criteria:
Man Made Noise, Second Edition, Final Report, ESD—TR—77—004 ,
Contract F—19628—76—C—0017, Electromagnetic Compatibility Anal-
ysis Center, North Severn, Annapolis, Maryland 21402.

This is a handbook documenting step—by—step procedures to predict
the degradation affect on a representative HF digital receiver system
composed of the R—1051/URR receiver and AN/URA—17 modem operating in
environments of power line and auto ignition noise. This report is a
revised edition of an earlier handbook; it includes new information on
receiver system environments of composite, atmospheric, and galactic
noise. A discussion of the handbook capabilities and applications is
also presented.

17. Cohen, Dr. David J., October 1972, A Statistical Ignition Noise Model,
Electromagnetic Compatibility Analysis Center, ECAC-PR—72—041,
Project Report.

This report presents a mode]. f or the APD of ignition noise as a func-
tion of a specific road geometry. Two types of ignition noise models are
identified: (1) equal source model and (2) the variable amplitude model.
The APD for both models is for a long time period w~àn samples are made ona number of vehicles.

18. Cook, J. H., June 1977 , Quasi—Peak to ENS Voltage Conversion, 2nd
EMC Symposium on Electromagnetic Compatibility, Montreux ,
77CH1224—5EMC , pp. 407—412.

A technique is presented by which the conversion between quasi—peak
and rma voltage levels may be made for any noise process for which the
relative amplitude probability distribution is known. The technique is
not exact, since it requires that the time wavef orm of the quasi—peak
voltage be constant. The resulting error seems to be small for many
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cases, however. Several examples of the technique are given and com-
pared with measurements. An analysis is also presented of the effect
of the constant quasi—peak voltage requirement on the error.

19. çrichlow, W. Q., A. D. Spaulding, C. J. R.oubique, and R. T. Disney,
1960b , Amplitude Probability Distributions for Atmosphe~ic Ra-dio Noise , National Bureau of Standards Monograph 23.

This paper identifies the A.PD for atmospheric radio noise. The API)
curves were developed from recorded noise envelope data taken at differ-
ent points around the world.

20. Crichlow, W. Q., C. J. Roubique, A. D. Spaulding, and W. N. Beery,
l960a , Determination of the Amplitude Probability Distribution
of Atmospheric Radio Noise from Statistical Moments , J. Research
NBS 64D (Radio Propagation) No. 1, 49.

This paper identifies and describes an empirically derived graphical
method of obtaining the amplitude probability distribution of atmospheric
noise from the measured statistical moments of this noise—average power ,
average voltage ., and average logarithm of voltage . Possible errors in
and the magnitudes of these moments are discussed.

21. Crippen, L. .1., D. I). Stewart, and J. W. Engles, November 1970 , Pro-
gram for Controlling the Effects of Radio Noise and Improving
Telecommunication System Effectiveness, Proposal for the De-
partment of the Navy.

This program proposal discusses the specific circumstances requiring
radio noise measurements and the factors that determine the usefulness of
the noise measurements in solving telecomminication problems. A descrip-
tion of the interference environment is presented as background material.
Deficiencies in existing criteria are explained. This proposal presents
suggested approaches for improving radio systems’ operational effective-
ness, protecting the Navy’s investment in real estate and equipment, and
reducing operating costs. Applications of this proposal are discussed.

22. Cron, Edwin L., November 1974, Confidence Limits for Digital Error
Rates, Office of Telecommunication Report 74—51, U. S. Depart-
ment of Co erce, Office of Telecommunication.

In this report, conf idence limits for error rates (probabilities of
an error) of digital co unication systems are derived and implemented
under the assumptions that the error rate is constant and the trials are
independent. Four types of samples are considered : prescribed sample
size (binomial sampling), prescribed number of errors ( inverse binomial
sampling) , both sample size and number of errors bounded (truncated bi—
nomial sampling), and truncated binomial sampling with sample size also
bounded below. Both exact confidence limits and good approximations for
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them in the communications situation of very small error rates are pre-
sented. Point as well as interval estimates are presented. The planning
of the experiment is discussed.

23. Deitz , J., F. Lucia , and N . Liebman, August 1974, Degradation of
Mobile Radio Reception at UHF and VHF , Due to the Effects of
Automobile Ignition Systems and Multipath Propagation , FCC ,
PB—234 216.

This report presents data showing the degrading effects of man—made
noise and multipath path in VHF and UHF communication systems. Specif—
ically , this report is concerned with the degradation effects in a mobile
vehicle for co unications equi~ment operating at 37.5 MHz, 153.185 ~1Bz,and 459.4 MHz.

24. Deitz, J. ,  F. Lucia, and N. Liebman, Jun~e 1975, Degradat~on of Base
Station Radio Reception at UHF and VHF Due to the Efi - -ts of

V Automobile Ignition Systems and Mulcipath Propagation ~eportNo. RS75—05, Federal Communications Commission, Washington D. C.

This report presents the results of measurements of degr~Iationcaused to base station land mobile radio systems by ignition noise and
by multipath. Several frequencies were used from 37 MHz to 950 MHz .
The authors discuss supernoisy vehicles and attemp t to identify the
supernoisy vehicles by type.

25. Disney, R. T., and A. I). Spaulding, February 1970, Amplitude and
Time Statistics of Atmospheric and Man—Made Radio Noise, ESSA
Technical Report ERL 150—ITS 98.

This report presents man—made noise data given in th. form of cables
and plots of API), pulse duration distributions, pulse spacing distribu-
tions, and average crossing rates. The amplitude variations within 200—
millisecond noise samples are shown and discussed. Measured noise levels
in rural, areas are compared with the curves prepared for .JTAC (1968) and
CCIR (1964) . Inf ormation is presented on the mathematical modeling of
the noise process.

26. Disney, R. T., R. J. Matheson, and A. D. Spaulding, November 1971,
Radio Noise Measuring and Analysis Facility, U. S. Department
of Commerce , Office of Telecommunication , Institute for Tale—
coimminication Sciences.

This report provides a general overview of the radio noise measur-
ing and analysis facility located at the Institute for Telecommunication
Sciences, Boulder, Colorado. This report id.nti.fies the facility’s capa—
bilities in the areas of measurement, analysis, and data base compilation.

27. Electromagnetic Compatibility Analysis Canter , June 1977 , An Improved
Approach to Man—Made Noise Measurement Techniques , Technical
Note , ECAC—TN—77—0 13.
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This technical note presents a brief description of measurements con-
ducted on various noise sources for different receiver bandwidths. Data
are presented in graphical and tabular form and the results showed the
level differences of peak, rms , and average receiver noise voltage as a
function of receiver bandwidth. The term “knee bandwidth” is defined for
reference.

28. Fairchild, Electro—Metric Corporation, Interference Analyzer Model
EMC—25, Mark II Version, 14 kHz—l GHz.

This technical bulletin presents a description of the Model ~~C—25Interference Analyzer which is used in the 14 kHz to 1 GHz frequency
range. Some of the electrical characteristics identified in the bulle-
tin are dynamic range and bandwidth ratio.

29-. Gillilland, Kitt E., and Thomas A. Brewer, January 1974, Experimental
Verification of Ignition Noise API) Model and Digital Receiver
Bit Error Probability Model, Electromagnetic Compatibility Anal-
ysis Center , ESD—TR—73—006, Final Report.

This report describes the experiment which was used to verify the
computer model that predicts the relative API) of ignition noise for cases
of vehicles moving along a straight road and for stationary vehicles. A
digital receiver system performance model, designed to predict bit error
probability for the binary FSK receiver system with frequency detection
and post detection integration, is also verified. An R— 1051/URR receiver
with an AN/URA—l7 model is subjected to automobile ignition noise to ob-
tain the measurements for these verifications.

30. Gillilland, K.itt E., December 1972, Models of Nondiversity Digital
Receiver Performance in General Noise, Electromagnetic Compati-
bility Analysis Center, ESD—TR—72—295, Technical Report.

This report documents theoretical nondiversity degradation models
which predict bit error probability for five types of digital. receivers.
The five types of digital receivers included are coherent phase—shift
keying, coherent on—off keying, coherent frequency—shift keying, nonco—
herent frequency—shift keying , and binary frequency—shift keying with
frequency—detection and post—detection integration. These models were
formulated as part of an Electromagnetic Compatibility Analysis Center
(ECAC ) project on man—made noise. The required inputs to each model are
(1) a statistical description of the noise output from the receiver pre—
detection filter, (2) the available noise power, measured with respect
to 4vailable thermal noise power in the bandwidth of the receiver prede—
tection filter, (3) the available signal power, and (4) receiver param-
eters available from manufacturers’ specifications. The first input
could , if necessary , be obtained from measurement but usually would be
obtained from a statistical noise model of the noise source of concern.
Depending .~pon the application, the second input would be obtained either
from an available noise power model which operates from a data base ii—
brary file of noise source electrical characteristics or from measurement.
The third input could be obtained from standard propagation computations.
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31. Gillilland, Kitt E., April 1975, The Navelex Man—Made Radio Noise
Program, Electromagnetic Compatibility Analysis Center, ESD—TR—
75—007 Final Report.

This report provides a brief description of the overall man—made
radio noise program at the Naval Electronics Systems Command. The dis-
cussion includes the types of models which are used in the description
of noise, the receiver, and associated antenna. A flow diagram showing
the relationships of these models for predicting the performance of com-
munications systems is provided.

32. Halton, J. H., and A. I). Spaulding , October 1966, Error Rates in
Differentially Coherent Phase System in Non—Gaussian Noise,
IEEE Transactions on Communication Technology, Vol COM—14,

V 
No. 5, pp 594—601.

This paper presents a theoretical analysis of the DCPSK system acting
under a wide range of noise and signal conditions. In addition to the ele-
mental error rate, the paper includes error rates for sequences of errors.
Examples of BER curves are given for Gaussian noise and the characteristic
sample of atmospheric noise. Results for constant and slow flat Rayleigh
fading signal for the two— and four—phase systems are given, and compari-
sons of experimental results with the theoretical error rates are made.

33. Hartley, Harry F . ,  30 October 1967, Analysis of the Performance of
CPSK and CSK in. Atmospheric ~oise, DECO Communications Depart—
ment, Defense and Space Center, Westinghouse Electric Corpora—
tion. 

.

This report presents an analysis of the performance of CPS1~ and CSK
in the presence of impulsive atmospheric noise.

34. Hartman, c1~ J . ,  June 1977, Objective Performance Measures for Voice
Systems, 2nd EMC Symposium on Electromagnetic Compatibility ,
Montreu.x, 77CHl224—5~~C, pp. 521—524.

This paper presents a discussion of two studies on the use of linear
predictive coding (LPC) techniques for deriving an objective measure of
intelligibility over voice co~nunications channels. The first study is a
feasibility study, and the second study an extension of this . The tech-
niques used in the two are similar, but the detailed differences are sig-
nificant. The results of the feasibility study support the suitability
of LPC techniques for the objective measurement of intelligibility.

Because of the time and expense involved in making subjective mea-
surements over voice channels , an objective measurement technique is
desired. Such a technique should relate to the subjective scoring. This
study has examined the feasibility of using an analysis of the same data
used for subjective scoring. The results given here, although hampered
by a small data base with some inherent inaccuracies, indicate that the
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objective measure developed here can be used as a predictor of subjective
scores. New studies also support this conclusion.

Methods for eliminating the major problems encountered with the data
have been tested and found adequate.

35. Hawthorne Jr., G. B., W. B. Jones Jr., and W. W. Wright, 1 June 1959,
Performance of Communication Systems in the Presence of Inter-
ference, Engineering Experiment Station of the Georgia Institute
of Technology, Final Report—Vol 1, Project No. A—345 , Contract
No. AF3O(602)—1789, Rome Air Development Center AD No. 227176.

This report contains data resulting from laboratory experiments per-
formed at Georgia Tech, and a brief statistical su=ary of similar data
obtained by other agencies. Data pertaining to both voice and digital
systems are included. More attention is given to voice systems, since
the art of predicting the amount of (interference produced) degradation
in performance for these systems is less well developed than for digital
systems. In addition, the report contains some general cOmments on the
interference problem and reconmsndations for future work. -

36. ESU , H. P., R. M. Storwick, D. C. Schlick, and G. L. Maxam, May 1974,
Measured Amplitude Distribution of Automotive Ignition Noise,
IEEE Transactions on Electromagnetic Compatibility, Vol EMC—l6 ,
No. 2, pp 57—63.

This paper describes a series of tests conducted to statistically
characterize the amplitude distribution of automotive ignition noise and
determine whether such test results can be reproduced. Some tests show
the amplitude distribution to be Weibull and others indicated a log normal
distribution. However, under controlled conditions the results obtained
from an individual vehicle were quite repeatable.

31. IEEE Trans. Veh. Commun., October 1966, Measurement of Radio Noise,
Generated by Motor Vehicles, and Affecting Mobile Co unications
Receivers in the Frequency Range 25 to 1000 Mc/s, IEEE Standard
263, Vol. VC—l5, pp. 67—72.

The purpose of the standard is to provide a uniform method of mea-
surement of radio noise generated by a motor vehicle, which may affect
th. performance of mobile communications receivers in the vehicle. The
standard describes specifications for a particular antenna type and for a
peak detector.

38. International Special Co ittee on Radio Interference (C.I.S.P.R.),
1961, Publication 1, Specification for C.I.S.P.R. Radio Inter-
ference Measuring Apparatus for the Frequency Range 0.15 Me/s
to 30 Mc/s.

This specification presents the requirements for designing a quasi—
peak type of voltmeter which can be used to measure radio interference
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for the frequency range 0.15 Me/s to 30 Me/s. Some of the fundamental
electrical characteristics identified in this specification are bandwidth,
electrical, charge and discharge time constraints and overload factor.

39. International Special Committee on Radio Interference (C.t.S.P.R.),
1966, Publication la, First Supplement to C.I.S.P.R. Publication
1 (1961), Specification for C.I.S.P.R. Radio Interference Mea-
suring Apparatus for the Frequency Range 0.15 MHz to 30 MHz.

This supplement presents the special requirements that have to be
met in the measurement of terminal noise voltages and field generated by
industrial, scientific, and medical equipment and high voltage transmis—
sion lines and associated plant equipments. Some of the electrical char-
acteristics identified in this supplement are Zrequency range, background
noise level and measuring impedance.

40. International Special Cot~~ittee on Radio Interference (C.I.S.P.R.),
1966, Publication 9, C.I.S.P.R. Limits of Radio Interference
and Report of National Limits.

This publication presents the C.I.S.P.R. limits of radio interfer-
ence and the national limits of radio interference for various countries.
Limits are stated in microvolts (jiV) as a function of frequency in mega-
hertz (MHz).

41. International Telecommunication Union, World Distribution and Char-
acteristics of Atmospheric Radio Noise, C.C.I.R. Report 322,

V Geneva, Switzerland. V

This report identifies and presents values of atmospheric noise power
and of other noise parameters which are used to evaluate the probable per-
formance of a radio link. Noise data are given in terms of 3—month inter-
vals for selected stations in the northern and southern hemispheres. This
report includes examples which facilitate its use and understanding .

42. Kern s , Donald R., Edwin L. Bronaugh, and Roger A. Southwick, October
1975, An Amplitude Probability Distribution Detector System ,
IEEE 1975 Electromagnetic Compatibility Symposium Record, pp
6BIcl—631c4.

This paper describes an amplitude probability distribution detector
that is used in conjunction with an electromagnetic interference (EMI)
receiver. The detector is easy to use, sma.U in size, reasonable in cost ,
and compatible with most standard EMI measurement equipment that employs
a logarithmic intermediate frequency (IF) system.

43. Lauber, W. B. an~’k J. N . Bertrand , June 1977, Preliminary Urban V~~/U& Radio Noise Intensity Measurements in Ottawa, Canada, 2nd
EMC Symposium on Electromagnetic Compatibility, Montreaux,
77CH1224—5EMC, pp. 357—362.
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Measurements of the VHF/UHF radio environment were carried out over
a 17 day period in November 1976 at four sites in downtown Ottawa. The
radio noise parameters, Fa (the available noise power spectral density) V

and V d (the voltage deviation) which both relate directly to the perf or—
tnance of communication systems, were measured. The measurements tested
the feasibility of using co=ercially available equipment to make such
measurements. The Fa values were computed for a discone antenna which is
different from the short vertical monopole usually used in measurements
of the radio environment. The results compare favorably with those pub-
lished in the literature. The dominant noise source for frequencies be-
tween 160 and 500 MHz is automobile ignition noise.

44. Lucia, F., N. Liebman, D. Desrosiers, April 1976, Motor Vehicle Igni-
tion Radiation with Respect to the SAE Radiation Standard J55],c,
Report FCC/OCE RS 7603, Federal Communications Commission,
Washington, D. C. 20554.

Previous reports (FCC/OCE RS 75—05 and R—7302) which were based on
subj ec :ive testing under cot”mon, real—life traffic conditions, have shown
that degradation to reception exists in the land mobile radio services due
to the radiation from ignition systems of motor ehicles. The purpose of
this report was to determine on an individiual basis the percentage of
vehicles in a large sample size that exceeded the SAE J551(c) standard,
and whieh vehicles caused degradation to land mobile reception.

Ten thousand vehicles were measured at each test frequency, 50 MHz
and 153 MHz, as each vehicle passed the measurement site located on a
single—lane ramp connecting two interstate highways. Data were obtained
to answer the following questions about each vehicle.

1. Was the vehicle’s radiation above the industry’s voluntary limit?

2. Was the signal quality degraded by the vehicle’s radiation?

3. How long was the degradation present?

4. What was the make and type of the vehicle?

The percentage of vehicles exceeding the SAE radiation limit was
3.6% at 50 MHz and 2.6% at 153 MHz. A.U of these vehicles caused degra-
dation of at least one quality grade to land mobile reception based on
our subjective grading scale. Additionally, 16.3% of the vehicles at
50 MHz and 8.0% of the vehicles at 153 MHz caused degradation of one
quality grade or more even though their radiation was below the SAl limit.

45. Matheson, Robert J., November 1970, Instrumentation Problems En-
countered Making Man—Made Electromagnetic Noise Measurements
for Predicting Co unication System Performance, IEEE Trans-
actions on Electromagnetic Compatibility, Vol EMC-12, No. 4,
pp 151—158.
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This paper describes the inadequacies of commercially available RFI
field intensity meters for the measurement of noise as applied to cot u—
nication system performance. The author recommends that the noise root—
mean—square (rms) voltage be measured simultaneously with average voltage
and average logarithm of the voltage. These parameters can be used to de-
rive the APD of noise which is the required statistic for predicting com-
munication system performance. An appendix describing hardware solutions
to the measurement problems is included.

46. Maruvada, P. S., and N. G. Trinh, Sept./Oct. 1975, A Basis for Set-
ting Limits to Radio Interference from High Voltage Transmission
Lines, IEEE Trans. on Power Apparatus and Systems, Vol. PAS—94,
No. 5.

Radio interference generated due to corona on transmission line con—
duccors and hardware causes a deterioration in the quality of radio recep-
tion in the vicinity of the line, especially in the AM broadcast frequency
band. It is therefore necessary, from the point of view of an acceptable
line design, to d.efine allowable limits to the RI. From a study of the
enaracteristics of RI from transmission lines and of the factors influenc-
ing the quality of AM radio reception, a number of parameters which would
best describe the influence of RI on radio reception are identified. On
the basis of this study, an approach is suggested in the paper for def in—
ing tolerable limits for RI from high voltage transmission lines.

The approach suggested in the paper for defining tolerable limits for
RI from high voltage transmission lines may be su=arized as:

a. On the basis of local media]. signal strength , three regions are
defined as high, medium, and low signal level regions;

b. The fair weather RI level of a transmission line should not ex-
ceed a value RI0 at a distance Dm from the outer phase of the line, in
such a way that class C radio reception is guaranteed at the edge of the
right of way of the line;

c. The RI level of the line should be below the value defined above
for at least a specified percentage time during a year.

47. Maxam , G. L . ,  H. P. Hsu, D. C. Schlick, and R. N. Storwiek, July 25,
1973, Measured Pulse Height Distributions of Individual Engine
Cylinder Ignition Noise, Research Laboratories (G. N. Corp.),
GMR—l424.

This report describes the measurement of ignition noise pulse height
distributions caused by individual cylinders of an automotive ignition
system . These distributions are measured by enabling the pulse height
analyzer to accept an input only at those times that a particular cylinder
is ready to fire. This report presents statistics, in graphical form, of
individual cylinder noise.
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48. Middlecon, D., April 1974, Statistical—Physical Models of Man—Made
Radio Noise, Part I: First—Order Probability Models of the
Instantaneous Amplitude, Office of Telecommunication Report
74—36, U. S. Department of Commerce, Office of Teleconmiunica—
tion.

This report presents the development of analytically tractable, ex-
perimentally verifiable, and statistical physical models for non—Gaussian
man—made and natural electromagnetic interference. The interference is
described with first—order probability models of the instantaneous ampli-
tude of the noise voltage.

49. Middleton, D., April 1976, Statistical—Physical Models of Man—Made
and Natural Radio Noise, Part II: First—Order Probability
Models of the Envelope and Phase, Office of Telecommunication
Report 76—86, U. S. Department of Commerce, Office of Telecom-
munication.

This r~port presents the development of analytical tractable, exper-
imentally verifiable, statistical physical models for non—Gaussian, man-
made, and natural electromagnetic interference. Three classes of noise
are discussed: Class A (narrowband) , Class B (broadband), and Class C
(Class A + Class B). First—order statistical models, including the APD
and associated probability densities of the noise envelope, were con-
structed for Class A and Class B. Excellent agreement between theory
and experiment is demonstrated for many types of electromagnetic noise,
man—made and natural, as shown by a broad spectrum of examples.

50. Oliver, W., September 1964, White Noise Loading of Nulti~hannel Coin—munication Systems, Marconi Instruments, 100 Stonehurst Ct.,
Northvale, N. 3.

This report is a general introduction to the principles of noise and
its measurement. Several methods of noise measurement techniques, includ-
ing noise power ratio (NPR) and crosstalk, are described. ALlied measure-
ment techniques, such as out—of—band testing, are also described.

51. Omura, 3. K., August 1969, Statistical Analysis of LF/VLP Communica-
tion Modems, Special Report 1, DASA—2324, SRI.

This report presents a statistical analysis of typical LF/VLP modems.
The report includes basic bit error rate (BER) and S/N relations for these
modems .

52. Oranc , B. S. ,  May 1975, Ignition Noise Measurements in the VHF/UHF
Bands, IEEE Transactions on Electromagnetic Compatibility, Vol
EMC—l7, No. 2, pp 54—64.

This paper presents data on noise amplitude distribution measure-
ments which were conducted on ignition systems in the VU’ and UHF bands.
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The information derived from the noise amplitude distribution is the peak
amplitude distribution of the impulses; in addition, the average repeti-
tion frequency of the impulses is provided.

53. Pearlson , Jr., C. 3., April 1967, Historical Analysis of Electromag-
netic Interference Limits, Air Force Report No. SSD—TR—67—127,
Contract No. Al 04— (695)—100].. V

This paper examines the development of interference and susceptibil-
ity limits in various military specifications indicating the technique
by which the limits were derived , the rationale for such derivation, and
the changes in various limits with time since their original formulation.
It discusses certain inconsistencies within and among the limits of the
various specifications.

54. Richard Brancker Research Lcd , Vrms and Vd Converter Model 895,
Richard Brancker Research Lcd , 27 Monk Street , Ottawa, Canada
K153Y7.

This brochure presents a description of the Model 895 V~~5 and Vd
converter measurement instrument. Some of the electrical characteristics
identified in the brochure are crest factor, Vrms range and Vd range.

55. Rosa, A. 3., October 1970, HF and VHF Automobile Ignition Measurements,
1970 IEEE Regional Electromagnetic Compatibility Symposium Record ,
7OC64—RZG~ fC.

Experiments conducted in San Antonio , Texas, using United States Air
Force (USAF) equipments, showed that approximately one vehicle in five, of
the over 3,000 measured, radiated with sufficient signal strength to cause
interference to sensitive receiving equipment located nearby. Most impor-
tant, the frequency response of automobile ignition in HF was found to peak
at about 20 MHz and alternate sharply below about 18 MHz whereas there was
a gradual reduction in field strength with increasing frequency above the
peak frequency.

Conclusions state that auto ignition radiation is a source of inter-
ference to receiving systems above about 10 to 15 MHz depending on system
sensitivity, proximity, and shielding to vehicular thoroughfares . Below
about 20 MHz, powerlines become the major interference problem and should
be treated in a similar fashion. It would be unwarranted to remote a f a—
cility to avoid automobile ignition interference beyond the point where
the minimum expected atmospheric noise equals the ignition noise. Hence,
in siting a facility all aspects of man—made and natural interference
should be considered prior to sits selection.

56. Schulz, R. B., and R. A. Southwick, May 1974, APD Measurements of
V—8 Ignition Emanations, IEEE Transactions on Electromagnetic
Compatibility, Vol ~1C—l6, No. 2, pp 63—70.
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This paper presents APD data for ignition emanations from V—8 engines
of used motor vehicles. Data for both single and multiple engines running
at 1500 rpm are recorded on Weibull distribution sheets. Measurements
were conducted with an omnidirectional antenna from approximately 20 MHz
to 1 GRz. APD distributions are given for various received bandwidths
between 1 and 300 kilz on each Weibull sheet.

57. Schwartz, Mischa, William R. Bennett, and Seymour Stein, 1966, Com-
munication Systems and Techniques, McGraw Hill Book Company.

This textbook presents a basic introduction to narrowband noise pro-
cesses and its effect on various analog and digital communications systems.
This textbook discusses methodologies to increase system performance by
use of different signal detection techniques.

58. Shaver, H. N., V. E. Hatfield, and G. H. Hagn, May 1972, Man—Made
Radio Noise Parameter Identification Task, Final Report,
Stanford Research Institute, Contract N00039—71—A—0223.

This report is the final report on the parameter identification task
of the NAVELEX man—made noise program. This report includes an analysis
and modeling of three modems. System performance calculations were made
for these modems with a Markov regime model of man—made noise. The noise
parameters necessary for evaluating the system performance were identified.
It was observed that quadratic forms of the complex noise envelope could
be used to simplify the evaluation and identify the important parameters.
The parameters Fa and Vd were required for each modem but were insufficient
for evaluating system performance. Needed also ware probabilistic measures
of the noise and depending upon the modem, frequency— or time—correlation
measures of the noise.

59. Shepherd, R. A., J. C. Caddie, V. E. Hatfield, and C. H. Bagn, Feb-
ruary 1973, Measurements of Automobile Ignition Noise of Er,
Final Report SRI Project 2051, Contract N00039—71—A—0223, De-
livery Order 0003, Stanford Research Institute, Menlo Park,
Calif. 94025.

SRI made measurements of automobile ignition noise in direct support
of the Electromagnetic Compatibility Analysis Center (ECAC) . Tests were
conducted at nominal frequencies of 24 and 30 MHz in mid—December 1972 at
a quiet field site and at two distances f torn busy Interstate 280 near Palo
Alto, California. At the quiet Location, a solitary, stationary, noisy
pickup was operated at engine speeds corresponding to idle and cruise,
while the ignition noise was used to degrade the performance of a binary
FSK modem (AN/URA—17C). Simultaneously, the amplitude probability distri-
bution (APD) of the noise envelope was measured for three bandwidths by
using specially developed instrumentation and software. This measurement
system consisted of phase—stable receivers with coherent quadrature detec—
tots whose outputs were digitized in real time and recorded on magnetic
tape for computer processing. Noise amplitude and phase information was
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made available for processing. The measured binary error rates and the
APD’ s were to be used later by ECAC to check an error—rate model. Mea-
surements of the noise power available at the antenna terminals (related
by a constant to the noise parameter Fa) and the noise parameter Vd, made
by using the SRI sampling system, were compared with those made with a
modified Stoddart NM—25T receiver. At the freeway location, the antenna
was placed at distances of 52 ft and 137 ft from the nearest traffic lane,
and ignition noise measurements (using the SRI noise measurement system)
were made to produce the APD of ignition noise near a highway for light
traffic (approximately 20 cars per minute) and for heavy traffic (approxi-
mately 45 cars per minute). Counts were also made of automobiles passing
the site and of ignition noise pulses. It was observed that only about
10% of the cars could be considered noisy in the sense that they caused
a significant increase in the ambient noise level.

60. Shepherd, Richard A., August 1974, Measurements of amplitude Proba-
bility Distributions and Power of Automobile Ignition Noise at
HF , IEEE Transactions on Vehicular Technology, Vol VT—23, No. 3,
pp 72—83.

This paper describes measurements which were conducted to determine
the APD of the envelope of automobile ignition noise between 24—30 MHz .
The measurements were conducted at a quiet site where several single sta-
tionary vehicles were operated at engine speeds corresponding tc idle and
cruise. Measurements were also made at two distances near a freeway, for
light traffic (approximately 20 vehicles per minute) and for heavy traf—
fic (approximately 45 vehicles per minute). The report presents computer
plotted APD’s on Rayleigh paper in dB relative to thermal noise for these
measurements.

61. Shepherd, R. A., J. C. Caddie, and D. L. Nielson, October 1974, Vari-
ability in Measurement Procedures for Ignition Noise, Final. Re—
port, Stanford Research Institute, Motor Vehicle Manufacturers
Association Agreement Number SR.I—7404—C2.lO (available from
NTIS , PB244533).

This report presents a study of the SAE Standard J55lc, Measurement
of Electromagnetic Radiation from a Motor Vehicle or Other Internal—Com-
bustion—Powered Device (Excluding Aircraft) (20—1000 MHz). This study
was performed to determine whether portions of this standard are open to
misinterpretation or may be imprecise enough that allowable differences
in measurement setups or procedures could lead to variability in the re-
sults. In addition to a section—by—section critique of the measurement
standard, this report details a number of experiments and analyses to de-
termine what variability might be obtained through various usages of the
antenna and configurations of the test site allowable under the standard.

62. Shepherd, Richard A., James C. Caddie, and Aid. Shohara, June 1975,
Measurement Parameters for Automobile Ignition Noise, Stanford
Research Institute, MVMA Agreement Number SRI 7502—C2.10, Final
Report (available from NTIS, FB247766).
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This report presents the results of literature survey and study to
determine whether three of the more common methods for measuring man—made
radio noise actually provide information useful for estimat ing the degra-
dation to the more important communication services. The advantages and
disadvantages of peak, quasi—peak and noise amplitude distribution (NAD )
measurements are discussed in detail. Ideal and practical. modeling meth-
ods are discussed for determining the effect of ignition noise upon corn—
munication systems, with emphasis on voice communications.

63. Shepherd, R. A. ,  J. C. Caddie, and 1). 1. Nielson, February 1976,
New Techniques for ~upprassion of Automobile Ignition Noise,
IEEE Transactions on Vehicular Technology, VT—25, No. 1 (The
paper was based on a report to the FCC, by the same authors,
Improved Suppression of Radiation from Automobiles Used by the
General Public, Contract FCC—0O72 , available from NTIS, Spring-
field, Va. 22161, Accession Number PB 239—471.)

This paper presents new techniques for the suppression of automobile
ignition noise. The intent of the work was to take an individual vehicle,
already suppressed by the techniques used in mass production at the time
in the United States, and to improve the suppression by at least 10 dB
over the frequency range 30—500 MHz.

64. Shepherd, Richard A. and James C. Gaddie, April 1976, Measurements
of the APD and the Degradation Caused by Power Line Noise at
lIP, Stanford Research Institute, Contract N00039—74—0077, Final

• Report.

The report presents the results of measurements of electromagnetic
noise from power lines which were made by Stanford Research Institute
(SRI) in direct support of the Electromagnetic Compatibility Analysis
Center (ECAC) in their work in the Naval. Electronic Syster3 Command
(N&VELEE) man—made radio noise program. Tests were conduc..ad at 3 MHz
in the late spring of 1975 in the vicinity of three power transmission
lines (two at 230—ky and one at l15—kV) expected to be sources of corona
noise and three low—voltage power distribution lines expected to be sources
of gap noise. The power—line noise was used to degrade the performance of
a b inary FSK modern (AN /URA—l7). Simultaneously, the amplitude probability
distribution (APD) of the noise envelope was measured in three bandwidths,
and in the unused channel of the URA—17 , using specially developed instru-
mentation and software. This instrumentation samples and digitizes the
noise envelope from each receiver at a rate of 200 sampLes per second and

• records these samples on magnetic tape. A computer processes the noise
samples to calculate the rms noise voltage (Vrmg), (which is convertible
to the effective antenna noise factor Fa), the parameter ~d, 

and the API).
The ~~~ and Vd measurements were compared with those from a Singer NM—26T
receiver. Photographs of both gap and corona noise envelope voltage were
made in several bandwidths. Corona noise measurements were made in weather
conditions ranging from no rain to heavy rain.
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65. Shepherd, Richard A., James W. Engles, and George Ii. Hagn , July 1976,
Automobile Ignition Noise and the Supernoisy Vehicle, IEEE In-
ternational Symposium on Electromagnetic Compatibility, 76—CE—
1104—9 EMC, pp 403—412.

This paper presents measured data on vehicular noise at different
frequencies and on different vehicles. Data were taken with a modified
Singer NM—25T noise meter. This paper provides a graphical. comparison
of measured data on vehicular noise and attempts to define the term
“supernoisy” vehicle.

66. Shepherd , R. A. , J. C. Gaddie, and P. J. Bell , August 1977, Electro-
magnetic Radiation Statistics at 50 MHz and 153 MHz of the
United States Vehicle Population, Final Report for Motor Vehi-
cle Manufacturers Association, MVMA Agreement Number SRI—7706—
C2.lO, SRI International, Menlo Park, California 94025.

In mid—1977 the electromagnetic noise from the ignition systems of
more than 11,000 individual vehicles in service in four states in the
United States was measured at 50 MHz and at 153 MHz simultaneously. The
measurement technique (the choice of antenna distances and heights, and
so on) was meant to yield, as closely as possible, the results that would
have been obtained for stationary—vehicle measurements according to the
measurement standard SAE J551c. Nationwide, about 7.1% and 7.9% of the
vehicles -in service exceed the recommended limit of SA~E J551c at 50 MHzand 153 MHz , respectively. The median noise level is about 15 4E below
the SAE—reco ended limit.

Approximately 100 vehicles with noise exceeding that limit at 50 MHz
were examined. Of the domestic vehicles in this group, 70% had had notice-
able changes to their ignition systems, and half of those had had suppres-
sive components removed.

Twelve noisy vehicles were chosen to have their ignition noise sup-
pression components restored to their original condition. When owner—
removed suppressive components had been restored, the ignition noise of
these 12 vehicles dropped by 10 to 20 dB throughout SAE J551c’s frequency
range (20—1000 MHz).

67. Shohara, A., June 1977, Modeling Quasi—Impulsive Noise as Modulated
Gaussian Processes, 2nd EMC Symposium on Electromagnetic Com-
patibility, Montreu.x, 77CH1224—5EMC , pp. 363—367.

A new model of quasi— inzpulsi’ve noise having the form of a modulated
Gaussian random process is presented. The impulsive modulation of the
model is a modified lognormai. random process. This model is appropriate
for impulsive noise having an envelope probability distribution whose tail.
is approximately lognormally distributed. A comparison of the model with
measured VLP atmospheric noise data is presented.

3—27

-~~~



68. Singer Instrumentation, Data Bulletin RFI—lOO , Radio Interference and
Field Intensity Analyzer, Model NM—25 T , 150 kHz—32 MHz .

This technical. bulletin presents a description of the Model NM—25T
Radio Interference and Field Intensity Analyzer which is used in the 150
kHz to 32 MHz frequency range. Some of the electrical. characteristics
identified in this bulletin are voltage measurement range (dynamic range),
undesired response rejection, RI input VSWR and RI input impedance.

69. Singer Instrumentation , Data Bulletin R.FI—103B, ~~I/Field IntensityMeter, Model NM—37/57 , 30 MHz—i GHz.

This technical. bulletin presents descriptions of the Model NM—37/57
EMI/Tield Intensity Meters which are used for the 30 MHz—i GHz frequency
range. Some of the electrical characteristics identified in this bulletin
are voltage measurement range (dynamic range), undesired response rejec-
tion , RI input VSWR, and RI input impedance.

70. Singer Instrumentation, Data Bulletin R.FI—104B, EMI/Field Intensity
Meter, Model NM—l7/27, 10 kHz—32 MHz.

This technical bulletin presents descriptions of the model NM—l7/27
EMI/Pield Intensity Meters which are used for the 10 kHz to 32 MHz fre-
quency range. Some of the electrical characteristics identified in the
bulletin are voltage measurement range (dynamic range), undesired response
rejection, RI input VSWR and RI input impedance.

71. Society of Automotive Engineers, Inc., February 1974, Measurement of
Electromagnetic Radiation From a Motor Vehicle or Other Inter-
nal—Combustion—Powered Device (Exclud ing Aircraft) , (20—1000
MHz), SAR J551c, 2 Pennsylvania Plaza, New York, N. Y. 10001.

This standard identifies uniform test procedures and recommended lim-
its to assist engineers in the measurement of electromagnetic radiation
from a motor vehicle or internal—combustion—powered device (excluding air-
craft) to insure spurious radiation does not seriously interfere with
radio frequency (RI) co=unications and other electronic devices outside
the vehicle .

72. Southwick, Roger A. and Richard B. Schultz, A Method to Evaluate the
Degradation Effects of Impulsive Interference , Paper , Presented
at the 1974 International Conference on Comnunications.

This paper considers the use of measurements of the APD of random
impulsive signals generated by vehicle ignition systems. The post de-
tected signal. is defined in terms of the Weibull. distribution parameters
m and k. The prediction of communication degradation effects with the
Weibuli. distribution parameters is also considered .

73. Southwick , Roger , June 1974 , An Investigation of Impulsive Noise
Signal Measurements .

3—28



~ 

This paper presents the various aspects of impulsive and radio noise
signals and directs attention to the feasibility of simple measurement
techniques which could provide a more relevant approach to EMC/RPI mea-
surements.

74. Southwick, Roger A., May 20—22 , 1975 , An Investigation of Impulsive
and Noise Radio Signal. Measurements, IEEE 1st Symposium and
Technical Exhibition on Electromagnetic Compatibility, Montreux,
pp 235—238..

This paper identifies the characteristics of impulsive and Gaussian
radio noise signals. This paper also includes examples of simple measure-
ment techniques which can provide a more relevant approach to the defini—
tion of noise and its applicability to electromagnetic compatibility (EMC)
and radio frequency interference (Rh).

75. Southwick, Roger A., Inventor, 19 May 1976, Amplitude Probability
Detector, Patent Description of Invention, Patent Pending.

This patent application provides a system level description of an
improved amplitude probability distribution detector to measure radiated
electromagnetic noise signals. A block diagram of the detector is in-
cluded.

76. Spau]4ing, A. D., C. S. Roubique, and W. Q. Crichiow, November —
December 1962, Conversion of the Amplitude Probability Distribu-
tion for Atmospheric Radio Noise from One Bandwidth to Another,
3. Research NBS 66fl (Radio Propagation) No. 6.

This paper presents a method for predicting the APD function of atmo-
spheric radio noise for any specified receiver noise bandwidth. The APD
function is interpolated from the movements of the noise measured at a
particular bandwidth.

77. Spaulding, A. D., July 1969, System Required Signal—to—Noise Ratios,
Lecture No. 29, CU/ESSA Summer Course on HF Ionospheric Radio
Propagation, Prediction Methods and Applications, Boulder ,
Colorado.

This lecture identifies the required S/N for different types of com—
inunication systems including differentially coherent phase—shift keying
(DCPSK), noncoherent frequency—shift keying (NCFSK), and coherent phase—
shift keying (CPSK). These S/N were derived for nonfading conditions,
fading conditions without diversity, and fading conditions with diversity.

78. Spaulding, A. D., July 1972, The Determination of Received Noise Lev-
els from Vehicular Traffic Statistics, IEEE 1972 NTC Record ,
72Cfl0 60l—5—NTC.

A simple method of determining the received noise power Levels from
distributions of vehicles is presented. The method takes into account
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the statistics of the noise power radiated from individual vehicles and
propagation. The statistics of the received noise power are given for
arbitrary receiver locations. Comparisons of the calculated received
power with measurements are presented also.

79. Spaulding, A. 0. and R. T. Disney, June 1974, Man—Made Noise, Part I:
Estimates for Business, Residential, and Rural Areas, OT Report
74—38, U. S. Department of Cousnerce, Office of Teleco=unications.

This paper describes an analysis which was performed on a data base
of man—made radio noise measurements in the frequency range 250 kHz—250
MHz taken in a number of geographical areas. The analysis of this daca
base provided estimates of the expected characteristics of man—made radi3
noise in business, residential, and rural areas. The parameters used are
the average available power spectral density, the ratio of the rms to the
average voltage of the noise envelope, and the ratio of the rms to the
average logarithm of the envelope voltage. The variations of these pa-
rameters as a function of frequency, location, and time are shown and
discussed. Examples of amplitude and time statistics of the received
man—made radio noise process are also shown and discussed.

80. Spaulding, A. D. ,  R. T. Disney, and A. G. Hubbard, May 1975, Man—Made
Radio Noise, Part II: Bibliography of Measurement Data, Appli-
cations, and Measurement Methods, Office of Telecommunication
Report 75—63, U. S. Department of Commerce, Office of Telecom-
munication.

This report is a compilation of references on man—made radio noise
and is divided into five sections: section I, Measurements and Data;
section II, Applications to Systems and Mathematical Modeling; section
III , Measurement Experiments and Methods; section IV, General; and sec-
tion V , Atmospheric Radio Noise.

81. Spaulding, A. D. and David Middleton, June 1975, Optimum Reception
in an Impulsive Interference Environment, Office of Teleco u—
nications Report 75—67, U. S. Department of Commerce, Office of
Telecommunications.

This paper presents David Middleton’s recently developed physical—
statistical model of impulsive interference as applied to real world com-
munications channels.

The main impulsive interference models that have been proposed to
date are sun~nArized and Middleton ’s model is specified in some detail,
giving the statistics required for the solution of signal detection prob—
lems. Excellent agreement of these statistics with corresponding measured
statistics is shown.

Middleton’s model for narrow—band impulsive interference (a subset
of the overall. model) is applied to a class of optimal signal detection
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problems. Optimum detection algorithms are given for coherent and nonco—
herent binary detection. The three basic digital signaling waveforms are
considered; i.e., antipodal, orthogonal, and ON—OFF keying. Performance
bounds are obtained for these signaling situations. Since it is known
that in order to gain sIgnificant improvement over current receivers, the
number of independent samples of the received interference waveform must
be large, the performance results are given parametrically in the number
of samples , or equivalently, the time—bandwidth product. Performance of
the current suboptimum receivers is obtained and compared to the optimum
performance. It is shown that substantial savings in signal power an4/or
spectrum space can be achieved.

Since physical realization of the completely optimum detection algo-
rithms cannot, in general, be economically obtained, the corresponding
locally optimum or threshold receivers are derived and their performance
given. These threshold receiver structures are canonical. in nature in
that their structure is independent of the form of the interference. They
are also adaptive in that they must be able to adjust to the changing in-
terference environment. Locally optimum structures are given here for co-
herent and noncoherent detection with constant signal levels and various
kinds of fading. The case in which phase estimation is used (partially
coherent reception) is also considered.

82. Spaulding, A. 0., April 1976, Man—Made Noise: The Problem and Rec-
ommended Steps Toward Solution, U. S. Department of Commerce ,
Office of Telecommunication, Office of Telecommunication Report
76—85.

This report concentrates on man—made noise resulting from incidental
radiation devices and makes recommendations as to required abatement mea-
sures for these devices. General and specific examples of degradation to
systems by man—made noise are given. It is shown that both technically
and economically, further suppression of automotive ignition noise at the
manufacturing level. is required. Means of achieving this required suppres-
sion are given. Other devices (for example, power transmission lines) are
discussed. Programs for noise measurement, analysis, and modal develop-
ment are summarized, and recommendations for the attaining of required ad-
ditional, information on the noise environments are given. In addition,
the role that better information on the noise environment should play in
the proper management of the spectrum resource is covered.

83. Stoddart Electro Systems, October 1967, Division of Tamer Electronics,
Inc., Catalog, the NM—30A, 20 MHz—400 MHz.

This section of the Stoddart catalog presents a discussion on the
NM—30A w,icrovoltmecer and special. purpose receiver in the 20 MHz to 400
MHz frequency range. Some of the electrical. characteristics identified
in the bulletin are voltage measurement range (dynamic range), sensitiv-
ity, Rh input impedance, and spurious response rejection.
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84. Scoddart Electro Systems, Division of Tamar Electronics, Inc.,
Catalog, the NM—52A, 375 MHz—l000 MHz.

This section of the Stoddart catalog presents a discussion on the
NM—52A microvoltmeter and special purpose receiver in the 375 MHz to 1000
MHz frequency range. Some of the electrical characteristics identified
in the bulletin are voltage measurement range (dynamic range), sensitiv-
ity, RI input impedance, and spurious response rejection.

85. Systems Technology Associates, March 1975, Signal—to—Noise Study for
HF Data Communication Systems, Contract DALU8—74—0—032l.

This report presents the results of a literature survey concerning
data communications in the HP spectrum. This report incorporates suc-
cinct descriptions on the treatment of noise, system reliability, BER ver-
sus S/N, modulation and detection processes, S/N enhancement techniques
and system capacity, bandwidth, and information rate tradeoffs. The re-
port concentrates on the classical. ASK, FSK, and PSK modulation processes.

86. U. S. Army Electronic Proving Ground’, February 1977, Support to
Project Wheels, Final. Report (Letter Report), TECOM Project No.
6—C0—242—ESS—102, BAC—77—02—009.

This report presents EMC automotive ignition noise test data for vari-
ous co ercial vehicles. Test data were recorded at the Arizona Highway
Inspection Station on Interstate 10 several. miles east of San Simon, Ari-
zona. Measurements were made in compliance with SAE Standard J551c at
25.1 MHz, 32 MHz , and 138 MHz.

87. Waterson, C. C., J. R. Juroshek, and W. 0. Bensema, December 1970,
Experimental Confirmation of an HI Channel Model, IEEE Trans-
actions on Co unication Technology, Vol COM—l8, No. 6, pp 792—
803.

This paper presents an analog model which is used to simulate an HF
path. In the model the input (transmitted) signal feeds an ideal delay
line and is delivered at several taps with adjustable delays, one for
each resolvable ionospheric model component. Each delayed signal. is mod-
ulated in amplitude and phase by a baseband tap—gain function, and the de-
layed and modulated signals are summed (with additive noise) to form the
output (received) signal.

88. Weibull, Waloddi, September 1951, A Statistical Distribution Function -

of Wide Applicability, Journal Applied Mechanics, Vol 18, pp
293—297.

This paper discusses the applicability of the Weibull distribution
to different types of problems. Examples are provided showing the rela-
tionship of the distribution to the various parameters of a specific
problem.
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89. Whalen, Anthony D., 1971, Detection of Signals in Noise, Academic
Press, New York. -

This textbook presents a basic description of statistical noise pro-
cesses. Additive and multiplicative noise are considered and examples of
different modulation processes are given.

90. Wilson, Kenneth E., November 1974, Analysis of the Crichlow Graphi-
cal Model of Atmospheric Radio Noise at Very Low Frequencies,
AD—A008 679.

This report presents an analysis of the Crichiow graphical model for
the APD of atmospheric radio noise. The performance of the binary and M—
ary coherent phase shift keyed communication systems is predicted based
upon the density of the graphical model and the less precise log normal
model. Additionally, the statistics and probability density of the nar—
rowband atmospheric radio noise process are found numerically for band-
widths other than the 200 Hz bandwidth of the graphical model.

91. Wood, Paul, July 24, 1973, A Synchronous Gate Pulse Generator for
Use in Automotive Ignition Systems Radio Frequency Interference
Studies, Research Laboratories (G. M. Corp.), G~~—l433.

This report describes an electronic device which is used to search
for ways of understanding and reducing Rh generated by spark ignition
engines. Electronic circuitry which, when used in conjunction with pres-
ent—day Rh instrumentation, provides for the observation and dccumenta—
tion of Rh generated by any specific cylinder of an automobile engine.

92. Yamainoto, S., M. Furuhashi, T. Yamanaka, and H. Kondo, August 2-4,
1977 , Electrical Environmental Characteristics for Automotive
Electronic Systems, IEEE International Symposium on Electro-
magnetic Compatibility, Seattle, Washington.

This paper presents the results of studies and measurements conducted
to determine the characteristics of transients and high—frequency noise
generated in automotive electrical components. The high—frequency noise
data were obtained. It has been found that the most important transient
for automotive electronic systems is alternator load dump transient caused
by battery disconnection and the most influential high—frequency noise is
caused by contact breaking. The high—frequency noise characteristics can
be expressed in amplitude—frequency relation in the frequency range 100
kHz—80 MHz.
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APPENDIX F — LIST OF ABBREVIATIONS

an empirical impulsiveness parameter
effective impulsive index
impulsive index

ACE. average crossing rate
Al articulation index
AL loss in antenna
AN amplitude modulation
APD amplitude probability distribution
AS articulation score
ASK amplitude shift keying
b noise power bandwidth
BER bit error rate
BPSK biphase shift keying
BWr bandwidth of receiving system
CDF cumulative distribution function
CER character error rate
CF crest factor
CFSK - coherent frequency shift keying
CNR carrier—to—noise ratio
CVSD continuous variable slope delta
DQPSK differential quadriphase shift keying
EMC electromagnetic compatibility
EMI electromagnetic interference

peak field intensity
Eqp quasi—peak field intensity

empirically determined “bend—over.” point of the APD
f frequency
Fa external antenna noise figure

center tuned frequency
FIN field intensity meter
FM frequency modulation
rB ratio of intensity of Gaussian to impulsive noise

a measure of ratio of impulsive tc Gaussian noise
HF high frequency
IF intermediate frequency
Ld average—logarithmic voltage deviation
lim limit
LOS line—of—sight
LPC linear predictive coding
m number of degrees of freedom of the regime process

medium frequency
ML mismatch loss
MSK minimal shift keying
MUX multiplex
MVMA Motor Vehicle Manufacturers Association
NAD noise amplitude dist ribution
NCFSK noncoherent frequency shift keying
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N(t) additive noise
N1 scaling factor

~2B 
intensity of impulsive noise

PCM pulse code modulation
PDD pulse duration distribution
PSD pulse spacing distribution
+(t) random process describing instantaneous phase of noise

noise power
Prob probability

ratio of total noise power to Gaussian background
noise power

PSK phase shift keying
Qd quasi—peak voltage deviation
QPSK quadriphase shift keying
RATT radiotel~typewriter
RI radio frequency
rms root mean square
Rr antenna input resistance
r(t) received signal—plus—noise waveform
R( r ) autocorrelation function
SCIM speech conmiunication intelligibility measure
S(f) power spectral density
S/N signal—to—noise ratio
SSB single sideband
8(t) desired signal at receiver
s*(t) distortion of original transmitted signal

variance of noise process
T time interval
Ta external noise temperature
Ti time limit
TL antenna—to—receiver transmission line insertion loss
UHF ultrahigh frequency
Vav average voltage
Vd average voltage deviation
VHF very high frequency
Vlog average voltage logarithm

peak voltage
Vqp quasi—peak voltage

root mean square voltage
v( t )  random process describing instantaneous envelope of

noise
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