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The usual approach to satisfy requirements for increased avionics performance

has been to place emphasis on the selection of the best subsystems available or

on the creation of new subsystems. However, allowing subsystem performance to

drive avionics system design results in inflated costs and problems in mainte-

nance and retrofit. Subsystems that are designed for maximum performance

become increasingly complex and are often incompatible unless interface require-

ments are considered early in the design effort. This effort requires not only

a conceptual plan, but a realistic evaluation of how the coupled subsystems

will interact under all critical flight conditions.

The trends toward consideration of avionics hardware from the systems' view-
point and toward the increasing use of modularized, digital hardware put in-
creasing demand on effective use of simulation facilities to ensure reliable,
cost-effective avionics systems.

This Facility/Capability Manual for the simulation facilities of AFAL has
been developed as a means for increasing the effectiveness of these important
technical resources.

The primary objective of this manual is to document the total simulation
capability in a manner which will serve several groups:

1. Those members of the AFAL directorate charged with planning or approval
of the simulation facilities.

2. Potential users with a need to understand the general capabilities and
limitations of the simulation facilities.

3. Actual users of the facilities with a need to plan simulations, document
input data, conduct or coordinate simulations, and interpret results.

4. Members of the AFAL staff who are involved in updating, enlarging, or
deleting simulation capabilities.

A secondary objective of this manual is to document the relationships
between the various facilities, which may enhance their interaction and, thus
improve the cost-effectiveness of the overall AFAL simulation capability.

The manual achieves these objectives by presenting introductory and summary
material in Section I and by presenting more detailed descriptive material in
subsequent sections. The contents of Section I address the Laboratory
capabilities from a planning/management viewpoint by relating the Laboratory
mission to present facility capability through the development of a conceptual
simulation class structure. The contents of subsequent sections of this manual
address specific facility/capability from a potential-user viewpoint. Both
hardware and software availability are documented. The technical level of
these sections is such that available capability can be determined and some
insight can be gained regarding user interface.
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SECTION |
INTRODUCTION AND EXECUTIVE SUMMARY

The Air Force Avionics Laboratory (AFAL) at Wright-Patterson Air Force Base is the
focal point for development of new avionics technology for the Air Force. In order to carry
out this responsibility, a significant capability to simulate physical avionics systems and
components has been created by the AFAL divisions. Of prime concern is the effective use
of these simulation facilities in the face of continually increasing performance requirements,
technological advances, and rising flight-test costs.

The usual approach to satisfy requirements for increased avionics performance has been
to place emphasis on the selection of the best subsystems available or on the creation of new
subsystems. However, allowing subsystem performance to drive avionics system design
results in inflated costs and problems in maintenance and retrofit. Subsystems that are
designed for maximum performance become increasingly complex and are often incom-
patible unless interface requirements are considered early in the design effort. This effort
requires not only a conceptual plan, but a realistic evaluation of how the coupled sub-
systems will interact under all critical flight conditions. New technology in components for
avionics systems continually suggests new system implementations, which must be explored.
For example, there is a distinct trend at the present towards digital techniques in all aspects
of electronics. Microprocessor technology has promoted greater utilization of software for
functions previously performed by hardware, The trends toward consideration of avionics
hardware from the systems' viewpoint and toward the increasing use of modularized, digital
hardware put increasing demand on effective use of simulation facilities to ensure reliable,
cost-effective avionics systems.

This Facility/Capability Manual for the simulation facilities of AFAL has been
developed as a means for increasing the effectiveness of these important technical resources.

The primary objective of this manual is to document the total simulation capability in a
manner which will serve several groups:

1. Those members of the AFAL directorate charged with planning or approval of the
simulation facilities.

2. Potential users with a need to understand the general capabilities and limitations of
the simulation facilities.

3. Actual users of the facilities with a need to plan simulations, document input data,

conduct or coordinate simulations, and interpret results.




4. Members of the AFAL staff who are involved in updating, enlarging, or deleting

simulation capabilities.

A secondary objective of this manual is to document the relationships between the
various facilities, which may enhance their interaction and, thus, improve the cost-
effectiveness of the overall AFAL simulation capability.

The manual achieves these objectives by presenting introductory and summary material
in section i and by presenting more detailed descriptive material in subsequent sections. The
contents of section 1 address the laboratory capabilities from a planning/management view-
point by relating the laboratory mission to present facility capability through the develop-
ment of a conceptual simulation class structure. The contents of subsequent sections of this
manual address specific facility/capability from a potential-user viewpoint. Both hardware
and software availability are documented. The technical level of these sections is such that
available capability can be determined and some insight can be gained regarding user
interface. For more detailed simulation facility capability and utilization, the reference
documentation should be consulted.

Each of the divisions within AFAL has been assigned a major section heading within the
manual organization. Thus, section II describes the capability/facility resident within the
Systems Avionics Division; section III those within the Electronic Technology Division;
section IV those within the Electronic Warfare Division; and section V those within the
Reconnaissance and Weapon Delivery Division. Because of time and funding constraints
under the current contract, the extent of the manual has been limited to the simulation
facilities within the Systems Avionics Division. It is anticipated that the manual will be
expanded in the future to include the remaining AFAL Divisions.

1.1 AIR FORCE AVIONICS LABORATORY: MISSION AND ORGANIZATION

The Air Force Avionics Laboratory is the principal development organization within Air
Force Systems Command (AFSC) for new avionics technology. The primary responsibility
of AFAL is to provide the USAF with the products and expertise required for the acquisi-
tion of the best possible avionics systems. To meet this responsibility, AFAL maintains a
base of avionics technology and develops and demonstrates cost-effective avionics systems
and subsystems to improve operational capabilities in navigation, communications, elec-
tronic warfare, surveillance, reconnaissance, and weapon delivery. As required, the labora-
tory provides technical assistance in the systems-acquisition process to all elements of
AFSC, and to all USAF elements in the operation and modification of avionics equipment
in the inventory.




The laboratory is organized into four major technology groups, as shown in the
organization chart in Figure 1.1-1. System and device development is conducted in the
Systems Avionics, Reconnaissance and Weapon Delivery, Electronic Technology, and
Electronic Warfare Divisions, The mission of each of these is discussed briefly in the

following paragraphs.

AFWAL COMMANDER

]
TECHNICAL PROGRAMS
& APPLICATIONS OFFICE
AIR FORCE AVIONICS (XP)
HIEF SCIENTIST
" (CA) LABORATORY
(cc) RESOURCES MANAGEMENT
L OFFICE
(DO)
RECONNAISSANCE &
RYSERNG Mytintcs WEAPG.J DELIVERY
DIVISION
LA DIVISION
(RW)
ELECTRONIC TECH ELECTRONIC WARFARE TECHNICAL SERVICES
NOLOGY DIVISION DIVISION DIVISION
(DH) (WR) (TS)

Figure 1.1-1. AFAL organization.

1.1.1. Systems Avionics Division: Mission

The Systems Avionics Division develops concepts and methodology for the architecture
of advanced avionics systems. Research and exploratory development are conducted in the
areas of information handling, processing, and transfer; display and control; subsystem
design and optimization; subsystem and functional integration; and electromagnetic trans-
mission links. Programs within the Division develop and demonstrate advanced concepts of
avionics subsystems integration, automation, and information processing, display, control,
and transfer. In-house capability is being developed to define, demonstrate, and test digital
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avionics and to provide the hot-bench facility and expertise necessary to achieve this capa-
bility. The Digital Avionics Information System (DAIS) is an example of such a program.

1.1.2 Electronic Technology Division: Mission

The Electronic Technology Division maintains centers of excellence in radar and micro-
wave technology, laser and electro-optic technology, and microelectronics. The Division
conducts basic exploratory research and advanced development programs in these areas to
support the needs of AFAL and its application divisions. In the area of microwave technol-
ogy, program objectives include identification and development of the technology of micro-
wave avionics devices, sensors, and systems to improve their performance, reduce their costs,
and evaluate alternative development paths. The Division seeks to expand the electro-optic
component technology base, providing new devices to support a wider range of applications,
as well as offering solutions to Air Force requirements. In the microelectronics field, objec-
tives associated with reduced cost of ownership, increased performance and reliability, ease
of maintenance, and increased ability to withstand stringent operating conditions are pur-
sued by recognizing and exploiting emerging concepts and technologies to assure rapid
transition of new devices and circuits into the Air Force inventory. Materials, such as [I[-IV
compounds and heterogeneous structures, which show promise for advanced signal-
processing applications, are explored, as well as specific materials applications, such as
bubble memories.

1.1.3 Electronic Warfare Division: Mission

The Electronic Warfare Division conducts exploratory and advanced development pro-
grams in the technical domain of electromagnetic warfare. The Division participates in
advanced planning to provide effective guidance for the Division mission and to provide
timely transition of exploratory and advanced development programs into effective military
hardware. In carrying out its mission, the Division maintains electronic simulators, such as
the Electronic Defense Evaluator (EDE) and the Dynamic Electromagnetic Environment
Simulator (DEES). Technical areas of interest include, among others: analysis of threats,
projecting scenarios, modeling the effects of electronic warfare on penetration effectiveness,
and performing tradeoff evaluations; performan.e of electronic warfare technique analysis
to generate EW effectiveness data; development and demonstration of the military worth of
countermeasures for defense of aerospace vehicles against threats utilizing optical or elec-
tro-optical guidance or fire control systems; and development of advanced techniques, tac-

tics, and equipments for manned aircraft to penetrate or enter a hostile air environment.




1.1.4 Reconnaissance and Weapon Delivery Division: Mission

The Reconnaissance and Weapon Delivery Division conducts exploratory and advanced
development programs to demonstrate improved aerospaceborne reconnaissance, navigation
and weapon delivery capabilities for present and future Air Force tactical and strategic
weapon systems. The Division conducts studies and analyses of potential concepts, sub-
system requirements, aerospaceborne reconnaissance, navigation, target acquisition, fire con-
trol and weapon delivery avionics subsystems, and provides promising completed explora-
tory efforts for incorporation into those subsystems. Another Division function is identifica-
tion of areas of technology in its area of interest, which require development by other
AFAL organizations. Also, the Division maintains a group for dynamic mobile evaluation of
software for aerospace inertial/reference subsystems and a group for dynamic and environ-

mental evaluation of avionic sensors, subsystems, and systems.

1.2 SIMULATION CLASS STRUCTURE

In the same sense that avionic hardware development tends to proceed within the
narrow confines of the functions and performance of specific subsystems—for example, a
radar or voice communication radio—simulation capabilities also tend to be developed for
aid in design of certain specific subfunctions of avionics. In recent years, however, the
opportunity for and desirability of the integration of avionics subsystems into a functional
hardware system have presented the necessity to examine the tradeoffs required by the

system-integration process.

While the simulation capabilities that are a vital part of subsystem design are as neces-
sary as ever, simulation of systems at a higher aggregate level become equally important. In
fact, a hierarchy of simulation capabilities becomes desirable and necessary to insure that
overall system performance meets mission requirements and that each subsystem satisfies its
own subrequirements. When simulation is viewed from the perspective of assessing the total
avionic function as an integrated system, it is convenient to structure it to parallel a top-
down-system design procedure that results in maximizing total system performance.

This section presents a conceptual simulation architecture encompassing several levels of
simulation support related to the avionics design and integration process. The rationale for
this architecture was originally developed for the Avionic System Analysis and Integration
Laboratory (AVSAIL) facility (Section 1.3.1) in the Systems Avionics Division. However,
the architecture is designed to encompass a total system approach to simulation of avionics,

rather than a subsystem approach, so that it is a useful framework for relating the function




of simulation facilities/capabilities in other AFAL Divisions as well. As may become appar-
i ent, such a class structure must occasionally be warped slightly to fit an individual case, but
in general it provides a useful framework for both laboratory management and user. By
categoncally locating given simulation capability within such an architecture, it makes it
convenient for facility management to plan for controlled expansion of capability and also ‘
for the potential user to select and review only those capabilities which are relevant to the
H simulation detail required for his particular system design task. These categories are listed

below in Table 1.2-1. Table 1.2-2 shows applications, outputs, and examples of the various

levels as configured at the Avionics Laboratory.

TABLE 1.2-1. SIMULATION LEVELS

RESEEERAISII——

Level | — System functional Level V — Real-time dynamic
Level Il — Discrete event Level VI — Real-time sensor signal level
Level Il — Scientific Level VIl — Special purpose hybrid

Level IV — Interpretive computer

{

 § These various simulation categories may operate as separate capabilities for designers
i whose problems fit a particular level, or where evaluation is needed of a specific proposed
% configuration. The designer may also use the categories as a continuous system of levels

' ‘ starting at the broad view and proceeding to finer levels of detail. Iteration may occur

i among any of the levels at any point in the simulations.

At the broadest level of Systems Simulations, the designer looks at functions and ob-
tains general, variable, probabilistic outputs. At Discrete Event Simulation, the exterior
boundaries of the proposed system become more specific. At this level the designer gains an
understanding of what the hardware in the proposed system would look like and how the

A subsystems would interconnect and communicate. In Scientific Simulation, the software is

added in the form of algorithms, and the entire system is placed inside an external environ-

1 ment model group so that flight conditions may be reproduced. In Interpretive Computer

Simulation, the subsystem algorithms would be changed to actual flight codes. In Real-Time
Dynamic Simulation, an actual subsystem interconnects with the simulation and replaces a
model. Most of the proposed avionics system would continue to be in modeled form since

this test concerns the integration and interface of a single subsystem. In Real-Sensor Signal

Level Simulation, groups of functional hardware would replace groups of models for a
complete system integration test. The external enviroament remains modeled and inter-

: i ; e
faced, but actual sensors may also be stimulated to carry the environmental simulation to
further details.
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Classes

l.

System Functional

TABLE 1.2-2. SIMULATION CLASSES

Applications

e e e e

System Analysis

System Design

System Requiremeiits
Definition

System Level Trade
Studies

Outputs
Performance
Parameters/ Limits
Sensitivity Thresholds
Criteria Requirements
Mission Scenarios
System Reliability

P IV.

Examples

AEP
Cost Models

B .

Functional Avionic
Representation

Control/Display Evalu-
ation

Phase IV & V of OFP

OFP/Flight Computer
Integration

Parametric Analyses Estimates
fi. Oiscrete Event Computer System Processing Requirements P Simnuc
Capabilities CPU Sizing DPM
Thloughqut Analyses : Bus Loading GASP IV
1/0 Requirements Loading i
Information Transfer System Level Timing
Requirements Loading
Benchmark Testing
System Time Line Analysis
fil. Scientific Navigation/Sensor/Flight Closed Loop Navigation rSDVS
Dynamics Interactions Qperation AVSIM
Algorithm Verification Ideal Weapon Oel.
System Performance Evaluation
Evaluation Statistical Data Collection
Subsystem Design Processor Characteristics/
Design
Mux System Design
System Software Develop-
ment
Interpretive Detailed Timing Evaluation | Detailed Timing of SDVS (ICS)
Computer Fine Grain System Inter- Command/Discretes Processor
action Detailed “Debug” Aid Architecture (ISP)
Flight Computer Code for Flight Code
Evaluation Preliminary Hardware
Detailed Design of Proc- Timing Evaluations
essor/Mux Subsystems
Real-Time Man-In-Loop Evaluations Mission Scenario AVSIM
Dynamic (cockpit only) Evaluation
OFP & Flight Computer Sensor Modeling Verifi-.
Interaction cation

ki

ki it i

St




TABLE 1.22 SIMULATION CLASSES (con.)

Classes Applications Outputs Examples
Vi Real-Time Sensor i System Integration End-to-End Signal Flow DAIS
Signal Level Avionic Sensor Testing
Interface Verification Hardware/Software
Integrated System Dynamic Inter-
Testing action
Dynamic Simulation Completely Instrumented i
Testing of Sensors Integrated System Tests 1
+ Phase (V & V of OFP : 1
ViI. Special Purpose A-J Signal Structures Verified A-J Signal CSEL
Hybrid Les 8/9 Support Structures :
GPS Support Performance vs. Channel
L RPU Data ( ink Design Characteristics

These simulation levels are discussed individually and in greater detail in the following

paragraphs.

1.2.1 Level |, System Functional Simulations

oy

System simulations are a starting point for defining, in system terms, the avionic func-
tions needed. In a computer simulation of the functional capabilities of an avionics system,
analyses of the many options available provide the systems designer with a means of deter-
i+ aing the optimum avionics configuration for a selected mission, Mission requirements are
first analyzed and allocated to specific functions and modes of operation for each phase of
each postulated mission. Appropriate hardware configurations are then defined, and the
operating characteristics specified to create a system simulation model. A computer analysis
is then made to evaluate the performance of each configuration relative to various mission
requirements. Overall mission performance, as well as candidate system cost-effectiveness,
are elements of such an analysis.

Typically, the system designer defines the characteristics applicable to the desired air-
craft type and avionics system configuration; then he selects the mathematical models

necessary to accomplish the simulation from AVSAIL's library of simulation software. He

may then successively modify the configuration by deleting or adding various subsystem

models.
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Comparision of the simulation runs and the system performance requirements will sug-
gest tradeoffs, which could result in modifying the initial system design. These modified
configurations may then be subjected to additional simulation analysis.

The system designer may vary numerous model characteristics and determine the effect
of the changes on overall system performance. Hé may utilize various configurations to
examine the operation of each avionics subsystem and gain an understanding of the func-
tional performance necessary to insure that the system is responsive to primary mission
requirements. Thus, with AVSAIL's capabilities, the system designer can examine the ef-
fects of varying the system’s configuration in a logical and orderly manner, prior to
construction of hardware prototypes. In general, this level of simulation explores and com-
pares different modes and options for implementing the mission functions. Hundreds of
simulated missions can be examined in a few minutes. Once mission functions have been
established, further refinement of the system design may be accomplished with more de-
tailed levels of simulation.

1.2.2. Level Il, Discrete Event Simulations

Discrete event simulations are used to investigate the functional and physical configura-
tions of a proposed avionics system and provide analysis of information-processing loads and
transfer requirements. The designer is able to evaluate and analyze time sequences and the
effects of system degradation. He looks at the proposed system configuration, and he can

make comparisons of various configurations.

Given a specific configuration of avionics subsystems and the detailed performance
requirements of each, the simulation defines the capability required of the airborne pro-
cessor and determines the flow of information between each of the subsystems. An analysis
of the amount of information flow at any given point in time provides data on gross system

timing and enables the designer to reallocate functions as necessary.

The simulation also permits examination of the information-processing cycle for the
avionics system by relating each operation to airborne processor time for comparision with
established time boundaries. For each function, the designer can determine total time used,
including processing time required or processor speed required for desired performance.

Accuracy requirements may also be analyzed.

Various methods of interconnecting subsystems can be examined. The simulation per-

mits examination of trial subsystem interconnections to determine the information flow




timing. The designer thus identifies peak loading conditions and excessive information de-
lays.

The simulation also establishes boundaries on the amount of information flow between
any subsystem and any processor or termination point at any given time. This results in the
questions: What should be allocated to an airborne central processor? What processing
should be broken up and allocated to local points in the system?

If, after trying partitioning alternatives, the simulation result calls for impractical air-
borne processor capacity or speed, then the proposed avionics system may not be a valid
solution for the mission in terms of current hardware technology. However, this type of
result would suggest the need to iterate with the system functional simulation, trying other
modes and configurations. Feedback and interaction among various types of simulation is a
conventional usage of AVSAIL in design and analysis.

The proposed partitioning may or may not be satisfactory; if not, modification or
reconfiguration is necessary. The designer continues to experiment with various ways in
which the system can be interconnected. When he has modeled a workable system, he has
defined the hardware in terms of operating characteristics, hardware interconnection, and

‘information flow. He has also examined information flow rates and has established general

boundaries on the amount and speed of airborne processing required. His next step is to
model in detail all the elements of the system.

1.2.3 Level Ill, Scientific Simulations

Scientific Simulations involve the use of detailed models for both hardware and software
in a proposed avionics system. This level provides an opportunity for comprehensive evalua-
tion of the proposed system’s operating logic, performance, and timing, and permits exami-
nation of tradeoffs between hardware and software. The physical partitioning of the pro-
posed system is validated, and hardware specifications and software algorithms are devel-
oped.

The detailed mathematical models of specific subsystems are constructed to include
functional performance and to accept input and produce output signals. For example, a
chosen model of an inertial subsystem would produce signals, which would correspond to
the velocities it should sense over a particular period of time during a simulated mission.

The mathematical models are combined with a detailed information-transfer scheme and
with trial software models; the entire simulation is also embedded within environmental
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{ models. The ¢ 'l environmental simulation includes validated models of airframe.

; rotating earth and atmosphere so that the system under test can receive realistic signals and

produce results that can be accurately analyzed for functional performance.

Aside from a close look at hardware elements and partitioning, software development

{ for the proposed avionics system is begun in Scientific Simulation by providing an operating

i bl s A gt i

environment to try algorithms in dynamic situations. The designer can then evaluate the

performance of a particular navigation algorithm under given conditions.

Since the system elements are modeled in detail and accept realistic inputs, the simula- I
tion also provides accurate outputs in the form of actual signal levels. After suitable f
|

algorithms are tested and potential hardware/software tradeoffs are identified and chosen, ‘

detailed specifications are generated for both hardware and software.

1.2.4 Level IV, Interpretive Computer Simulations

Interpretive Computer Simulations are similar to Scientific Simulations, but software
analysis is performed at the airborne processor instruction level for detailed flight-program
development and an examination of fine-grain hardware and software interactions. The
timing of all airborne-processing functions is recorded for analysis.

The Scientific Simulations examine various airborne software algorithms operating with
detailed models of the hardware and the environment. At the Interpretive Computer
Simulation level, the simulations examine complete airborne software coding, operating
with similarly detailed models of hardware and environment. A compiler in the simulation
computer generates the machine code so that the model of the airborne processor can
operate with bit-by-bit simulation of each machine-level instruction. Feedback with other
types of AVSAIL simulation may be required to refine the software coding.

Since the analysis is very detailed, the simulation is focused at critical processing points
in the mission, examining short segments of airborne processor operation. Several hours of
simulation are typically required to evaluate a few minutes of flight time.

Actual execution of flight code instructions provides a thorough analytical method for
evaluation of software accuracy and identification of timing problems. The most common
objective of this simulation is to support the development and validation of flight code.

11




1.2.5 Level V, Real-Time Dynamic Simulations

The primary purpose of Real-Time Dynamic Simulation is to test actual hardware
operating in real time with accurate, detailed simulation models of the proposed avionics
system and the environment.

Any actual avionics subsystem may be exercised to examine its real-time interactions
with the total avionics system. This level of simulation is used to support integration of the
particular subsystem with the proposed avionics system. For example, an airborne
processor, loaded with the flight code it will run, can be driven by the simulation. Inputs
would be provided to the airborne processor hardware by the simulation models. The
models would also accept outputs from the hardware under test and interact realistically
with the system.

The environmental simulation provides the hardware under test with a realistic operating
environment, including all flight information references. A comprehensive example is the
operation of a cockpit with controls and displays hardware, either to examine the hardware
interfaces and interactions with the rest of the avionics system or for a man-in-the-loop
study. The simulation will accept the control inputs and drive the displays according to
model outputs, including the environment simulation. A video scanning and mixing
capability provides realistic display background synchronized with the modeled airframe
and environment. The sampling of controls and the driving of displays occur in real time at

the cycle time of the proposed avionics system.

Except for such questions as the effect of dynamic maneuvering loads, Real-Time
Dynamic Simulation can produce avionics system debugging results previously obtainable
only through expensive and time-consuming flight test. For this level of simulation, actual
hardware replaces one or more simulation models for validation of one subsystem at a time.

1.2.6 Level VI, Real-Time Sensor Signal Level Simulations

Real-Time Sensor Signal Level Simulations are the basic tool for total system
integration. Groups of simulation models such as those used in Real-Time Dynamic
Simulation would be replaced by multiple functional groups of actual hardware run together
in real time for an integrated study. Whereas Real-Time Dynamic Simulations concentrate
on a single item or a single closely related group of hardware, this integrated simulation level
exercises and examines complete functional sets of hardware subsystems. For example, all
hardware which will operate on information transfer and processing may be tested together.

12
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A complete external environment is simulated to the avionics system under test, and the
AVSAIL simulation computer is capable of providing appropriate stimulation to actual
sensors so that overall performance of the system may be evaluated dynamically and
realistically. Where it is not practical to present a computer-generated signal to an actual
sensor (for example, where aircraft motion must be detected), the sensor output is modeled
to conform with the missions and mission environments being evaluated. Modeled signals are

injected as early in the system test as is practical.

Complete groupings of hardware are operated in a simulated real-time mission to study
integrated performance, to verify that all hardware interfaces operate properly. and to
validate the system software under simulated flight conditions. Virtually all mission modes

can be examined using validated models of earth, atmosphere, and airframe.

AVSAIL complete system integration tests complement flight testing, particularly in
software validation and hardware debugging. These simulations can replace such basie
checkout procedures previously accomplished only in flight testing; subsequent flight tests

can concentrate on validating dynamic performance.
1.2.7 Level VII, Special Purpose Hybrid

While not necessarily a ‘“level” per se, the capability to perform special purpose
simulations is a necessary requirement in systems design. Under the Special Purpose
category, the Avionics Laboratory has developed the Communications Systems Evaluation

Laboratory (CSEL).

CSEL has been developed to assist the U.S. Air Force in the analysis, synthesis, and
modeling of its communications and data links, and to provide a cost-effective means for

dynamic evaluation and comparison of advanced techniques and systems.

Current Air Force communications links between aircraft—both direct and via
satellite—operate in the ultra high frequency (UHF) or super high frequency (SHF) radio
bands. As new user requirements evolve, new communications systems and data links, such
as the Lincoln Laboratories’ LES 8/9 satellites, are being designed to handle them. However,
new systems and innovative equipment are, in themselves, not enough to handle the
ever-increasing user requirements; there is a corresponding need for change in such related
areas as frequency bands of operation, signal structures, and modulation techniques. The
CSEL, by providing the proper computer hardware/software mix, offers a dynamic
evaluation tool that will provide the capability to observe and evaluate the performance of

such advanced communications and data systems.

13




1.2.8 Digital Avionic Information System (DAIS)

The various levels of simulation resident within AVSAIL allow the user not only to
select the appropriate degree of sophistication to satisfy his application, but more
powerfully, to assemble various levels in order to broaden interactively the available
simulation capability. Additionally, the user may choose to sequentially select various
simulation levels as he moves through the various phases of system design. In the following
discussion, the DAIS project is presented as an example of the manner in which AVSAIL
can support the various programs resident within AFAL by virtue of this simulation level

structure.

The purpose of the DAIS project is to demonstrate a coherent solution to the problem
of proliferation and nonstandardization of aircraft avionics, to develop and test in a
hot-bench configuration (known as the Integrated Test Bed) the DAIS concept, and to
permit the Air Force to assume the initiative in the specification of avionics configurations
for future Air Force weapon systems acquisitions. The DAIS design approach reflects a total
system concept that is functionally oriented rather than hardware oriented.

The heart of the DAIS system is the redundant time division multiplex data bus shown
in Figure 1.2.8-1. This bus allows information from the aircraft subsystems (e.g., avionics
units, stores management, power control) interfaced by remote terminals (RT) to be
communicated along the bus and to a set of shared DAIS processors through Bus Control
Interface Units (BCIU) in the processors. Mission software, developed through simulation
with the Software Design and Verification System (SDVS) in non-real-time interaction
(Levels II and III) with aircraft and environmental models, can be exercised in real time in
the ITB facility. For example, a pilot flying a simulated cockpit views a simulated,
computer-generated scene and interacts with displays in the cockpit generated by DAIS
mission software. The aircraft external environment and flight dynamics are simulated by
models executed by the host computer in a Class Il simulation. During such a simulated
flight, the mission software/processor performance is monitored by the Super Control and
Display Units (SCADU), while the bus performance is monitored by the Bus Monitor Unit
(BMU). The results of the Level V simulation can then be compared with those predicted by
earlier non-real-time simulations at Levels I to IV. System performance is, thus, verified in
the laboratory instead of in the field. Many of the simulations utilized in the DAIS ITB have
application to other avionics system developments and are described in Section 2.0 of this

manual.
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1.3 AFAL FACILITIES

The hierarchy of facilities for simulation at the Avionics Laboratory may be
schematically depicted as shown in Figure 1.3-1. Major laboratory facilities, such as the
Dynamic Analyzer Complex (DAC), AVSAIL, and the Electronic Warfare Simulation
Facility (EWSF), are operated by AFAL divisions and constitute laboratories subdivided
essentially by generic application. Each of the laboratories has varying degrees of further
division into component facilities and capabilities, as for example is illustrated for AVSAIL
in Figure 1.3-1. These major components may be utilized in various configurations to
simulate specific systems or subsystems. The physical facilities of the AVSAIL DEC-10 host
computer, Picture System, Video Center, and Cockpit are shown in conjunction with
AVSIM DAIS models to provide a real-time simulation of the DAIS system. Alternatively,
other models may be employed by AVSIM, along with dedicated hardware to simulate an
F-16 aircraft fire control system.

The facilities and capabilities of the Avionics Laboratory are of a complexity and
versatility so great that the range of potential applications cannot be fully described in a
manual of this limited extent. It is rather the intent here to describe the capabilities and
facilities themselves so that the user may himself be led to envision the applications. The
following paragraphs present a brief overview, with additional details provided in manual
sections for each major facility.

1.3.1 Systems Avionics Division (AVSAIL)

The AVSAIL facility has been configured particularly for implementation of all of the
simulation classes previously described. In order to convey the flexibility and power of the
AVSALIL laboratory, the host facility is described in the following sections. The scope of the
description is limited to those aspects of the facility which have significance to the conduct
of simulations, rather than to an exhaustive exploration of capability. Discussions of the
basic computer and peripheral hardware configuration, the operating and utility software
capabilities, and the constituent simulations now resident in AVSAIL are provided.

1.3.1.1 Hardware Features

The AVSAIL laboratory is structured around a Digital Equipment Corporation
DECsystem-10 mainframe computer. As depicted by Figure 1.3.1.1-1, the DEC-10 has a bus
architecture, which provides both a memory bus for processor-memory and direct memory
access communications and an input/output bus for processor-peripheral communications.

16
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A wide range of peripheral input/output devices, as described subsequently, are provided to
handle batch, timeshare, and real-time program development and execution requirements. A
unique feature of the AVSAIL configuration is the eight-channel Direct Memory Access
(DMA) capability provided for access by a complement of eight PDP-11 series
minicomputers. The PDP-11's serve to interface specific simulations (e.g., the F-16 Fire
Control Computer simulator) to the DEC-10. An overall hardware system diagram is
provided in Figure 1.3.1.1-1. The central processing unit (CPU) for the AVSAIL DEC-10
consists of dual KI-10 processors, with the configuration being designated as a DEC-1077.
Each CPU module is an independent processor, and programs can operate in parallel, one
program per processor, thereby increasing the average throughput speed. The AVSAIL
DEC-1077 memory capacity is currently four 64k word modules (DEC MF-10G) of 950ns
core memory and 512K words of Ampex ARM 10LX memory. Word size is 36 bits plus
parity. The dual KI-10 processors and memory modules are directly interfaced by the

memory bus of the DEC-10, allowing maximum utilization of memory and easy expansion.

Bulk storage is available on both multisurface cartridge disks and magnetic tape. All disk
and tape units are interfaced to both the I/O bus and to the memory bus. The system
currently provides four RPO3 disk drives and four RPO4 disk drives. Storage capacity of the
RPO4's is 20.48 million words; for the RPO3's, the capacity is one-half that of the RPO4's.
The available magnetic tape drives also provide a choice of performance. Four TV1OA-E
nine-track drives operate at 45 ips, and four TV40 drives operate at 150 ips, providing a
range of transfer rates from 9K to 120K characters per second.

The DEC-10 facility provides for onsite and offsite access both for development of
software and for its execution. Currently, onsite facilities include 25 CRT alphanumeric
terminals, two local CRT graphic display terminals, and two minicomputer-based data-
acquisition systems. In addition to these physical terminals, the DEC-10 monitor software
supports up to 48 virtual terminals or “pseudoteletypes,” which allow jobs to control other
jobs.

Offsite access to the DEC-10 is through the DC75 Data Communications System (Figure
1.3.1.1-1), which provides a maximum of eight synchronous, 9,600 baud lines. Maximum
aggregate data rate is 30,000 bps. Currently, 4,800-baud full-duplex leased lines connect the
AVSAIL laboratory through this interface with the Armament Development Center, Eglin
AFB, Florida, and the Naval Weapons Center, China Lake, California.

Two line printers provide high-speed (1,250 line/min) output from the DEC-10. Graphic
hard-copy output is available from a Calcomp Model 563 plotter. This high-speed,

18
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drum-type, pen and ink plotter uses 31-inch paper and operates at up to 300 steps per
second. Card input to the system is available through a 1,200-card-per-minute reader.

1.3.1.2 Software Features

The wide variety of computing requirements demanded by the several classes of
simulations carried out within AVSAIL are satisfied by the flexibility and scope of the
DEC-10 software package. This software package provides for the concurrent operations of
timesharing, multistream batch, real-time, and remote communications. These multifunction
capabilities allow multiple users, both at AFAL and at remote locations, to perform all of
the tasks necessary to create new simulations, modify existing simulations, and run those
simulations as if they were individual users. The system allows a maximum of 48 users.

From the user’s viewpoint, the DEC-10 may be thought of in terms of (1) input device
and software which he has written or which act on his software, as in Figure 1.3.1.2-1; (2)
the operating system software, which controls system resources; and (3) the system
hardware which was previously described.

ﬂ
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Figure 1.3.1.2-1. DECsystem-10, user’s view.
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The DEC-10 has several capabilities, which increase the utilization of system resources in

a multiuser environment. First, the timesharing capability allows resources to be shared
among users. Users are not restricted to a small set of system resources, but instead are
provided with the full variety of facilities. By means of his terminal, the user has online
access to most of the system’s features. This online access is available through the operating
system command control language, which is the means by which the timesharing user
communicates with the system.

Through the command language, the user controls the running of a task, or job, to
achieve the desired results: create, edit, and delete files; start, suspend, and terminate a job;
compile, execute, and debug a program. In addition, since multiprogramming batch software
accepts the same command language as the timesharing software, any user can enter a
program into the batch run queue. Thus, any timesharing terminal can act as a remote
job-entry terminal.

With the command language, the user can also request assignment of any peripheral
device (magnetic tape, DECtape, and private disk pack) for exclusive use. When the request
for assignment is received, the operating system verifies that the device is available to this
user, and the user is granted its private use until he relinquishes it. In this way, the user can
also have complete control of devices such as card readers and punches, paper-tape readers

and punches, and line printers.

When private assignment of a slow-speed device (card punch, line printer, and paper-tape
punch, and plotter) is not required, the user can employ the spooling feature of the
operating system. Spooling is a method by which cutput to slow-speed device is placed on a
high-speed disk or drum. This technique prevents the user from consuming unnecessary time
and space in core while waiting for either a device to become available or output to be
completed. In addition, the device is managed to a better degree because the users cannot tie
it up indefinitely, and the demand fluctuations experienced by these devices are equalized.

Second, the DEC-10 has the capability to make maximum utilization of memory. The
DEC-10 is a multiprogramming system; i.e., it allows multiple independent-user programs to
reside simultaneously in memory and to run concurrently. This technique of sharing
memory and processor time enhances the efficient operation of the system by switching the
processor from a program that is temporarily stopped because of 1/0O transmission to a
program that is executable. When core and the processor are shared in this manner, each
user’s program has a memory area distinct from the area of other users. Any attempt to read
or change information outside of the area a user can access immediately stops the program
and notifies the operating system. Because available memory can contain only a finite
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number of programs at any one time, the comp'iting system employs a secondary memory,

usually disk or drum, to increase the number of users serviced. User programs exist on the
secondary memory and move into memory for execution. Programs in memory exchange
places with the programs being transferred from secondary memory for maximum use
available main memory. Because the transferring or swapping takes place directly between
main memory and the secondary memory, the central processor can be operating on a user
program in one part of memory while swapping is taking place in another. This independent,
overlapped operation greatly improves system utilization by increasing the number of users
that can be simultaneously accommodated.

To further increase the utilization of memory, the operating system allows users to share
the same copy of a program or data segment. This prevents the excessive memory usage that
results when a program is duplicated for several users. A program that can be shared is called
a reentrant program and is divided into two parts or segments. One segment contains the
code that is not modified during execution (e.g., compilers and assemblers) and can be used
by any number of users. The other segment contains nonentrant code and data. The
operating system provides for shared segments to guarantee that they are not accidentally

modified.

Third, the DEC-10 has the capability to manage the storage of user program and data
files consistent with the multiuser environment. The mass storage devices available are
shared among users, and, thus, the operating system must insure independence among the
users; one user’s actions must not affect the activities of another unless the users desire to
work together. To guarantee such independence, the operating system provides a file system
for disks, disk packs, and drums. Each user’s data are organized into groups of 128-word
blocks called files. The user gives a name to each of his files, and the list of these names is
kept by the operating system for each user. The operating system is then responsible for
protecting each user’s file storage from intrusion by unauthorized users. The operating
system lets, the user specify protection rights, or codes, for his files. These codes designate if
others may read the file, and after access, if the files can be modified in any way. Files are
assigned protection levels for each of the three classes of users; self; users with a common
project number; and all users. Each user class may be assigned a different access privilege, so
that there are eight levels in each of the three user classes. This file protection scheme results
in a three-digit access code for all files.

1.2.1.3 Constituent Simulations

Within AVSAIL several varied simulations are resident and available to the user. These
include: Avionic Evaluation Program (AEP); a general, event-driven hybrid system
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simulation program (GASP IV); Distributed Processor/Memory System Network Simulation
(DP/M SNS); Software Design and Verification System (SDVS); Avionic System Simulation
(AVSIM); Instruction Set Processor (ISP); and the Communication System Evaluation
Laboratory (CSEL). These simulations, available in the AVSAIL laboratory, provide a
generic simulation capability applicable to all phases of avionic system design and
integration. The nature of each one is described briefly in the following paragraphs. More

detailed descriptions are given in other sections of this manual.
1.3.1.3.1 Avionics evaluation programs

The interactive Avionics Evaluation Program (AEP) is a collection of avionics
performance-assessment models. AEP provides convenient and systematic assessment of
avionics in the mission environment. The program is designed to be flexible and easy to use
with emphasis on realistic consideration of the operational environment and the generation
of useful data. AEP can be utilized for analysis of most air-to-ground and air-to-air missions.
Individual programs contained within AEP include air-to-ground and air-to-mission analysis,
weapon-delivery error analysis, target acquisition analysis, and a one-on-one dogfight
analysis. These programs are implemented in a conversational, interactive mode, thus
providing a powerful analytical tool available to users by means of dial-up terminals. They
are, therefore, available throughout DOD and to contractor organizations as well.

The air-to-ground mission analysis program evaluates the performance of a flight of up
to four aircraft through a specified number of days of operation. The aircraft proceeds along
an externally generated nominal trajectory through the mission phases of takeoff, navigation
to the search area, search, attack, and return to base. Consideration of ground service
requirements is included. Monte Carlo techniques are applied to Mean Time Between Failure
(MTBF) data for the defined avionics throughout the mission to determine which subsystem
modes are functioning, resorting to backup modes and mission aborts as required.

The weapon delivery analysis routine is a program for determining the distribution of
impact errors for a weapon system utilizing unguided, unpowered bombs. The routine is
capable of accommodating almost any weapon delivery mechanization under the
assumptions of:

1. Flat, nonrotating earth,
2. Linear transformation of component error sources to impact er~ors, and
3. Normal distribution for all error sources.




The AEP target acquisition model is a modified version of the Multiple Airborne
Reconnaissance Sensor Assessment Model (MARSAM II). MARSAM II models the sensor
system and the operational environment in detail. It contains models for displays, lenses,
filters, and film. It considers the impact of image motion compensation, platform
stabilization errors, backscattering, and atmospheric effects on sensor performance. The
human observer is modeled in terms of ability to perceive the target as a function of size and
contrast, display signal-to-noise ratio, presence of confusing objects, and time in the field of
view. Available outputs from MARSAM II include detailed sensor system performance
parameters and associated probability measures of detection, recognition, and identification.

The air-to-air AEP analysis program is a Monte Carlo simulation of two opposing aircraft
flights (up to four aircraft in a flight) through an entire mission. As the flight progresses, it is
influenced by hardware failures, refueling, communications to airborne or ground
controllers, enemy aircraft detection capability, identification requirements, and weapon
capabilities. When one side detects the other, that flight pursues a course directly at the
other flight and fires when the weapon constraints are satisfied. The encounter is considered
only until both sides have detected the other. At that time, the relative positions and
headings are stored for output so that users can determine which side has the relative
advantage.

A separate, deterministic air-to-air program permits analysis of the dogfight encounter.
It simulates an engagement between two fighter aircraft. The logic for control of aircraft
maneuvers is based on lag pursuit and energy management. Lag pursuit implies that each
aircraft attempts to get on the tail of the other. Energy management control implies that the
aircraft seeks a velocity and altitude for best turning performance.

1.3.1.3.2 GASP |V simulation language

A simulation language provides the structure and the terminology to facilitate the
building of simulations. GASP IV is such a computer language; it helps the user to build
computer simulation programs that can be both the model of the system and the analysis
vehicle. Thus, this program can be thought of as a model of a system and as a generator of
statistical data about the model of the system.

As a programming language, GASP IV gives the computer programmer a set of
FORTRAN statements designed to carry out the most important functions in simulation
programming. Modeling concepts are translated by GASP IV into FORTRAN routines that
can be easily used. GASP IV has five distinct features that make it particularly attractive as a
simulation language:

26




e e e

1. GASP IV is FORTRAN based and requires no separate compiling system.
2. GASP IV is modular and can be made to fit on all machines that use a FORTRAN
IV compiler.

3. GASP 1V is easy to learn since the host programming language is usually known, and
only the simulation concepts need be mastered.
GASP IV can be used for discrete, continuous, and combined modeling.

5. GASP IV is easily modified and extended to meet the needs of particular
applications.

Simulation is divided into two categories: discrete change and continuous change. Note
that these terms describe the model, not the real system. In fact, it may be possible to
model the same system with either a discrete change (hereafter referred to simply as
discrete) or a continuous change (continuous) model. GASP IV is designed to accommodate
both categories of models, separately or combined. In most simulations, time is the major
independent variable. Other variables included in a simulation are functions of time and are
the dependent variables. The adjectives discrete and continuous refer to the behavior of the
dependent variables. Discrete simulation occurs when the dependent variables of the model
change discretely at specified points in simulated time. In continuous simulation the
dependent variables of the model may change continuously over simulated time. In
combined simulation the dependent variables of a model may change discretely,
continuously, or continuously with discrete jumps superimposed. The time variable may be
discrete or continuous.

GASP IV is a language that can be used for discrete, continuous, or combined
simulation. In GASP IV the most important characteristics of combined simulation, which
arise from the interaction between discretely and continuously changing variables, are easily
modeled. In general, this interaction takes one of three forms. First, discrete changes may be
applied to “continuous’ variables. Second, achieving specified conditions for a state variable
may cause an event to occur or to be scheduled. Third, the functional description of
continuous variables may be changed discretely.

GASP IV specifies that the status of a system be described in terms of a set of entities,
their associated attributes, and state variables. The GASP IV simulation philosophy is that a
dynamic simulation can be obtained by modeling the events of the system and by advancing
time from one event to the next. This philosophy presumes a broader definition of event
than has normally been used in discrete-event languages:

An event occurs at any point in time beyond which the status

of a system cannot be projected with certainty.
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In GASP 1V it is useful to describe events in terms of the mechanisms by which they are
scheduled. Those that occur at a specified projected point in time are referred to as
time-events. They are commonly thought of in conjunction with ‘“next event” simulation.
Those that occur when the system reaches a particular state are called state-events. Unlike
time-events, they are not scheduled in the future, but occur when state variables meet
prescribed conditions. In GASP 1V, state-events can initiate time-events and time-events can

initiate state-events.

The behavior of a system model is simulated by computing the values of the attributes
at event times. The time-step increment is automatically determined by GASP IV, based on
the equation form for the state variables, the time of the next event, and accuracy and

output requirements.

The key to event simulation is the ability to organize events so that they are executed
within the computer in an order corresponding to that which would occur in the real
system. This preserves the time relationship between simulated and real events. Ordinary
programming languages are unsuited to this task because they operate in a strictly sequential
manner; there is no way to tell a FORTRAN program to ‘“do something later’. without
building special subprograms. GASP IV provides these subprograms.

Every GASP IV simulation model consists of: (1) a set of event programs or state
variable equations, or both, that describe a system’s dynamic behavior, (2) lists and matrices
that store information, (3) an executive routine that directs the flow of information and
control within the model, and (4) support routines. These form an operating computer
program whose performance reflects that of a simulated system. A GASP IV program is
made up of subprograms linked together by an executive routine that organizes and controls
the performance of the subprograms.

GASP 1V is organized to provide eight specific functional capabilities:

Event control,

State-variable updating using integration if necessary,
Information storage and retrieval,

System state initialization,

System performance data collection,

Program monitoring and event reporting,

Statistical computations and report generation, and
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Random deviate generation.
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The functions provide the user with a very general tool with which to build simulations.
For example, GASP IV language provides the basis for the Basic Simulator (SIMNUC)
described below, which in turn has been used to build the Distributed Processor/Memory
simulation available at AVSAIL.

1.3.1.3.3 Basic simulator (SIMNUC)

The Basic Simulator (SIMNUC) is an integrated package of subprograms designed to
facilitate modeling and simulation of discrete stochastic systems in a manner similar to the
GASP IV simulation programs.

The following features characterize this package:

1. Model independence.

FORTRAN orientation; the user’s portion of a simulator can be programmed in
FORTRAN or, if desired, in assembly language.

Capability to produce event-oriented simulation models.

Availability of list processing and dynamic memory management facilities.
Capability to collect and display standard queue and sample statistics.

S @ B W

A full complement of random number generators.

The basic approach, which sometimes is referred to as a simulation-world-view, used to
model discrete systems for digital simulation with the Basic Simulator is the event-oriented
approach, which emphasizes decomposition of the simulation process into individual event
procedures, each of which describes all changes in the system caused by the occurrence of
the related event, just as was done in GASP IV.

The Basic Simulator consists of the following functional software components:

Dynamic memory management,
List processing,

Simulation run control,
Random number generators,
Sample statistics processing, and
Error diagnosis and reporting.
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1.3.1.3.4 Distributed processor/memory system network simulation

The advent of the minicomputer and the microprocessor has made available to the
avionics system designer highly compact and versatile computational capabilities that can be
both physically and functionally distributed among avionics equipments. Used in
conjunction with multiplexed data buses, these processors make up distributed processing
systems presenting new challenges to the system designer.

The Distributed Processor/Memory (DP/M) System Network Simulator (SNS) provides
the necessary tool to explore some of the tradeoffs available to designers of these
distributed systems. The SNS is a discrete, event-oriented, high-level traffic simulator
written in ANSI standard FORTRAN. The SNS is built around a nucleus of
model-independent utility routines (SIMNUC) which are not simulators in themselves, but
are used to create a simulator in conjunction with the avionic software task specifications
and topological organization specifications of a given avionics system.
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Figure 1.3.1.3-1. DP/M system architecture.




The DP/M system concept is essentially the use of varying numbers of simple,
homogeneous processor/memory elements (PE’s) applicable to a wide range of avionic
system processing problems. Architecturally, these PE’s can be used as stand-alone
uniprocessors, or they can be configured in a distributed network as shown in Figure
1.3.1.3-1. Serial-time-division-multiplex (TDM) buses interconnect the network. Two levels
of busing are provided: a Global bus can interconnect each PE in a system network, and a
Local bus can interconnect multiple PE’s clustered together to perform a given function.
This cluster of PE’s is referred to as an Affinity Group (AG). Input/output (I/O) for a given
PE to an external device is via its local I/O interface unit.

The SNS, being constructed of SIMNUC model-independent routines, has the same
general characteristics as SIMNUC and GASP IV. That is, SNS is a discrete, event-oriented
simulation system. Unlike a continuous system where transitions from one state to the next
are a continuous function of time, transitions from one state to another in a discrete system
occur at discrete points in time. Distinguishable state transitions are called events.
Event-oriented simulation systems emphasize a detailed description of the steps that occur
when an individual event takes place.

During the period the DP/M SNS has been in use at AFAL, two bus protocol algorithms
have been implemented. The first is a modified ‘“round-robin’ slotting technique, which
provides for simple advancing of the ‘“‘bus control slot”” from PE to PE in a predetermined
order among the total set of PE’s attached to the bus. Each bus transmission, referred to as a
message, is terminated by the transmitting PE.

The second bus protocol algorithms implemented by DP/M SNS is that specified by
MIL-STD-1553A (Aircraft Internal Time Division Command/Response Multiplex Data Bus).
The basic difference between the 1553 A protocol and the round-robin protocol is that data
transfers occur only between two PE’s, one specifically designated as a transmitter and the
other as a receiver. Three word formats are defined for the protocol: (1) Command word,
(2) Data word, and (3) Status word. One PE must be designated as a bus controller, and
transmissions are performed in a half-duplex, synchronous manner. Three message formats
are permitted:

1. Controller to remote terminal (RT) transfers,
2. RT to controller transfers, and
3. RT to RT transfers.

The hardware architecture represents one half of the distributed avionics system design
problem. The other half is the software, obviously. The DP/M SNS assumes that the system




designer will partition the executive and applications software into suitable tasks for some
given hardware architecture. The SNS then provides the designer with the capability to
analyze and evaluate:

3
2.
3.
4.
5.
6.

The SNS is predicated on the representation of software modules by a directed graph

Processing element characteristics/capabilities,
Number of resources in the system,

Local and global bus configuration,

Inter-PE communication technique,

PE Bus protocol communication technique, and
Executive control technique.

consisting of a set of nodes and a set of directed edges between these nodes. A node is used
to represent a set of computations which, once initiated, can run to completion without
waiting for completion of another set of computations also represented by a node. An edge
from node i to node j means that, upon completion of the computations represented by
node i, the computations by node j can be initiated.

The representation of software execution sequences via a directed graph has a particular
advantage within the DP/M concept. The subfunction-directed graph reveals potential
process construction options in allocating tasks and program to PE’s. If any one set of tasks
must be partitioned among several PE’s, the options available in allocating this software to
PE’s are clearly defined within the graph. Data sets that are passed from one task to another
represent Local bus messages if their respective tasks are not collocated in the same PE.
Likewise, collocated tasks need not generate bus traffic with their data interchanges.

The use of distributed PE’s in the DP/M system concept dictates the need for a method
of scheduling activities, transferring bus messages between PE’s and general system control.
These operations are referred to as Executive functions and are provided by the SNS. The
subfunction-directed graph contains the necessary information from which the Executive
can determine task-scheduling conditions (based upon required predecessor events) and
intertask communication. The DP/M Executive structure provides two levels of control: the
Global Executive (GEX) and the Local Executive (LEX). Functionally, the GEX assumes
the role of system monitor and scheduler. It enforces subfunction interrelationships and is
responsible for system performance by coordinating those software programs required to
effect mission avionic functions for the pilot and aircraft. The LEX is a PE-oriented
function responsible for sequencing and controlling tasks assigned to a PE. The LEX is
concerned with scheduling those tasks assigned to its PE, based upon successful satisfaction

of all the tasks’ given predecessor conditions.
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The Global Executive schedules time-dependent subfunctions in the DP/M system. A
time-ordered linked list provides the GEX with the relative times to schedule every
time-dependent subfunction in the system. A “go” message is generated by the GEX to a
subfunction only if other predecessor conditions for the subfunction have been satisfied
when it is time to run the subfunction. The GEX data base (or tables) contains all
information pertaining to the initialization and control of all time-dependent subfunctions
in the DP/M system.

A family of data collection and report generation programs is provided with the DP/M
System Network Simulator. These programs provide the capability to selectively collect data
on and generate reports for the various system parameters under investigation for a
particular DP/M system configuration and/or avionic mission segment. The collection and
dispensation of data, as well as generation of reports, are controlled by user specified
parameters. In general, the user has four options: (1) no data is collected and no reports
generated; (2) data is collected and saved, but no report generated; (3) data is collected and
report generated, but data not saved; or (4) data is collected and saved, and reports gener-
ated. Data saved on tape may be processed at a later time. In fact, this saved data may be
used at a later time to compare results of two or more different simulation experiments.

Data collection and report generation occur at three distinct levels: (1) event level, (2)
sample period level, (3) postsimulation level. At each of these levels, reports concerning bus
performance, processor loading, executive performance, and number of avionic tasks

processed may be selectively generated.
1.3.1.3.5 Software design and verification system (SDVS)

Software tools to aid in the development, testing, verification, and maintenance of
avionic mission software are provided by SDVS. Simulations available under SDVS are
non-real-time. The SDVS was created as an integral part of the DAIS program, and the user
will encounter some constraints imposed by the DAIS concept. Since the use of common
hardware and software for acquisition of sensor data, processing of information, and
provision of display information is key to the DAIS concept, the software design and
verification functions, in the context of any particular processor architecture, are vital to
success. These same considerations for software integrity are common in some degree to all
avionic software developments. Thus, SDVS can play an important role in software
development.

The basic functions provided by SDVS are depicted by Figure 1.3.1.3-2. Configuration
Management refers to provisions for control of all files associated with the development,
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Figure 1.3.1.3-2. SDVS functional organization.

test, and verification of software. An extensive cataloging and security system is provided
for the various types of software maintained by SDVS. A set of interactive conversational
commands is provided by the File Management function; these commands enable the user to
perform various file manipulation activities necessary during software development. In
interpreting these commands, the Configuration Management catalogs are interrogated to
determine if the user has file-access authority and, if so, the type of access authority.

Software Development Manageiment functions are divided into two groups. In order to
test software efficiently and comprehensively, an easy-to-use man/machine interface is
necessary to facilitate the specification of the simulated environment, data to be recorded,
and the required processing of simulation data. Two special purpose languages, the
Simulation Control Language and the Data Processing Language are provided by SDVS for
these purposes. Testing and validation of software are facilitated by several tools provided
by SDVS, the first being the support facility function, which is DAIS-specific and not
directly applicable to other software development programs. A second testing and validation
software function is provided by four simulators. These simulators model processor and bus
performance in the execution of mission software:

Statement Level Simulator,
Interpretive Computer Simulator,
Data Bus Simulator, and

External Environment Simulator.

e
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The External Environment Simulator is quite general and applicable to any avionic
software development. The other three would have applicability, depending on the
similarity of a given software program to that of the DAIS program since they simulate
DAIS hardware. They are of interest, of course, from the standpoint of the testing and
validation concepts they illustrate and their potential adaptability to other programs.

The function provided by Postrun Processing is that of sorting, editing, analyzing, and
outputting simulation data from the various software simulations. The Rough Output Tape
generated during a simulation run is processed and output to the user by this function.

i

1.3.1.3.6 Avionics simulation (AVSIM)

AVSIM is a simulation facility that affects avionics system evaluation, validation, and
integration by dynamic digital simulation of the airframe, flight controls, and avionic
equipments of a generic high-performance tactical fighter. Currently, the objectives of this
facility are:

To test and validate operational flight programs under realistic flight conditions,
To affect digital avionics system integration,
To identify hardware/software problems in prototype avionics systems, and

L o

To recreate flight problem areas through dynamic simulation.

AVSIM is capable of simulating the navigation, penetration, and weapon-delivery phases
of an attack fighter mission, either individually or compositely. The AVSIM user configures
his aircraft, sensor complement, environmental characteristics, and target characteristics by
linking individual simulation models into an overall simulator structure. The AVSIM
simulator currently has real-time, non-real-time, man-in-the-loop, and self-contained modes
of operation. The user has the option to use resident (F-16) software developed by General
Dynamics, Ft. Worth; to use resident (A7) software obtained from the Navy; or to develop
his own by utilization of resident creation routines.

In the example of the resident software, the airframe is configured by selecting either an
F-16 or an A7 aircraft model; an appropriate flight control system dependent on desired
complexity; and self-contained (synthetic mission generator/simulated pilot), prerecorded,
or real-time cockpit inputs. The sensor complement presently available includes the radar
altimeter, the attack radar, and (may be extended to include) electro-optical sensors. Flight
environment is incorporated by using models that provide simulated air data inputs,
accelerometer and gyro outputs, representative weather effects, atmospheric perturbations,
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inertial outputs, and magnetic heading. Auxiliary software integral to the total simulation
includes an inertial reference, geometry effects, and the ability to introduce noise at various

points.

AVSIM is hosted by the DEC-10 facility at AFAL and is linked to peripherals such as
the cockpit and display generator by means of a DMA channel to satellite PDP-11's. AVSIM

software consists of control modules and apphcation models. The control software provides
file manipulation, sets up the simulation configuration, provides initialization, implements
man/machine interface, and controls overall the execution sequence. The application models
provide aforementioned sensor data, external physical conditions, ete. Also contained with-
in the software are data acquisition and analysis modules, which accumulate and edit data

for validation analysis.

AVSIM programs are coded largely in ANSI-FORTRAN in an attempt to make the
software flexible, modular, and transferable. DEC system FORTRAN-10 features as well as

' DEC-10 assembly language are also used to a lesser degree.

1.3.1.3.7 Processor architecture (ISP)

The ISP processor simulation facility enables a user to describe computer processing
units at the register transfer level and, from these descriptions, to quickly set up interactive
simulations of these processors. A language, CSL/ISP (Computer Simulation language) was

developed as a dialect of Instruction Set Processor language (ISPL) from Carnegie-Mellon

University. A compiler produces DEC-10 code from the CSL/ISP source, and the user then
runs this code from a control program, which he constructs by modifying a model general
purpose simulation control program. A methodology is included for creating simulations
from manufacturers’ instruction set descriptions.

The processor simulation program can, from a description of the register transfers of a
comptter, produce a simulation of that computer. This program may be broken into three
general areas. These include: a formal language compiler with which to describe register
transfer level processes, a code generator to produce DEC-10 code from the output of a
compiler for that language, and a general purpose control program with which to drive the

simulators produced from the compiler.

The compiler uses a set of register transfer operators, called X'T-op’s, to produce a set of
pseudo-imstructions, which can be interpreted by the DEC-10 assembler's (MACRO) macro

facility. The macros, which were written to produce DEC-10 code from these
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pseudo-instructions, produce optimized code and comprise a universal library, which is

searched during assembly.

Simulations are controlled by a program with which the user can interactively set
registers and memory locations, load memory. set breakpoints, ete. The control program
causes instructions in simulated memory to be executed by repetitively calling on the

simulator to execute a single instruction,

The behavior of a processor is determined by the nature of its individual operations and
the sequence in which those operations occur. This sequence is generally governed by a
stored program, which resides in the memory of the computer and the set of interpretation

rules which the processor applies to the program.

Although the above format is commonly used to describe digital computers, ISP does
not limit the user to a particular type of description. Thus, ISP can be used to deseribe
register transfer systems in general; digital computers are a subset of such systems which
interpret an instruction set. Other devices, such as buses and device controllers can also be

described in ISP,
1.3.1.3.8 Communication system evaluation laboratory (CSEL)

CSEL is a combined hardware/software facility designed to analyze, synthesize, and
model advanced communication systems. The laboratory centers about a computer-based
simulation facility, which is capable of creating a variety of hostile RF signal environments
at UHF and L-, X-, and K-band. To this facility may be interfaced, for testing and
evaluation, either laboratory-model communication hardware, actual communication
hardware, or a combination of elements of both. To aid in the construction of laboratory
communications systems, CSEL provides a high-speed, programmable signal processor and a
spectrum of communication equipment, including modems, terminals, and antenna systems.

It is important to note that the simulation facility just mentioned, called the Signal and
Interference Generator, produces simulated signal environments in the appropriate RF band.
Thus, it qualifies as a hardware simulator, control over which is exercised dynamically by a
digital computer operating in real time. Initial configuring of the simulator is also performed
through the digital controller by means of a series of user commands, which the system
software interprets and translates into control signals to the communication hardware.

Interfacing communication terminals to the Signal and Interference Generator RF

hardware then provides a realistic test bed for the terminals, in which one can not only
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troubleshoot the equipment but also test its performance with respect to such

environmental effects as jamming and fading. The user can specify these effects with relative
ease and can vary them readily from one test run to the next, thereby obtaining a complete

characterization of the performance capabilities of his equipment.

A typical application of CSEL is illustrated by the tests performed to determine the
suitability of the LES-8/9 communication satellites for use with the Airborne Command
Post. In these tests, CSEL was used not only to troubleshoot Ka-band communication
hardware, but also to ascertain the vulnerability of the communication system to various

types of jamming.

To accomplish these goals, CSEL was equipped with appropriate K-band and UHF
communication modems, terminals, and antennas. This configuration allowed use of the
communication satellite in a laboratory system equipped with a qualification model of the
AN/ASC Ka-band airborne communication terminal, together with antenna systems, to
establish communication links with LES-8/9. This equipment, when combined with the
Signal and Interference Generator, allowed the realization of actual satellite communication
channels ir'o which were introduced controlled-interference efforts in the form of jamming,
fading, and doppler. To reinforce this capability, the high-speed signal processor, called the
Programmable Data Terminal, was programmed to simulate satellite processing when

LES-8/9 were unavailable to use.

Current emphasis in CSEL is shifting toward a study of the performance of
communication systems linking remotely piloted vehicles with air- and ground-based
command posts. To this end, the facility is being upgraded to include the elements of a
video processing and display capability. Future studies envisioned for CSEL involve satel-
lite-based navigation systems and the performance they obtain in a hostile environment.
1.3.2. Electronic Technology Division

To be included in a future version of this manual.
1.3.3 Electronic Warfare Division
To be included in a future version of this manual.

1.3.4 Reconnaissance and Weapon Delivery Division

To be included in a future version of this manual.
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SECTION I
AVIONIC SYSTEM ANALYSIS AND INTEGRATION LABORATORY (AVSAIL)

2.1 AVSAIL HOST FACILITY

The AVSAIL host facility has been configured particularly for implementation of all the
simulation classes previously described. In order to convey the flexibility and power of the
AVSALIL laboratory, the host facility is described in the following sections. The scope of the
descriptions is limited to those aspects of the facility which have significance to the conduct
of simulations, rather than to an exhaustive exploration of capability. Discussions are
provided of the basic computer and peripheral hardware configuration and performance, the
operating and utility software capabilities, and the communication interfaces to onsite
simulators and offsite users.

The concept of AVSAIL encompasses all of the analysis and integration functions
necessary to create innovative avionics systems. These functions are best illustrated by the
discussion of the simulation class structure in Section 1.2 of this manual. One of the more
important aspects of the AVSAIL concept is the need for a simple interactive interface for
the user of the laboratory host facility. The complex nature of the problems which may be
investigated in this laboratory imply many users over extended periods of time. The systems
being designed will be subjected to evolutionary modifications, necessitating comparisons of
performance of components and systems at various stages of the design. In order for the
AVSAIL facility to provide the degree of interaction and flexibility required to simulate a
wide range of systems and operational scenarios, the facility architecture of Figure 2.1-1 was
proposed.

This architecture demonstrates the explicit requirement that the user be allowed tec
address the simulation facility without regard to facility manégement and control
constraints. This is achieved by use of appropriate interface structure, which translates user
requirements into facility inputs interactively. The focal point of the simulation facility
architecture is the simulation control program, which addresses the various simulation levels
and handles the control and response files according to user requirements.

A set of simulation models is available to the user in the model data base. Models
currently available are described in this manual and others may be added as required. The
user may modify model parameter values for his particular simulation needs, modify
models, or create his own models and add them to the data base. Such modifications or
additions to the data base would be under the supervision of the facility manager, however.
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In order to simulate a system or component, the user would create a simulation control
file that would specify such items as flight scenarios, system configuration, model selection,
model parameters, simulation time frames, data recording, data analysis, and component
performance or reliability. The simulation control program then accesses the model data
base, configures the simulation, runs the simulation, and records the outputs as defined by
the control file. At the completion of the run, the simulation response file contains a record
of system performance parameters defined by the user in a format compatible with all
models in the model data base and with outputs of other simulation levels so that the results
of other past or future simulations may be compared with current results. This allows
parametric studies or evolutionary designs to be carried out through the mechanism of

simulation.

The simulation control program is responsible for control of computer facility hardware
and software resources for both real-time and batch simulations. The user is not required te
directly interface with the management functions of an executing simulation or the data
generated by the simulation. This allows the facility management to control the software
implemiented on the facility so as to ensure compatibility of all levels of simulation. The
user interactive interface, on the other hand, provides a flexible means for structuring
simulations of a wide range of avionic systems and analyzing their results in a manner best
suited to the purposes of the individual users.

While the concept of AVSAIL just described has not been fully implemented for the
overall system as described by Figure 2.1-1, it has been implemented within some of the
major software packages, such as the Software Design and Verification System (SDVS? and
the AVSIM avionic simulation package.

2.1.1 Hardware

As can be seen from subsequent discussions of specific simulator and software programs,
significant simulation capability already exists, whose use requires little, if any, knowledge
of the AVSAIL laboratory hardware capability. However, the planning and integration of
new simulators or the execution of major software simulations must be done with the host
facility constraints in mind.

2.1.1.1 DECsystem-10 Core Facility

2.1.1.1.1 System description

The AVSAIL laboratory is structured around a Digital Equipment Corporation DEC-10
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mainframe computer. A wide range of peripheral input/output devices, as described
subsequently, are provided to handle batch, timeshare, and real-time program development *
and execution requirements. A unique feature of the AVSAIL configuration is the |
eight-channel Direct Memory Access (DMA) capability provided for access by a complement
of eight PDP-11 series minicomputers. The PDP-11’s serve to interface specific simulations
(e.g., the F-16 Fire Control Computer simulator) to the DEC-10. An overall hardware
system diagram is provided in Figure 1.3.1.1-1, and the major elements are briefly described ;

below.

2.1.1.1.1.1 DEC-10 Central Processor and Main Memory. The central processing unit
(CPU) for the AVSAIL DEC-10 consists of dual KI-10 processors, with the configuration
being designated as a DEC-1077. Each CPU module is an independent processor, and

e ot i

programs can operate in parallel, one program per processor, thereby increasing the average
throughput speed. Other performance characteristics of the DEC-1077 are given in Table
2.1.1.1-1.

As shown in Figure 1.3.1.1-1, the DEC-10 memory is made up of 4 DEC 64K modules,
and an additional 512K words of Ampex ARM-10LX memory, for a total of 768K words.
Word size is 36 bits plus parity. Each of the memory modules, as well as the CPUs and data

1 channels, are interfaced via the memory bus. The structure of the memory bus gives the
central processor and high-speed data channels simultaneous access to separate memory
modules and allows each to operate at its own speed. The memory bus system allows each
data channel to transmit full 36-bit words in parallel at a speed of 1 million words per
second. In total, the memory structure operates at rates of up to 10 million characters per

second when 1/O devices and processors are simultaneously transferring data.

TABLE 2.1.1.1-1. DEC-1077 PERFORMANCE

Memory size (min - max) 128-4096K Instruction times (us)

No. of instructions 378 Fixed point add 15
Instruction look-ahead Yes Fixed point multiply 4.1
Virtua memory Yes Jump 1.1
Memory interfeaving 2 or 4 way Single precision floating point added 3.6
Index registers 4X15/CPU Double precision floating point added 16
Accumulators -4X15/CPU 1/0 bus band width, words/s 370K

Memory bus hsndwidth words/s 4000K




2.1.1.1.1.2 Bulk Storage. Bulk storage is available both on multisurface cartridge disks
and magnetic tape. All disk and tape units are interfaced to both the I/O bus and to the
memory bus.

The system currently provides four RPOS3 disk drives and four RPO4 disk drives. The
RPO3's and RPO4’s are separately interfaced as shown by Figure 3.1.1.1-1. Some
performance characteristics of these disk drives are given in Table 2.1.1.1-2. Storage
capacity of the RPO4’s is twice that of the RPO3's, and transfer rate is nearly triple that of
the RPO3's.

Magnetic tape drives available also provide a choice of performance. Four TU10A-E
9-track drives operate at 45 ips and four TU 40 drives operate at 150 ips, providing a range
of transfer rates from 9K to 120K characters per second. Additional performance data is
given by Table 2.1.1.1-3.

2.1.1.1.1.3 User Interface. The DEC-10 facility provides for onsite and offsite access for
both development of software and for its execution. Currently, onsite facilities include 25
CRT alphanumeric terminals, 2 local CRT graphic display terminals and 2 minicomputer
based data acquisition systems. In addition to these physical terminals, the DEC-10 monitor

TABLE 2.1.1.1-2. DISK DRIVE SYSTEM CHARACTERISTICS

Characteristic RPO3 Disk RP04 Disk
Disk drive capacity 10.24 million words 20.48 mitlion words
Transfer rate 15 us/word 5.6 us/word
Access time:
Track-to-track 1.5 ms 7 ms
Average 29 ms 28 ms
Maximum 55 ms 50 ms
Organization:
128 words/sector 128 words/sector
10 sectors/track 20 sectors/track
20 tracks/cylinder 19 tracks/cylinder
400 cylinders/pack 411 cylinders/pack
Number of heads 20 19
Number of recording surfaces 20 19
Number of disks 1" 12
Number of drives/controller 8 8
Number of drives/system 32 32
Maximum storage/system 1.96 billion characters 3.92 billion characters
42




TABLE 2.1.1.1-3. MAGNETIC TAPE DRIVE CHARACTERISTICS

Characteristic TU10A-E TU40
Tape speed 45 ips 150 ips
Transfer rate at:

220 bpi 9K char/s 30K char/s

556 bpi 25K char/s 83.4K char/s

800 bpi 36K char/s 120K char/s
Recording technique NRZI NR2I
Nomial interrecord

Gap:
9 track 0.6 in. 0.6 in.

Rewind time (2400 ft) 195 66s

software support up to 48 virtual terminals or “pseudo-teletypes” which allow jobs to
control other jobs. Normally a job is associated with a physical terminal, but the
pseudo-teletype function allows jobs to be initiated and controlled by other jobs. A
controlling job sends the same kinds of commands to its subjobs as would be sent by a user
at a physical terminal, and the monitor does not distinguish jobs controlled by a physical
terminal from those controlled by a pseudo-teletype. The physical user interface is thus
expanded by software to increase system throughput potential. The physical terminals just
described are interfaced to the DEC-10 through DC76-DA Data Communications System
(Figure 1.3.1.1-1). Asynchronous lines operating at 300 baud connect to the terminals,
although interface capability is for 9,600 baud maximum line, and a maximum aggregate
transfer rate of 30,000 bps.

Off-site access to the DEC-10 is through the DC75 Data Communications System
(Figure 1.3.1.1-1) which provides a maximum of eight synchronous, 9,600 baud lines.
Maximum aggregate data rate is 30,000 bps. Currently, 4,80 baud full-duplex leased lines
connect the AVSAIL laboratory through this interface with the Armament Development
Center, Eglin AFB, Florida, and the Naval Weapons Center, China Lake, California.

2.1.1.1.1.4 Hard Copy Devices. Two line printers provide high speed output from the
DEC-10. The 1,250 line per minute LP10FA is a 132 column format printer with a 64
character EDP font. The LP10HC provides the same performance, but has a 96 character
scientific font. Graphical hard copy output is available from a Calcomp Model 563 Plotter.
This high speed, drum-type pen and ink plotter uses 31 in. paper and operates at up to 300
steps per second. Card input to the system is available through a CR10E 1,200 card per

minute reader.
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2.1.1.1.2 DECsystem-10 processor features

In order to convey some of the power of the DEC-10, some of the more important
features are described in the following paragraphs. These features will be of more value to
the user initiating a major new simulation than to those using or modifying slightly existing

simulations.

2.1.1.1.2.1 Instruction Set. The KI10 has 378 instructions, an extremely large
repertoire which provides the flexibility required for specialized computing problems. Since
the set provides so many instructions to choose from, few instructions are required to
perform a given function. Assembly language programs are therefore shorter than with other
computers, and the instruction set simplifies the Monitor, language processors, and utility
programs. For example, compiled programs on a DEC-10 are often 30 to 50 percent shorter,
require less memory and execute faster than those of comparable computers.

In addition to these instructions, the DEC-10 provides 64 programmable operators, 33
of which “trap” to the Monitor (Monitor calls) and 31 of which trap to the user’s core area.
The remaining instructions are unimplemented and reserved for future expansion. An
attempt to execute one of these unimplemented instructions results in a trap to the
Monitor.

The instruction set, despite its size, is easy to learn. It is logically grouped into families
of instructions and the mnemonic code is constructed modularly. All instructions are
capable of directly addressing a full 256K (36-bit) words of memory without resorting to
base registers, displacement addressing, or indirect addressing. Instructions may, however,
use indirect addressing with indexing to any level. Most instruction classes, including
floating-point, allow immediate mode addressing, where the result of the effective address
calculation is used directly as an operand in order to save storage and speed execution.

The half-word data transmission instructions move a half-word and may modify the
contents of the other half of the destination location.

The full-word data transmission instructions move one or more full words of data from
one place to another. The instructions may perform minor arithmetic operations such as
forming the negative or the magnitude of the word being processed. The five byte
manipulation instructions pack or unpack bytes of any length, anywhere within a word. The
logic instructions provide the capabilities of shifting and rotating, as well as performing the
complete set of 16 Boolean functions on two variables.
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The KI10 processor implements instructions to perform scaling, negating, addition,
subtraction, multiplication, and division upon numbers in single-precision and
double-precision floating-point format. In the single-precision floating-point format, 1 bit is
reserved for the sign, 8 bits are used for the exponent, and 62 bits are used for the fraction.

Special KI10 instructions provide the capability of converting fixed-point formats to or
from floating-point formats. Two sets of instructions are provided to perform this function:
one set optimized for FORTR AN and a second set optimized for ALGOL.

The arithmetic testing instructions may jump or skip, depending on the result of an
arithmetic test and may first perform an arithmetic operation on the test word. Instructions
are also provided to modify and/or test using a mask and/or skip on selected bits in an
accumulator. Program control instructions include several types of jump instructions and
the subroutine control PUSHJ and POPJ instructions.

Input/output instructions govern all direct transfers of data to and from the peripheral
equipment and also perform many operations within the processor. Block transfer
instructions handle bulk data transfers to/from I/O devices.

The KI10 has hardware for processing both single-precision and double-precision
floating-point numbers. There are eight double-precision instructions and three
fixed/floating conversion instructions. A double-precision word consists of the sign, an 8-bit
exponent and a 62-bit fraction. This gives a precision in the fraction of 1 part in 4.6 x 10'8
and an exponent of 2 to a power of from -128 to +127.

2.1.1.1.2.2 Processor Modes. Instructions on the DEC-10 are executed in one of two
modes depending upon whether a mode bit has been set. Programs operate in either User
Mode or Executive Mode. In Executive Mode operations, all implemented instructions are
legal, addresses are not relocated, and all core locations are accessible. The monitor operates
in Executive Mode and is able to control all system resources and the state of the processor.
In User Mode operations, addresses are relocated, certain instructions are illegal, causing
monitor traps when executed, and address references are confined within two program seg-
ments.

The KI10 further divides Executive and User Mode operation into two submodes each.
User Mode is subdivided into public and concealed submodes and Executive Mode into
supervisor and kernel submodes. For each 512-word page in the system, information is
stored in a table maintained by the operating system which specifies whether a page can be
accessed or altered, and if it is defined to be public or concealed. The Executive and User
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Modes subdivide on the KI10 according to whether the active program is running in a public
or concealed area. Within User Mode are the public and concealed submodes; within
Executive Mode, the supervisor and kernel submodes. These mode features are summarized
in Table 2.1.1.1-4.

2.1.1.1.2.3 Processor Memory Management. The KI10 provides memory address
mapping from the program’s memory address space (referred to as the effective address) to
the physical memory address space by substitution of the most significant bits of the
memory address. This mapping provides access to the entire physical memory space which is
16 times larger than the maximum user address space. The user’s effective address space is
256K words addressed with 18-bit addresses; the physical address space is 4,194,304 deci-
mal.

The memory mapping process utilizes the most significant nine bits of the effective

address as an index into the appropriate page map (User or Executive) in memory. The data
located by the index provides 13 bits which are appended to the least significant 9 bits of

TABLE 2.1.1.1-4. PROCESSOR MODES

User Mode

Public Submode

Concealed Submode

e User programs
e 256K word address

All instructions permitted unless
they compromise integrity of
system or other users

Can transfer to concealed submode
only at entry points

e Proprietary programs

e Can READ, WRITE,
EXECUTE, or TRANS-
FER to any location
labeled Public

Executive Mode (Monitor)

Supervisor Submode

Kernel Submode

o Performs general management of system

Performs those functions that affect
one user at a time

Executes in virtual address space
labeled Public

o Performs 1/0 for system
e Performs those functions
that affect all users




the effective address in order to form the 22 bit physical address. Also provided are three
bits which indicate what type of memory requests are allowed to the page in question (one,
read-only, proprietary, etc). If this scheme were implemented exactly as outlined above,
every user memory reference would require two actual memory references: one to obtain
the memory mapping data and another to obtain the user’s mapped memory reference. In
order to reduce the number of actual memory references to nearly the same number as
required by the program, an associative memory mapping unit is used in the KI10 as
illustrated by Figure 2 1 1.1-2.

The Monitor assigns the core area for each user by loading the various page tables,
setting up the trap locations in the user page map, and responding appropriately when a trap
occurs. The Monitor provides memory protection for itself and each user by filling the page
tables only with those entries which are allowed to be accessed. A zero access bit in the page
table will cause reference to the associated page to initiate a page failure trap to the
Monitor. The TOPS-10 Operating System utilizes the KI10 and page maps to create one or
two segment programs. The major benefits of the paging capability are a smaller unit of core
allocation (512 words instead of 1,024), the freedom to scatter the pages of a segment
randomly through physical core (avoiding core fragmentation and the overhead of repacking
core), and the opportunity to execute a program when all of its pages are not in physical
core (i.e., a virtual memory capability).

2.1.1.1.2.4 Real-Time Clock. The DK10 Real-Time Clock provides high-resolution
timekeeping for time accounting, time-base maintenance, periodic high-frequency inter-

EFFECTIVE ADDRESS

256K WORDS
9 9 18BITS — 542 PAGES

r_J

9 13

32 ASSOCIATIVE PAGE
WORDS MEMORY TABLE

4096K WORDS
13 9 22BI1TS 8192 PAGES

PHYSICAL ADDRESS

Figure 21.1.1-2. Address computation scheme for KI10 processor.
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rupts, and interval timing. The clock provides 110 us resolution and a choice of up to 2'8®
; possible timing intervals, so that interrupts can be programmed at intervals from 10 us up to
2.6 sec.

In addition to an interval register, the DK10 has a frequency counter which counts the
pulses of an internal + 0.01 clock kHz, or an external clock having a maximum frequency of
400 kHz. The clock also includes a comparator network which provides a running
comparison between the frequency counter and the interval register. When the frequency

counter reading equals the total on the interval register, a program interrupt is generated and
the frequency counter is automatically reset so that it can time the next interval.

The clock, which is assignable to any interrupt channel, can be used to pace real time,
monitor, or other functions performed in either Executive or User Modes. Clock updating is

! interlocked with the DATALI instructions so that it can be read correctly at any time by the
K110 without losing a clock pulse.

2.1.1.1.2.5 Fast Register Blocks. General-purpose registers are another DEC-10 feature
that help improve program execution. These sets of fast integrated circuit registers can be
used as accumulators, index registers, and as the first locations in memory. Since the
registers can be addressed as memory locations, they do not require special handling
instructions. Four sets of 16 fast registers are included in the KI10. Program switchiné time
for the KI10 between register stacks is 2.5 us. On the KI10, different register blocks can be
used for the operating system and individual users. This eliminates the need for storing
register contents when switching from User Mode to Executive Mode. Also, a critical
! real-time program is able to maintain its own register block for handling data and interrupt

sequences at maximum speed.

2.1.1.1.2.6 Multiplexed 1/O Bus. The DEC-10 Multiplexed 1/O Bus provides a 36-bit
full-word parallel path between memory and an [/O device for purposes of control or
low-speed data transfer. To initiate high-speed data transmission directly between memory
and a device connected to the memory bus, a control word is first transferred over the 1/0
bus to the buffer of the high-speed device controller. Then, on command, entire data blocks

are moved directly to or from memory with a single instruction.

The I/O bus may also be used as a control and data path to/from a large number of
low-speed 1/O devices. Transfer is performed in 36-bit words in parallel at speeds of 370K
words/s on the KI10. Thus each data transmission instruction moves one word of data
between memory and the buffer of the device controller. When block input or output
instructions are used, entire blocks of data are moved to or from the device with a single
instruction.
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2.1.1.2 Direct Memory Access of Simulators

The AVSAIL laboratory is designed to facilitate testing of hardware/software systems in
a simulated real-world environment. The systems under test may include hardware and
software only, or, alternatively, human (pilot) interaction with a simulated external
environment may be included as a system component. An example might be the testing of a
fire control computer and its software with a human pilot flying in a simulated cockpit as he
views the target on a computer generated display. Fire control computer and software are
real, but the aircraft dynamics and the target display must be simulated with the proper
time relationships. In the AVSAIL laboratory, the DEC-10 computer provides the simulated
environment by executing models of that environment. The interface between the DEC-10
and the system under test is provided by multiple DEC PDP-11 minicomputers that allow
more than one system simulation, or complex multicomputer simulations, to be connected
simultaneously to the DEC-10. As shown in Figure 1.3.1.1-1, there are currently eight
PDP-11's interfaced to the DEC-10. Four of these are devoted to various aspects of the
DAIS program, one is devoted to interfacing the F-16 Fire Control Computer Simulator,
one to the cockpit simulator currently being used with DAIS, one to the Evans and Suther-
land Picture System, and the eighth to the video center.

In order to interface muitiple PDP-11’s to the DEC-10, hardware and software features
have been provided to allow the PDP-11"s to transmit and receive data from the DEC-10.
The basic mechanism for data communication is a 4K word memory “window” in the
DEC-10 memory. The location of the window can be specified by any DEC-10 program and
addressed by the PDP-11 computer. Provision for an 18-bit address has been made by
hardware modifications to the DMA-10C Direct Memory Access Controller. The memory
“window”’ is formatted to provide storage of ‘“to’’ and “‘from’’ data and window identifier
information. Data are stored in the window at each simulation frame or upon interrupt from
a PDP-11. Data transfer to and from the PDP-11 is under PDP-11 control.

A special software program, resident in the DEC-10, handles data formatting as required
by the different word sizes of the two computers (i.e., 36 bits for the DEC-10 and 18 bits
for the PDP-11). This software also provides the functions of interrupt handling from the
PDP-11's and the real-time clock.

2.1.1.3 PDP-11 Satellite Computers

Eight Digital Equipment Corporation (DEC) PDP-11 computers are employed within the
DEC-10 Host Simulation Processor Hardware in order to provide an interface for each of
eight system simulators with the Host Hardware. Each interface is operated in a pseudo
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real-time asynchronous interrupt mode via a Direct Memory Interface Controller. The
output of the memory controller is coupled to an MX-10 Memory Multiplexer prior to
connection to the DEC-10 memory bus. The speed of the multiplexer and direct memory
access bus operation is fast enough that each satellite computer appears to be operating in
real time to the user. Each system simulator computer can in this manner provide data to
common memory blocks of the DEC-10 system. This data can then be shared throughout
the facility. The assignment of simulator processors is given in Table 2.1.1.3-1.

The PDP-11 series of computers are well suited to use in a simulation facility primarily
due to their single or UNIBUS structure. The UNIBUS is a single, high-speed, bidirectional,
asynchronous communications path within each of the PDP-11 computers. It allows all
system components and peripheral devices to communicate directly without central
processor intervention. This direct communications means that the PDP-11 does not require
1/O instructions. The same instruction that performs a register-to-register transfer within the
central processor performs:

1 a memory-to-device-register transfer,

2 a memory-to-memory transfer,

3. adeviceregister-to-memory transfer, and

4 a device-register-to-another-device-register transfer.

Therefore, the key point is that a peripheral device can be communicating with memory
at the same time the processor is performing computational operations.

All PDP-11 system elements connect directly to the UNIBUS in plug-in fashion. The
asynchronous nature of the UNIBUS means external devices can be tied into the system
without regard for individual operating speed. The UNIBUS permits system expansion to
any level without revision of the present system. Also, as the full UNIBUS technique is

TABLE 2.1.1.31, PDP-11 PROCESSOR ASSIGNMENTS

System Simulator PDP Computer System Simulator PDP Computer
a) DAIS (GT-44A, Figure 2.1.1.3-1) 11/40 e) F16 Simulator 11/40
b) DAIS (GT-44A, Figure 2.1.1.3-1) 11/40 f) Cockpit 11/45
c¢) DAIS (GT-44B, Figure 2.1.1.3-2) 11/40 g) Evans and Sutherfand Picture System 11/50
d) DAIS (GT-44C, Figure 2.1.1.3-3) 11/40 h) Video Center 11/20
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common to all PDP-11 systems, peripheral devices can be freely interchanged from system
to system without the need for special interfaces.

All PDP-11 processors use the same basic instruction set. Programs developed on the
PDP-11/40 of DAIS are immediately usable on the PDP-11/50 of the Picture System.
Common software incurs no conversion problems as needs increase. Programs developed on
any PDP-11 will serve all anticipated systems, regardless of the specific model. A processor
comparison table for the 11/40, 11/45, 11/50, and 11/20 is given in Table 2.1.1.3-2.

2.1.1.3.1 The DAIS simulators

A A i A RN o b AT G AN N A LRI 57

The four PDP 11/40 computers associated with DAIS are employed as shown in Figures
2.1.1.3-1, -2, and -3. Two of the simulators have configuration A shown in Figure 2.1.1.3-1.

TABLE 2.1.1.3-2. PDP-11 PROCESSOR COMPARISON TABLE

Processor Type 11/20 11/4G 11/45 11/50
Stack processing Yes Yes Yes Yes
Programmable stack limit No Optional Yes Yes
General registers 8 8 16 16
Reg-to-reg. transfer 2.3 us 900 ns 300 ns 300 ns
Hardware floating point No 32 bit (opt) 32, 64 bit (opt) 32, 64 bit (opt)
Max memory size (bytes) 56K 248K 248K 248K
Memory type Core Core BIPOLAR* BIPOLAR

Mos* MOS
Core Core
Effective memory speed 980 ns 1000 ns 300 ns 300 ns
500 ns 500 ns
1000 ns 1000 ns
Memory parity Optional Yes Yes Yes
Memory management No Optional Yes Yes
Processing modes 1 2 (opt) 3 3
Auto hardware interrupts Yes Yes Yes Yes
Auto software interrupts Yes** No Yes Yes
Power fail/auto restart Yes Yes Yes Yes
Real-time clock Optional Optional Yes Yes
Programmer’s console Yes Yes Yes Yes
Hardware bootstrap Optional Optional Yes Yes
Serial line controller Yes Yes Yes Yes

*A POP 11/45 used with BIPOLAR and/or MOS memory becomes the equivalent of a PDP 11/50.

**Automatic interrupts are possible through the use of software TRAP programming.
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This configuration utilizes 16K of 16-bit core memory as well as 2 1.2 megaword disk
memory systems. Configuration B shown in Figure 2.1.1.3-2 employs 32K of 16-bit core
memory, 2 1.2 megaword disk drives and a bootstrap loader memory. Configuration C
shown in Figure 2.1.1.3-3 contains only 16K of 16-bit core memory, however, it also
utilizes 2 1.2 megaword disk drives.

2.1.1.3.2 The F16 simulator

A PDP 11/40 computer is used with the F16 simulator as shown in Figure 2.1.1.3-4. The
basic memory provided for this configuration consists of a 24K word by 16-bit core
memory, and a 1.2 megaword disk memory system. The 11/40 is used in this simulator in
order to control the Fire Control Navigation Panel, and Fire Control Computer simulator. It
also receives Flight Control Stick and Throttle data as inputs and provides control informa-
tion to a local Head Up Display CRT.

2.1.1.3.3 The cockpit simulator

The cockpit simulator utilizes a PDP 11/45 as shown in Figure 2.1.1.3-5. In this
configuration a high-speed 28K by 16-bit MOS memory as well as a 68K word by 16-bit
core memory are used. The 11/45 processor provides control and data for the Horizontal
Situation Display and Vertical Situation Display as well as the control stick and associated
lamp and keyboard displays. These controls and displays are all lccated within the simulated
cockpit.

2.1.1.3.4 The Picture System

The Picture System may be interfaced and controlled by any PDP-11 computer. Picture
Systems have been interfaced to PDP-11/05, PDP-11/35 and PDP-11/45 computers with
various standard DEC peripherals including disks, DECtapes, megtapes, printers, etc. The
standard Refresh Buffer requirements is 8K of 36-bit words. An additional 8K of Refresh
Memory may be obtained to provide a 16K Refresh Buffer.

The Picture System currently employs a PDP-11/50 as shown in Figure 2.1.1.3-6. Inthis
configuration, two core memories of 16K and 44K each are utilized as well as 32K of MOS
memory.

2.1.1.3.5 The Video Center

The Video Center currently employs a PDP-11/20 as shown in Figure 2.1.1.3-7. This
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configuration employs only 28K of 16-bit core memory as the 11/20 is used primarily to
control the Flying Spot Scanner and to control switching at the Video Console.

2.1.2 DECsystem-10 Software

| 2.1.2.1 Features and Operating System
| 2.1.2.1.1 Features

The wide variety of computing requirements demanded by the several classes of
simulations carried out within the AVSAIL laboratory are satisfied by the flexibility and
scope of the DEC-10 software package. This software package provides for the concurrent
operations of timesharing, multistream batch, real time, and remote communications. These
multifunction capabilities allow multiple uses, both at AFAL and at remote locations, to
perform all of the tasks necessary to create new simulations, modify existing simulations,
and run those simulations as if they were individual users. The number of users on the

system at any one time depends on the total computing load.

From the user’s viewpoint, the DEC-10 may be thought of in terms of: (1) his input
device and software which he has written or which act on his software, as in Figure
2.1.2.1-1; (2) the operating system software which controls system resources; and (3) the
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Figure 21.2.1-1. DECsystem-10, user’s view.
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svstem hardware which was previously described. The DEC-10 has several capabilities which
increase the utilization of system resources in a multiuser environment. These are described
in the following three sections.

2.1.2.1.1.1 Timesharing. The timesharing capability allows resources to be shared
among users. The timesharing environment utilizes processor time and system resources that
are wasted in single-user systems. Users are not restricted to a small set of system resources,
but instead are provided with the full variety of facilities. By means of his terminal, the user
has online access to most of the system’s features. This online access is available through the
operating system command controi language, which is the means by which the timesharing
user communicates with the system.

Through the command language, the user controls the running of a task, or job, to
achieve the desired results: create, edit, and delete files; start, suspend, and terminate a job;
compile, execute, and debug a program. In addition, since multiprogramming batch software
accepts the same command language as the timesharing software, any user can enter a
program into the batch run queue. Thus, any timesharing terminal can act as a remote
job-entry terminal.

With the command language, the user can also request assignment of any peripheral
device (magnetic tape, DECtape, and private disk pack) for exclusive use. When the request
for assignment is received, the operating system verifies that the device is available to this
user, and the user is granted its private use until he relinquishes it. In this way, the user can
also have complete control of devices such as card readers and punches, paper tape readers
and punches, and line printers.

When private assignment of a slow-speed device (card punch, line printer, paper tape
punch, and plotter) is not required, the user can employ the spooling feature of the
operating system. Spooling is a method by which output to a slow-speed device is placed on
a high-speed disk or drum. This technique prevents the user from consuming unnecessary
time and space in core while waiting for either a device to become available or output to be
completed. In addition, the device is managed to a better degree because the users cannot tie
it up indefinitely, and the demand fluctuations experienced by these devices are equalized.

2.1.2.1.1.2 Multiprogramming. The DEC-10 has the capability to make maximum
utilization of memory. The DEC-10 is a multiprogramming system; i.e., it allows multiple
independent-user programs to reside simultaneously in memory and to run concurrently.
This technique of sharing memory and processor time enhances the efficient operation of
the system by switching the processor from a program that is temporarily stopped because
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of 1/O transmission to a program that is executable. When core and the processor are shared
in this manner, each user’s program has a memory area distinct from the area of other users.
Any attempt to read or change information outside of the area a user can access
immediately stops the program and notifies the operating system. Because available memory
can contain only a finite number of programs at any one time, the computing system
employs a secondary memory, usually disk or drum, to increase the number of users
serviced. User programs exist on the secondary memory and move into memory for
execution. Programs in memory exchange places with the programs being transferred from
secondary memory for maximum use available main memory. Because the transferring, or
swapping, takes place directly between main memory and the secondary memory, the
central processor can be operating on a user program in one part of memory while swapping
is taking place in another. This independent, overlapped operation greatly improves system
utilization by increasing the number of users that can be accommodated at the same time.

To further increase the utilization of memory, the operating system allows users to share
the same copy of a program or data segment. This prevents the excessive memory usage that
results when a program is duplicated for several users. A program that can be shared is called
a reentrant program and is divided into two parts or segments. One segment contains the
code that is not modified during execution (e.g., compilers and assemblers) and can be used
by any number of users. The other segment contains nonreentrant code and data. The
operating system provides for shared segments to guarantee that they are not accidentally
modified.

2.1.2.1.1.3 File Protection. The DEC-10 has the capability to manage the storage of
user program and data files consistent with the multiple-user environment. The mass storage
devices available are shared among users, and thus, the operating system must ensure
independence among the users; one user’s actions must not affect the activities of another
unless the users desire to work together. To guarantee such independence, the operating
system provides a file system for disks, disk packs, and drums. Each user’s data is organized
into groups of 128-word blocks called files. The user gives a name to each of his files, and
the list of these names is kept by the operating system for each user. The operating system is
then responsible for protecting each user’s file storage from intrusion by unauthorized users.
The operating system lets the user specify protection rights, or codes, for his files. These
codes designate if others may read the file, and after access, if the files can be modified in
any way. Files are assigned protection levels for each three classes of users: self, users with a
common project number, and all users. Each user class may be assigned a different access
privilege, so that there are eight levels in each of the three user classes as described by Table
2.1.2.1-1. This file protection scheme results in a three-digit access code for all files.
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TABLE 2.1.2.1-1. FILE PROTECTION CODES

Protection Level Access Code Access Privileges

No access privileges
EXECUTE ONLY
READ, EXECUTE
APPEND, READ, EXECUTE
UPDATE, APPEND, READ
EXECUTE
2 WRITE, UPDATE, APPEND,
READ, EXECUTE
1 RENAME, WRITE, UPDATE,
APPEND, READ, EXECUTE
Least protection 0 CHANGE POSITION, RENAME,
WRITE, UPDATE, APPEND,
READ, EXECUTE

Greatest protection

W as T~

2.1.2.1.2 Operating system

In order to have some better appreciation for the manner in which the resources of the
DEC-10 are managed, it is helpful to examine the nature of the operating system alluded to
by Figure 2.1.2.1-1. The resident operating system is made up of a number of separate and
somewhat independent parts, or routines (Figure 2.1.2.1-?). Some of these routines are
cyclic in nature and are repeated at every system clock interrupt (tick) to ensure that every
user of the computing system is receiving the requested services. These cyclic routines are:

1.  The command processor, or decoder,
2. The scheduler,
3. The swapper.

The command decoder is responsible for interpreting commands typed by the user on
his terminal and passing them to the appropriate system program or routine. The scheduler
oo wdes which user is to run in the interval between the clock interrupts, allocates sharable
Catems resources, and saves and restores conditions needed to start a program interrupted by

“k he swapper rotates user jobs between secondary disk memory and core memory
Lig whie b obs should be in core but are not. These routines constitute the part of
Cotems that allows many jobs to be operating simultancously.

{ e aperating svstem gre invoked only by user programs and
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Figure 2.1.2.1-2. The resident operating system.
are responsible for providing these programs with the services available through the
operating svstem. These routines are:

1. The Unimplemented User Option (UUO),
2. The input/output routines, 3

3.  The file handler. i
The UUO handler is the means by which the user program communicates with the
operating system in order to have a service performed. Communication is by way of 4

programmed operators (also known as UUO') contained in the user program which, when

executed, go to the operating system for processing. The input/output routines are the

routines responsible for directing data transfers between peripheral devices and user
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programs in core memory. These routines are invoked through the UUO handler, thus saving
the user the detailed programming needed to control peripheral devices. The file handler
adds permanent user storage to the computing system by allowing users to store named
programs and data as files.

2.1.2.1.2.1 Command Decoder. The Command Decoder is the communications link
between the user’s termina! and the operating system. Because all the requests for system
resources are initiated via the command decoder, it is the most visible part of the system to
cach user. When the user types commands and/or requests on his terminal, the characters are
storedd in an input buffer in the operating system. The command decoder examines these
chavacters in the buffer, checks them for correct syntax, and invokes the system program or
user program as specified by the command.

Un each clock interrupt, control is given to the command decoder to interpret and
process one command in the input buffer. Given that the command is a legal one, several
actions are possible. For instance, a command must be delayed if the job is swapped out to
the disk and the command requires that the job be resident in core; the command is
executed on a later clock interrupt when the job is back in core. If all conditions as specified
by the legality flags are met, control is passed to the appropriate program.

2.1.2.1.2.2 Scheduler. The DEC-10 is a multiprogramming system; i.e., it allows several
user jobs to reside in core simultaneously and to operate sequentially. It is then the job of
the scheduler to decide which jobs should run at any given time. In addition to the
multiprogramming feature, the DEC-10 employs a swapping technique whereby jobs can
exist on an external storage device (e.g., disk or drum) as well as in core. Therefore, the
scheduler decides not only what job is to be run next, but also when a job is to be swapped
out onto disk or drum and later brought back into core.

All jobs in the system are retained in ordered groupings called queues. These queues
have various priorities that reflect the status of each job at any given moment. The queue in
which a job is placed depends on the system resource for which it is waiting and, because a
job can wait for only one resource at a time, it can be in only one queue at a time. Several
of the possible queues in the system are:

1. Run queues for jobs waiting for, or jobs in, execution,
2. T1/0O wait queues for jobs waiting for data transfers to be completed,
3. I/O wait-satisfied queues for jobs waiting to run after data transfers have been

completed,




4. Resource wait queues for jobs waiting for some system resource,
5. Null queue for all job numbers that are not currently being used.

The job’s position within certain queues determines the priority of the job with respect
to other jobs in the same queue. For example, if a job is first in the queue for a sharable
device, it has the highest priority for the device when it becomes available. However, if a job
is in an I/O wait queue, it remains in the queue until the I/O is completed. Therefore, in an
I/O wait queue, the job’s position has no significance. The status of a job is changed each
time it is placed into a different queue.

In additon, data transfers use the scheduler to permit the user to overlap computation
with data transmission. In unbuffered data modes, the user supplies an address of a
command list containing pointers to locations in his area to and from which data is to be
transferred. When the transfer is initiated, the job is scheduled into an I/O wait queue where
it remains until the device signals the scheduler that the entire transfer has been completed.

In buffered modes, each buffer contains information to prevent the user and the device
from using the same buffer at the same time. If the user requires the buffer currently being
used by the device as his next buffer, the user’s job is scheduled into an 1/O wait queue.
When the device finishes using the buffer, the device calls the scheduler to reactivate the job.

2.1.2.1.2.3 Swapper. The swapper is responsible for keeping in core the jobs most
likely to be run. It determines if a job should be in core by scanning the various queues in
which a job may be. If the swapper decides that a job should be brought into core, it may
have to take another job already in core and transfer it to secondary memory. Therefore,
the swapper is not only responsible for bringing a job into.core but also responsible for
selecting the job to be swapped out. The swapper periodically checks to see if a job should
be swapped in. If there is no such job, then it checks to see if a job is requesting more core.
If there is no job wishing to expand its size, then the swapper does nothing further and
relinquishes control of the processor until the next clock tick.

2.1.2,1.2,4 UUO Handler. The UUO handler is responsible for accepting requests for
services available through the operating system. These requests are made by the user
program via software-implemented instructions known as programmed operators, or UUOs.
The UUO handler is the only means by which a user program can give control to the
operating system in order to have a service performed. The user informs the operating
system of his requirements for /O by means of UUO’s contained in his program. The actual
input/output routines needed are then called by the UUO handler.
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2.1.2.1.2.5 Input/Output. Since the operating system channels communication
between the user and the device, the user does not need to know all the peculiarities of each
device on the system. In fact, the user program can be written in a similar manner for all
devices. The operating system will ignore, without returning an error message, operations
that are not pertinent to the device being used. Thus, a terminal and a disk file can be
processed identically by the user program. In addition, user programs can be written to be
independent of any particular device. The operating system allows the user program to
specify a logical device name, which can be associated with any physical device at the time
when the program is to be executed. Because of this feature, a program that is coded to use
a specific device does not need to be rewritten if the device is unavailable. The device can be
designated as a logical device name and assigned to an available physical device with one
command to the operating system,

2.1.2.1.2.6 File Handler. The disk file handler manages user and system data; thus, this
data can be stored, retrieved, protected, and/or shared among other users of the computing
system. All information in the system is stored as named files in a uniform and consistent
fashion, thus allowing the information to be accessed by name instead of by physical disk
addresses. Therefore, to reference a file, the user does not need to know where the file is
physically located. A named file is uniquely identified in the system by a file name and
extension, an ordered list of directory names (UFDs and SFDs) which identify the owner of
the file, and a file structure name which identifies the group of disk units containing the file.

Usually a complete disk system is composed of many disk units of the same and/or
different types. Therefore, the disk system consists of one or more file structures—a logical
arrangement of files on one or more disk units of the same type. This method of file storage
allows the user to designate which disk unit of the file structure he wishes to use when
storing files. Each file structure is logically complete and is the smallest section of file
memory that can be removed from the system without disturbing other units in other file
structures. All pointers to areas in a file structure are by way of logical block numbers rather
than physical disk addresses; there are no pointers to areas in other file structures, thereby
allowing the file structure to be removed.

All disk files are composed of two parts, data and information used to retrieve data. The
retrieval part of the file contains the pointers to the entire file, and is stored in two distinct
locations on the device and accessed separately from the data. System reliability is increased
with this method because the probability of destroying the retrieval information is reduced;
system performance is improved because the number of positionings needed for
random-access methods is reduced. The storing of retrieval information is the same for both
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sequential and random-access files. Thus a file can be created sequentially and later read

randomly, or vice versa, without any data conversion.

To the user, a file structure is like a device; i.e., a file structure name or a set of file
structure names can be used as the device name in command strings or UUO calls to the
operating system. Although file structures or the units composing the file structures can be
specified by their actual names, most users specify a general, or generic, name (DSK) which
will cause the operating system to select the appropriate file structure. The appropriate file
structure is determined by a job search list. Each job has its own job search list with the file
structure names in the order in which they are to be accessed when the generic name is
specified as the device. This search list is established by LOGIN and thus each user has a
UFD for his project-programmer number in each file structure in which LOGIN allows him
to have files. File storage is dynamically allocated by the file handler during program
operations, so the user does not need to give initial estimates of file length or the number of
files.

2.1.2.1.3 Real-time operating system features

The multiple simulators attached to the DEC-10 (Figure 1.3.1.1-1) which require
software simulations to be carried out by the DEC-10 in real time, as well as handle the
attendant data transfer between the DEC-10 and the PDP-11s, call upon the real-time
capabilities of the operating system. The operating system must allocate system resources
dynamically in order to satisfy the response and computational requirements of real time
without affecting the simultaneous operations of timesharing and batch jobs. As part of its
normal operation, the DEC-10 operating system satisfies this response requirement by
overlapping I/O operations with processing time and by reacting to a constantly changing
system load.

At the same time, each user of the computing system must be protected from other
users, just as the system itself is protected from all user program errors. In addition, since
real-time systems have special real-time devices associated with jobs, the computing system
must be protected from hardware faults that could cause system breakdown. And, because
protection is part of the function of the operating system, the real-time software employs
this feature to protect users as well as itself against hardware and software failures. Inherent
in the operating system is the capability of real time, and it is by way of calls to the
operating system that the user obtains real-time services. The services obtained by calls
within the user’s program include:

1. Locking a job in core,
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2. Connecting a real-time device to the priority interrupt system,
. Placing a job in a high-priority run queue,
4. Initiating the execution of FORTRAN or machine language code on receipt of an
interrupt,
5. Disconnecting a real-time device from the priority interrupt system.

Memory space may be occupied by the resident operating system and by a mix of
real-time and non-real-time jobs. The only fixed partition is between the resident operating
system and the remainder of memory. A real-time job may need to be in memory so as not
to lose information when its associated real-time device interrupts (since there may not be
sufficient time to swap-in the job). The job can request that it be locked into core.

The real-time user can connect real-time devices to the priority interrupt system,
respond to these devices at interrupt level, remove the devices from the interrupt system,
and/or change the priority interrupt level on which these devices are assigned. There is no
requirement that these devices be connected at system generation time. The user specifies
both the names of the devices generating the interrupts and the priority levels on which the
devices function. The operating system then links the devices to the operating system.

The real-time user can receive faster response by placing jobs in high-priority run queues.
These queues are examined before all other queues in the computing system, and any
runnable job in high-priority queue is executed before jobs in other queues. In addition, jobs
in high-priority queues are not swapped to secondary memory until all other queues have
been scanned.

2.1.2.1.4 Remote communications

The DEC-10 allows the simultaneous operation of multiple remote stations. Software
provisions differentiate one remote station from another. By utilizing peripheral devices at
various stations, the user is provided with increased capabilities as shown in Figure 2.1.2.1-3.
For example, data can be collected from various remote stations, compiled and processed at
the central station, and then the results of the processing can be sent to all contributors of
the data.

2.1.2.1.5 Batch computing
In addition to the timesharing and real-time capabilities available on the DEC-10, batch

computing is provided by the GALAXY-10 batch software. GALAXY-10 batch software
enables the DEC-10 to execute up to 128 batch jobs concurrently with timesharing jobs.
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Just as the timesharing user communicates with the system by way of his terminal, the
batch user normally communicates by way of the card reader. (However, he can also enter
his job from an interactive terminal.) Unlike the timesharing user, the batch user can punch
his job on cards, insert a few appropriate control cards, and leave the job for an operator to
run. In addition, the user can debug the program in the timesharing environment and then
run it in batch mode without any additonal coding.

The GALAXY-10 system consists of a series of programs: QUASAR, the system queue
- manager and scheduler; SPRINT, the input spooler; BATCON, the batch controller; and the
output spoolers, LPTSPL and SPROUT. The input spooler is responsible for reading the
input from the input device and for entering the job into the batch controller’s input . aeue.
After the input spooler reads the end-of-file and closes the disk files, it makes an entry in
the batch controller’s input queue. The batch controller processes batch jobs by reading the
entries in its queue. The control file created by the input spooler is read by the batch
controller, and data and nonresident software commands are passed directly to the user’s
job.

QUASAR is responsible for scheduling jobs and maintaining both the batch controller’s
input queue and the output spooling queues. A job is scheduled to run under the batch
controller according to external priorities, processing time limits, and core requirements
which are dynamically computed, and according to parameters specified by the user for his
job, such as start and deadline time limits for program execution.

The output spooling programs improve system throughput by allowing the output from
a job to be written temporarily on the disk for later transfer, instead of being written
immediately on a particular output device. The log file and all job output are placed into
one or more output queues to await processing. When the specified device is available, the
output is then processed by the appropriate spooling program. These spooling programs may ‘
be utilized by all users of the computing system. ’

2.1.2.2 Program Support Software

The preparation of software programs in both assembly language and in several higher
order languages is facilitated by the various utility programs and compilers supported on the
AVSAIL DEC-10. The basic features of each of these support programs are briefly
summarized below.
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2.1.2.2.1 Higher order language compilers

A wide range of higher order language capability is supported by the DEC-10 AVSAIL
facility. Languages available include JOVIAL, FORTRAN, APL, Basic, COBOL, and others
as subsequently described. The descriptions, other than for JOVIAL, are brief since these
languages are widely used and documented.

2.1.2.2.1.1 JOVIAL. The JOVIAL language is the Air Force standard language for
command and control software, and the level I subset of J73 is supported with a compiler
on the DEC-10.

JOVIAL had its beginnings in 1958 and, as the acronym (Jule’s Own Version of the
International Algebraic Language) implies, is similar to ALGOL in many ways. Subsequent
modifications over the years have left it substantially different, however. The introduction
of JOVIAL brought with it a number of innovative software features. It was the first
language (and until PL/I, the only one) to provide good facilities for simultaneously
performing scientific numerical computation and nontrivial data handling, while at the same
time it could also be used in general information handling areas. A second contribution is
the use of COMPOOL (COMmunication POOL) as a central source of data description. A
third contribution was its practical usage as its own compiler, and finally, it made a
significant contribution in terms of allowing the programmer great flexibility for controlling
storage allocation when he needs to, but not requiring him to do so otherwise. It is not
within the scope of this manual to define the JOVIAL language. Readers familiar with
FORTRAN and ALGOL will find many similarities. A few distinctive features of JOVIAL
are mentioned here to differentiate it from other higher order languages.

JOVIAL is a procedure-oriented, problem-oriented, and problem-defining language. Its
basic objective is to provide a language for use in solving large, complex information
processing problems. Possibly the most distinctive feature of JOVIAL related to this basic
objective is the COMPOOL. The COMPOOL is a facility which allows for creation of one or
more preprocessed common data base descriptions. The COMPOOL source, as defined by a
COMPOOL directive and declarations, contains two types of information. First, data declar-
ations which are common to two or more programs may be described in a COMPOOL. In
addition, any external procedures or functions may be declared in the COMPOOL. The
COMPOOL process involves essentially a compilation of the COMPOOL source, creating two
forms of output. One output is a relocatable object module containing space reservation for
the data delcared in the COMPOOL and any presets defined for this COMPOOL data. The
second output is a special file containing names declared in the COMPOOL and their




attributes for use by the compiler during subsequent compilations which refer to the names
declared in the COMPOOL.

Another feature of J73/I worthy of note is the absence of input/output statements.
Communication with JOVIAL programs is via the compool data base. Directives are
available for accessing auxiliary source files, however.

Certain features of the J73 data declarations are of interest. J73 supports three basic
data structures: items (scalar variables); tables of one to seven dimensions; and blocks.
Scalar items, tables and blocks may be grouped in blocks. Data may be allocated to one of
three levels. The primary and most permanent data is reserve data. Only those values that
are left in reserve data upon exit from a procedure are guaranteed at re-entrance to that
procedure. Procedure data values are not valid after exit from the containing procedure. The
final level of data is based data. No storage is allocated for based data by the compiler.
Based data describe a structuring of data, a template, which may be relocated dynamically.
This relocation may be performed by declaring a default base—an item whose value is to be
used as the address—or at each reference by using a formula whose value is the address. The
allocation level to be ascribed to data is indicated by an allocation specifier in the
declaration. J73 also provides for packing of table items at three levels: no packing, dense
packing, or medium packing. The level of packing implies the extent to which more than
one item is stored in a computer word.

The J73/I subset provides two types of statements; statements that compute values and
statements that control program flow. Statements may be named or not and may be either
simple or compound (delimited by BEGIN - END). Program control statements include
GOTO, STOP, RETURN, IF-ELSE, WHILE and a particularly powerful FOR-Loop
construct which is, roughly FOR (control variable), BY (increment phrase), THEN
(replacement phrase), and WHILE (terminator phrase). The BY, THEN, WHILE elements
may appear in any order.

The J73 language is program and procedure-oriented and a procedure call statement is
included. The J73 compilation may be a program that is invoked by an operating system or
a procedure called from a program or other procedure. Within a compilation (program or
procedure), internal procedure declarations may be nested to any level. Within a program, a
stop statement is used to terminate a program or procedure and returmn to the system. A
return statement may not be used within a program but may be used within a procedure.

Some additional insight into the nature of JOVIAL is provided by the following brief
discussion of the J73/1 compiler which is composed of a data base, a set of seven logical
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processing phases, and an executive program which supports input/output, phase loading,
and commonly used utility functions. Interphase communication is via the global data
blocks, tables, and files that comprise the compiler’s data base. The structure of the J73/1
compiler is presented in Figure 2.1.2.2-1. Descriptions of the compiler compenents are
provided below.

The Compiler Executive (ECEX) is a collective name for those procedures which remain
resident throughout a compilation. Resident procedures are of three types:

1. Host Computer Operating System Interface Routines where routines are coded in
assembly language; they support phase loading and file input/output and must be
completely recoded to rehost the compiler;

2. A collection of conversion and data manipulation procedures, and compiler
debugging procedures which output symbolic dumps of compiler files and tables; the
conversion and data manipulation procedures are coded in assembly language, and
debugging procedures are coded in J73/I;

3. ‘A collection of symbol table service procedures which search and create symbol
table entries; these procedures are coded in J73/1.

The Control Card Interpreter (CCI) reads and processes control card command
statements for the compilation. Examples of options selectable by a command statement
are: target computer identity, input and output file names, and listing options. CCI is
currently coded in assembly language.

The Compool Input Processor (CIP) is called after control card interpretation to process
compool directives. CIP presets the symbol table with entries from the compool files named
in the compool directives. The process consists of reading a compool file’s directory,
searching for specified entities, obtaining the specified entities from the body of the
Compool File, and constructing the appropriate symbol table entries.

CIP is coded in J73/I. Except for certain data declarations, it is host computer
independent. CIP and other target independent compiler modules access a global table
(TRGPARM) of target parameters, such as bits per word, bits per byte, and address size, in
order to generate target-specific output.

Syntax analysis is performed by the Analyzer (ANZR). ANZR translates dynamic
statements to Polish postfix form in the Intermediate Language (IL) file, translates
declarative statements into symbol table entries, and copies constant presets and
cross-reference information to the code file. ANZR is coded in J73/I.
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The Allocator (ALOCTR) is responsible for assigning relative storage addresses for data

declarations recognized by ANZR as as result of a procedure or compool compilation.
ALOCTR is coded in J73/1.

There is one Optimizer/Code Generator pair for each compiler target machine. An
Optimizer/Code Generator pair is referred to as COGN. COGN operates in a two-pass
manner within a single phase. Optimization is performed during the first pass where the IL is
translated to a modified IL. Code generation and register assighment are performed during
the second pass, where the modified IL is transformed into the Code File.

The Editor (EDIT) reads the Code File and produces the relocatable object program file.
EDIT also optionally generates an edited object code listing and a cross-reference listing.
There is one EDIT phase per target computer.

The Compool Processor (COP) executes only in a compool build compilation. It
executes after EDIT and transforms the symbol table contents into a Compool File for later
inclusion in compilations which refer to compool-declared entities.

The major compiler data base elements include the Symbol Table, Compilation Control
Block, Intermediate Language File and Code File. The Symbol Table consists of a
fixed-length hash table and a variable-length set of entries that describe the structures and
constructs that are derived from source language parsing (e.g., source-program-declared
tables, blocks, and procedures) and that are produced to assist the compiling process (e.g.,
compiler-generated labels and items). There are two types of symbol table entries: name
entries and attribute entries. Some attribute entries describe source program entities which
have names, such as variables, procedures, and labels. Since names are variable in length, and
since more than one entity can bear the same name, the name part of a symbol table entry is
maintained separately from the related attribute information that describes the entity.

The Compilation Control Block (CCB) is a small core-resident block of data used for
communication between the compiler executive and the phases, CCB is a collection of items
such as symbol table chain headers, a bit vector describing compilation options, and the
current statement number.

The Intermediate Language (IL) File represents the executable statements of a program
in Polish postfix form. It is produced by the syntax analyzer phase, and is read by the
optimizer/code generator phase. The IL was designed to simplify optimization and code

generation. It has the following characteristics:

 —
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1. The IL is, in general, language and machine independent;

2. All conversions are explicitly expressed in the IL;

3. The IL is, in general, nonredundant; for example, a FOR statement is expressed in
terms of simpler statements such as assignment, IF, and GOTO.

The Code File (CF) is used for three purposes: (1) it contains name set/use information
produced by ANZR for the cross-reference listing; (2) it contains variable preset values
produced by ANZR; (3) it contains the target machine instructions produced by the Code
Generator. The Code File is read by the Editor.

2.1.2.2.1.2 FORTRAN. The FORmula TRANslator language, FORTRAN, is a widely
used procedure-oriented programming language. It is designed for solving scientific-type
problems and is thus composed of mathematical-like statements constructed in accordance
with precisely formulated rules. Therefore, programs written in the FORTRAN language
consist of meaningful sequences of these statements that are intended to direct the
computer to perform the specified computations. DEC-10 FORTRAN-10 is compatible with
and encompasses an ANSI standard. FORTRAN-10 also provides many extensions and
additions to this standard which greatly enhance its usefulness and increase its compatibility
with other FORTRAN language sets. Extensions include subroutines which allow the
FORTRAN user to do real-time programming. With these subroutines, the time-sharing job
can dynamically connect real-time devices to the priority interrupt (PI) system, respond to
these devices at interrupt level, remove the devices from the PI system, and change their PI
level. Use of these routines requires that the user have real-time privileges and be able to
lock his job in core.

FOROTS, the FORTRAN-10 object-time -system, implements all program data file
functions and provides the user with an extensive runtime error reporting system. An
additional feature is that the association between FORTRAN logical units and the file
descriptions to which they refer may be either made within the source program or deferred
until runtime. DEC-10 FORTRAN-10 also supports FORDDT, an interactive program that
is used as an aid in debugging FORTRAN programs.

2.1.2.2.1.3 ALGOL. The ALGOrithmic Language, ALGOL, is a scientific language
designed for describing computational processes, or algorithms. It is a problem-solving
language in which the problem is expressed as complete and precise statements of a
procedure. The DEC-10 ALGOL system is based on ALGOL-60. It is composed of the
ALGOL processor, or compiler, and the ALGOL object time system. Any errors made in
writing the program are detected by the compiler and passed on to the user.
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The ALGOL object time system provides special services, including the input/output
service, for the compiled ALGOL program. Part of the object time system is the ALGOL
library, a set of routines that the user’s program can call in order to perform calculations,
These include the mathematical functions and the string and data transmissiorr routines,
These routines are loaded with the user’s program when required: the user need only make
a call to them. The remainder of the object time system is responsible for the running of the
program and providing services for system resources, such as core allocation and
management and assignment of peripheral devices.

2.1.2.2.1.4 APL. A Programming Language (APL) is a concise programming language
especially suitable for dealing with numeric and character array-structured data. APL is a
completely conversational system which tends to increase programmer productivity and
expertise by allowing the user to interact with the APL system and his running programs,
APL is rich in operators that facilitate array calculations. This higher-level programming is
accomplished by suppressing much of the programming detail inside single APL operators,
One operator may be used to sort a vector of values in ascending order, thereby making
“sort” a primitive operation rather than a tedious subroutine. APL is intended for use as a
general data processing language as well as a mathematician’s tool.

2.1.2.2.1.5 BASIC. The Beginner’s All-purpose Symbolic Instruction Code, BASIC, is a
problem-solving language that is easy to learn because of its conversational nature. It is
particularly suited to a time-sharing environment because of the ease of interaction between
the user and the computer. The BASIC language can be thought of as divided into two
sections: one section of elementary statements that the user must know in order to write
simple programs, and a second section of advanced techniques for more powerful programs.

The BASIC system has several special features built into its design:

1. BASIC contains its own editing facilities. Existing programs and data files can be
modified directly with BASIC instead of with a system editor by adding or deleting
lines, by resequencing the line numbers, or by combining two files into one. The
user can request a listing of all or part of any of his files on either the line printer or
the terminal.

2. At the editing level, BASIC allows various peripheral devices to be used for storage
or retrieval or programs and data files; within a program, information can be read
from or written to the terminal and to the disk (in the latter case, either sequentially
or by random access);

3. Output to the terminal can be simply formatted by tabs, spaces, and column

78

- e
ST TS R




_7.'( il

e e

headings or more precisely formatted by using the advanced PRINT USING
statement;

4. BASIC has statements designed exclusively for matrix computations;

5. An advanced string handling capability includes a concatenation operator, substring
and search functions, and other string intrinsic functions; mathematical intrinsic
functions are contained in BASIC, along with methods by which the user can define
his own functions.

2.1.2.2.1.6 AID. The Algebraic Interpretive Dialogue, AID, is the DEC-10 adaption of
the language elements of JOSS, a program developed by the RAND Corporation. To write a
program in the AID language requires no previous programming experience. Commands to
AID are typed in via the user’s terminal as imperative English sentences. Each command
occupies one line and can be executed immediately or stored as part of a routine for later
execution. The beginning of each command is a verb taken from the set of AID verbs. These
verbs allow the user to read, store, and delete items in storage; halt the current processing
and either resume or cancel execution; type information on his terminal; and define
arithmetic formulas and functions for repetitive use that are not provided for in the
language. However, many common algebraic and geometric functions are provided for the
user’s convenience.

The AID program is device-independent. The user can create external files for storage of
subroutines and data for subsequent recall and use. These files may be stored on any
retrievable storage media, but for accessibility and speed, most files are stored on disk.

2.1.2.2.1.7 COBOL. The COmmon Business Oriented Language, COBOL, is an
industrywide data processing language that is designed for business applications, such as
payroll, inventory control, and accounts receivable.

Because COBOL programs are written in terms that are familiar to the business user, he
can easily describe the formats of his data and the actions to be performed on this data in
simple English-like statements. Therefore, programming training is minimal. COBOL
programs are self-documenting, and programming of desired applications is accomplished
quickly and easily.

DEC-10 COBOL accepts two source program formats: conventional format and
standard format. The conventional format is employed when the user desires his source
programs to be compatible with other COBOL compilers. This is the format normally used
when input is from the card reader. The standard format is provided for users who are
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familiar with the format used in DEC-10 operations. It differs from conventional format in
that sequence numbers and identification are not used because most DEC-10 programs

require neither.

2.1.2.2.1.8 DBMS. The Data Base Management System (DBMS-10) is a facility of the
DEC-10 that permits the user to consolidate his data files into one or more data bases. A
data base is a collection of nonredundant data items that can be accessed by a variety of
programs and/or applications that have common processing requirements and functional
relationships. The data base is created and maintained through modules of DBMS-10. These
modules permit the user to structure the data in such a way that each application can access
in an optimum fashion, yet no data item is actually duplicated in the data base. This
arrangement is accomplished by the data administrator who structures the data base in a
manner such that each application can access it through a search pattern most suited to its
needs. Once the data base has been established, users can access the data through COBOL
programs containing special data base syntax.

2.1.2.2.2 Utility software

2.1.2.2.2.1 MACRO Assembler. MACRO is the symbolic assembly program on the

DEC-10. It generates machine language programs by performing the following functions:

1. Translating symbolic operation codes in the source program into the binary codes
needed in machine language instructions;

2. Relating symbols specified by the user to numeric values;

3. Assigning absolute core addresses to the symbolic addresses of program instructions
and data;

4. Preparing an output listing of the program which includes any errors detected

during the assembly process.

MACRO is a two-pass assembler. This means that the assembler reads the source
program twice. Basically, on the first pass, all symbols are defined and placed in the symbol
table with their numeric values, and on the second pass, the binary (machine) code is
generated. Although not as fast as one-pass assembler, MACRO is more efficient in that less
core is used in generating the machine language code and the output to the user is not as

long.

MACRO is a device-independent program; it allows the user to select, at runtime,
standard peripheral devices for input and output files. For example, input of the source
program can come from the user’s terminal and output of the assembled binary program can
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g0 to a magnetic tape, and output of the program hsting can go to the line printer. More

1 commonly, the source program input and the binary output are disk files.

2.1.2.2.2.2 Linking Loader. LINK-10, the DEC-10 linking loader, merges
independently translated modules of the user’s program into a single module and links this
module with system modules into a form that can be executed by the operating system. It
provides automatic relocation and loading of the binary modules producing an executable
version of the user’s program. When the loading process has been completed, the user can
request LINK-10 either to transfer control to his program for immediate execution or to
output the program to a device for storage in order to avoid the loading procedure in the
future. |

While the primary output of LINK-10 is the executable version of the user’s program,
the user can request auxiliary output in the form of map, log, save, symbol, overlay plot,
and expanded core image files. This additional output is not automatically generated; the

| user must include appropriate switches in his command strings to LINK-10 in order to

E obtain this type of output. The user can also gain precise control over the loading process by

; setting various loading parameters and by controlling the loading of symbols and modules.
k | Furthermore, by setting switches in his command strings to LINK-10, the user can specify
the core sizes and starting addresses of modules, the size of the symbol table, the segment
into which the table is placed, the messages he will see on his terminal or in his log file, and
‘ the severity and verbosity levels of the messages. Finally, he can accept the LINK-10
: defaults for items in a file specification or he can set his own defaults that will be used
i automatically when he omits an item from his command string. LINK-10 has an overlay
facility to be used when the total core required by a user’s program is more than the core
s available to the user.

2.1.2.2.2.3 Program Debugging. The Dynamic Debugging Technique, DDT, is used for
on-line program composition of object programs and for on-line checkout and testing of
these programs. For example, the user can perform rapid checkout of a new program by
making a change resulting from an error detected by DDT and then immediately executing
that section of the program for testing. :

} After the source program has been compiled or assembled, the binary object with its
table of defined symbols is loaded with DDT. In command strings to DDT, the user can
specify locations in his program, or breakpoints, where DDT is to suspend execution in
order to accept further commands. In this way, the user can check out his program
section-by-section and if an error occurs, the user can insert the corrected code immediately.
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2.1.2.2.2.4 File Manipulation. The Peripheral Interchange Program, PIP, is used to
transfer data files from one I/O device to another. Commands to PIP are formatted to
accept any number of input (source) devices and one output (destination) device. Files can
be transferred from one or more source devices to the destination device as either one
combined file or individual files. Switches contained in the command string to PIP provide
the user with the following capabilities:

Naming the files to be transferred,

Editing data in any of the input files,

Defining the mode of transfer,

Manipulating the directory of a device if it has a directory,
Controlling magnetic tape and card punch functions,

D O R 0

Recovering from errors during processing.

2.1.2.2.2.5 File Editing. The Text Editor and COrrector program, TECO, is a powerful
editor used to edit any ASC11 text file with a minimum of effort. TECO commands can be
separated into two groups: one group of elementary commands that can be applied to most
editing tasks, and the larger set of sophisticated commands for character string searching,
text block movement, conditional command, programmed editing, and command repetition.

TECO is a character-oriented editor. This means that one or more characters in a line
can be changed without retyping the remainder of the line. TECO has the capability to edit
any source document: programs written in MACRO, FORTRAN, COBOL, ALGOL, or any
other source language; specifications; memorandums, and other types of arbitrarily
formatted text. The TECO program does not require that line numbers or other special
formatting be associated with the text. Editing is performed by TECO via an editing buffer,
which is a section within TECO’s core area. Editing is accomplished by reading text from
any device into the editing buffer (inputting), by modifying the text in the buffer with data
received from either the user’s terminal or some other device (insexting), and by writing the
modified test in the buffer to an output file (outputting).

2.1.2.2.2.6 Manuscript Editing. RUNOFF facilitates the preparation of typed or
printed manuscripts by performing line justification, page numbering, titling, indexing,
formatting, and case shifting as directed by the user. The user creates a file with an editor
and enters his material through his terminal. In addition to entering the text, the user
includes information for formatting and case shifting. RUNOFF processes the file and
produces the final formatted file to be output to the terminal, the line printer, or to another
file.
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With RUNOFF, large amounts of material can be inserted into or deleted from the file
without retyping the text that will remain unchanged. After the group of modifications have
been added to the file, RUNOFF produces a new copy of the file which is properly paged
and formatted.

2.1.3 Special Purpose Peripherals

In order to provide the capability for simulations which assess the influence of human
factors on avionic system performance, the AVSAIL laboratory includes a simulated cockpit
and computer-generated visual displays of the external environment and the cockpit flight
data displays. The functional configuration of these elements of AVSAIL is shown in Figure
2.1.3-1. The elements shown are configured in three basic subsystems, which are referred to
here as (1) the Picture System, (2) the Video System, and (3) the Cockpit Simulator. Overall
communication between these special purpose peripherals is through the DEC-10 which
executes the simulation models. Capabilities of each of these three peripheral subsystems are
described in succeeding sections.

2.1.3.1 The Picture System

The Picture System is a standalone general purpose, interactive computer graphics
system which can display smoothly moving pictures of two- or three-dimensional objects
effectively in real time. The basic components of the system, manufactured by the Evans &
Sutherland Computer Corporation, are a DEC PDP-11; hardware processing units which
perform such functions as rotations, zooming, and perspective; an 8172-point Refresh
Buffer; a Picture Generator; a Character Generator; a 21 in. Picture Display; a Tablet to
facilitate picture interaction; and the software to support the system.

Figure 2.1.3.1-1 is an overall view of the Picture System interfuced with a DEC
PDP-11/50 computer. A close-up view of the Input Tablet, and 21 in, Picture Display (with
a typical display configuration) is shown in Figure 2.1.3.1-2. The tablet serves as the
standard, general-purpose, graphic input device in THE PICTURE SYSTEM. The tablet can
be used for positioning or pointing to the picture elements by use of a pen whose x and y
coordinates are read by the picture controller. In this manner, the tablet and pen can be
used to simulate functions, such as joy stick control, such that the operator can interactively
“fly the simulation.” An operator seated at the Input Tablet is shown *flying the
simulation” in Figure 2.1.3.1-3.
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2.1.3.1.1 Overview of interactive computer graphics

Interactive computer graphics allows a user to dictate changes to the picture and see the
results immediately. The system time lag is a very small fraction of a second, and the user
gets the feeling that he is actually manipulating the picture itself in real time.

Computer graphics is a very broad subject, encompassing many details which are not
pertinent here. However, some appreciation of the more basic aspects, as represented by the
AVSAIL Picture System, will help to orient the reader. Four topic areas are presented in
subsequent sections: presenting a prepare picture, representing structures to be depicted,
preparing a picture of such structures, and interacting with the picture.

2.1.3.1.2 Picture presentation

2.1.3.1.2.1 Graphical Output Media. Output media fall into two basic divisions,
permanent and impermanent. Plotters and roster printers are examples of the first type,
which do not lend themselves to interactive applications. The cathode ray tube (CRT) is the
most widely used impermanent, interactive display device. Information is presented on a
CRT by directing a beam of electrons about on its phosphor coated face. The CRT face
emits light for an instant when it is struck by the electron beam and then turns dark. For
the picture to be visible it must be redrawn or refreshed very frequently. The refresh CRT
used by the Picture System can be drawn upon with a set of strokes at any position and any

angle.

2.1.3.1.2.2 Refresh Rate. Since the phosphor on the refresh CRT fades almost
immediately after it is struck by the electron beam, the picture must be continually redrawn
to be viewed. This rate at which it is redrawn is called the refresh rate, usually measured in
frames per second. If the picture is not redrawn frequently enough, the eye will notice it
fading between refreshes, producing an unsightly effect known as flicker. To avoid flicker,
the Picture System is refreshed at a rate which is greater than thirty times per second.

2.1.3.1.23 Line Generation. A line is specified by two end-points (x,y) and (x',v'),
expressed in the coordinate system of the CRT, called screen coordinates. The actual
movement of the electron beam between the two points is accomplished by a hardware
device called a line generator or a vector generator. A sophisticated line generator is also
capable of drawing lines with a program-specified mtensity, or even varying the intensity of
a line . from one end to the other. In this most general case, where line endpoints are
specified by the three coordinates (x,y,z), the intensity or brightness of lines can appear to




trail off in the distance, producing an illusion of depth. This technique is known as
depth-cueing.

2.1.3.1.2.4 Update Rate. The advantage of the refresh CRT is that it can show
smoothly changing pictures. Lines drawn on a CRT do not really move, of course, but the
illusion of motion is imparted by continually redrawing the picture of each frame with lines
at slightly different positions each time. The eye blends this sequence of slightly different
frames together into a smoothly moving picture such as a motion picture. The rate at which
these different frames can be displayed is called the update rate. In contrast to the refresh
rate which counts the number of pictures drawn per second, whether or not they are
changed, the update rate counts only those frames that are different. An update rate of
10-20 frames per second will provide smooth motion.

2.1.3.1.2.5 Picture Buffering. In the Picture System a refresh buffer provides storage so
that the refresh and update rates may be diffefént. Although refresh of 30-40 frames per
second is required to avoid flicker, update of 10-20 frames per second is adequate tc provide
smooth motion. In effect, each new frame is shown two, three, or even four times while the
next frame is being computed.

Data resident in a refresh buffer is called a Display File. Full frames stored in this buffer
may be read out and used to refresh the CRT any number of times before a new frame is
created. Typically, new frames are created 20 times a second and the picture is refreshed 40
times a second; i.e., each frame is shown twice. Thus, the presence of a refresh buffer allows
both refresh and update to proceed at their respective optimal rates and the system has a
larger line capacity than it otherwise would.

A potential problem area exists when a picture is refreshed from a memory which is
simultaneously being filled with a new frame, namely, that a picture displayed may consist
of some lines from one frame and some from another. This can produce a number of effects,
some very unsightly. To avoid this problem, the refresh buffer can be split into two separate
buffers, and update and refresh can be switched between the two in a way which avoids
conflicts. This is called double-buffering, and its only disadvantage is that the amount of
pictorial data which may be buffered is halved. In some cases this can place an unnecessarily
low ceiling on the line capacity. The alternative, single buffering, can be used to take
advantage of the entire buffering space when the effects are not too disturbing, usually

when the pictures shown are not highly dynamic.




2.1.3.1.3 Picture definition

Data ultimately deposited in a refresh buffer must originate in the memory of the
computer controlling the system. This computer-resident data is called a Data Base and may
be vastly different in form from the display file which emanates from it.

The data base contains the coordinates of points in the structure to be displayed, along
with instructions for interpreting those points. Along with coordinate informaticn there
may be pointers, substructure names, and other non-graphic information and attributes.

Points are the basic geometric entities in the data base. There are three basic instructions
for treating a point: move the beam to that point, draw a line to that point, or draw a dot
at that point.

The most straightforward way to specify the position of a point is simply to state its
absolute coordinates. An altemative that often introduces considerable efficiencies, called
relative coordinates, entails stating the displacement required to get to a point from the

previous point. Codes for common sequences like *“‘absolute, relative, absolute, relative. . . .’
can be made recognizable to facilitate handling tables of points.

If a structure to be displayed lies in a plane, it is simplest and most efficient to define it
using two-dimensional data, In this case it is typical to supply an x and a y coordinate for
each point in the structure, and then perhaps a single z coordinate which applies to all the

points.

If however, the structure is non-planar, it must be defined as three-dimensional data

where a coordinate triple of the form (x,y,z) is given for each point.

In general a (:ull computer word is devoted to each coordinate of each point and all
coordinates are expressed as integers. In the 16-bit computer, then, the largest expressible
positive number is 32767. This is sufficient for many applications, but the need to express
larger numbers sometimes arises. This need can be met, at the expense of some loss of
resolution in data definition, by employing an alternate means of expressing data called
homogeneous coordinates, Here a point (x,y,z) is defined by the four coordinates
(hx,hy,hz,h- 32767), where h is an arbitrary number between zero and one. It 1s apparent
though that resolution is lost; when h is 1/2, it is impossible to exactly express odd values
for the original coordinates. Smaller values of h impose a correspondingly greater loss of

resolution,
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It is customary to conserve core by supplying only the first three coordinates (hx,hy,hz)
for three-dimensional points, or just two coordinates (hx,hy) for two-dimensional points
(with a common value for hz), and to prespecify a fourth coordinate (usually referred to as
w) which applies to several such points.

2.1.3.1.4 Picture preparation

The data base is almost never identical to the display file because the base represents
some view of that scene. To create a display file, transformation of the data base is required.
In order to prepare a structure for display, it may have to be changed in size, position, or
orientation; it may have to be put in perspective as seen from a given vantage point; parts of
it may have to be removed to keep everything within a given field of view; and its
coordinate system may have to be changed to conform with the output device. All of these
steps can be expressed mathematically and implemented in software or hardware.

Fortunately, since many of the steps involved in picture preparation are invariant from
application to application, it is very worthwhile to implement them with special purpose
hardware. Any calculations unique to a given application can still be performed in software.
To meet the demand for fast frame creation, high performance graphic systems employ
special purpose hardware processors to implement the picture preparation steps. These steps
are described in the following sections.

2.1.3.1.4.1 Simple Linear Transformations. Linear transformations (rotations,
translations, scalings, etc.) can be described by parameters which indicate the type and
degree of information. If the transformation parameters are properly arranged into a matrix,
a vector of original coordinates can be multiplied by this matrix to yield a vector of new
coordinates reflecting the desired transformation.

A 4 x 4 matrix can represent any rotation, translation, or change in scale and can be
used to transform points represented by homogeneous coordinates or, as special cases,
two-dimensional or three-dimensional coordinates.

2.1.3.1.4.2 Compound Linear Transformations. All linear transformations can be
expressed as a sequence of simple translations, rotations, and changes in scale. A
transformation expressible only by such a sequence is called a compound transformation.
When a compound transformation is to be applied to a set of points, first a composite
matrix is formed by multiplying together matrices representing all the simple
transformations in the sequence, in the same order in which the data would have
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encountered the original transformations, and then applying this composite matrix to all
points to be transformed. The process is known as transformation concatenation.

2.1.3.1.4.3 Perspective. The perspective operation entails computing a point projection
of three-dimensional points onto a plane representative of the screen, as depicted in Figure
2.1.3.1-1. Perspective can be applied to three-dimensional data by taking advantage of the
fact that the perspective transformation is expressible in matrix form: a perspective
transformation matrix can be included at the end of the sequence of rotation, translation,
and scale matrices to transform three-dimensional data into a two-dimensional perspective

representation.

2.1.3.1.4.4 Windowing. In some graphics applications, the data base is displayed in its
entirety on the screen, Often, however, a closeup of some portion of the data base is desired
and the rest is preferably omitted. Determining what to omit is so time-consuming in
software that it jeopardizes the dynamic movement of the picture.

The Picture System can address this so-called windowing problem by performing a
visibility check in hardware after the transformation stage and drawing only visible lines on
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Figure 2.1.3.1-4. Three-dimensional perspective projections anto a two-dimensional plane.
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Figure 2.1.3.1-5. Two dimensional clipping.
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: the display. One implementation of windowing is called clipping, and entails comparing all
lines with the boundaries of a program-specified field of view superimposed on the data
base. Lines or portions of lines outside the field of view are eliminated and only visible lines

In two dimensions, the field of view is a rectangle called a window, superimposed on the
plane of the data base. Clipping is easiest if the sides of the rectangle are parallel with the
coordinate axes; however, this presents no restriction since the effect of a rotated window
can be obtained by rotating the data in the opposite direction.

A window is specified by supplying values for its left, right, bottom, and top boundaries
using the same coordinate system used in the data base. Two-dimensional clipping is

diagrammed in Figure 2.1.3.1-5.

LINE LEFT INTACT BY THE
CLIPPING PROCESS

LINE SEGMENT REMAINING
AFTER CLIPPING PROCESS

LINE SEGMENTS REMOVED
BY THE CLIPPING PROCESS

LINE ENTIRELY REMOVED BY
THE CLIPPING PROCESS
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In three dimensions the field of view is a three-dimensional region. It may be a
rectangular volume, or, if its contents are to be seen in perspective, a section of a pyramid
called a frustum of vision. Such a frustum is shown in Figure 2.1.3.1.6 along with the
parameters necessary to completely specify it.

! Figure 2.1.3.1-6. Frustum of vision showing the eye position in relation to an arbitrary coordinate axis.
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In Figure 2.1.3.1-6 an eye positioned at point F along the Z axis is to see the portion of
the data base that lies within the frustum whose hither (near) boundary is at point H, yon
(far) boundary is at point Y, and whose side boundaries are determined, as in the

two-dimensional case, by the window left, right, bottom, and top boundaries at the hither
plane.

As in the two-dimensional case, lines are retained, completely eliminated, or partially
eliminated, depending on whether they are completely within, completely outside, or
partially outside the frustum of vision.

Another approach to windowing is called scissoring. Scissoring entails making available a
screen coordinate drawing space which is somewhat larger than the screen itself and then
intensifying only the lines and line segments actually on the screen. Scissoring is easier to
implement than clipping and does not take up time in the picture preparation stage. On the
other hand, scissoring permits an effective drawing area only slightly larger than the screen
as opposed to the vastly larger effective drawing area permitted by clipping. Another
disadvantage of scissoring is that the line generator spends time tracing out all lines, both
visible and invisible, which makes flicker occur more readily.

2.1.3.1.4.5 Conversion to Screen Coordinates. Coordinate data that is not rejected by
the clipping process is within limits determined by the field of view which may be of any
size and at any position in the data base definition space. However, it is generally
undesirable to display that data in a corresponding size and position on the screen. Rather,
the data should be properly scaled (or mapped) so that it fills some program-specified region
on the screen called a viewport. This can be accomplished by performing a final processing
step which linearly maps all data from the window to the viewport.

If the viewport is a rectangular region aligned with the screen axes, it can be specified by
supplying the screen coordinates for its left, right, bottom, and top edges. If the system’s
line generator can draw lines of varying intensity, a viewport may also specify the intensity
limits for the data displayed. These limits specify the intensities of the data at the hither and
yon boundaries and are called the hither and yon intensities. When the hither and yon
intensities are different, the intensity of the displayed picture elements varies between these
limits, allowing an illusion of depth to be imparted to the picture. A viewport is used to
specify the region of screen and the intensity limits for the data to which, in the most
general case, the frustum of vision is mapped. Figures 2.1.3.1-7 and 8 show how data may
be displayed within a viewport which is the entire screen or only a portion of it. Viewports
may also be utilized to map data into the coordinates of devices other than a display. For
example, viewport boundaries could be specified in the coordinate system of a plotter or
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similar device to provide the capability of obtaining hard copy output to the precision of
the plotting device.

An advantage of program-specified viewports is that several may be assigned in the same
program, each receiving different data. This technique proves convenient for many purposes
in graphics, such as showing different views of an object or views in different directions
from the same point on the same output device simultaneously.

2.1.3.1.4.6 Text Display. Almost all graphics applications call for the presentation of
alphanumerics on the screen at one time or another. It is possible of course to define
character shapes in the data base like other picture elements, and in fact, this is necessary if
characters are to be treated hke other objects, i.e., rotated, clipped, etc. However, it is
possible to derive efficiencies {from the foreknowledge of character properties when they do
not require such sophisticated treatment, by generating the actual strokes of the characters
just prior to drawing them and dealing only with character codes up to that point.

A hardware device which accepts character codes and produces the strokes comprising
the character is called a Character Generator.

To use the generator to draw a string of characters, a display program must first
stipulate character size, shape and orientation values; then position to where the string is to
begin and insert a set of packed character codes, called a text string, into the display file.
The Character Generator would then interpret the text string, look up the set of strokes
associated with each code, size and orient the strokes properly, and draw the characters on
the output device. Codes are packed into text strings as a memory conservation measure.

2.1.3.1.5 Picture interaction

Graphics applications require that the form or content of the picture be changeable by
the user. A number of input devices for this purpose have been made available.

Function switches and lights are attached to the computer in the graphics system. These
are toggle switches or push buttons from which polarity can be read. Each switch can be
assigned a meaning unique to the program.

Analog input devices, including control dials, are also used for interaction. These devices
offer one or more degrees of freedom over which a user can enter input values used for

translation, scaling, etc.




A versatile interactive input device is the Tablet and Pen, which is a flat rectangular plate
which may be positioned on a table in front of, or near, the display screen. Associated with
the tablet is a pen which may be moved about over the plate. Its position on the plate may
be read with fine resolution by the computer controlling the system. The computer can also
detect whether the pen is actually touching the plate and may also indicate if the pen is near
the plate. To tie pen motion together with a picture, a cursor is usually drawn on the screen.

This cursor is a small symbol which continually moves about in concurrence with the pen. It
soon becomes natural to guide the cursor to a desired position on the screen by an
appropriate motion of the pen.

The tablet can also be programmed to perform the functions of function switches or the
analog devices. In order to enable a tablet to perform the pointing function of typical light
pen, the system should be equipped with a hit test feature which checks all data as it
emerges from the transformation stage for proximity to the pen position. The user positions
his cursor over the target structure and initiates the hit test feature (perhaps by touching the

pen down). If a target structure is encountered, a flag is set which may be later tested or
may be programmed to cause an interrupt. This method of pointing has the advantage that

the target structure is marked in the data base, not the display file. It is often difficult or
impossible to backtrack from an entry in the display file to find its corresponding entry in
the data base.

The user of the tablet is allowed to sit in a natural writing position and at any desired
distance from the graphic display. This reduces user fatigue and improves operating
conditions.

2.1.3.1.6 Overview of the Picture System hardware

This section provides an overview of the hardware components which comprise the
Picture System. A functional diagram of the configuration of the system is shown in Figure
2.1.8.1-9. The user of the system will normally interface with these components by means
of the Graphics Software Package described in a later section,

2.1.3.1.6.1 The Picture Controller. The Picture Controller in the Picture System is a
Digital Equipment Corporation PDP-11 General Purpose Digital Computer. Software
available for the system includes a Text Editor, Macro Assembler, Linker, File Utility
Packages, Debugging Packages, and higher level languages including BASIC and FORTRAN.

The availability of these software systems and the Graphics Software Package provided with
the Picture System enable the PDP-11 to act as the Picture Controller.
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Figure 221.3.1-9. Functional configuration of Picture System.

Contain the data base which describes the object(s) to be viewed,

Control the processing of the object coordinate data by the Picture Processor,
Perform all input and output required to facilitate graphical interaction,

Compute parameters for use in simulation of object movement, data representation,
etc.,
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Perform all standard operating functions required by the operating system under
which the contro