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Foreword

The Proceedings contain the papers presented at the 9th Annual Symposium on Optical Materials for

High Power Lasers held at the National Bureau of Standards in Boulder, Colorado, on Octuber 4<6, 1977,

ymposium was jointly sponsored by the National Bureau of Standards, the American Society for
Testing and Materials, the Office of Naval Research, the Defense Advanced Research Projects Agency,
and the Energy Research and Development Administration. The Symposium was attended by about 185
scientists from the United States, the United Kingdom, France, Canada, South Africa, Australia and the
Soviet Union. It was divided into sessions devoted to the following topics: Infrared window
materials, mirrors and surfaces, thin films, and fundamental mechanisms. The Symposium Co-chairpersons
were Dr. Alexander J. Glass of the Lawrence Livermore Laboratory and Dr. Arthur H. Guenther of the Air
Force Weapons Laboratory, who also served as Editors of this report.

The Editors assume full responsibility for the summary, conclusions, and recommendations contained
in the report, and for the summaries of discussion found at the end of each paper. The manuscripts of
the papers presented at the Symposium have been prepared by the designated authors, and questions per-
taining to their content should be addressed to those authors. The interested reader is referred to
the bibliography at the end of the summary article for general references to the literature of laser
damage studies.

The 10th Annual Symposium on this topic will be held in Boulder, Colorado, from September 12 to
14, 1978. It is anticipated that there will be more extensive foreign participation than in previous
years. Also, a concerted effort has been made to ensure closer liaison between the practitioners of
high peak power and the high average power community.

The principal topics to be considered as contributed papers in 1978 do not differ drastically
from those enumerated above. We expect to hear more about improved scaling relations as a function of
pulse duration, area, and wavelength, and see a continuing transfer of information from research
activities to industrial practice. New sources at shorter wavelengths continue to be developed, and
a corresponding shift in emphasis to short wavelength damage problems is anticipated. Fabrication
and test procedures will continue to advance, particularly in the micro-machined optics and thin film
areas.

At the 10th Annual Symposium we expect to pause and reflect upon the past 10 years' activities.
It is our intent to have distinguished speakers who are acknowledged principal contributors in the
many facets of the laser damage field. We will ask them to summarize and quantify as best as possible
the state-of-the-art and the state-of-the-understanding in their specialty. These review or tutorial
lectures will then be arsembled and published as a separate volume on the subject of laser induced
damage in optical materials. We are also contemplating having round-table discussions on those spe-
cific subjects in which there is still some question as to the correctness of our understanding. The
purpose of these Symposia is to exchange information about optical materials for high power lasers.
The Editors will welcome comment and criticism from all interested readers relevant to this purpose,
and particularly relative to our plans for the 10th Annual Symposium.

A. H. Guenther and A. J. Glass
Co-Chairmen

DISCLAIMER

Certain commercial equipment, instruments, or materials are identified in this publication in order
to adequately specify the experimental procedure. In no case does such identification imply recommen-
dation or endorsement by the National Bureau of Standards, nor does it imply that the material or equip-
ment identified is necessarily the best available for the purpose.

This publication is a contribution of the National Bureau of Standards and
R ol and is not subject to
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Laser Induced Damage in Optical Materials
9th ASTM Symposium

October 4-6, 1977

The iinth Annual Symposium on Optical Materials for High Power Lasers (Boulder Damage
Symposium) was held at the National Bureau of Standards in Boulder, Colorado, from
4 to 6 October 1977. The Symposium was held under the auspices »>i ASTM Committee F-1,
Subcommittee on Laser Standards, with the joint sponsorship of NBS, the Defense Advanced
Research Project Agency, the Department of Energy (formerly ERDA), and the Office of
Naval Research. About 185 scientists attended the Symposium, including representatives
of the United Kingdom, France, Canada, Australia, Union of South Africa, and the Soviet
Union. The Symposium was divided into sessions concerning Laser Windows and Materials,
Mirrors and Surfaces, Thin Films, Laser Glass and Glass Lasers, and Fundamental Mechanisms.
As in previous years, the emphasis of the papers presented at the Symposium was directed
toward new frontiers and new developments. Particular emphasis was given to materials for
use from 10.6 ym to the UV region. Highlights included surface characterization, thin
film-substrate boundaries, and advances in fundamental laser-matter threshold interactions
and mechanisms. The scaling of damage thresholds with pulse duration, focal area, and
wavelength were also discussed. Alexander J. Glass of Lawrence Livermore La*cratory and
Arthur H. Guenther of the Air Force Weapons Laboratory were co-chairpersons of the
Symposium. The Tenth Annual Symposium is scheduled for 12-14 September 1978 at the
National Bureau of Standards, Boulder, Colorado.

Key words: Laser damage; laser interaction; optical components; optical fabrication;
optical materials and properties; thin film coatings.

1. Introduction

The ninth annual Symposium on Optical Materials for High Power Lasers (Boulder Damage Symposium)
was held, as in previous years, at the National Bureau of Standards in Boulder, Colorado, from 4 October
to 6 October 1977. The Symposium was held under the auspices of the ASTM Committee F-1, Subcommittee
on Laser Standards, with the joint sponsorship of NBS, the Defense Advanced Research Projects Agency,
the Energy Research and Development Administration and the Office of Naval Research. This year's
meeting coordinated the Damage Symposium with the DARPA Laser Window Conference. The Window Conference
was held on Monday, 30 October, with the majority of the attendees remaining in Boulder for the entire
week. Working sessions of the Committee F-1 Subcommittee on Lasers were held on Thursday afternoon
and Friday 6-7 October. About 185 scientists attended the symposium, including representatives of the
United Kingdom, Frince, Canada, Australia, the Union of South Africa, and the Soviet Union. The
symposium was divided into sessions concerning infrared window materials, mirrors and surfaces, thin
films, laser glass and glass lasers, and fundamental mechanisms. As initiated last year at the eighth
symposium, two poster sessions were held. ' The general consensus of both those presenting poster papers
and those viewing them was highly favorable. 1In all, over fifty technical presentations were made.
Alexander J. Glass of Lawrence Livermore Laboratory and Arthur H. Guenther of the Air Force Weapons
Laboratory were co-chairpersons of the symposium. The tenth symposium is scheduled for 12-14 September,
1978, at the National Bureau of Standards, Boulder, At the tenth Annual Symposium we expect to pause
and reflect upon the past 10 years' activities. It is our intent to have distinguished speakers who are
acknowledged principal contributors in the many facets of the laser damage field. We will ask them to
summarize and quantify as well as possible the state of the art and the state of the understanding in
their specialty. These review or tutorial lectures will then be assembled and published as a separate
volume on the subject of laser induced damage in optical materials. We are also contemplating having
round-table discussions on those specific subjects in which there is still some question as to the
correctness of our understanding. The purpose of these Symposia is to exchange information about
optical materials for high power lasers. The authors will welcome comment and criticism from all
interested readers relevant to this purpose and particularly relative to our plans for the 10th Annual
Symposium.

2. Principal Conclusions

The identification and development of good window materials for the infrared has been a major
activity of the optical materials community over the past few years. Under Defense ARPA sponsorship,
extensive research has been carried out to identify and eliminate residual impurities, which lead to
deleterious absorption in the infrared. Certain conclusions can now be drawn from this activity. First,

it is very difficult to reduce bulk absorption much below 10_4 cm-l. anywhere between 10 ym and 1 um.
In the vicinity of 3.8 ym and 5.5 um, regions occur where few impurities exhibit strong absorption, and
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at 2.7 ym the presence of OH absorption makes low absorption less probable, but overall, impurity

absorption quite uniformly limits window performance. In short, bulk absorption of 10_4 cm-l is about

what systems designers will have to accept. Even this level of impurities is obtained only by an inten-

sive effort at keeping starting materials pure, and maintaining a contamination-free environment during

the entire process of material manufacture and component fabrication. Surface contamination is especially ¥
hard to prevent, since very thin layers of adsorbed HZO or other materials, especially organics, are

easily formed, and can contribute significant absorption. The picture is further complicated by
synergistic effects, such as the accelerated diffusion of one impurity species into the material due
to the presence of a second species. This migration can occur from the surface, or from aggregates in
the bulk, or grain boundaries in polycrystalline materials.

Even if ultrapure materials are available, and ultra-clean fabrication techniques are developed
for components, this may not solve the problem. First of all, the cost of fabrication must be kept
at a reasonable level, and second, even if a component is clean and pure to start, it may not remain
so for long in the environment of the operating system. It is clearly unproductive to design a
system around a level of impurities which cannot be maintained in practice.

A variety of diagnostic tools are available for identification of surface contaminants. Both
attenuated total reflection (ATR) and x-ray photoelectron spectroscopy (XPS, or ESCA) studies were
reported at the conference as means of identifying impurities adsorbed on window surfaces. Combined
with ion milling, and other techniques such as Auger spectroscopy, these afford powerful means for
surface diagnosis.

As interest turns to shorter wavelength operation, in the visible and uv, the picture, if anything,
grows bleaker. Impurity absorptions in the electronic spectrum are broader than in the IR, oscillator
strengths are larger, and combined effects can become overriding. Current measurements indicate that
for materials in which two-photon absorption is energetically allowed, i.e., for which the gap energy
is less than twice the photon energy, absorption coefficients of 10-2 to 10_3
even at 10-100 MH/cmZ, effective bulk absorption of "110-l cm-1 is expected, far more than can be
tolerated. Note that some materials, oxides in particular, seem to exhibit two-photon absorption
coefficients down by an order of magnitude from these values, even when energetically allowed. Never-
theless, it is unlikely that high-power lasers can be operated with window materials in which two-
photon absorption takes place.

cm/MW are expected. Thus,

An example of the unpleasant surprises which await the laser builder in the uv, is the observation
of a cumulative damage mechanism in CaF2 at 360 nm. Due possibly to color center formation, the

absorption in fluorite materials increases linearly with prolonged exposure, reaching a value of

2% 10-2 cm~1 after an exposure of 700 KJ/cmz. Furcther elucidation of this effect is clearly needed.
Not all the conclusions drawn from this year's Symposium are negative, however. It is possible
to eliminate stress-induced birefringence, by proper choice and orientation of the window material.
More and more low absorption materials are becoming available, most of them useful both in the IR and
uv. The development of uv window materials has clearly been accelerated by the infrared window program.
Many wide-gap materials are now available for uv windows, in ultrapure form, due to the infrared window
effort. These materials should be used as the point of departure for uv window studies. The NBS
measurement program, along with measurements carried out in other laboratories, has led to the accumu-
lation of a valuable data base on optical materials, and the development of precise measurement
techniques.

! The very complex nature of the thin film coating of optical elements has caused this area to be
the least understood as far as laser induced damage in optical materials is concerned. This is due
in large measure to the numerous variables that govern the optical properties and performance of thin
films. This area of investigation is characterized by the almost impossible task of attempting to
isolate one factor while keeping the muititude of others constant, as well as by control of specific
laser parameters used in the damage testing. However, recent work has led to several useful design
tools, e.g., reduction of electric field strengths within film multilayers for pulsed laser damage
resistance, reduction of coating absorption for reducing thermal distortion in high average power
applications, etc. Numerous proposed figures of merit and rules of thumb have been proposed, e.g.,
use of low index materials in short pulse applications and the use of low thermal coefficients

of expansion in mirror substrates for cw applications. However, there are undoubtedly synergistic
effects taking place of which we are unaware. The only solution to this problem would be a massive
undertaking that would entail the correlation of fabrication and environmental variables with
resultant film structures, and a further correlation of these structural characteristics with optical
properties prior to laser damage testing.
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It is noteworthy that the approach being followed today contains not only well thought out
parametric analyses and component testing, but the beginnings of an understanding of the correlations
of optical material, fabrication variables, film structure, optical properties, and damage threshold,
and from this we are encouraged. Thus the principal conclusions in the thin film area still comprise
a potpourri of apparently disconnected findings. However, the great virtue of this Symposium is the
beneficial synergism derived from the mutual exchange among workers in a very narrow and highly
specialized field of endeavor.

One area which has received considerable attention is that of optical surfaces. Obviously it is
desirable to understand the response of bare optical surfaces prior to embarking on an assessment of
coated surfaces, At this year's meeting, tutorial presentations relating to the topographical charac-
terization of surfaces were presented, particularly as relates to light scattering and absorption
mechanisms. One important area discussed was the potential role of dipole scattering from isolated
particles in the infrared, and its possible relation to absorption. Additional papers dealt with the
topography of optical surfaces treated by difficult procedures including ion polishing, acid etching,
bowl-feed and conventional polishing, flame polishing and overcoating (e.g., a film of 5102 deposited

on polished fused silica). It was seen that those techniques which tended to eliminate defects or
absorbing impurities suck as ion or flame polishing and acid etching resulted in higher damage
thresholds. This increased damage resistance was less dependent, in these cases, on final surface
roughness. An additional finding was that material properties such as surface roughness or substrate
OH ion concentration, with certain types of deposited films, which strongly affect the damage
resistance at mcderate pulse lengths of 40 nsec, are not very influencial at the short pulse lengths
of 150 psec. This probably relates to the fact that damage thresholds at ultra-short pulse lengths
are deterministic compared to the more probablistic processes governing long pulse length damage

thresholds. However, in many cases, the proposed 15 pulse length scaling of damage fluence (area/
energy density) was reported over pulse lengths from psec to nsec in the near and mid infrared region
of the spectrum.

Several papers concentrated on inter-film and film/substrate boundaries as potential regions of
importance for some coated elements. The OH ion concentration of fused silica substrates was seen
to have a relatively minor effect on the damage resistance of ZrOZ, ThFA, Hng, and 5102 coatings on

fused silica substrates. The importance of maintaining a background environment rich in selenium to
achieve proper stoichiometric films of ZnSe was identified. An additional area, somewhat related,
concerns the adsorption of water layers on certain materials. The technique of attenuated total
reflection spectroscopy (ATR) has been shown to be extremely valuable in these studies. Conclusions
as to the nature of chemi-sorbed and physi-sorbed leyers and their structure and optical properties
are readily drawn. The ATR technique will undoubtedly see a continued increase in utility as one
moves from the relatively pristine environment of the laboratory to the vagaries of the real world.

As equally important a concern, as damage resistance, is environmental durability. Several papers
treated not only the environmental degradation of optical thin films but the development of quantitative
methods for the measurement of abrasion resistance and adhesion of thin film structures. Of course,
environmental durability assessment must be accomplished with the intended application firmly in mind.
In some case, gross film modification can take place after exposure to the atmosphere. It was reported
that some optical films containing arsenic undergo a phase modification leading to the growth of
arsenic-rich absorbing crystallites after a period of atmospheric exposure. This is obviously a very
important observation, yet unknown in detail as to mechanism. The behavior and response of films
containing arsenic is quite perplexing. One sees crystallite growth, non-stochiometric behavior and

apparently dissimilar performance of the related materials ASZS3 and A528e3. However, it was stated

that AsZS3 and A52593 films generally fail due to a thermal process, not directly related to the local

electric field strength, with AsZSe3 being a much worse performer than As253. A somewhat similar

behavior was noted for coated and uncoated germanium saturable absorbers where the pulsed damage level
was directly related to a thermal mechanism. Here the culprit was identified as the substrate surface,
in that the damage threshold was similar for both coated and uncoated elements. However, to further
compound the picture, no relation to the structure and form of germanium was noted. Acid etching
caused slight (v 10%) improvement in the damage resistance.

One rapidly developing field which will place especially stringent durability requirements on
thin film coatings is the area of adaptive optics. Preliminary research efforts indicate that this
may not be as serious a problem as one might expect, considering the relatively fragile nature of thin
films compared to othrer optical elements. Cycled deformable coatings did not undergo appreciable
absorption changes or mechanical failure. However, these films were not subjected to damage tests.

Several contributions treated important features of surface cleaning, film deposition conditions
and resulting film structure. It was seen that sputter-etch cleaning is an excellent preparatory
procedure for many materials, but bias etching is even better (the maintenance of a dc potential
between the sample and sputtering source). The homogeneity and structure of ZnSe films can be greatly
improved not only by employing a Se-rich-background during deposition, as has been megtioned, but
through very high substrate temperatures and very slow deposition rates, less than 5 A/sec.
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Additional presentations treated the utility of novel film designs for improving pulsed laser
damage resistance. These included the use of barrier layers in anti-reflection coating to shield
the high index layer, in this case Ti0,, from the polished surface, suppressing possible chemical
reactions. Advantageous electric fiel% distributions were obtained by the use of nonquarterwave
multilayers. Anticipated improvements and damage tests were, in general, in agreement.

New film materials were discussed including the chalcogenide glass GATS (Ge3oAsl7Te3OSe23)

proffered as an excellent high index film material at 10.6 um. To these materials were added new
polishing procedures for producing low scatter damage resistant aspheric surfaces, a welcome
revelation.

We must end our review on surfaces, mirrors and thin films by noting that several accurate and
high sensitivity measurement techniques were unveiled. These instrumental procedures dealt with the
development of improved calorimetric methods especially addressing the surface and film absorption
problem, the use of modulated light ellipsometry to determine the strain-induced birefringence in
films, and the facility of using wedged film techniques on witness plates to evaluate the optical
constants of optical film as a function of thickness.

Turning our attention to Nd:glass lasers, certain conclusions can be drawn. First, bulk damage
in laser glass does not limit system performance. Instead, it is the failure of multilayer dielectric
coatings used in polarizers, beam splitters, and antireflection coatings, which sets the performance
limits for large glass laser systems. In subnanosecond pulses, self-focusing limits the peak power
density, while in long pulses, saturation limits the available fluence (areal energy density), but in
both regimes, coating damage generally sets the absolute performance limit.

The effect of glass composition on optical and laser properties is becoming ¢lcarer. More compo-
sitions of laser glass are now available, silicates, phosphates, fluorophosphates, and, in limited
quantity, beryllates. Thus one can choose between high and low gain, and high and low dispersion
and nonlinear index values. Furthermore, these properties, within glass families, correlate with
other parameters of the glass, such as thermal conductivity, density, stimulated emission cross-sectionm,
etc.

As experience is accumulated on large laser systems, certain effects are becoming manifest. This
year, the experience on the Argus laser at the Lawrence Livermore Laboratory was reported, including
the appearance of a film, possibly a lithium-nitrogen compound, on surfaces of ED-2 disks. The need
for cleanliness in systems with hundreds of surfaces was emphasized, and the growth of beam perturba-
tions from small particles on the optical surfaces was documented. It is now accepted that optimal
placement of spatial filters throughout such a system is essential to peak performance.

Finally, there is still much to be learned regarding the ultimate failure mechanism of bulk
dielectrics, breakdown and ionization. Two p ints of view have emerged, one emphasizing multiphoton
processes, while the other views the breakdown process strictly as an electron avalanche. New experi-
ments, such as those reported by Alexander Manenkov of the Lebedev Institute, showing damage thresholds
as a function of wavelength, band gap, and temperature are very important. In both the avalanche
picture and the multiphoton picture, phonon processes play an important role. The temperature dependence
of the breakdown threshold is sensitive to phonon processes, and may help to discriminate among competing
theories. The pulse length dependence of the damage thresh;ld should be measured as well, for the
materials currently under study, since competing theories differ in their predictions of pulse length
dependence.

It is essential to carry out these investigations on ultrapure materials. Manenkov has proposed a
methodology for eliminating impurity dominated damage results, one which warrants further investigationm.
If his view is correct, it may be nearly impossible to understand surface damage on a first principles
basis, since it is surely always dominated by impurities and defects.

Petailed models of the effects of conduction electrons are emerging. These include effects like
defocusing of the incident beam by the incipient plasma, diffusion of conduction electrons, and con-
centration dependent electron lifetimes. It appears as if the models previously proposed for optical
dielectric breakdown were too naive, in ignoring these effects.

Information regarding the behavior of conduction electrons in dielectrics prior to breakdown is
available from measurements like photoconductivity. In wide gap materials, two-photon induced photo-
conductivity is a useful technique to provide this information. Two-photon absorption, overall, is
emerging as more complicated than anticipated. The relation of the measured coefficients to the
structure and composition of the material remain# to be elucidated, as does the density of states
near the band edge, accessible to two-photon transitions.

The importance of defining what is meant by a damage theshold cannot be emphasized often enough,
because people still report numbers without stating their definition. In most materials, several
thresholds exist, for different competing phenomena. The characterization of the respective thresholds
for these competing effects (multi threshold analysis), and how they vary with material preparation,
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provides a very complete picture of the material's properties, and is especially useful in surface
damage studies. However, the complexity and expense of this kind of measurement may preclude its use
as a general means of surface characterization.

3. Summary of Papers

The 1977 Symposium was divided into five sessions at which thirty-five papers were formally pre-
sented. These sessions were augmented by two increasingly popular poster sessions, each of three hours
duration, at which nineteen additional presentations were made. The general topical areas included
(1) Laser Windows and Materials, (2) Mirrors and Surfaces, (3) Thin Films, (4) Laser Glass and Glass
Lasers, and (5) Fundamental Mechanisms. In the following summary a concise statement of the principal
results of each paper is presented. Related individual papers are grouped together within each topical
area to aid in appreciation of their common thrust. Readers are directed to the topics of their
particular areas of interest, and at the same time, presented with an overall view of the principal
consensus of the Symposium. We have tried to provide a concise summary of the main fields of current
interest and the level of understanding of the overall subject of laser induced damage in optical
materials.

3.1 Laser Windows and Materials

In any laser system designed to run at high average power, thermal damage to the components, due
to residual absorption in the bulk materials, or at the surface, is the primary materials limitation.
Window materials are chosen to operate in the region of high transparency, so it is absorption due to
impurities and contaminants, rather than intrinsic causes, which is the problem. The identification
of possible sources of residual absorption, and ways to avoid these impurities, is a major concern of
the optical materials community. The papers presented in this section fall in three categories, bulk
absorption in the IR, surface absorption due to adsorbed contaminants, and bulk absorption in the
visible and uv. In addition, several papers relating to other bulk properties, such as birefringence,
dn/dT, and damage resistance, are included.

It is well established that bulk absorption coefficients, in the region of transparency, are totally
determined by impurity absorption. M. Flannery and M. Sparks, of Xonics, Inc., have identified and
tabulated a large number of absorbing impurities, which can contribute to bulk absorption in the infrared.
In particular, they have examined the properties of various anions in KCl, and their respective contri-
butions to the residual absorption at 2.7, 3.8, 5.25 and 10.6 um. The resulting picture is not encour-

aging, from the standpoint of reducing absorption below lo'écm—l.

The authors find that many impurities can contribute to absorption at 10.6 um, even at concentra-
tions well below one ppm. However, at 5.5 um and 3.8 um, one would expect a lower residual absorption
due to fewer coincidences with absorption lines in commonly_occuring impurities. At 2.7 um, however,
near coincidence with the absorption of the ever-present OH radical suggests that very few materials
will be free from residual absorption. Although generally, molecular impurity cations are excluded from

alkali halides due to the small size of the alkali cation, the authors do consider the case of NHZ in
KCl, and find it especially deleterious at 3.8 um.

In an extension of this work, the authors tabulated 144 common molecular impurities, mostly
organics, which could account for the high observed values of surface absorption. The location of "
the principal absorption bands of these impurities are identified. There are essentially no spectral
regions between 1 um and 14 um in which impurity induced surface absorption cannot take place.

Continuing the discussion of impurity absorption in window materials, W. Fredericks of Oregon
State University discussed some of the processes whereby impurities can migrate into crystalline
materials, and subsequently aggregate. Of particular interest was his discussion of the diffusion of
impurities. He pointed out that in general, impurity ions migrate in association with either charge
compensating defects or ions of the opposite charge. Diffusion rates can be significantly enhanced
by the simultaneous presence of ionic impurities of opposite sign. Thus, while mercury diffuses very
little into pure KCl, the diffusion is greatly enhanced in KC1 containing an hydroxide impurity. The

mercuric ion bound with OH 4is much more mobile than Hg2+. Other cations show similar effects.

Fredericks concluded that in crystals containing divalent cation impurities, water diffusion will
shorten the life of the material as a laser window.

Clustering and precipitation of impurities were also discussed. Evidence was presented from
experiments on KCl:BO2 , showing that the spectrum exhibits features not only of the metaborate ion,

but of aggregates as well. Thus, referring to the preceding paper, we see that Sparks' tabulation
represents, if anthing, an optimistic view of impurity absorption in the infrared. Furthermore,
Fredericks points out that if grain boundaries are present, as in polycrystalline or forged materials,
impurity phases can concentrate along the boundary. From the previous discussion, these regions can
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be susceptible to anomalous transport of HZO’ and other pernicious impurities. We thus see the com-

plicated and synergistic effects of impurites and defects in nominalliy pure and transparent materials.

Having established that impurities lead to unwanted absorption in laser window materials, and
further, that synergistic effects cause the presence of one impurity to enhance the influence of
another, we turn our attention to the problem of eliminating impurities from the materials to be used.
W. Fredericks discussed the problem of purification of the starting materials for growth of KBr and
alkaline earth fluorides for windows, He discussed the use of ion exchange resins and selective ion
filters. In the latter, which is the preferred method, a series of resins is used, such that only the
desired ion will be passed through them. Selective ion filters can be constructed for cations, but
anion resins with differing order of selectivity for several ions do not exist. Other means for
separating anions must be used.

The author discussed the prevalence of common impurities in the laboratory and presents a tabula-
tion of impurity levels in various materials used in laboratory apparatus. As one would expect, iron
is especially prevalent, but so are Cr, Co, Zn and Sb. Frederick discussed the care which must be
exercised in designing a purification apparatus, to minimize further contamination of the material
being prepared. The preparation of ultrapure KBr was described, and the claim made that the impurity
level in the final KBr is one ppm for monovalent impurities, and much less for aliovalent impurities.
The levels achievable in the system for alkaline earth fluorides have not yet been documented, but are
expected to be satisfactorily low.

Among the materials of interest for high power laser windows in the infrared, the cubic perovskites
have many attractive features. These are mixed fluoride crystals with the formula ABFa, where A is an

alkali metal ion, and B an alkaline earth or other divalent cation. The residual infrared absorption
of these materials in the region of transparency has been studied in depth by H. Lipson, A. Hordvik,
and B. Bendow, of the RADC Deputy for Electronic Technology at Hanscom Field, working in collaboration
with S. Mitra of the University of Rhode Island and J. Martin of Oklahoma State University. At OSU,

crystals of KHgF3 and KZnF3 have been prepared from purified starting materials. Absorption measurements

were carried out from 800 to 2000 cm—l using a Fourier transform spectrophotometer, and compared at

several CW laser frequencies to photoacoustic calorimeter measurements. Good agreement was obtained.
Both the frequency and temperature dependance of the absorption coefficient were measured, from 30°C
to 550°C. For Mng and KMgF3, good agreement was found with a theory based on intrinsic multiphonon

absorption, but the KZnF3 showed evidence of extrinsic absorption. At low levels of absorption
10'“cm‘1), evidence of extrinsic absorption was also seen in the KHgF3. The absorption properties of
the perovskite KMgF3 are determined primarily by the Mg-F bond, which has a higher frequency than the

K-F band. Since this crystal is strong, transparent, and chemically stable, it may prove useful for
infrared coatings or as a laser window material.

In order to ascertain the homogeneity of optical absorption across a window specimen, T. J. Moravec
and E. Bernal G. of the Honewell Corporate Materials Science Center have constructed a scanning Doppler
interferometer, which 1s used to measure thermally induced index changes in a heated sample. Heating

is provided by a 350 W CO2 laser. The sample is placed in the interferometer beam on a motor-driven

translation stage, controlled by an HP 9825A calculator. The sample is scanned, with the heating beam
and interferometer beam always remaining coincident. From the recorded phase shifts, a map of absorp-
tion homogeneity is produced. In high loss materials, deviations of the order of 50X from the average
absorption are seen across the sample. For low-loss samples, deviations of 100% from the average are
seen. The absolute deviation for a given material is essentially the same from sample to sample.
Although not as accurate as calorimetry, this method is less sensitive to surface absorption. In fact,
as these authors have previously shown, by passing the heating beam through the sample at an angle to
the interferometer beam, surface contributions can be entirely eliminated. The automated scanning
interferometer provides a useful technique for measuring homogeneity and sample-to-sample variation,
rather than absolute absorption.

At the National Bureau of Standards in Gaithersburg, the Optical Materials Charazcterization Program
has been established, with the purpose of providing accurate values of important optical parameters for
materials of interest in laser optics. A. Feldman, D. Horowitz, and R. M. Waxler presented a review of
recent results from this program, especially measurements of change in refractive index with temperature
and stress. Two methods have been developed to measure refractive index, and thereby, dn/dT. Onme is
to measure the index over a continuous range of frequencies using a precision spectrometer and minimum
deviation prism. The disadvantages of this method are that it measures the index relative to that of
air, and that the measurement can only be made over a limited temperature range. To circumvent these
difficulties, NBS has developed a second method, based on measuring the fringe shift in a Fizeau
interferometer induced by temperature change in the sample. This provides absolute values of dn/dT,
but requires a coherent light source, and so is limited to a discrete set of wavelengths in the infrared,
and requires a separate measurement of the thermal expansion coefficient.
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Data were presented on dn/dT at 0.63, 1.15, and 10.6 um, obtained by the Fizeau method for BaF
CaF,, KBr, KC1, LiF, NaF, SrF

values for ZnS obtained using the precision spectrometer method to the Fizeau values obtained by

Feldman et al. The agreement was satisfactory, considering the sample to sample variation in refractive

index in any material. Feldman et al. compared their values to those obtained by other researchers,

and found good agreement, once certain discrepancies in the assumed values of the linear expansion

coefficients, used in the analysis, were taken into account. |

25
20 ZnS, and ZnSe. In a companion paper, M. Dodge of NBS compared dn/dT

The continuing measurements program at NBS has resulted in the evaluation of precise and accurate
measurement techniques for a number of parameters of interest for laser optics, and yielded a body of
data on these materials of high reliability and great utility. As the interest in laser materials
extends to the visible and uv, it is essential that the measurement program continue to provide these
data, in the wavelength region of interest. The maxim, "What you can't measure, you can't understand,"
applies with undiminished force to optical materials.

Stress-induced birefringence is a serious problem in high power laser windows and in laser rods.
It was pointed out by R. E. Joiner, J. H. Marburger, and W. H. Steier, of the University of Southern
California, that under certain conditions, it is possible to find an orientation of a window with
respect to the crystal axes of the material such that plane-polarized light will not undergo any
depolarization. This situation requires that the major and minor axes of the polarization ellipsoid
in the material be uniformly oriented over the entire window. Since the stress field (or strain, in a
rod) is not uniform over the aperture, one requires that the relevant coefficients vanish, so that the
depolarizing terms vanish independent of the values of the stress.

The authors show that provided the material satifies certain symmetry requirements, there is a
critical angle with respect to the crystal axes at which the depolarization vanishes. This angle is
determined by the relation tan? ec = -1/A, where A = qhal(qllthZ) is the stress-optic anisotropy ratio.

Here the q's are elements of the stress-optic tensor. Thus, in addition to symmetry requirements on the
window material, the ratio A must be negative at the operating wavelength. The authors show that this
condition is satisfied in KC1, Can, BaF2 and SrF2 in the visible, and KCl at 10.6 um. Their analysis

has been confirmed experimentally. They point out that not only is this effect useful in eliminating
stress-induced depolarization in windows and rods, it also provides a sensitive measurement of the
photoelastic constants.

Pure alkali halides are excellent optical materials, but exhibit poor mechanical properties. A
standard method of strengthening KC1 is by the addition of europium. A technique for optical monitoring
of the europium concentration was advanced by J. Wolfenstine and T. Stoebe, of the University of
Washington. They monitored the optical absorption of the sample at 243 nm and 343 nm, regions of strong

absorption of Eu2+. In order to be sure that this was the dominant charge state for the europium ion,

they separately measured the absorption in the known absorption bands of the trivalent ion, in the
visible. No absorption was detectable which could be attributed to Eua*. The authors find that
optical monitoring is a reliable test of europium concentration, as long as the Euz+ ion is the
prevalent form of the impurity. They conclude that, usually, europium is present in KCl in the form
of a divalent ion associated with a cation vacancy.

A comparison was made with ionic conductivity measurements, and with polarographic measurements of
the europium concentration. A linear relationship was found between the ionic conductivity and the
optical absorption. In three of the four samples tested, the optical absorption correlated well with
the polarographic analysis. The reason for discrepaicy in the fourth sample was not clear.

The role of surface contaminants in laser dams = is not fully understood. The presence of contam-
inants at the interface between substrate and coating materials is known to affect the damage threshold,
but the mechanism whereby the contaminant influences the damage level has not been identified. There is
strong interest in identifying surface contaminants, measuring their concentration and distribution,
and finding out the origin of the contamination.

An analysis of surface contamination in Can was presented by T. N. Wittberg, J. R. Hoenigman, and

W.. E. Moddeman of the University of Dayton Research Institute, and C. Strecker of the Air Force Materials
Laboratory. They examined CaP2 window samples, both uncoated, and coated with ZnSe, using x-ray photo-

electron spectroscopy (XPS, or ESCA) as a diagnostic tool. Samples were polished with alumina, washed,
rinsed with distilled water and alcohol, and cleaned with vapors. Coatings were prepared by electron

beam deposition. ESCA diagnostics were measured at a vacuum of 10-8.




All samples showed significant oxygen and carbon contamination. Ion beam etching revealed that a
high degree of carbon contamination was present at the surface on all samples, coated or uncoated. The
authors ascribe this to absorption of C02 or other carbon compounds from the air. The possibility of

contamination of the surface during the cleaning process cannot be completely ruled out. Oxygen was
seen at the surface, and to a lesser degree, even in the bulk, by an inspection of freshly cleaved
surfaces. The authors propose that either the surface was quickly contaminated by atmospheric water
or that oxygen occurs in the bulk of Can at a level of a few atomic percent.

Following upon last year's exposition of the great utility of Attenuated Total Reflection (ATR)
spectroscopy for the characterization of coatings, J. W. Gibson, R. T. Holm, and E. D. Palik of the
Naval Research Laboratory, used ATR to study the properties and structure of water adsorbed on Can

crystals. From this analysis the growth of adsorbed water layers was followed, affording information
about the index of refraction and the product of the extinction coefficient and film thickness. This |
information was derived from a detailed analysis of the unpolarized absorption and the S/P polarization |
ratio of the absorptance. It was concluded that the optical constants of the adsorbed water were
significantly less than those for bulk water, again calling attention to the modification of films by
substrate surfaces.

The principal conclusions are that adsorbed water films are less dense than bulk water (p ~ 0.7 g/cm3) 4
and that absorption bands shift to slightly higher frequencies with some band narrowing. Other specifics
° o

include an adsorbed water layer 4 to 6 A in thickness, consisting of a 1.7 A chemisorbed layer and

°
a thicker 4.6 A physisorbed layer, with a resulting background index of 1.21 for these water films on

Can. Discussions as to the possible effects of impurities in the films were included. This paper

continued to show the many attributes of careful ATR analysis.

There has been a paucity of experimental data on damage thresholds in the mid-IR. The availability
of HF and DF lasers make it possible to probe that region of the spectrum. E. Van Stryland, M. Bass,
M. Soileau and C. Tang of USC contributed a study of pulsed HF/DF laser damage in a number of trans-
parent dielectrics. Their laser source operated with either gas, radiating at 2.7 uym or 3.8 um in a
Gaussian beam with a 22 mm diameter (full width at 1/e?). The temporal pulse Shape was complex, but was
carefully monitored. The equivalent pulse duration was about 170 ns.

The materials examined included NaCl, KC1, KBr, Mng, Ban. SrFZ, CaFZ, sapphire, spinel, quartz,
ZnSe, and Aszs3. Damage tests were carried out with various spot sizes, 27 um, 38 um, and 59 um.
Damage was identified as intrinsic or extrinsic, on the basis of morphological investigationm.

Both bulk and surface damage were investigated. Sapphire and the divalent fluorides exhibited
high damage thresholds in the bulk, on the oreder of 10-15 KJ/cm? at the 27 um spot size, approximately
half that value at 59 um spot size, in keeping with the scaling law previously proposed by Bettis et al.
For the lower threshold materials, this scaling is not as apparent, but this may be due to the presence
of impurities.

The authors attempt to correlate their results with damage data on the same materials taken at other
wavelengths by other investigators. Unfortunately, they fail to apply the scaling in spot size and
pulse duration which their own measurements tend to bear out. Thus it is difficult to draw meaningful
conclusions from these comparisons.

As interest shifts from IR lasers to shorter wavelength operation, in the visible and uv, the
problem of window absorption grows more severe. Impurity absorptions are not as well localized in
frequency as they are in the IR, so that the tables of contaminants generated by Sparks and co-workers
are not as instructive as at longer wavelengths. As was borne out in this year's discussion, cumulative
and synergistic effects of impurity absorption are more severe in the uv.

Using both an argon ion laser calorimeter and wavelength modulation spectroscopy, J. A. Harringtonm,
B. L. Bobbs, and M. Braunstein of the Hughes Research Laboratories, and R. Braunstein, R. Y. Kim, and
R. Stearns of UCLA, measured the residual absorption in 11 large-gap, uv window materials, including
KCl, NaCl, NaF, LiF, LaFS. Can, Ser. Mng, Sioz. AIZO3 and Mg0. The absorption decreased monotonically

with increasing wavelength, from 250 to 515 nm, in almost every case. Some evidence of structure in the
absorption spectrum is seen by wavelength modulation spectroscopy. The values obtained for the best
materials, essentially those developed for the infrared window program, to have low IR absorption, show

absorption coefficients near lo_bcm-l in the visible. Higher absorption values are seen for forged

materials than for single crystal samples. For the best materials, the values observed are signifi-
cantly lower than extrapolations from previous measurements, attesting to the higher purity of the
samples.




Two photon absorption effectively excludes the use of any high-power window material for which
the band gap is less than twice the photon energy. At wavelengths shorter than 300 nm, the availability
of optical materials is limited. Thus there is great interest in new, wide-gap materials for potential
uv applications. V. Rehn, D. L. Burdick, V. 0. Jones of the Michelson Laboratories reported the first
studies of the vacuum ultraviolet transmission, reflectance, and photo luminescence of LiYFA, a tetra-

gonal crystal with a 10.4 eV absorption edge. This material is birefringent, with refractive indices
close to that of Can, about 1.45 in the visible.

The measurements were made over the range 4 eV to 25 eV, using synchrotron radiation from the
Stanford Synchrotron Radiation Project. The material was not especially pure, and significant impurity
effects were observed near the uv edge. As purer material is available, the intrinsic properties of
LiYF“ will become more accessible from measurements of this kind.

In a parallel study, the uv absorption of CaF, was measured over the range from 390 nm to 230 nm.

2
A strong absorption band at 305 nm was observed in two samples of diverse origins. This absorption was

attributed to the presence of Ce3+ ionic impurities in both samples.

Infrared window materials suffer from absorption in the bulk and birefringence. The bulk absorp-

tion is typically less than 10.4<:m.1 in good window materials, almost entirely due to residual impurities.
With increased interest in short wavelength lasers, however, new phenomena must be considered in bulk
absorption. One such new phenomenon, not previously reported, was the subject of a paper by P. A. Temple
and D. L. Decker of the Michelson Laboratories. They reported that when fluorite windows (Can, S:FZ,

Hng) were irradiated at 360 nm, using an argon ion laser, with a power density of 350 W/cm?, the loss
coefficient was seen to increase linearly with the cumulative fluence, fIdt, until it had reached a

value of 2 x 10-2cm‘1 after 7 x 105 J/cm2 exposure. Before exposure, the materials absorbed less than

10 3cn™l. The loss was identified as absorption, since it was measured calorimetrically, but could

have arisen from one of two causes, the formation of organic polymers on the surface, due to pump oil
contamination, or the formation of absorbing defects such as color centers in the bulk material.
Further work is required to elucidate the exact mechanism. The implication for high average power

lasers is severe. At 103 W/cmz, a reasonable operating level, the windows would have to be replaced

after an exposure of about 105 J/cmz, an operating time of 100 sec. This is clearly unacceptable. It
is noteworthy that a similar darkening of Can windows was reported in uv lasers by Tachisto, Inc., a

laser manufacturer, after 100 hours of operation at a peak power density of 5 nH/cmz, which corresponded

to a cumulative exposure of 105 J/cmz.

3.2 Mirrors and Surfaces

Surfaces still appear to be sensitive areas in which damage will first appear. Therefore, a
complete understanaing of the response of surfaces is necessary before one can feel comfortable in
appreciating all the many details of threshold interactions. In some cases, experimental and theoreti-
cal research has indicated some properties which play a dominant role in minimizing the deleterious
aspects of intense laser illumination, such as the desirability of low expansion mirror substrates to
reduce thermal distortion in high average power lasers. It is, as well, generally conceded that
surface characteristics dominate many facets of the laser damage scenario for exposed surfaces of
reflective and transparent optical elements. However, a comprehensive understanding of the exact
relationship is not at hand. Part of this problem stems from the difficulty of experimentally charac-
terizing the surface and isolating one particular feature to determine its exact role. Thus, several
papers at this year's meeting dealt with surface characterization (primarily topographical statistics)
and attempts to correlate cevtain features with the damage sensitivity. To this were added contribu-
tions on surface finishing procedures and the efficacy of various techniques for the improvement of
damage resistivity. Diamond turned elements were highlighted again this year.

In a rather elegant exposition J. M. Bennett and J. M. Elson of the Naval Weapons Center discussed
the salient features of surface statistics and how they relate to scattering behavior. Besides being
a very complex subject, it is most important for characterizing optical surfaces prior to either damage
testing or overall system performance. Subjects covered included the traditional properties such as
total intergrated scattering, rms roughness, rms slope and rmé height as well as the height, slope and
auto-covariance functions. Specific materials evaluated included fused silica, molybdenum, potassium
chloride, copper and silicon carbide.
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Characterization included correlation of scattering behavior with large defects, isolated defects
and micro-irregularities corresponding to the cases where the wavelength of light is smaller than,
comparable to, and less than the dimensions of the defect. To this analysis was added the importance
of surface-plasmon excitation which can lead to second order light scattering. By far the greatest
contribution to scattering for high quality optical surfaces arises from microirregularities.

After a discussion of the above points, tests of scattering for typical materials were reported.
It was concluded that, for many materials, the total scattering in the infrared is dominated by dipole
scattering from isolated particulates as opposed to surface microirregularities. Concerning the
correlation between theory and experimental observation, it is frequently possible to predict the
shape of angular scattering curves using measured surface statistics. The auto-covariance function
is by far the most important property in describing an optical surface.

Two years ago at the 1975 Damage Symposium, a systematic study of the effects of surface roughness

and finishing techniques on laser induced damage thresholds were described. At this year's meeting

R. A. House, II, and A. H. Guenther of the Air Force Weapons Laboratory and J. M. Bennett of the Naval
Weapons Center reported on the surface roughness statistics of fused silica substrates as a function
of surface preparation and treatment. The samples studied were a representative selection of those
previocusly employed in the earlier damage studies. They reported on a detailed statistical and topo-
graphical analysis to more fully characterize the surfaces and search for any correlation which might
elucidate the underlying factors affecting the previous results.

The analysis included a determination of the mean slope, slope distribution function, mean height,
height distribution function, autocovariance function and rms surface roughness as determined by total
integrated scattering, Talystep profilometry, and Nomarski microscopy. Conclusions as to surface
character were as follows. For flame polished and conventionally polished samples, the height and
slope distribution functions were not Gaussian, since surface statistics were dominated by strongly
bound particles with a very smooth background. On the contrary, bowl-feed polished samples were
relatively free of particles, surface scratches, etc., characterized by a Gaussian slope distribution
function and a slightly skewed height distribution function.

For Xe-ion polished surfaces, the surfaces were characterized by nearly Gaussian statistics,
while HN03 acid etched surfaces were, relatively speaking, very rough and contained many holes, up

to 1.5 ym in diameter and 1-2 um deep. These artifacts skew otherwise normal distribution functions.

The last set of samples evaluated were SiO2 overcoated surfaces. Here the surfaces were

extremely smooth (much smoother than the polished substrate) and they exhibited the most Gaussian
distributions of all of the surfaces studied.

The only obvious conclusion to be made at the present time, in this continuing study, is that
techniques which have a tendency to eliminate impurities, i.e., flame polishing and acid or ion
etching, lead to improved damage resistance, while those other techniques (compared to conventional
polishing) such as bowl feed or overcoating lead to reduced damage thresholds. Much additional work
is necessary to more fully describe this most complex state of affairs and allow us to theoretically
predict appropriate surface character/damage threshold relationships.

In a paper assessing the effects of surface roughness on laser induced damage threshold of bare
silica surfaces and coated optical elements for 150 ps pulses at 1064 nm, D. Milam, W. L. Smith, and
M. J. Weber of the Lawrence Livermore Laboratory together with A. H. Guenther, R. A. House and
J. R. Bettis concluded that although there was a general trend in the correlation, the effect was
much less pronounced than previoully observed when 40 ns pulses were utilized. Bare substrate

roughnesses ranged from 15 A to 350 A rms. At roughnesses comparable to normal optically polished

surfaces (< 50 A rms) no positive effect was suggested by the experimental data. This effect "surface
rough vs. damage threshold" as a function of pulse length should be pursued over a greater range of
lalplc types and roughnesses in which the sample topography is more fully characterized and accurately
determined. It is in this latter situation that the greatest error is introduced in scaling and corre-
lation experiments such as these, i.e., inaccuracy in adequately describing the surfaces. For the case
of coated elements no correlation was evident at all. However, pulse length scaling between the 150 ps
and 40 ns did follow the previously proposed square root of pulse length dependence put forth by Bettis,
House, and Guenther at the 1976 Damage Symposium.

Aspheric surfaces have always been difficult optical elements to polish effectively since they do
not readily permit the close fitting of lap and work surfaces normally required. To overcome this
deficiency W. P. Barnes, Jr., and R. R. McDonough of the Itek Corporation discussed the utility of
short term polishing with colloidal silica and non-woven poromeric (flexible) laps for producing high
quality (low scatter) sspheric surfaces. Test results on three f/2 paraboloids polished in this
manner indicated the achievement of low scatter surfaces whose quality is nearly equal to the best
bowl-feed finished elements as determined by scattered light and damage threshold measurements.
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Last year at this symposium the group from the General Electric Co., Ltd., outlined their program
on laser induced damage thresholds at 10.6 um. This year S. Sharma, R. M. Wood, and R. C. C. Ward of
that organization reported on the mirror and window characterization portion of that program. Their
report specifically dealt with the development of accurate reflectance and transmittance apparatuses,
and the correlation of these measurements with absorption, surface finish and laser induced damage
thresholds employing a CO2 TEA laser emitting a 60 ns FWHM pulse focused to approximately 100 um at
the 1/e intensity points.

For diamond turned OFHC copper mirrors, a SEM examination of uncoated elements indicated a generally
high quality surface which contained numerous small shallow spherical holes (approximately 500 A in
o

diameter and 250 A deep). There was a strong indication of reduced damage threshold at these pin holes
compared to clean surfaces. Similarly, correlation of damage rrsistance with absorptivity, reflectance,
and scatter were evident. Other samples analyzed included gol coated OFHC and ThFa overcoated,

diamond~turned copper mirrors as well as ZnSe window specimens.

In an attempt to remove the high frequency ripple from diamond turned surfaces, R. E. Parks, R. E.
Sumner, and R. E. Strittmatter of the University of Arizona investigated the utility of hand polishing
techniques employing laps of sufficient rigidity to bridge the micro ripple yet soft enough not to
scratch the metal mirror surface. This technique can require that substantial material be removed, in
which case careful testing must be done throughout the polishing. Phase contrast micrographs show that
the polished surface is "almost" as free of mechanical defects as the original machined surface. This
polishing technique can lead to large reductions in surface scatter and roughness. Unfortunately,
previous reports by other individuals indicate that this polishing, while improving surface cosmetics
will generally lead to a considerable decrease in the damage resistance of such diamond turned metal
mirrors. No laser damage tests were performed during the course of this program to date.

In addition to the papers dealing with surface statistics and finishing, presentations on the
mechanical response of metallic reflectors and the utility of low expansion glass ceramic substrates
for reflectors were heard.

In their continuing investigation of the threshold response of metal and alloys surfaces to
intense short duration (100 ns) 10.6 um laser pulses, J. 0. Porteus, C. W. Fountain, J. L. Jernigen,
W. N. Faith and H. E. Bennett of the Naval Weapons Center reported on the stress induced aspects of
laser interactions. This interaction can produce many material modifications. These many responses
include production of slip bands, intergranular slip melting, pit or crater production, ion emissionm,
light emission, and finally work function changes. Which one of these responses is the first to appear
as incident laser power is raised, is governed by many influences such as intrisic material properties,
impurities, processing variables in fabrication, environmental factors, handling, laser parameters,
etc. They reported that many of the metallurgical modifications such as slip were seen to arise
at laser powers less than those required for melting, and furthermore these types of responses may be
significant in evaluating total system performance. Structural alloys were seen to have comparatively
low damage thresholds.

Results of testing specially prepared surfaces indicate that diamond turning and ion-implantation
are generally ineffective against slip, but sputtering, ion milling and forging may be effective.
However, these later treatments may lead to increased sensitivity to other types of damage. Most
noteworthy was a study of the damage threshold for copper tested in a 1 atm N2 environment and under

vacuum. A substantial increase in the threshold for melting and other catastrophic effects due to
increased shielding was evidenced when tested in the Nz atmosphere. However at lower energy densities

where slip first occurs, no plasma was detected and damage thresholds were comparable in the two cases.

It has long been recognized that a mcst important characteristic of high power laser mirrors should
be low expansion. P. Pircoz, G. Dubé, and N. L. Boling of Owens-Illinois evaluated a unique concept
for producing low expansion IR laser mirrors. The technique studied involved the self-generation of
thin copper films by diffusion from the bulk on “very" low expansion glass-ceramic (Cervit) substrates
previously doped with copper. Under these conditions, excellent adhesion was achieved for the

Lizo-A1203-5102 system but poor for the ZnO-A1203-8102 system. If one assumes that all candidate

mirror materials can achieve approximately the same reflectivity, then a figure of merit for minimizing
thermal distortion is FM = pC/a where p = material density, C is the heat capacity, and a the thermal
expansion coefficient. On this basis, with copper normalized to 1; SiC = 2.5; Mo = 2.2 while

Cervit > 6.5. This advantage stems almost totally from the glass-ceramics low coefficient of thermal
expansion, There is unfortunately the question of figure stability during the various fabrication
steps remaining to be addressed.
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3.3 Thin Films

As might be expected, the largest number of papers presented at this years damage symposium were
concerned with thin films, as they represent the weakest optical feature in any optimally designed high
power laser system. In point of fact, they can be considered the prime constraint to improved system
performance. While optical surfaces are weaker than within the bulk of a material, the addition of
coatings for anti-reflection, high reflection or emvironmental protection has in general caused a
reduction in the laser induced damage resistance of the element. The papers dealing with thin films
at this years symposium can be loosely grouped into the following categories; new film materials and
designs, including analysis and experiments dealing with various parameters which might affect the
damage sensitivity; methods of film characterization and property determination; recent damage
investigations; and finally, the mechanical response and behavior of coatings as affects their
environmental durability.

The first group of papers are concerned with the development of new coating materials for use in
the infrared, thermal stress modeling of film structures, film/substrate chemistry, and the influence
of the electric field distribution on the pulsed laser induced damage threshold for specific and unique
multilayer designs.

A new chalcogenide-glass coating material, suitable as the high index material in two-layer anti-
reflection (AR) coatings or KCl for use at 10.6 um, was described by A. D. MclLachlan and W. E. K. Gibbs
of the Materials Research Laboratories, Melbourne, Australia. The new material GATS (Ge30 A517 Te30

Se23) has a refractive index of about 3.11 at 10.6 um. In the course of their study, the compositional

homogeneity, structure, refractive index, optical dispersion, absorption and pulsed/cw damage threshold
of GATS films were determined. AR coatings employing GATS and Aszs3 (low index material) exhibited

absorptions ranging from 0.02% to 0.07% at 10.6 um and reflectivities as low as 0.025%. These films

were electron beam deposited at a base pressure of 0.1 mPa (1x10-6 torr).

Employing a TEA C02

laser, operating in the TEHOO mode, and characterized by a 0.2 usec gain switched
spike followed by a 3 usec decaying nitrogen tail, focused to a 1/e2 diameter of 280 um, the pulsed

damage threshold was . 7J/cm2. For the cw case, the laser was focused to an area 3 mm square (9 mmz)

for three seconds. Failure started to occur at 7 Kw/cmz. The obvious advantage of these coatings are
their very low absorptance, offering a distinct benefit when one is concerned with minimizing thermal
distortion.

It is well established that one of the many parameters that affect not only laser induced pulsed
damage resistance but the durability of thin films, as well, is the film's residual stress structure.
On this subject, A. M. Ledger and R. C. Bastien of the Perkin-Elmer Corporation examined several models
of both intrinsic and thermal stress in thin-film multilayer stacks. Such theoretical models are widely
employed for stress compensation in the design of multilayers. To perform these analyses several
important film properties must be evaluated. To this end, a system of <n 4{lu cat's eye stress inter-
ferometers have been developed to measure the intrinsic stress, thermal expansion coefficient and
Youngs modulus, the thin film properties of prime importance. Material in thin film form exhibits
properties considerably different than those reported for the bulk material. In point of fact, thin ~
film stress levels often exceed the self-breaking strength of the material in bulk form. The resultant
stress is comprised of the intrinsic stress of the material, together with the stress contributed by
the difference in thermal expansion coefficients of the film and substrate. This latter factor is of
obvious importance considering the thermal cycling which occurs during deposition and cool-down. In
many cases to obtain films of high quality they must be deposited at elevated substrate temperatures.
To more fully describe the stress scenario, onme should include the effects of adhesive forces between
the individual layers and substrate and other factors.

After a discussion of the analytical models and experimental techniques, detailed measurements of
the stress levels in ThF,, ZnSe, and T1I materials as a function of deposition conditions (rate, tem-
perature, etc.) were given. The unit stress o(t) was found to fit to the following equation:

o(t) = aeBt (1 - &7C

where t ig the film thickness.

Another paper addressing the differences between the short (v 150 ps) and long (Vv 40 ns) pulse
duration response of coated elements was performed by W. L. Smith, D. Milam, and M. J. Weber of the
Lawrence Livermore Laboratory and A. H. Guenther, J. R. Bettis, and R. A. House, of the Air Force
Weapons Laboratory. This work attempted to quantify the role of the OH ion content of commercially
available fused silica substrates on the damage resistance of fluoride and oxide coatings to 1064 nm,
150 ps irradiations. Four substrate materials were employed, being Suprasil-Wl, Optosil-2, Homosil,
and Suprasil-l with OH concentrations of approximately 5, 130, 130, and 1200 ppm respectively.
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Coatings included A/2 (at 1.06 um) layers of ZrOZ. 5102, ThFA, and Mng. Bare uncoated substrates

were tested as well. Unlike the previous 40 ns data by House, et al., there was no evident correla-
tion between OH concentration and damage threshold, as might be expected from anomalous production of
S$10, in the case of SiO2 films or Mg0 in the case of Hng films, etc., again pointing out the relative

insensitivity of short pulse experiments to parametric variations which are quite obvious_at long pulse
durations. As discussed in the paper, this may indicate that at 40 ns the presence of OH (as well as
surface roughness) may cause a weakening of the SiO2 structure leading to an assistance in the libera-

tion of charge carriers during the breakdown process. This could cause a bottlenecking effect during
the early phases of long duration breakdown studies. Converely, in the picosecond regime, the higher
field strengths required to provide faster ionization and sufficient incident flux for heating more
effectively drive initial nonlinearities to provide numerous free carriers early in the pulse.

This indicates a highly deterministic behavior, due to the high fields required.

A second aspect of the study did corroborate the previously observed 3 pulse length and refractive
index dependances observed at 40 ns. A principal conclusion is that low index coatings (fluorides) are
quite damage resistant at short pulse lengths, i.e., 'I'hF4 and Mng were found to be twice as damage

resistant as Zr0, with S:I.O2 70% more damage resistant than Zr02. For the substrates, Suprasil Wl

2
damaged at 12.7 * 2.7 Joules/cm2 while the other fused silicas damaged between 7.2 and 9.8 J/cmz. This
study also indicates that coating a surface reduces the damage threshold below the value observed for
the bare substrate.

In a companion paper J. H. Apfel of Optical Coating Laboratories investigated the role of electric
field strength in laser damage of dielectric layers. Films tested included a SiOZ/TiO2 quarter-wave

stack reflector, a four layer anti-reflection (AR) coating and a combination of the two. Tests were
performed using a 180 ps, 1064 nm pulsed laser. At damage threshold the field is highest for the
reflector stack and lowest for the AR coating with the combination film in appropriate order compared
to the reflector. Damage thresholds for the eleven layer quarter-wave rgflector, four la¥er anti-
reflection coating and combination AR and HR coating were 7.0 * 0.5 J/cm®, 3.2 % 0.3 J/cm“, and

5.1 + 0.5 J/cm?, respectively. The anomalously low threshold for the AR coating is attributed to

a vulnerability at the substrate-film interface.

In a continued effort to employ our increasing but still scant knowledge of those factors affecting
the damage sensitivity of thin film coatings, J. H. Apfel and E. A. Enemark of Optical Coating Laboratory
and D. Milam, W. L. Smith, and M. J. Weber of the Lawrence Livermore Laboratory evaluated the utility
of barrier layers at the film substrate interface for both AR and HR coatings. The damage threshold
difference between these two cases is attributed in part to the coating substrate interface region
being illuminated for the AR case and protected by interference reflection when HR coated.

Experiments were performed using 150 ps, 1064 nm laser on coatings of Sio2 and T102. Conclusive

evidence was found that the introduction of a barrier layer of 5102 on BK-7 substrates improved the

damage resistivity, from zero to 90% depending on the materials used, film design, and thickness of
the barrier layer. As covered in another paper at this meeting, no conclusive evidence was found
for a surface roughness dependance on the damage threshold using 150 ps laser pulse lengths.

Through the use of non-quarter wave thin film designs D. H. Gill, B. E. Newnam, and J. McLeod of
the Los Alamos Scientific Laboratory studied the possible improvement in laser damage resistance of
reflectors at 532 and 1064 nm. The non-quarter wave designs were employed to reduce the electric
field in the normally damage sensitive high index materials as well as move the field maxima from
film layer interfaces where possible. The results were quite positive for films supplied from
several vendors. Damage thresholds for T102/5102 and Zr02/5102 stacks tested with 21 ps, 532 nm,

and 30 ps, 1.06 nm exhibited improvements as high as 2.6 over their all quarter wave counterparts.

It was noted that these modified designs are quite sensitive to errors in coating thickness

but they were quick to point out that several vendors supplied non-quarter wave stacks with thickness
errors of less than 1%. Appropriate equations governing the design and behavior of these novel films
were presented.

As we have said before, if you can't measure it, you can't understand it. This applies doubly
to thin films, where methods to quantify the properties and behavior of thin films are needed, before
any real advancement can be made. In this regard, the next group of papers were concerned with the
characterization of ZnSe films from a structural and absorption standpoint, together with the
development of new measurement techniques such as modulated light ellipsometry and adiabatic
calorimetry,
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A study of the optical, physical and chemical properties of R.F. bias-sputtered CVD ZnSe films on
polycrystalline CaF2 as a function of sample preparation procedures and deposition parameters was reported

by D. A. Walsh and R. V. Bertke of the University of Dayton Research Institute. Optical measurements at
5.3 ym on coated polytran CaF2 subtrates indicate that the absorption of bias-sputtered films were con-

sistently lower than when non-biasing techniques were employed. Rutherford backscatter analysis of the
ZnSe film indicates it was "11% rich in Zn. For the bias-sputtered samples, oxygen was found at the
film/substrate interface, but its origin is not known. In 8{tu sputter etching of the substrate surface
immediately before coating produces optimum film adhesion and lowest absorption. More detailed studies
of this type would be very beneficial.

It is well recognized that ZnSe is a most useful material in the infrared. Along this line
D. F. 0'Brien of the Air Force Materials Laboratory reported on the infrared absorption of 7ZnSe thin
films as a function of deposition conditions. It had been previously reported that high absorption
in ZnSe film probably arose from a variation in stoichiometry. In this study ZnSe was deposited on

Can under a variety of conditions. It was shown that the IR absorption decreased as the deposition

o °
rate was lowered, from as high as 40 cm_1 at 40 A/sec to < 5 cm-l at v 1 A sec. Furthermore, deposi-
tion in a Se rich vapor environment increases the probability of producing a stoichiometric film

since high absorption films tend to exhibit a high Zn/Se ratio indicating an excess of Zn in the

film. Although not specifically demonstrated in this paper, it was pointed out that higher substrate
temperatures should also be beneficial in improving stoichiometry of ZnSe films. A final comment,
through the use of AES and ESCA profile measurements of the Zn and Se concentration, it was determined
that stoichiometry variations were found to exist as point to point differences in the Zn/Se ratio

and not as a uniform deviation throughout the film. Thus, ZnSe films tend to exhibit highly localized
absorption regions.

One area of continuing interest and utility is calorimetry as employed to evaluate new candidate
window and mirror materials or finished components. To this purpose, D. L. Decker and P. A. Temple
of the Naval Weapons Center reported on the design and operation of a precise, high resistivity
adiabatic laser calorimeter. Features of this vacuum calorimeter, normally employed for low-absorption
materials under low illumination levels, are given together with a detailed description of the theo-

retical equilibrium temperature response. The calorimeter exhibits a sensitivity of 10'5 in

absorptance at laser illumination levels of 1 watt. The calorimeter is capable of absolute electrical
calibration. Major sources of systematic error arise from calibration of the external laser power

meter and uncontrolled sample scatter. Accuracy is thus limited to n * 5% for high quality low

scatter samples. By careful attention to the stray light problem this instrument should be suitable from
the near UV to the mid IR.

Another property of thin films, of which knowledge is important, concerns their anisotropy in
refractive index. Addressing the measurement of this feature, M. E. Pedenoff and M. Braunstein of
Hughes Research Laboratories and 0. H. Stafsudd of the University of California at Los Angeles presented
a most comprehensive discourse on the use of elasto-optical modulated light ellipsometer measurements
of strain induced refractive index anistropy in films of A528e3 and A8253 deposited on KC1l substrates

at 10.6 ym. The instrument and computational produces developed by them allow one to estimate the
anisotropic change in refractive index due to a uniaxial stress applied to the substrate. Preliminary
measurements indicate anisotropies of " 0.67% are generated in films of A825e3 and Aszs3 deposited on KCl

by strains of 4 x 10~ induced in the substrate.

As they say, "the proof of the pudding is in the testing." One might add, it is a way to under-
standing and validate our theories, as well as assessing our ability to fabricate damage resistant
elements. Thus, several papers were concerned with the damage response of thin film coatings at
several wavelengths in the infrared, with heavy emphasis on Aszs3 and Aszses, and a characterization
of the optical constants of these materials.

An evaluation of the damage resistance of gallium-doped germanium saturable absorbers at 10.6 um
was reported by B, E. Newnam and D. H. Gill of the Los Alamos Scientific Laboratory. Employing laser
pulses of 1.2 ns FWHM they found several interesting results. Damage was observed for bare Ge substrates

(reflectivity . 1% at 10.6 um) at a threshold ranging from 0.65 to 0.70 J/cn2 and for anti-reflection

(AR) coated surfaces at 0.49 * 0.3 J/cm2 employing fourteen coating designs using eight film materials
from nine coating manufacturers. In all cases, only front surface damage for these 6 mm thick samples
were observed, with the damage limited by the germanium surface properties. An HNO3 acid treatment

raised the damage threshold of bare Ge about 10%. Multi-shot conditioning (n on 1) produced the same
threshold as single shot (1 on 1) tests. There was no appreciable difference in damage sensitivity for
samples of varied doping or crystallinity (single crystal, p-doped and doped, and doped poly-
crystalline) for three different conventionally polished substrates. In an additional experiment per-
L

formed at a pulse width of 70 nsec a pulse width dependence ED(J/cuz) . 1" was observed, in agreement

with previously proposed scaling relationships,
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Pulsed laser damage testing of Aszs3 and AsZSe3 coatings at 1.6 ym was the subject of a paper by
C. C. Tang, M. Bass, M. J. Soileau and E. W. VanStryland of the University of Southern California. In
particular the role of mode locked pulses on the damage threshold and process was assessed. For

Aszs3 coatings, damage was noted only concurrently with a visible spark. However, for A525e3 coatings,

two distinct thresholds were found. In this case the sparking threshold occurred for large diameter
damage sites while at an intensity level _ 307 lower, small discreet damage sites were noted in the
absence of any spark or incandescence. For ASZS3/KCI/ASZS3 anti-reflection (AR) coatings on KCl,

substrate damage was . 430 Mw/cm2 and was independent of the presence of a mode locked train of pulses.

By comparison three layer AR coatings containing AsZSe damaged at . 20 MH/cmz. The independence of

3
damage thresholds of these two materials on coating designs strongly indicates that damage is not related
to field strength nearly as much as the energy absorbed/unit mass i.e., a predominantly thermal failure
mechanism. An examination of the morphology of the damage sites indicates that damage is initiated at
either microscopic defects or absorbing inclusions.

The growing interest in high power chemical lasers pointed the way for a study of dielectric
coated mirrors in the 2-5 um region by D. B. Nichols and R. B. Hall of the Boeing Aerospace Company and
R. A. House II of the Air Force Weapons Laboratory. Using a photo-initiated HF/DF laser emitting a
FWHM pulse of 4.0 usec, they tested two substrate materials (molybderum and Cer-Vit) and five coating

designs deposited by Coherent Radiation and Northrop Corporation [Cr + (A1203/Si)3; Cr + Ag + (SiO/Sil);

Cr + Au + (5&0/51)1; Ag + (ThFAIZnS)J; and Ag + (ThFA/ZnSe)3] which exhibited reflectivities between
0.9792 and 0.9978.

Irradiations began at exposures less than 4J/cm2 (L Mw/cmz) and proceeded at the same site with a
nominal increase of 50 to 100% until small scale and then catastrophic damage was observed. Based on
these tests the following conclusions were drawn: firstly, the two coatings having the lowest absorp-

tion, namely, Ag + (ThF4/ZnS)3 and Ag + (ThFQ/ZnSe)3 were the most damage resistant, secondly, the

absolute value of damage thresholds for the best mirror coating are comparable to thresholds for forma-
tion of surface plasmas on bare metals, thirdly, there was no discernible threshold difference between
Cer-Vit or molybdenum substrates inferring that the thermal conductivity of the metal substrate gave no
significant advantage for these single exposure experiments, which is not surprising considering these
are not cw experiments and finally, damage thresholds for these class of materials under these experi-
mental conditions are not appreciably different for 1.0 and 0.1 cm beam spot diameters.

In a very revealing and important paper, T. M. Donovan, A. D. Baer, J. H. Dancy, and J. 0. Porteus
of the Naval Weapons Center presented results from a very detailed analysis of formation and character-
istics of defects and impurities in ASZSB’ AsZSe3 and NaF coatings. It was noted that the damage

thresholds of chalcogenide glass thin films are less than for corresponding thin films of NaF even though
the absorption of NaF films is relatively high. Conclusions drawn from these two observations were
explained by noticing that: first, chalcogenide glass films form um size, arsenic rich crystallites

over a period of a few days after deposition (these are sulfides and selenides, and not oxides as
previously reported), and secondly the high absorption of NaF films is probably due to a thin layer

of adsorbed water which rapidly forms upon exposure to the atmosphere. Attempts to eliminate these
problems by stabilizing the chalcogenide coating by depositing thin layers of Ag or NaF 4n &{tu or
employing water-free As.Se, evaporant both failed. 1In the case of NaF, it was suggested that by
eliminating surface oxygen; film absorption approaching that of bulk NaF might be attained.

The disparity in absorption coefficients for materials in bulk and thin film form probably indicates
better than any other measure the vast difference between materials in these two forms. Both measure-
ments can be difficult, e.g., very low absorption in bulk materials, versus very thin samples for films.
D. L. Burdick of the Naval Weapons Center has attacked the thin film side of this divergence in prop-
erties through the development of a novel wedged-film technique in which the film is deposited in a wedge
form (i.e., wedged in thickness). Through careful measurement of film properties as a function of
thickness on this one sample, he has been able to accurately measure optical constants of As,S, films

&3
in the visible spectral region, including absorption coefficients ranging from 3 cm—l to 104 cm'l, and

refractive indices from 2.47 to 2.72 with precisions ranging from 0.3 to 1%. He pointed out a number
of advantages of this method over other methods of measuring optical constants of thin films.

The final group of papers dealing with thin films is best described as being related to the
environmental durability of coated elements. Included are papers on the performance of coatings on
deformable mirrors, the degradation of coated elements subjected to real world environments of
humidity, dust and sand, temperature cycling and flexure.
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Recognizing the impending advent of adaptive optic systems, J. M. Rowe of the Northrop Research
and Technology Center reported on dielectric coatings for deformable mirrors. In this study the
results of an experimental program to determine the optical and physical properties of high-reflectance

dielectric coatings subjected to as many as 104 deformation cycles was discussed. Films studied included
(SiO/Si)Z and (A1203/Si.)2 designs for operation at 3.8 um on top of silver coated mo substrates. Measure-~

ments included residual coating stress (taken immediately after deposition), spectral reflectance,
absorptance at 3.8 um and Normarski interrogation. Investigations included so called "DC" cycling in
which deformation was of one sign only by use of a bias e.g., flat to convex and back to flat. Zero

to peak displacements of 10.9 um at 10 Hz were employed leading to a peak stress of 9.9 x 107Pa

comparable to the residual stress produced as a result of the deposition on these types of substrates.
No physical degradation (cracking, etc.) nor appreciable reflectance variation was observed. However,
in some cases, a slight variation in absorptance was noted. Additional work is underway on the study
of other candidate film systems, to evaluate adhesion and humidity properties as well.

It is only appropriate at an ASTM sponsored meeting that one discuss measurements and standards
along with the more fundamental interaction mechanisms. 1In this light S. R. Scheele and J. W. Bergstrom
of the Hughes Aircraft Company reported on the initial phase of a program dealing with the broad category
of quantitative characterization of the mechanical properties of coatings. The specific topic of their
presentation dealt with film adhesion testing. After a thorough literature search, survey and review
of existing test procedures, three specific mechanical pull-off tests were compared on a large number
of coated glass optical substrates as potential replacements for the current MIL-Spec tests. The tests
included direct pull-off, a topple test and finally a peel test. Present tests are generally qualitative
and subjective, as well as not being well controlled, a generally undesirable situation.

A variety of coatings and substrates were utilized in comparing the various adhesion tests. An
interesting generality was that it was difficult to remove coatings with good adherence to glass
substrates, but relatively easy to remove coatings from infrared substrates. Comparitively speaking,
the plug pull test was least desirable because of relatively poor repeatability and high forces
involved. The topple test gave better results and was less expensive; however, unexplained substrate
damage was frequently observed. While the peel test was relatively expensive to implement it required
the lowest force and had the advantage of affording highly localized sampling.

In a companion paper, R. A. West and C. W. Nichols also of the Hughes Aircraft Company treated
another aspect of coating characterization, abrasion resistance. In this instance the ASTM falling sand
test was modified to perform abrasion resistance tests in a controlled manner. Quantification was
achieved by correlation with transmittance degradation. The final carefully evaluated test procedure
was correlated with other existing tests such as the military eraser and cheesecloth abrasion tests.

Abrasion resistance, like adhesion, is an important indicator of a film's durability when exposed
to a range of real world environments and a need for a quantitative test is readily identified. After
evaluation of many types of test specimens, the modified falling sand test was seen to be an easily
implemented, sensitive, repeatable and adequately quantitative test procedure. There was little
obvious correlation of the results of this test with those presently used, which are more subjective
and more poorly controlled.

Continuing their interest in the near-infrared, S. J. Homes reported on Northrop's latest activities

in dielectric enhanced mirrors for use in the 2-6 um region. Of major concern in this paper was a
cataloging of performance characteristics such as reflectivity and absorption of a large variety of
dielectric multilayers for high reflectivity metallic mirrors (> 99.9% reflectivity at 2.8 um, 3.8 um
and 5.3 um) together with a testing of their environmental durability. This study was performed to
evaluate the reduced cooling requirements afforded by higher reflectivity mirrors, for high average

power applications, over uncoated thermally conducting substrates. At least ten different dielectric
enhanced mirror designs were evaluated at each of the three laser wavelengths. There were deposited

on conventionally and bowl feed polished (A1203)/Ag overcoated molybdenum substrates. Cleaning and

deposition parameters were covered in detail. The environmental evaluation included tests according to
Mil-m-13508C for durability, adhesion, and humidity resistance. No laser damage testing was reported.

3.4 Laser Glass and Glass Lasers

With the continued emphasis on large, high power Nd:Glass lasers in the laser fusion laboratories
around the world, interest persists in the properties of Nd:Glass as a leser material, Obviously, the
damage threshold of laser glass is of importance, although in all large glass laser systems operating
today, the damage limit for the system is determined by failure of optical coatings, rather than bulk
failure in the glass itself. Other properties of laser glasses are also of importance, especially now
that several compositions with significantly different properties are available. The laser designer
must ask, which is the best glass for the system I want to design, given the system architecture and
desired operating parameters. These, in turn, must be related to composition.
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Adding another parameter to the growing list of relevant variables, J. G. Sliney, Jr., and
L. G. DeShazer of the University of Southern California have studied the bulk damage threshold of
various Nd-doped laser materials, both crystalline and glass. Samples were irradiated with a 10 ns
pulse from a Nd:YAG laser oscillator, amplified by a ND:glass rod amplifier. The beam was focused
with a 25.4 mm focal length lens which unfortunately was plano-convex. Accordingly, significant
spherical aberration was generated.

Nd-doped, ED-2 laser glass was tested at room temperature and at 110°K, at four concentrations of
Nd, 0, 1, 2, and 3%. At room temperature, some decrease in the damage threshold was noted with increasing
concentrations, while at reduced temperature, the threshold was 33% higher, and seemed less sensitive
to Nd concentration. It should be pointed out that due to uncertainties in this experiment, the reported
concentration dependence of damage is not well established. The increase in damage threshold with
lowered temperature is similar to that observed in NaCl by Manenkov.

Of the various host materials tested, LiYF, and ED-2 glass showed the highest thresholds, 1.9 and

4

1.7 times that reported for YAG, while YVO, and GGG showed the lowest, at about 0.6 times the value

4
for YAG. The computed power densities at which damage occured seem small, 7.6 Gw/cm2 for NaCl, for
example, but the actual focal spot size .nd peak intensity are romewhat uncertain in these experiments.

Although not directly concerned with *he damage properties of optical materials, two papers which
were presented by the University of Rochester Laboratory for Laser Energetics concerning the other
properties of laser glass were of great interest. J. A. Abate, D. C. Brown, C. Cromer, S. D. Jacobs,
J. Kelly, 0. Lewis, and J. Rinefierd contributed to the two papers.

The first concerned correlations of physical and optical properties of laser glasses and the state-
ment and evaluation of figures of merit for laser materials. The authors pointed out that simply
considering the nonlinear index, n,, or even including the gain or cross-section for the glass did not

suffice to define the utilily of a given glass in a laser system. They defined eight merit factors,
including the effects of nonlinear phase distortion, specific gain, heat dissipation, quantum effi-
ciency, thermal diffusivity, heat capacity, thermo-optic distortion, and stress birefringence. 1In

any system evaluation, these eight Factors would have to be combined in some weighted sum, and cost
factors taken into account to obtain a true economic figure of merit. In the present work, these eight
merit factors were evaluated for five commercial laser glasses, ED-2 and four phosphates. The phosphates
have higher cross-section and lower n, values, as well as lower values of thermo-optic distortion and

stress birefringence, but poorer thermal diffusivity and heat capacity factors. Futhermore, phospate
glasses show a lower resistance to thermal shock. Other factors considered included the ease of manu-
facture and chemical stability, which can be improved by slight compositional changes.

The authors examined correlations among the properties of these glasses and fluorophosphates
to see if they can discover why some compositions show better thermal properties, and others better
optical properties. They observe that low index (and low index nonlinearity) glasses show higher
thermal expansion and less hardness. For phosphates and silicates, decreasing n, correlates with a

decreasing Young's modulus and decreasing thermal conductivity, however, this trend does not extend
to fluorophosphates.

The difficulty in establishing these correlations seems to be the fact that differences in band
polarizabilities have been ignored. The optical properties of oxide glasses, whether silicate or
phosphate, reside in the oxygen bonds. Non-bridging oxygens are more polarizable than bridging oxygens,
while certain network modifiers strengthen and densify the glass. Thus stronger, more compact glasses
tend to be more polarizable, with higher values of n and n,. For fluorides, however, the fluoride

bond takes the place of the oxide, and a new set of correlations apply.

This paper does point up the necessity for examining all relevant factors in choosing a laser
glass for a system. Cost cannot be ignored, nor can surface damage in the system elements. The
isolation of the individual merit factors allows the glass user to emphasize those properties of
greatest importance for his application. Correlation of these desired properties with glass composi-
tion is then a task for the manufacturer.

The second paper by the same authors reported the measurement of inversion density in both silicate
and phosphate laser glass. The purpose of this measurement was to check the validity of assumptions
made in the computer code GENEFF, used at the Lawrence Livermore Laboratory to model the efficiency of
conversion of absorbed flashlamp light into population inversion.

The laser glass samples used were cut in the shape of a rectangular parallelopiped, with a
1 cm x 1 cm square base, and 16 cm length. Collimated flashlamp light was incident from one end. The
inversion density was monitored by recording the fluorescence as a function of distance along the side
of the sample. Nd concentration of the sample was determined by wet chemical and x-ray fluorescence
analyses,

xxiv




-

The Argus laser at the Lawrence Livermore Laboratory has been in operation since late in 1975. The
system has been fired about 600 times, at power levels in excess of 4 TW in 0.1 ns pulses, and energy
levels up to 2 kJ in one ns. I. Stowers and H. Patton of the Lawrence Livermore Laboratory reported on
the experience accumulated on the Argus system in the identification and analysis of damage phenomena.

Three kinds of damage phenomena were noted. These can be described as surface damage due to foreign

particles, film growth on laser glass surfaces, and coating damage.

The surface damage arises from particles deposited on optical surfaces either by dislocation from
the surrounding surfaces or from the cooling nitrogen stream. Damage was seen to be more prevalent on
upward facing surfaces, due to gravitational settling of particles, and on the first surface encountered
by the gas stream. No significant aging effect was seen. After ten to twenty firings, no subsequent
accumulation of particulate damage was seen, as long as the system was kent clean.

The phenomena of film growth on laser glass had not been extensively investigated previously. It
was found that a cloudy film develops on ED-2 laser glass, even when it is not exposed to flashlamp or
laser light. The film is found to consist of fibers of 2 to 5 um diameter and up to 0.5 mm length,
containing Li and N in high concentration. Since ED-2 is rich in Li, this suggests that the film
evolves due to decomposition of the glass, perhaps under attack by a moisture-laden atmosphere. The
film can be removed by washing in ethanol.

Coating damage remains the major impediment to high power laser performance. Due to heavy use of
spatial filtering, the Argus system has not experienced severe coating damage, however. The spatial
filter lenses, especially on the input side, are most vulnerable to damage. Some evidence has been
seen of a greater tendency to damage on coatings in vacuum, possibly due to removal of absorbed
materials from the pores of the coating.

The most important measure for the prevention of damage in a large laser system is seen to be the
maintenance of cleanliness throughout the system. Coating damage can be held to an acceptable level
by maintenance of beam quality through spatial filtering.

3.5 Fundamental Mechanisms

The ultimate limit to the optical flux which an be transmitted through a transparent dielectric is
determined by the onset of optical breakdown. A plasma forms at the dielectric and quickly grows to a
density sufficient to absorb the laser light strongly. The consequent heating of the lattice by the
plasma causes irreversible physical damage. This problem has been studied intensively for at least a
decade. It is well known that at very short pulse durations, multiphoton ionization plays a major
role in promoting electrons to the conduction band, where they can be subsequently accelerated by the
optical field, It is also well known that at long pulse durations, where carrier lifetimes in the
conduction band are important, avalanche ionization can occur, with the electrons gaining energy by
successive collisions with the lattice, until they are sufficiently energetic to cause secondary
lonization. Two points of view have emerged, however, regarding the relative importance of multi-
photon ionization and avalanche ionization in causing material breakdown. These two points of view
are represented by the first two papers in this section.

Alexander Manenkov of the Lebedev Physical Institute in Moscow reported on recent results obtained
in his laboratory on avalanche ionization in crystalline dielectrics. Based on a detailed investigation
of the quantum kinetic equation for the electric energy distribution, Mane,kov derived the dependence of
the breakdown threshold on the various parameters of the experiment, incluying laser frequency, sample
temperature, ionization potential, and pulse duration. The predicted pulse duration dependence is very

weak, rather than scaling like 1H, but this i{s due to the absence of transport terms in the original
theoretical analysis.

Experiments were carried out for a large number of dielectric crystals with pulses of a few ns
in duration at 10.6 ym, 1,06 ym, 0.69 um and 0.53 ym. The sample temperatures were varied from 100°K
to 800°K. The damage threshold was expected to decrease with increasing temperature at optical
frequencies well above the effective electron-phonon collision frequency, and to increase, but weakly,
with increasing temperature for optical frequencies below the collision frequency. For selected
samples of alkali halides, this dependence was observed from 1.06 ym to 0.69 ym, but no temperature
dependence was seen at 0.53 um. This anomaly was attributed to multiphoton procesoss.

Manenkov tested hundreds of samples. He found that ounly those with high damage thresholds
exhibited consistent dependence on temperature and frequency., The low-threshold damage was attributed
to impurities. The threshold in these materials could be raised by heating the materials, which
Manenkov felt was due to dispersal of absorbing aggregates. The thresholds observed in the high~
threshold materials were significantly higher than those reported elsewhere.




Although any theoretical analysis of damage is limited, due to the difficulty of treating all
possible effects simultaneously, this paper put forward a concrete model of avalanche ionization.
The experimental data are of particular interest, representing the first simultaneous and consistent
study of the temperature and frequency dependence of bulk damage by pulsed lasers.

The point of view that optical breakdown in alkali halides is solely due to multiphoton excitation
of polarons, followed by phonon heating of the lattice, was put forward by A. Schmid and P. Kelly of
the National Research Council of Canada, and P. Braunlich of Washington State University. They
calculated the rate at which conduction electrons are generated by multiphoton absorption, and the
consequent heating by polaron-phonon scattering. From this calculation, they obtain a predicted depen-
dence of the breakdown field at threshold on pulse duration and laser wavelength. The results are
significantly different from those of Manenkov. A strong dependence on pulse duration is predicted,
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with the energy density at threshold increasing roughly as tp at the ruby wavelength. Whereas the

avalanche theory predicts a monotonic increase of threshold with increasing optical frequency, the
multiphoton theory predicts a decrease for short wavelengths. It is of interest to note that Manenkov's
measurements deviate from the pure avalanche model at high frequency, raising the possibility that
multiphoton processes are contributing to the damage, as the model of Schmid et al would indicate.

With increased interest in short wavelength lasers, the consequence of promoting significant
numbers of electrons into the conduction band in dielectric solids is of increasing importance. This
phenomenon arises due to multiphoton absorption in window materials, but much can be learnmed about it
by looking at semiconductors, where interband absorption occurs via one-photon absorption. M. Kruer,
L. Esterowitz, F. Bartoli, and R. Allen of the Naval Research Laboratory have studied laser-induced
damage in semiconductors (Ge, Si, In, Sb) irradiated at 0.69 ym, 1.06 um, 5 um and 10.6 um. Pulse
durations ranged from a few ns to several seconds (CW). Damage occured due to surface melting. It

was found that for very high absorption (105cm"1 or more), the effective depth of heating is greater
than the absorption depth due to carrier diffusion. Diffusive distances of the order of 0.5 um were
observed. These are much shorter than values obtained using room temperature material parameters.
The high concentration of conduction electrons generated in these experiments shcrten the carrier
lifetime, due to Auger recombination, and so greatly reduce the diffusion length.

The question of the concentration dependence of free carrier lifetimes in insulators was explored
in depth by K. Williams, P. Klein, and C. Marquardt, of the Naval Researci: Laboratory. They considered
the effects of shallow traps, deep traps, and electron-hole recombination on the kinetics of conduction
electrons in insulators. Shallow traps reduce the electron mobility, but do not affect the lifetime.
They show that in both insulators and semiconductors, deep traps reduce the lifetime to an uitrinmsic
value which 1s essentially independent of carrier density, depending only on trap density, at high trap
concentrations. The intrinsic lifetime of conduction electrons is different in semiconductors and
insulators. In semiconductors, it is determined by the equilibrium concentration of carriers, and so,
although temperature dependent, it is not sensitive to the initial concentration of photo-electrons
produced in a pulse of illumination, except through the Auger process indicated above. In insulators,
however, the equilibrium concentration of carriers is zero, so an inverse dependence of carrier life-
time on concentration is expected. The authors present arguments indicating that the Auger process is

not important in alkali halides, even at carrier concentrations of 5 x .lO”cm_3

They present experimental data on measurements of multiphoton-induced photo-conductivity in alkali
halides, using a doubled ruby laser with a pulse duration of 20 ps. They observe a decrease of the
carrier lifetime from 20 ns, at low carrier concentration, to less than 10 ps at carrier concentrations

which are high (> 1012cm-3)’ but well below those expected at the level of optical damage. At high

concentrations, the authors expect their measurements to be uncertain, due to space charge effects.
They emphasize the importance of using concentration-dependent carrier lifetimes in theories of optical
damage.

They further report a dependence of carrier lifetime on the method of material preparation in the
regime of extrinsic lifetime. In NaF, purification of the material shortened the carrier lifetime,
ostensibly due to an increase in carrier mobility, while in A1203. the lifetime was sensitive to small

deviations from stoichiometry in the crystal. The measurement technique is advanced as a sensitive,
non-destructive test for the evaluation of wide-gap materials.
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Two-photon absorption coefficients have been measured at Harvard University for a variety of wide-
gap materials, again mostly fluorides and oxides, using third and fourth harmonic generation from a
30 ps, Nd: YAG laser. The authors included P. Liu, H. Lotem, and N. Bloembergen of Harvard University,
W. L. Smith, now at the Lawrence Livermore Laboratory, J. H. Bechtel, of the General Motors Research
Laboratory, and R. S. Adhav, of Quantum Technology. At 355 nm, the results were consistent with the
expectation, in that for materials with band gap greater than twice the photon energy, negligible

absorption was seen, while for materials with band gap less than 2hw, coefficients from 10-2 to
10-3 cm/MW were observed. At 266 nm the same results were obtained for alkali halides and CaFZ, but
for oxides and phosphate materials, the two-photon absorption coefficients were observed to be from

5 x 10-5 to 3 x 10_4, even when the gap was significantly less than 2hw. The authors caution against
ignoring two-photon-absorption attenuation in measuring bulk damage at short wavelengths.

The final two papers in this section deal with a general methodology for identification of damage
mechanisms and definition of damage thresholds. It is essential that when a damage threshold {is
quoted, everyone agree on the significance of the terminology. It is also important to know which
of several possible effects was responsible for the damage. The threshold is thus defined as the
illumination level at which a certain phenomenon will take place with a certain probability.

The problem of determining the damage threshold from a finite sample of observations was considered
by J. A. Detrio and A. P. Berens of the University of Dayton Research Institute. The objective of the
study is to evolve a stategy requiring the smallest number of observations to determine the damage
threshold with the greatest confidence level. The damage threshold is defined, in this work, as the
power or energy level at which the probability of damage (observed by some predetermined criterion) is
one-half. The objective of a damage test can also be to determine which of two specimens has the higher
threshold.

The authors conclude that, to determine the threshold, the "up-and-down'" method is the most effi-
cient. In this method, if the sample does not damage on a given shot, the power is raised for the next
shot. If it does damage, the power is lowered. A requirement of this method is that the experimenter
is able to choose the incident power level within some range of values. The choice of increment and
sample size is discussed.

In determining the damage threshold of either a reflecting or transmitting surface at 10.6 um, a
number of competing effects can give rise to damage. J. Porteus, J. Jernigan, and W. Faith of the
Michelson Laboratories have developed a method of measurement and analysis, called the "multi-threshold"
method, for determining the effective threshold value for each of these competing effects. They have
constructed an ultra-high vacuum irradiation chamber, with the following diagnostics: a 20 power
optical microscope, Faraday cup for charge collection, and Auger analyzer with an electron imager,
which is sensitive to variations of the work function over the surface. Targets are exposed to a train
of pulses from a mode-locked CO2 laser. Up to 50 sites are irradiated with one pulse each, and the

observer notes the appearance of either visible plasma formation or pitting. The incident power density
varies from shot to shot over a substantial range of values. After irradiation, the type of damage, if
any, at each site is characterized.

A computer algorithm has been devised to then determine the effective threshold value and standard

deviation for each of the identified damage phenomena. For each process, it is assumed that the single-
shot probability of damage is zero, for fluences less than @o - ¥3 o, (where ¢° is the threshold
fluence, and ¢ the standard deviation) increases to unity for oo + /3 0 and 1is unity above that value.

The effective sample values of oo and o are then determined from the principle of maximum likelihood.

The procedure has been calibrated using a gold surface electroplated on diamond-turned copper.
The results are highly reproducible. A number of materials have been examined by this process, and
the results are presented in a companion paper by the same authors.

The multi-threshold method is particularly valuable, because rather than identifying the damage
threshold of a surface as a single number, it provides a profile of the various damage thresholds,
which can be correlated with surface treatment, material purity, aging, or other parameters of the
surface preparation.

4. Recommendations

The ultimate objective of laser materials studies is better lasers, better in the sense of higher
power and energy, greater reliability, and reduced cost. Much of the research reported in the nine
volumes of these Symposia Proceedings has been motivated by the high power laser programs in the DoD
and DOE (formerly ERDA). These programs center around the construction of very large, very expensive
lasers, so that considerations of performance, reliability and economy are of great importance.
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Large systems with single-pulse energies of tens of kilojoules are in operation or under comstruc-
tion at several national laboratories around the country. Both CO2 lasers and Nd:Glass lasers are

involved. Even larger systems, with single~pulse energies of hundreds of kilojoules, are being planned.
This raises problems for the optics industry and laser community, as well as affording new opportuni-
ties. The manufacturers and users of special optics can anticipate heavy pressure on the fabrication
capability of the U.S. in the area of high power laser components. This pressure will undoubtedly
divert work to manufacturers not hitherto involved in high power laser optics. It is essential that

the expansion of the special optics industry be carried out with due attention to the lessons of the
past, as recorded in these proceedings and elsewhere in the literature.

The flow of information back to these symposia is essential, also. As more experience is gained
on large laser systems, we would like to hear more reports like that of Patton and Stowers of LLL at
this symposium, recounting the damage history of an operating system. We strongly encourage the high
power laser laboratories to keep their resident experts in laser damage in touch with the day-to-day
experience of the operating system. There is a tendency, once the laser is operating, to turn it over
to the applications group, and only to call in the damage experts when the system has failed. This
Symposium needs feedback from the laser laboratories regarding the operating experience of large laser
systems.

We still lack a reliable rule of thumb, predicting the lifetime of a laser component as a function
of the fraction of the nominal damage level at which it is operated. What is a "safe" level of opera-
tion for thousand-shot lifetime? This question must be answered if laser systems are going to operate
reliably for reasonable periods of time in fusion power plants, for example. (At 1 pps, a laser fires

almost 105 shots per day.) This safe operating level must reflect the actual operating environment of
the laser, obviously.

As higher yield fusion experiments are carried out, it becomes possible to conduct experiments on
the effect of target debris on optical elements. Metal mirrors, dielectric multilayers, and "blast
shields" are the elements most likely to be exposed to target debris. These experiments should be
carried out with due attention to characterization of the samples, both before and after exposure. Here
again, close cooperation between the laser damage specialist and the applications group is of great
benefit to all concerned.

At present, large laser system performance is severely limited by component damage, thin film
failure in glass systems, surface damage in single shot CO2 systems, and thermal damage in high average

power systems. We will consider each of these areas in detail as we proceed through our recommendations.

Let us turn our attention to surfaces and mirrors. While it is generally conceded that thin
films are presently the most damage sensitive element in optical systems, it should be obvious that one
must understand surfaces and their characteristics before one can assess the role they play as substrates
for coated elements. In addition, much of the present interest in surfaces is concerned with surface
absorption, environmental contamination, and adsorbed impurities (both a physics and chemistry problem),
and the characterization and maintenance of the surface structure. These are all problems common to
thin films. One obvious area of corollary interest is in fiber optics, where all of these topics can
greatly influence the performance of fiber elements. Fiber optics will undoubtedly play a major role
as control and instyumentation components in laser fusion systems. To this one might add adaptive
optics. One must assess the long term modification of surfaces by mechanical fatigue of these deform-
able optic elements.

From a systems standpoint, there is a need to transfer laboratory experience to the real world
scene. Much of the material presented at these symposia deal with very basic research efforts, and
the development of improved processing procedures designed to approach the intrinsic qualities of
optical materials. However, one must back off from these "idealized" levels to safe operating levels
which can be utilized, taking into account potential environmental degradation. This concern is
certainly application dependent. Consider if you will the space scenario, the laser fusion target
chamber, or the high average power laser used in materials working such as welding in a machine shop.
Each of these arenas imposes uniquely different environmental constraints on safe operating levels.
We see a need for studies on fully characterized optical elements, in realistic environmental conditions,
along with subsequent careful laser damage testing.
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To return to our initial point, 1i.e., the careful characterization of surfaces in order to assess
surface quality and monitor gradual modifications, scattering techniques still appear to be the best
tool for quantifying surface topography. Unfortunately the theory is incomplete and measurments made
at different laboratories are usually far apart in the values obtained for such simple indicators as
RMS surface roughness. About the best that can be said is that they usually agree in relative smooth-
ness. This disagreement arises in part from the fact that different techniques give different answers.
To date there has been no standardization of measurement technique or even agreement on theory. This is
a very fruitful and important area for research and development. Scatter measurements will become of
even greater utility as we move to the uv, where, due to the shorter wavelength of light, there is an
increase in scattering which constitutes a loss in the optical system. The uv will also place a greater
burden on fabrication due to the more stringent tolerances required. Some accepted diagnostic method
is needed. We might add that long term or environmental degradation of optical tolerances must be
assessed as well to realize the full benefit to be obtained from ultraviolet lasers. We must demand
tighter tolerance specifications and improve our evaluation of system performance.

From the interaction stendpoint, scaling laws have been enunciated relating surface damage
thresholds to laser parameters (frequency, pulse duration, spot size) and material parameters (surface
roughness, refractive index). Additional work is required to define the range of applicability of
these scaling laws and to refine their predictive value, both to improve their utility in arriving at
realistic system specifications as well as an aid in defining theoretical bases. A word of caution
is appropriate. We should not greatly extend scaling laws beyond the range of experimental determination,
i.e., to grossly different conditions, for they may no longer be valid.

Thin films have been described as the Achilles Heel of high power laser systems. In large measure
this is because they themselves contain many Achilles Heels. We start by considering a substrate
surface. Prior to coating it is cleaned, ground, polished, and cleaned again. New and better methods
of cleaning are needed in order to remove surface impurities and improve film adhesion. This requires
the attention of both the surface physicist and surface chemist. The properties of the film/surface
interface greatly influence both the structure of the films and film adhesion. The latter continues
to be a problem in the durability of coated elements and requires continuing attention, especially for
machined optics where cutting oils, etc., must be scrupulously removed. Environmental degradation
occurring after the film is put into use has already been discussed.

Over the past several years we have seen many new coating materials introduced and novel design
concepts suggested. At the time they seemed most noteworthy. However, in many cases these improve-
ments have not been put into use. We don't know if this is a result of overselling, a reluctance on
the part of manufacturers to deal with new materials or design, or the consequence of trying new ideas
and materials and finding them wanting. Unsuccessful attempts to implement new ideas are not usually
reported. One must transfer knowledge of failure as well as success. Without question more materials
and design concepts are needed, together with a careful and complete evaluation of their performance
and characteristics. It is hard to imagine that all possibilities have been explored.

An area which received some attention this year was the modeling of film stress. In the proposed
models, the stress arising from dissimilar coefficients of expansion of the substrate and film was
treated together with the intrinsic stress of the film materials. Work should be continued in this
area, including stress generated by entrapped gas or impurity atoms, stress introduced by the freezing-
in of lattice defects (which probably arise in good measure from the substrate surface properties) and purely
surface effects. The last arises from a variety of causes including surface tension effects due to small
thickness, the hindrance of dislocation motion, and the influence of oxide or other chemically bound
surface layers, similar to that arising from inter-layer forces. This analysis must as well be corro-~
borated by careful measurement and appropriate damage testing.

0f even greater concern to the burgeoning field of adaptive optics is film performance under
continued deformation cycling. Initial studies were reported this year, but only extended over a few
thousand cycles and did not include damage testing. If adaptive optics is to become practical, we
will probably need "rubber" films.

There is still need for further parametric studies of films to develop appropriate scaling laws.
The subject of thin films in itself is so complex we cannot hope to understand the full picture prior
to a film's employment. What has been done to date has provided helpful guidelines for the selection
of candidate film materials, multilayer designs, and deposition procedures. The choice of film
materials and design is determined by the application. These studies have also uncovered new uaex-
pected results which need to be addressed further, such as the separation of thermal and electric
field induced damage in the arsenic sulfides and selanides and on the coatings of germanium saturable
absorbers where the exact crystalline form of the substrate was found to be unimportant. This is one
case in which a coating did not have an overwhelming deleterious effect on the damage threshold. We
might add it did not have a beneficial effect either.
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A question we can ask is "Can you make the material in thin film form behave as it does in the
bulk?" Probably not. But how close we can come, can only be determined by a most comprehensive and
detailed research program. One must begin with starting materials of known purity and proceed from
known substrate character through a carefully controlled preparation procedure to a detailed evaluation
of film performance. From this we must correlate the physical structure with the optical properties
exhibited by the film. The studies must include damage testing and potential environmental or aging
effects. This a major undertaking and probably can only be realized by the intelligent infusion of
money, organization, and technology transfer by the government. This will require the development of
diagnostic instrumentation, consensus definitions, and standard evaluation techniques suitable for
reduction to widespread practice.

Although surface damage and thin film failure limit laser performance, especially in high peak
power systems, investigation of bulk properties remain a central concern. The efforts to relate the
optical and mechanical properties of laser glasses, and optical materials in general, to composition,
purity, and structure should continue, primarily because great progress is being made in this area.
The technological payoff of these investigations extends beyond the high power laser field. Research
in fiber optics materials is proceeding along very similar lines. Low-loss optical fibers have been
developed with alternation as low as 0.7 dB/km, corresponding to an attenuation coefficient of 0.16

X 10-“ cm-l. From arguments presented at this symposium, the impurity content of these fibers, which

are made of a germanate glass, must be extremely low. Surface losses must be extremely low, as well.
Laser materials researchers may be able to learn much about low-loss materials from the fiber community.

Conversely, as fiber optics users try to propagate jincreasing amounts of energy through monomode
fibers, questions of laser damage will surely arise. A few milliwatts in a monomode fiber corresponds

to megawatts/cmz. Similarly, manufacturers of junction diodes are already concerned with damage
processes. We want to emphasize that laser damage considerations are not restricted to the world of
high power lasers.

As far as infrared window materials are concerned, the problem has been identified as essentially
one of impurities. The solution, in so far as the problem can be solved, lies in the processes of manu-
facture of the material and fabrication of the component. To do this economically is a challenge to
the industry. In future, emphasis should be placed on questions of process control, to ensure low
impurity levels, and on detection techniques, to monitor those levels. Reduction of surface contami-
nation remains a serious problem.

The extensive research carried out on infrared window materials provides an excellent point of
departure for the development of ultraviolet materials. Wide gap materials of high purity have been
developed and should be used in uv studies. The methodology of the studies should also follow the
procedures developed in previous work. This is especially true for damage studies. Presently, there
is very sparse data on damage levels at short wavelengths. These data will not be useful unless
obtained with well-characterized lasers, on well-characterized materials, with a clear definition of
what constitutes damage. '"Those who fail to study history are doomed to relive it" and perhaps even
more painfully.

New phenomena occur in the uv which require investigation. The fact that electronic transactions
are involved and that electrons can easily be promoted to the conduction band, either by multiphoton or
multi-step processes, leads to new and complicated effects. It is not clear that many of the scaling
laws previously observed apply at short wavelengths. Scaling with wavelength, bandgap, pulse duration,
and spot area must be re-examined. The cumulative loss mechanism reported at this conference clearly
warrants further investigation. There may be other cumulative or aging processes which degrade uv
optics over prolonged exposure. Here again, feedback from the system builder is of great value.
Further development of new uv window materials should continue.

The fundamental mechanism of two-photon absorption is generally understood. Due to the importance
of this phenomenon in limiting uv laser performance, further study is clearly desired. The results
reported this year or the difference in behavior of halides and oxides is a challenging subject for
further investigation. The effects of impurities on two-photon absorption, especially near the band
edge, is poorly understood. The general question of the density of states accessible to two-photon
processes, at non-zero temperature, near the band edge is both interesting and important. Scaling
studies, showing the dependence of two-photon absorption on frequency, composition and structure, and
temperature, are required. Above all, as in any study, the principal requirement is for good data, on
well-characterized materials.

Unresolved issues still remain in the subject of the optical breakdown of solids. This subject
may be essentially academic, since other damage mechanism occur before bulk breakdown. Furthermore,
the relevance of bulk breakdown to surface breakdown has been called into question, especially by
Manenkov, since it is unlikely that the surface can be made free of defects, inclusions, and absorbed
impurities. Nevertheless, it is important to obtain a complete understanding of the physics of thts
process, as part of our fundamental understanding of materials.
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The scaling of breakdown thresholds with temperautre and wavelength is of great importance in
discriminating between competing theories. Scaling in pulse duration is needed to complete the
picture. As Kelly and co-authors point out, careful attention must be paid to focusing conditions, and
to defocusing by the incipient plasma. Pre-breakdown studies, like those reported by the NRC group
using photoconductivity, provide valuable data on the behavior of electrons in the conduction band,
data which must be fed back into the models used to describe the breakdown process.

Finally, it is not clear why different investigators get such widely disparate values for damage
thresholds in alkali halides. The attribution of this disparity to the presence of impurities should
be investigated, and an exchange of samples, if feasible, would clearly be of great benefit.

As stated in previous years, the need exists for a documentation project, consolidating the data
which has been obtained over the past decade on laser materials, new coating materials, impurity effects,
and damage thresholds. Without such a project, valuable information on optical materials may be over-
looked, with an unnecessary repetition of measurements as a consequence.
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INTRODUCTION AND WELCOME

Arthur H. Guenther
Air Force Weapons Laboratory/CA
Kirtland AFB, New Mexico 87117

Haynes Lee, Chairman of Subcommittee 2 on Lasers of the ASTM, has asked me to welcome you on
behalf of the ASTM. Unfortunately he will not be able to join us this week.

The ASTM is pleased to again collaborate in cultivating the interchange of informatiom vital to
its primary aims. The ASTM looks to this conference as one of the most important inputs to the devel-
opment of standards relating to lasers and related fields. Obviously one must develop standards from
a basis of knowledge soundly developed, freely discussed and finally tested. This is a prime goal of
the ASTM.

The Subcommittee on Lasers will be holding their working session this Thursday afternoon and
Friday at the conclusion of this meeting, including the working groups on optically pumped lasers,
light emitting diodes, energy and power measurement and finally infrared lasers and laser materials.
These groups have collectively produced several standards this past year with many more in various
stages of preparation. Don Liebenberg of the Los Alamos Scientific Laboratory, Chairman of the
Optically Pumped Group, has asked me to mention their plans for a mini-symposium early next year at the
next ASTM meeting in Florida on the manual and automatic reduction of interferograms. You can contact
him for further details.

Haynes Lee has also asked me to invite anyone interested in the development of standards in the
laser or allied fields to participate in these working sessions, particularly the infrared laser and
laser materials group under the chairmanship of Herb Lipson. This group will be working on standard
specifications for light scattering as well as methods of testing optical absorption by calorimetry
for both bulk materials and coated surfaces. Initial discussions on loss or refractive index varia-
tions in fiber optics may also take place.

Finally I'd like to mention that the ASTM is a voluntary standards group consisting of members
from government, industrial and academic institutions. It is the only organization with a concentrated
effort underway in developing standards in the laser field. At the present time discussions are under-
way concerning possible joint ventures in the standards area between the Optical Society of America
and the ASTM, probably using the existing ASTM mechanism for the develop t of ¢ standards.

We hope many of you will stay for the working sessions, become familiar with our operation, and partic-
ipate in our activities.

Now to the subject at hand, speaking for Alex Glass and myself, I would like to welcome you to the
Ninth Annual Boulder Damage Symposium. After eight years of operating this meeting one wonders how he
gets his adrenalin up to go through the pains of yet another symposium, now formally entitled
"Materials for High Power Lasers." But upon reflection, it is quite easy to understand. It is because
of the support that we have received not only from the National Bureau of Standards and the ASTM but
perhaps more important the energetic and cooperative attitude of those individuals who aid us in the
operation of this meeting, and this, of course, includes you the participants.

I have already talked of the ASTM under whose aegis this series of meetings was initiated. The
prime mover here at the National Bureau of Standards is Dr. Hal Boyne, Chief of the Electromagnetics
Division. To him and his staff we are grateful for the hospitality and the use of these excellent
facilities. Those NBS individuals to whom we are especially indebted include Florence Indorf, Margaret
Woolley, and Marilee Hood who are concernmed with the details of the operation of the meeting, the
assembling of the proceedings, and financial management, respectively. Of course, there are others to
whom Alex and I are also thankful for making the operation of this meeting a most rewarding experience.
They are those sponsors who have tangibly supported this meeting through underwriting the expense of
its operation. They include Joel Weiss at ERDA, Harry Winsor at ARPA, and Herschel Piloff of the
Office of Naval Research. We would be remiss in not acknowledging the active participation of Jim
Herris, Patsy Collins and others from the University of Dayton Research Institute who have aided not
only in the operation of this meeting, but certainly and most important in coordinating activities
during this week between ARPA, the ASTM, and the National Bureau of Standards.

We fully expect this to be our biggest and best symposium, i.e., until next year when we hold our
tenth annual meeting. At that time we expect to pause and reflect upon the past ten years' activities.
It 18 our intent to have distinguished speakers who are acknowledged principal contributors in the
many facets of the laser damage field. We will ask them to summarize and quantify as best as possible
the state-of-the-art and the state-of-the-understanding in their specialty. These review or tutorial
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lectures will then be assembled and published as a separate volume on the subject of laser induced
damage in optical materials. We are also thinking of the possibility of having round-table dis-
cussions on those specific subjects in which there is still some question as to the correctness of
our understanding. Of course, we will have contributed papers as well. We solicit your thoughts on
this proposed approach and comments or criticisms on the operation of this meeting and our intentions
for our tenth annual meeting next year are welcomed.

Returning to this year's meeting, I would like to mention some pertinent features. Because of
the economies and improved communications realized last year by holding several meetings on related
subjects consecutively at the same location, we again closely coordinated the activities of this meet-
ing with ARPA and its contractors. After initial paper selections by a joint committee, those papers
most appropriate because of content were identified to be presented at the recently concluded ARPA
meeting. Greater than 60 papers remained as submitted to this, the ASTM meeting. Of these, roughly
32 were selected for oral presentation to the participants at this meeting, while 20 were selected for
presentation in a poster format. Other papers were selected by title only, with some rejected out-
right. The sum total of this effort was to hold the meeting to two days, allowing the ASTM to con-
duct their business meetings Thursday afternoon and Friday.

As a result of the highly successful initiation and popularity of poster sessions last year and
the very favorable comments received from both presenters and participants at the meetings, we selected
those papers which contained detailed data, descriptions of complex instruments, and particularly those
papers dealing with comparative data which is best viewed side by side in close proximity for presen-
tation in two poster sessions. These types of papers would be difficult to present effectively using
slides or vugraphs. There were, as well, many papers submitted specifically requesting presentation
at a poster session. In general, they were from people who had presented poster papers last year and
appreciated the personal interest, the close interaction and idea exchange that was evidenced at
those sessions.

It has always been our intention to avoid concurrent sessions or unduly short presentations.
Furthermore, this meeting has had a trademark of remaining on schedule while leaving ample time for
discussion. The increase in poster sessions follows naturally from these objectives. Each poster
paper will be manned approximately 3 hours as indicated on your program. These sessions are inter-
spersed to break up long periods which would be necessary for your attendance in the auditorium. My
one note of caution is to ask you to please return, however, to the presented papers session on time
at the conclusion of each poster session.

Alex and I would like to issue an especially warm welcome to our foreign participants from
Canada, England, South Africa, France, Australia, and the Soviet Union. We would particularly like to
thank Prof. Manenkov for taking the time to travel this great distance to present a paper on his recent
work dealing with avalanche breakdown. His paper will be presented on Thursday morning.

We have seen a dynamic yet gradual change from one year to another in this meeting. We have
always left room to develop a detailed appreciation of factors and interactions of new features,
revealed by greater understanding, from the establishment of a solid foundation arrived at through an
open and frank discussion of previous contributions. As can be anticipated, papers presented at this
meeting continue to concentrate on those areas of most importance to the high power, high energy
laser community, those being infrared laser window, surfaces and mirrors, thin films, and finally the
theoretical aspects of fundamental mechanisms describing the threshold laser interaction with optical
media. This year, as expected, we note a continued trend from the infrared to shorter wavelengths,
and this trend has been programmed into this meeting so that it will flow smoothly from yesterday's
meeting toward the shorter wavelengths at the end of the week. You will note additional scaling laws
presented this year and verification where possible of those surfaced last year. Several papers deal
with pulse length, surface roughness, area, and wavelength dependence of laser induced damage. These
contributions are principally covered in the poster sessions.

Last year in his opening remarks, Alex Glass speculated on why the same topics keep appearing.
It is obviously because we are dealing with real materials in the real world. In some cases,
mechanisms are sufficiently understood that the salient material property has been identified; thus
detailed information concerning materials properties is now of prime importance, that is, the achiev-
able material properties, not the ideal, perfect material properties. While in other areas we are
searching for clues through theoretical analysis and through careful parametric studies and derivation
of scaling laws which will form the basic data to which future theories can be compared, still others
have become so complex that no theory is universally accepted. Here I speak of avalanche breakdown
mechanisms and particularly in the related case of breakdown statistics. There just appears to be too
many variables and the identification of a new unexpected infl only re a much more complex
situation. An appreciation of this complexity is particularly evident when dealing with real world
materials. You will find in this meeting that we have attempted to strike a balance between perform-
ance, properties and understanding of the laser damage process in materials. I don't wish to leave
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you with the impression that we haven't made progress, for today little is said of the influence of
absorbing inclusions in the bulk as a pulsed breakdown mechanism or of self-focusing. Improved pro-
cessing has solved the first and an adequate theory has allowed design around the second, pointing the
appropriate direction in which to go for developing improved wmaterials.

I would like to dwell, however, a moment or two on one of Alex's and my favorite subjects, that is,
thin films and its place in the arena of laser induced damage. Laser interaction studies with thin
films have revealed a lack of basic understanding regarding thin films. These films represent effec-
tively a new state of matter since in layers, from 100 to 1,000 nanometers thick, electronic and struc-
tural properties are significantly different than in the bulk material. This is in general the reason
why no material has been found to damage at the same level in the bulk and thin fi{lm form. One way of
assessing the reason why the state of knowledge of optical thin films is as it is would be by contrast-
ing them with electronic materials in thin film forms. I would like to quote from a paper entitled
"The Importance of Being Defective" by Shulman and Schlifkin of the University of North Carolina. They
state "Because solids are rather susceptible to the occurrence of atomic scale defects in their struc-
tures, impurity atoms, vacant lattice sites, interstitial atoms and aggregations of these imperfectionms,
they are actually much more interesting and versatile materials than they would otherwise be. Thus the
useful electronic behavior of insulating and semi-conducting crystals comes about in the vast majority
of cases from imperfections built into them in a controlled fashion. These defects exert and influence
physical properties quite out of proportion to the low concentrations in which they are incorporated."
Thus, you see that it is viewed that the important electronic properties of thin films depend in large
measure on defects, that is, their departure from a perfect structure and pure material. Furthermore,
the properties of interest are generally those which describe some average behavior, such as conduc-
tivity. This is usually measured in the long dimension parallel to the surface. (In addition, these
materials are almost always employed in very small sizes, such as chips.) While electronic materials
may be made in large sizes, it is a simple matter to reject any microsized element which does not
exhibit the desired properties. There is no question that great advances have been made in our under-
standing of electronic materials in thin film form because of their tremendous commercial value. Thus
there is an economic incentive for research and development in this field, that is, the electronic
characterization of materials in thin film form.

In contrast, optical materials when employed in thin film form at high levels of optical radiation
will fail at some Achilles heel, that is, at a defect or structure modification such as crystal dis-
order, vacancy, impurity, dislocation, etc. This factor compounds the difficulty in producing these
coatings for large optical elements or components in which the cost of the substrate may exceed by
many times that of the deposited thin film. Generally one is concerned with the properties of the film
in the short dimension perpendicular to the surface, but spatially resolved. In addition, there is no
commercially intensive market for large quantities of optics to be used under intense levels of radia-
tion at the present time. For this reason there is insufficient payoff for large industrial research
and development activities, particularly when one realizes that the majority of optical coatings are
produced by a handful of generally small commercial organizations. The whole picture is compounded
when one realizes that optical thin films may be multi-layers of many elements each having different
physical as well as optical properties and can be deposited on surfaces of other than plane geometry
where varying angles of incidence may produce undesirable or non-uniform characteristics. We could
list a multitude of other factors too long and probably incomplete that influence the ultimate
behavior of deposited thin films, that is, their optical behavior.

There appears to be only one sufficiently fundamental thread of knowledge which would help unravel
the above described state of affairs. That would be to understand the correlation between the detailed
structure and purity of the thin film and its resultant optical properties. This appears to be a very
appropriate area in which funding agencies could establish some measurable research effort since it
will probably not be sufficiently attacked by industry. Its solution could lead to real advances in
the utility of coated elements. The principal questions regarding thin films are the following: How
do the optical properties of the film, such as refractive index, absorption, scattering, breakdown
threshold relate to the physical and chemical parameters such as morphology, composition, phase,
porosity, impurity and defect composition? And secondly, how do these physical parameters depend on
the preparation methods and on the basic materials and substrate utilized? To these two principal
questions I would add the following comment, that the cost of characterization and instrumentation
required may exceed that of the optical element itself or the research project as well. But this is
the only way that we can identify those parameters which are important in correlating structure and
real world optical behavior. With that thought I would like now to turn the meeting over to what was
bound to happen as can be noted in your program -~ your chairman for the first session on Infrared
Laser Window Materials - Arthur Glass.
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SI CONVERSION UNITS

In view of present accepted practice in this technological area, U. S. customary units of measure-
ment have been used throughout this report. It should be noted that the U. S. is a signatory to the
General Conference on Weights and Measures which gave official status to the metric SI system of SI
units in 1960. Readers interested in making use of the coherent system of SI units will find con-
version factors in ASTM Standard Metric Practice Guide, ASTM Designation E 380-76 (available from
American Society for Testing and Materials, 1916 Race Street, Philadelphia, Pennsylvania 19103). Con-
version factors for units used in this paper are:

Length
1 in = 0.0254* meter

1 ft = 0.3048*% meter
1 microinch = 2.5400% x 10™° meter

Area
1 1n? « 6.4516% x 1074 meter?
1 £e? « 9.2903 x 1072 meter?

Force
1 1b (1bf) = 4,448 newton
1 kip = 4448 newton

Pressure Stress
1 psil = 6895 pascal
1 psf - 47.88 pascal
1 torr (mmHg.0°C) - 133.32 pascal

Energy

1 fe-1bf = 1.3558 joule
Moment

1 1bf-ft = 1.3558 newtonmeter

Temperature
Tog = 5/9 (T.F - 32)
Heat
Thermal conductivity, «
1 cal (thermochemical) cm.s. °C = 418.4C* watt/meter kelvin
specific heat, C
1 cal (thermochemical)/gm.°C = 4184.00* joule/kilogram-kelvin

*Exact Value




EXTRINSIC ABSORPTION IN INFRARED LASER-WINDOW MATERIALS

M. Flannery and M. Sparks
Xonics, Incorporated
Santa Monica, California 90401

Duthler's analysis and tabulation of molecular-ion-impurity lines is
updated and extended to include infrared wavelengths other than 10.6 um, to
include other molecular ions, and to include other types of impurities. The
results support our previous suggestion that the most likely explanation of
typical lower absorptance at 5.25 um than at 10.6, 3.8, or 2.8 um is simply
the difference between the extrinsic absorptance at the different frequencies.
The results are displayed in correlation-type charts to allow either the iden-
tification of impurities to avoid at a given wavelength or the selection of a
wavelength at which impurity absorption is 1ikely to be small. Absorption at
the Tow level of 8 = 1074 cm™! can occur at frequencies many line widths from
an absorption peak.

Key words: Infrared absorption; laser windows; molecular impurities;
molecular ions; molecular spectra; optical materials; surface absorption.

Introduction

Deutsch [1]] has studied the infrared absorptance of various impurities on the surfaces of window
samples, and Duthler [2] proposed that an important class of impurities limiting infrared transmission
in alkali-halide laser window materials is molecular-ion impurities which substitute for the halide ion
in these crystals. In the present investigation, we extend Duthler's analysis and tabulation to in-
clude other materials and other infrared laser frequencies, in addition to 10.6 um.

Recently there has been considerable interest in reducing the absorption coefficient B of trans-
parent materials used in high-power infrared laser systems. Laser windows can fail catastrophically by
fracturing due to inhomogeneous internal stresses, or less dramatically due to thermal defocusing of
the beam which result from heating by absorbed radiation.

Among the promising materials for use with high-power 10.6 um wavelength CO, lasers are the alkali

halides, in particular KCL and KBr. The mechanism for intrinsic infrared absorption in these materials
is multiphonon absorption, with the fundamental Reststrahl frequency v, being 6 to 8 times smaller than

the C0, laser frequency of 943 cm'1. It has been established experimentally [1] and theoretically [3]
that for v > vy, the intrinsic multiphonon absorption coefficient B;,4 decreases nearly exponentially
with increasing frequency. Extrapolation of the measured low-frequency intrinsic absorption coeffi-
cients yields Bint = 8 % 105 em~1 for KC2 and Bing = 5 % 10-7 cm~1 for KBr at 10.6 um. However,
absorption in the best presently available KBr is impurity dominated with g > 10'5 em! at the €0y Yaser
frequency, while KC2 has been produced with intrinsic absorption at this frequency. At higher fre-
quencies the absorption in both materials is extrinsic.

The purposes of the present paper are to study the important class of infrared-absorbing poly-
atomic molecular-anion impurities which substitute for the halide ions in the crystal lattices and to
identify those ionic impurities that absorb most strongly at the infrared laser frequencies: HF, 2.7 um

(3704 cn™); OF, 3.8 um (2630 cn™'); €O, 5.25 um (1905 cm™'); and CO,, 10.6 um (943 cn™'). Particular
emphasis will be given to the HF and CO2 laser frequencies. The influence of absorbing inclusions on
the bulk absorption coefficient and the failure of materials containing inclusions have been con-
sidered in previous publications [4,5].

Nominally pure commercial crystals are commonly observed to contain molecular-anion impurities,
such as the metaborate ion (BOE) [6,7] and the carbonate ion (CO%‘)[G], using conventional absorption

spectroscopy. The hydroxyl fon (OH™) is especially difficult to remove from alkali halides during
purification [8], and may be the ion 1imiting absorption at 2.7 um. These anion impurities along with
divalent metal cation impurities [8,9] are most likely still present in small concentrations in

1. Figures in brackets indicate the literature references at the end of this paper.
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specially purified laser window materials since less than one part per million of certain anions can
result in the presently observed extrinsic absorption.

Molecular-cation impurities are less likely to be found in alkali-halide crystals because of the
small size of the alkali ions which they replace, although NHZ in KCL has been studied [10]. Mon-

atomic impurities can also absorb infrared radiation either through local modes of vibration or by
activating phonons other than the fundamental Reststrahl phonon [11]. However, absorption due to mon-

atomic impurities from 943 em! to 3708 cm”! s expected to be negligible because phonon and local mode
frequencies are generally much smaller than the laser frequency: The local mode of H™ in KCL (U center)
at 500 cm™! has the highest frequency of this group. Absorption due to electronic transitions of
impurities is not considered in this paper [12].

Impurity Spectra

The infrared absorption spectrum of a crystal containing substitutional molecular-anion impu-
rities typically consists of a number of sharp lines corresponding to the infrared active internal
vibration modes of the polyatomic molecular ion. Generally the internal vibrations of the impurity
ions are only slightly affected by the host crystal: There are small shifts in frequency and in-
creases in the line width which depend upon the particular host. As a result of a lowering of the sym-
metry when the ion interacts with the host, infrared inactive modes may become weakly absorbing and de-
generate modes may be split into several components. In fact, the technique of alkali-halide matrix
isolation has been used extensively to isolate and concentrate these ions for study by infrared
absorption spectroscopy.

The probability of the laser frequency being exactly coincident with the peak of a given impu-
rity absorption line is extremely small, the laser line usually falling in the wings of the absorption
line. In order to estimate the absorption coefficient 8 at the laser frequency v due to an absorption
line centered at frequency Vo @ Lorentzian line shape

B(VO)(A\JIZ)Z
8(v) = T TR (1)
(v - vo) + (av/2)

is assumed, where Av is the full width at half maximum. With 0.1 percent impurity concentration, the
absorption coefficient B(v,) at the center of an allowed transition typically ranges from 10% en”! to

10% en”! and av ranges from 4 en! to 50 cm'], depending on the particular molecular species and
host.

Although experimentally observed line-shapes near resonance are described quite accurately by
eq. (1) using a constant relaxation frequency Av [13-16], for extrapolation to the wings it is used
with certain reservations. Widths of the fundamental absorption lines of matrix-isolated molecular
impurities are in general a result of weak coupling between the internal molecular vibrations and the
lattice vibrations of the host crystal [17]. With |v- vol < Vs Where v is the maximum phonon fre-

quency (210 cm'] for KCL), there will be structure in Av, hence in B(v), reflecting the one-phonon
density of states and phonon selection rules. This will be important for extrapolation of narrow

lines (Av 210 cm']). since the measured line width in this case samples only a small part of the
phonon spectrum.

For extrapolation far from the line center |v- vol > s AV is expected to decrease with increas-
ing |v-vo| resulting in a more rapid decrease in B than is predicted by eq. (1). In this region it is
likely that g will decrease exponentially with increasing |v- “0‘ in analogy with intrinsic multi-

phonon absorption [3]. Nevertheless, judicious use of eq. (1) together with measured impurity line
strengths and 1ine widths from the experimental literature is felt to be reliable for order-of-
} magnitude upper-bound estimates of g at any particular laser frequency.

The fundamental absorption 1ines of molecular-ion impurities are often accompanied by other
nearby lines, which may not be resolved at room temperature and may be confused with the fundamental

Yine width. In the case of small fons such as OH™ and NO; the additional lines arise from rotational

and local translational motions of the ions [17-23]. (Recall that for a freely rotating diatomic

i molecule, the angular momentum selection rule requires that the vibrational transition be a doublet.)
The fundamental absorption lines of large polyatomic ions are often accompanied by nearby "hot" bands

from transitions originating from low-energy excited states, and by isotope lines [7,24].
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A number of the molecular-ion impurities that have been isolated in KCi crystals are listed
together with their measured absorption frequencies in the first two columns of table 1 [25-51]. The
third through sixth columns present the estimated impurity concentrations in parts per million for each

jon that are required to produce B8 = 107%n™" at 300 K and 2.7, 3.8, 5.25, and 10.6 um, respectivelyr
These estimates were obtained by extrapolating the measured absorption lines using an assumed
Lorentzian line shape with measured line widths where they were available. The estimates that appear
in brackets are especially low because the laser line is more than 10 Av from any impurity line.
?etails]of the spectra can be found in the original 1iterature references which are listed in the

ast column.

Isolated diatomic ions typically have fundamental absorption frequencies that are far removed
from the C02 laser frequency 943 cm '. As a result, impurities such as OH™ that are commonly observed
in alkali halides should have little effect on absorption at 943 cm'] in spite of the large line width
of typically 50 en! at room temperature. Using B(vo) « 30 cm™) and av = 50 cn”! 4@ eq. (1) for
1000 ppm, OH in KC2 yields 8(943 cm™') = 10 %m™! at 40 ppm [22].

-
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The polyatomic impurities Bog‘, HCO3, soi', crod”, Mnof'. and 203 yield B(943 e’y > 107%n"

at concentrations less than 0.1 ppm. These impurities, if present in alkali-halide laser windows, will
result in a severe limitation in the laser transmission.

The case of aog' illustrates the effect of near coincidence of the laser frequency with an
absorption line of the molecular ion. Here approximately 45 percent of the absorption at 943 em”! s
contributed by the strong absorption line at vy = 1222 cm'] (with av = 30 cm']) while most of the
remaining absorption is from the weak absorption at v, = 949 ™! (with Av = 5 cm']), which is only
6 cm ' from the laser frequency.

With HCO3 the principal absorption at 943 em™! s from the vg = 971 cm'] fundamental, Estimating
from published absorption curves that B8(971 cm']) = 103 cm'] 1 with 400 ppm, eq. (1)
yields B(943 cm“) =29 cm". Including additional contributions from vy = 1218 cm'] ard v, = 1346

cm ' which have Av = 15 cm™ ' and Av = 50 cm'], respectively, results in B(943 cm']) = 1074 with a
concentration of 0.1 ppm.

and Av = 12 cm”

3 on produced a 8(943 cm") = 1074 cn”! at a concentration of only 0.001 ppm, the lowest

concentration for any ion studied. This was produced by the two strong, broad absorptions just below
the laser frequency: v, = 970 em™! with Av = 45 em”! and vy = 940 en”) with Aav = 15 cm“.

The polyvalent ions listed in table 1 each have several absorption lines near 943 cm']. In order
to preserve the charge neutrality of the crystal, divalent impurity anions must be accompanied by

compensating anion vacancies, or as is frequently observed, by a divalent cation impurity (such as

M92+, Ca2+, Baz*, Pb2+, or Sr2+) which are usually located at neighboring lattice sites. In heavily
doped crystals, the solubility of the divalent anions is enhanced by simultaneous doping with divalent
cations. The exact absorption frequencies and relative line strengths of the anions are dependent on

the particular accompanying cation, especially in the case of C0§' which is strongly perturbed with
different metal ions.

The C20;

The group of divalent ions 502', Cro,, Mnof', Seoz', Moof'. and uoi' have similar spectra with
the strong vy fundamental of these ions falling very near to 943 cm']. Due to their large size, MOOE'
and HO%' are reported to be insoluble in KC% and KBr [52]. Depending og the particular perturbing
cation impurity, the normally threefold degenerate vy fundamental of 504' is split into three strongly
absorbing components from 1050 em™! to 1200 cn”! each with av = 15 enl. The otherwise forbidden v,
fundamental becomes weakly absorbing in the crystal with frequencies from 975 cm" to 980 cm'1 and
with Av = 15 cm". Additional absorption lines due to the Va and v, fundamentals are observed near
600 cm'] and 500 cm'], respectively. The components of the V3 fundamental of Crof' are even closer
to the laser line than soﬁ‘ with frequencies in this case varying from 880 en”! to 950 en .

As table 1 shows, the CO laser operating at 1905 cm" has the lowest absorpti?n from molecular
jons. The sog' ion is the only one predicted to give an absorption of B = 10 em ata
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concentration of 0.1 ppm. For this ion, 80 percent of the absorption at 1905 cm-1 comes from the
fundamental at Vg 1222 ch'] with Av = 30 cm'], with an additional 15 percent from the vy + vy sum-
mation band at v = 1944 cm'] with Av = 5 cm']. Since such a large portion of the absorption at

1905 cm'] comes from the Vg fundamental which is over twenty line widths away, the estimate of 0.1 ppm

aog' might reasonably be revised upward to 0.3 ppm.

At the CO laser frequency, only four other ions produce an absorption of g = 10’4 cm'] at con-

centrations less than 1 ppm: BH, and NH; at 0.3 ppm, and BO% and HCO% at 0.5 ppm.

At the DF laser frequency, v = 2632 cm™', only SH™, N, and NCO™ yield 8(2632 cn™') = 107 cn™

at concentrations less than 0.1 ppm. For SH™ and NH; the absorption is from the fundamental S-H and
N-H stretching modes at 2590 cm'1 and 3100 cm-l, respectively. The absorption of NCO™ at 2632 cm'1
is expected to be particularly sensitive to the host and its preparation because the absorption at
2632 cnf] is dominated by a weak fourth harmonic at 2613 cm'] (av = 9 cm_]) of the v, fundamental.

The absorption coefficient of KCL at the HF laser frequency, v = 3704 cm'], will certainly be
dominated by absorption from the hydroxyl radical. Using 8(vg = 3640 cm']) =30 cn”! and Av = 50cm™!

in eq. (1) for 1000 ppm, OH™ in KC2 yields B(3704 cm']) = 1074 an”! at 0.03 ppm. This ion will be
particularly difficult to exclude from the alkali halides because of the ubiquitous nature of water
and the similarity in size and electronegativity of the halide and hydroxyl ions.

At concentrations of 0.1 ppm the ammonium ion yields an absorption of B(3704 cm']) =10 em!

from a broad N-H stretching fundamental at 3100 cm'], but this fon is less likely to be present than
the hydroxide ion.

Temperature Dependence

Absorption frequencies and line widths of matrix-isolated ions are observed to be temperature
dependent, which can result in temperature-dependent absorption at the laser frequency. In the case
of ions which have broad absorption lines resulting from coupling to the lattice phonons, and ionic

fundamentals within the approximate range of 50 en! to 300 en! from the laser frequency, the tem-
perature dependence can be simply predicted. With |v- vol >> (Av/2), eq. (1) can be written

BV) = Blvg)(av/2)Y/(v-vg)? . ()

Above 100 K, the line widths Av of the nitrite [13] (NOE). nitrate [13] (NOS), cyanate [14] (NCO7),
and hydroxyl [22] (OH) ions are observed to vary as T" with n = 1.6, and will dominate the small
temperature-dependent changes in Vo in eq. (2). As an example of this result, B(943 cm']) will vary
as T ", especially in the important case of Noé, where the approximations are fairly well satisfied.

For OH™, the use of the Lorentzian line shape is well justified only at 3704 ', The absorption
at the longer laser wavelengths due to this ion should have a stronger temperature dependence with
n > 1.6, in analogy with intrinsic multiphonon absorption [53].

With the ions soi‘. Croi', and Hc05 at the C0, laser frequency and NCO™ and BH; at the CO laser

frequency the laser is operating near many relatively narrow lines and the temperature dependence of
the absorption is more difficult to predict. Published spectra of these ions taken at different tem-
peratures show small increases in line width and small shifts in frequency. In these cases changes

in Vg can be nearly as important as changes in Av, and it is not clear that the observed 1ine widths

are entirely due to phonon coupling. That is, part of the absorption in the wings which contributes
at 943 cm" could be due to hot bands, and, in the case of divalent ions, to different perturbing

impurities accompanying the molecular fon. As a result, the 943 cm"] absorption of crystals contain-
ing these ions is expected to be less temperature dependent than crystals containing smaller, mono-
valent fons. It is interesting to note that figures 2 and 3 of Dem'yanenko, et al. [48], indicate

that with Croi' in KC&, the 943 cm'] absorption could even decrease with increasing temperature.
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Additional Ions and Crystal Structures

The list in table 1 of some of the absorbing impurities that have been isolated and studied in
KCR crystals illustrates the importance of substitutional molecular-anion impurities on infrared laser

transmission. Other ions that are likely to limit transmission at 943 cm'] are BeFi', which has absorp-
tions at approximately 909, 870 and 770 cm-] in KC2, the exact frequencies depending on the compensating
ion, and BF;:]which absorgs at 1131 cm'l in KC2 [54]. The molecular ion P04' has a strong4absorption
near 1050 cm ', while Aso4' probably absorbs at somewhat lower frequencies [55]. Also Si04' has a
strong absorption near 1000 cm ' in several glasses [56].

There may be significant absorption at the CO laser frequency, 1905 cm']. from SCN”, which has a

strong absorption at 2038 cm'] in KI and is known to be at least sparingly soluble in all the alkali
halides despite its large size [57]. The SeH™ ion has an absorption at 2294 cm'] in KCe, which could
produce significant absorption at both CO"and OF laser frequencies [58]. Finally, there may be absorp-
tion at the HF laser frequency, 3704 cm'1, from NHE or NH°™ ions which have bond-stretching frequencies
near 3400 cm™! [55].

These results for molecular ions isolated in KCL can be expected to hold for other alkali halides
if the laser frequency is not close to an impurity absorption frequency. As a general rule the absorp-
tion frequency of a molecular-ion impurity shifts by less than 5 percent as the host is changed from
NaC2 to CsI [53], while the solubility of the ion greatly increases. Since the solubility is controlled
by the relative sites of the impurity ion and the host ion it replaces, the solubility decreases pre-
cipitously when the host anion is smaller than the impurity ion. With the exception of OH™ and pos-

sibly CN", the molecular-ion impurities Tisted in table 1 have ionic radii larger than those of F~,
0.136 nm, or 02'. 0.140 nm, but smaller than C2~, 0.181 nm. Even in very thick samples only the

strongest impurity absorption lines are detected when the ions are isolated in alkali fluorides, while
very weak absorption lines are detected in KCZ at concentrations of 1000 ppm. Since the ratio of

strong to very weak absorptions often exceeds 103, we estimate that the solubility limit of the molec-
ular ions in fluorides and oxides is in the range 0.1-1 ppm. Therefore, most molecular-ion impurities
are not expected to be a major source of absorption in alkaline-earth fluorides or oxides such as

A£203 used in HF, DF, or CO laser components. However, considerable concentrations of OH™ could be

present in the alkaline-earth fluorides or Alzo , which would account for the higher absorption
observed at 2.7 um compared to that at 3.8 or 5.25 um [59].

There has been little systematic experimental work done on the effects of molecular-ion impuri-
ties on absorption in materials used for high-power laser components. Further studies of impurity-
induced absorption at all the laser frequencies are needed to more firmly establish the relationship
between the absorption in the wings and the fundamental absorption at the line centers. The temper-

ature dependence of the absorption at laser frequencies found in intentionally doped crystals can
possibly be used as a guide in identifying unknown impurities in other crystals.

A study of "b-doped KC2 found little correlation between absorption at 943 cm'] and the Pb con-
centration [60]. Isolated Pb fons are not expected to absorb at this frequency, but complexes of

sz+ with the divalent anions listed in table 1 do absorb. The reason for the negative result of this
experiment could be that there were no uncompensated divalent anions in the samples studied. In

crystals containing divalent anions without accompanying divalent cations, the introduction of sz*
could have a significant effect, particularly in the case of cog‘.

Doping KC2 crystals with OH™ and CO§° was found to have little effect on 943 en”? absorption

when the ions were introduced separately, but a significant increase in (943 cm'l) was observed when
both ions were present [51]. It is possible that in this case the enhanced absorption was due to the

formation of HCOQ which is much more strongly absorbing at 943 cn”! than either OH™ or C03' %

In internally stressed KC& crystals it was observed that B(943 cm']) was larger by a factor of
two than after the same crystals were annealed [8]. This is difficult to explain on the basis of
intrinsic absorption. Although there is little information available regarding the effects of inhomo-
geneous stresses on molecular-impurity absorption, we may speculate that the increased absorption .
observed in stressed crystals could be due to increased molecular-ion line widths and shifts in
frequencies.




In addition to the substitutional ionic impurities, there are other possible molecular impurities
that will limit infrared laser transmission. Neutral molecules such as Hzo or Co2 can exist at

interstitial sites or at anion vacancies accompanied by cation vacancies in the bulk of the crystal
[61-63]. Absorption from organic or inorganic molecules condensed on crystal surfaces is considered
in the next section [64).

Surface Contamination

Recent measurements of bulk and surface absorption, particularly at 2.8 or 3.8 um, are dominated

by large surface absorptions as the total absorption approaches B = 10'4 cm"[65-67]. Efforts have
been made to correlate this surface absorption with crystal-growth techniques, mechanical or chemical
polishes, and chemical surface cleaners [68-70]. Although specific culprits have been found and elim-
inated in some cases, there remains a high surface absorption which generally increases on prolonged
exposure to the atmosphere. We purpose that a large portion of this residual absorption is due to a
conglomeration of impurities from the local environment deposited on the surface. This conglomeration
may vary widely in its specific chemical composition, but must be heterogeneous enough to produce a
fairly uniform absorption throughout the infrared spectral region.

The expected absorption from impurity compounds deposited on infrared optical surfaces is a com-
plicated function of the number of chemical structures that absorb at a given frequency, the strength
and width of their absorptions, the occurrence frequency of these chemical structures among all chem-
ical compounds, the relative abundances of these compounds, and the dispersion characteristics of
chemicals in the environment, such as vapor pressure, reactivity with other chemicals, etc. Figure 2
shows the absorption peaks of many of the ions in table 1, a few simple compounds, and some common
chemical structures arranged in the order of their highest frequency absorption between 2 and 10 um.
The leading edge of the absorptions in this type of correlation chart tends to have steps, which occur
at frequencies where few types of chemical structures absorb, and plateaus, which occur at frequencies
where large numbers of chemical structures absorb. Figure 1 has plateaus at ~ 2.9 ym, ~ 4.6 um, and
~ 6.8 um which correspond quite nicely to distinct peaks in the total number of absorption bands at
2.8-3.0 ym, 4.4-5 um, and 6.6 - 7.8 ym.

Unfortunately this simple picture becomes clouded as one assembles simple chemical structures
into complex chemicals. As the number of atoms increases, the number of strong fundamental vibration
modes increases, bringing an increase in the number of weak difference modes. Beyond a certain point,
adding atoms to large molecules tends not to increase the number of strong fundamental modes because
remote parts of the molecule become weakly coupled. However, this weak coupling between adjacent
structures increases the anharmonicity of the local fundamental modes which increases the strengths of
overtone and combination modes [71]. These interactions in concert with external hydrogen or ionic
bonding also tend to broaden the absorption bands. Therefore, to evaluate the absorption from a
conglomeration of molecules, a correlation chart including some indications of the strength and width
of the absorptions is needed. Such a chart is shown in figure 2 for a large number of chemical bonds,
molecular fons, radicals and compounds between 0.5 and 15 um. The approximate spectrum of a compli-
cated molecule can be assembled by a superposition of the spectra of its component parts. Additional
correlation charts arranged by chemical structure can be found in references [55], [72], and [73].
Figure 2 tends to show that there is a rather even distribution of absorptions throughout the infrared
region except for gaps at 4-5 um and 10- 11 um. However, there do appear to be large numbers of
strong absorptions at 2.9- 3.5 um, around 6 um, and again around 8 um which could lead to increased
absorption in these regions.

In addition to the location and strength of infrared absorption bands, it is necessary to have
estimates of how frequently different chemical structures occur in compounds. Figure 3 shows the
occurrence frequency of elements in 13520 organic chemicals listed in The CRC Handbook of Chemistry
and Physics [72]. Of these compounds, 99 percent contained hydrogen, 74 percent oxygen, 42 percent
nitrogen, and 16 percent chlorine, while no other element was present in more than 8 percent of the
compounds. Therefore chemical bonds among this short list of elements should dominate the infrared
surface absorption from organic compounds. Unfortunately, single bonds often suffer shifts in fre-
quency and changes in absorption strength when they are combined in complex structures, necessitating
the classification of the infrared absorptions of a much larger number of more complex structures
which have consistent group absorption frequencies. Figure 4 1ists 8462 organic chemicals according
to their principal chemical group [73]. Generally compounds in a group may contain the chemical
structures listed above it, but not those listed below. Most of the groups of compounds listed in .
this figure have well defined infrared frequencies commonly listed in infrared correlation charts. It
is interesting to note that most of the structures listed contain only the four most common elements
in figure 3: carbon, hydrogen, oxygen, and nitrogen.

Similar figures could be made for inorganic chemicals, but the results are less definitive.
Oxygen is certainly the most pervasive element, probably followed by nitrogen or sulfur and then the
halides [74]. But there is also a long list of metals which can cause rather large shifts in group
frequencies and thus relatively poor correlations with simple structures.
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Figure 2. Correlation chart showing the absorption lines between 0.5 and
15 um of some chemical bonds, molecular ions, radicals, and compounds.
e peak positions
— range of peak positions in various materials
Absorption strength:

S strong
M medium
W weak

V  variable
Absorption line width:

B  broad

Sh sharp
Numbers associated with an absorption band indicate the number of
peaks occurring within that band.
If several designations apply to one peak, they are separated by
commas .
If a designation applies to two adjacent peaks, it may be written
between them.

aliph. = aliphatic
arom. = aromatic
Me = metal atom.
Wavelength (um)
Impurity 1 2 3 4 5 6 7 8 9 10 1 12 13 14
s " | 1 1 1 A 1 1 1 1 s 1 - L
Phenols S,1-2=—Bonded (B) _M. S
Monomer (Sh) M S W S
Alcohols LR r—‘";_/mmer(a) R === <—— Unbonded
MS,B M S
Tertiary alcohols LAUE B i ipe o
MS,B M M
Secondary alcohols LA At L rres M
-Ch,y PR IR Lk
S
-CHZ tema = - -4 i _v_ -——CHZ chaing —— ce
W-M
Aromatic C-H -
0 - . — -
|
Allene: 3CeC=CH, e s s._z
et e Ry T
Amines: NH, NH, T . SR R . X . -
-C2C-H Wi sh M LI —_—
Epoxides, oxiranes P AT s i ____"_
——
-15~




Impurity

4
'

Wavelength (um)

6 7 8

H
= | 1 s 1

ZCH

Lk

~Ce-H

HZO (1iquid)

S,8

M,8 S,8

S,B

Imides: -CO-NH-CO-

|»

~HC=CH-

=

|=<
=

ZP-H

I=

>c=0

Aromatic aldehydes

Aliphatic aldehydes

SH™

¢,

€0

w

Impurity

-~
w
o~

- o

il n A1

Wavelength (um)
b 8 9

I

-F-H

COF 2

Benzene

W SMW

. secen

€30,

Si-0H

sD”

OH

cocep

Acetone

BHy

Amides: -CO-NHp




Wavelength (um)
Impurity 2 3 4 ) 7 8 9 10 n 12 13 14
1 1 1 e L i ok e v 4 4 1 L
KHCO . .
M M
50, N, M = =
Amides: -CO-NH- L) ik
NCO™ b 3 .S.
n-buty]l alcohol S:B .S. ..M. . u M- .s. .’: . t‘ H.'B
+
NH, s = 5 S
Formamide S:8Mu ik S8 ol .8 54
W
NZO . o oo .
- B B B
HC()3 - .o « o . . . . o
My salt < i e
K,C04 . .
= M M M
P NHZ ) -
Wavelength (um)
Impurity & 3 4 5 6 7 8 9 10 " 12 13 14
e S— e | A Biasangdiie: - . A 1 1 1 " T— 3
Lactams: -CO-NH- MN S0
Isopropyl: (CH3), CH- - - L L
2 N 2..; s —_—
Carboxylic acid dimer Sh s . .8
Ethyl: CH.CH,- g% S M M ] M
¥ 2 M - — ——
Ethyl ether e N ? " 5 " g ) " S
Toluol A S e Y e " 5
(-0-51 (0H3)-0-51(0h3) ) "y TR BT Sl '
KHCO, ..
Tetrahydrofuran i !‘ '.‘ !4. . :‘- -". S. q S‘:
L]
HCCR L s : o . o 4
3
+
NHy salt S b
- W S M
N0, . - ¢ -

«l7e




Impurity

Wavelength (um)
5 6 7 8 9 10 " 12 13

1 1 L 1 1 L 1 1 L

KNO3

S,B M

P-OH

N salt

NOZ

KN02

c-0, CDZ

»
1=
I =

$i-0-Si

B.+HeoB Dridge

Impurity

Wavelength (um)
5 6 7 8 9 10 n 12 13

1 1 T 1 ol 1 A Il A

Diborane:BZ::::s

I=
1=
1=

w

Ge-H

o

N

80,

Mo(CO)6

.
.
:
.

.

Aromatic rings

W,2-7 M W,2-6 S-W,2-3

3.
BOJ

Sn-H

Thiol esters

Cyclic anhydrides

Anhydrides: -C0-0-C0-

18-




-

Wavelength (um)
7 8 9

Impurity 1 2 3 4 § 6 TG R R
1 e NS 1 1 1 L £ 1 b | 1 I 1
Ge-0-Ge . e,
AtHy, AtH, iy
= S
>C CFZ -
Esters: -C0-0- S oS
- S
Diene esters: -C0-0- S o
Aromatic esters: -C0-0- 3 A
Ketones S arom. M
- M aliph.
Nitrites: -0-NO 5 . I
C=C S,V
C=N, N=N s ;
FHF™ S,8
Nitrates: -0~N02 - . = i
p wavelength {um)
Impurity 1 2 3 4 5 6 7 8 9 10 n 12 13 14
1 1 1 1 1 1 sl L 1 1 ) 7 T ] " )
Carboxy) salt: -COE _5_ .!.
- S
ca, iy
0.
Furans: '3 -
N
Triazine ring: [ e s
Nl N el
Nitro-: NO, S A
Nitroso-: -N-N=0 e
AL-0 %
s
Thiophenes: B T P
2- -
€0} WS i s P—
Azoxy: -N=NO- - -
c-Ct o .. WA
pas A= 5 R T " T

-19-




B

Impurity

e

B-N, B-0

S0,

Aromatic
amines:

CF3

Cyclic P=N

]

Aromatic ethers

S

M

Inorganic POE salts

P=0

CF2

P-D-@

S=0

N
Pyridine ring: (']

>

S,2

Impurity

-

P~

Lu

r—uv

- o

C=§

2-
S04

|

Organic Poi salts

Aliphatic ethers

{re

3-
POy

Me=0

2
PO3 salts

NFg

WSW S8

c:03

$S,8 §

N,
Pyrimidine ring: @

lm

P-F

=20~




Impurity

- w

-

Wavelength (um)
7 8 9

Ti-0-Ti

2-
HoO4

$i-C

3
Se0;

Bro;

10

ol
ox

C-§

| K

=,




mmmmmmmmmmmmmmmmmm

33333333333333
]]]]]

P :
\X\‘v\\\x“—“As\\rxéli 8

A\

N




Alkanes, cycloalkanes
Alkenes, cycloalkenes
Alkynes

Aromatics
Fluorides
Chlorides

Bromides

lodides

Alcohols

Phenols

Ethers

Aldehydes

Ketones

Quinones
Carboxylic acids
Acid anhydrides
Amides, imides
Esters

Amino acids

Amines
Carbohydrates
Nitro compounds
Nitriles

Sulfonic acids
Sulfonyl chlorides

Sulfonamides, sulfonanilides

Thiols
Thio ethers

v AJ T T T T B j

-

a3 4 s5 e, k18 9 10

Hundreds of Compounds

Figure 4. Occurrence frequency of the principal chemical groups in 8462
organic compounds and their derivatives. A compound may include functional
groups listed above it, but not those listed below [73].

23




POSSIBLE PROCESSES OF LASER WINDOW DEGRADATION

W.J. Fredericks
Chemistry Department
Oregon State University
Corvallis, Oregon 97331

When judged by gross characteristics, many crystals appear to be immutable
under ambient conditions. However, most crystals are continuously undergoing
changes in their properties through interactions among the impurities they
contain and with reactive components in their environment. These changes can
cause a decrease in the transparency of the window and lead to its ultimate
failure. The purpose of this paper is to consider the processes by which this
may occur. A brief discussion of impurities, their interactions, and of
various mass transport mechanisms (vacancy, vacancy pair, grain boundary,
anomalous) in ionic crystals will be given. But most of the discussion will
concern experimental evidence for such changes and their effect on optical
properties. Particular attention will be given to the interactions and
reactions of OH™ and "20 and to a variety of impurity clustering effects at

various stages in their development. Some of these effects occur in
remarkably short times.

Key words: Clusters; deterioration; diffusion; enhanced diffusion; impurity
reactions; laser window; precipitate.

Introduction

Degradation or loss of transparency of a laser window occurs through spon?aneous‘change§ in the
impurity system contained in the window. If a crystal contains very few impurities, its optical
properties are stable for an extremely long time. The results given in table 1 are measurements of
laser colorimetry [1] on a crystal grown in 1967. Measurements were made in 1976 or 1977.

Table 1. Additional round robin absorption in high purity KCi,
Oregon State University, Sample 5-M20-3-6.

Laboratory ﬁ(lo'dcm'l) Etching and drying procedure

1 2.0 2.3 10 min. conc. HCl etch, acetone rinse,
heated during rinse.

S .75 & 05 <1 min, conc. HC1 etch, filtered
isopropanol spray rinse, dried with
freon vapor.

3 4.4 Not etched (as received).

6.8 10 sec. conc. HC1 etch, air dried
without heating.

3 3.8 10 sec. 50/50 formic/acetic etch,

5 sec. acetic acid etch, dried 10
sec. with freon.

3 2.2 10 min. conc. HCl1 etch, acetone rinse,
dried with hot air.

When a crystal is grown, the impurities present in it are not necessarily in equilibrium with the
storage temperature of the finished crystal or necessarily in equilibrium with its external environment.
As the impurity system shifts toward equilibrium, the window may change its optical properties by form-
ing impurity compounds or the scattering centers. The fundamental process concerned with these chang-
ing properties is diffusion. Here we must consider some of the unusual mechanisms involved in diffusion
in ionic crystals. The traditional diffusion mechanism associated with ionic crystals is the vacancy
mechanism in which the impurity on one sublattice jumps to an adjacent vacancy in the same sublattice
While this mechanism applies to alkali halides and many other ionic crystals in some crystals such as
the silver halides, the mechanism of c¢i:lon migration is the interstitialcy mechanism in which a cation
in an interstitial position jumps to a cation site knocking the cation in that site to an interstitial
Position. The jump distance in this mechanism is not limited to adjacent lattice sites. For certain
small ions, an interstitial mechanism can occur in which the impurity moves through the crystal without
occupying normal lattice sites. In this paper, we will discuss only the alkali halides as they are
important to laser window technology. In figure 1, we show the results of a literature survev of the
diffusion of divalent ions in sodium chloride [2]. The only obvious feature of this figure is that
there is little agreement between the migration energies, and little agreement betwecn various experi-
ments. 1f we illustrated the migration of monovalent impurities in a similar plot, we would find the
same disagreement. FEven in self-diffusion, there is little agreement between the migration energies in
alkali halides. Some of this scatter may be due to experimental error but most is due to differences
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in the impurity content of the crystals used in the experiments. The line shown represents careful
measurements of migration energies on very pure crystals for the case of diffusion by the vacancy
mechanism. To understand why reasonable experiments produce such variation in migration energies we
need to consider in detail the migration processes that occur in alkali halides. It is primarily
impurity interactions that distort the diffusion process.

Impurity Reactions

When an alkali halide contains an impurity, the equilibrium condition for that impurity may not be
as a randomly distributed isolated ion., In the case of aliovalent impurities, there must always be a
charge compensating vacancy introduced in the same sublattice. The vacancy and the impurity bear
opposite charges and so undergo a mutual attraction forming impurity-vacancy complexes when in adjacent
lattice sites. In the case of monovalent impurities, the impurity may be of such different size than a
normal ion of the host lattice that the elastic distortion of the lattice will cause the thermally
generated vacancies to preferentially associate with the monovalent ion. This effect is generally
neglected in interpretation of experiments involving monovalent impurities. Most experiments have
concerned aliovalent ions, in particular divalent ions, and their diffusion and association into
impurity-vacancy complexes in the lattice. In table Il, we show various kinds of impurity reactions that
occur in the alkali halides that will distort diffusion processes. Simple association is relatively
well understood, but if the crystal contains more than one divalent ion then common ion effects must
be considered as shown in example 2. When a divalent ion is very much smaller than the host ion it
replaces, a complex with the vacancy in the next nearest neighbor position may be more stable than the

Table 2. Impurity reactions in alkali halides.

Type General Reaction Examples*
1. Simple Association M; Y pe MV, NaC1:pb*" or
NaCl:cd*", etc.
2. Common lon M} + VI IMV NaC1:pb**:cd™ or
A {4 Ac
- - e s i A ‘4
MA + \c - MB\c KC1:Pb  :Cd
3. Nearest Neighbor < Next Nearest Neighbor
+ - 4
MA + \C - MAVC NaCl:Mn  or
+ - - ++
MA + Vc - MAVQ (n) or KC1 :Mn
MV 2 MV (n)
4. Cation-Anion 1) M; + X& b4 M\Xg of ;
) KC1:HgO
Mo Wad Wi * %% 5
+ - » 4+
(2) MA + XB - MAXB(x) + \a or ; & :
i - S . KCl:Hg :OH
ol MV, + Xg 2 M X)) + V.V, ;
\ il : 2
L (3) My + Xg 2 M, (i) Xy() + V¥,
i LRI etc.
§. Polymerization uXA 2 (XA)° KCl:SBOz > KC!:(BOZ)3
*e >
Vc + KC1:Mn < KCl.(MnVc)3
6. Phase Separation
(a) Cluster uMAVc + 2aX s uMsz + ZaVch
(d) Ordered Phase Phases

nearest neighbor configuration. This is well established in the case of manganese and zinc and potas-
sium chloride [3,4]. If the host crystal contains not only cationic but anionic impurities, they have
a tendency to form compounds within the lattice. A good example is mercury and the hydroxide ion or
mercury and the oxide ion [5]. If the crystal is allowed to reach equilibrium, these often cluster
into large groups which we represent here as polarimization of the BO; ion [6]. The final stage occurs
when a local region of the crystal becomes saturated and larger clusters or ordered phases begin to
appear, All of these processes have been well established and can lead to deterioration of the optical
properties of the crystal. Here we will give some examples of this type of behavior. But for purposes
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of this paper the question is can these reactions occur at normal temperatures. In order to discuss
this, we first need to look in detail at diffusion mechanisms in ionic crystals.

Diffusion
The diffusion coefficient obtained from experimental observation consists of diffusion by a vacancy
mechanism, Dv; diffusion by vacancy pairs, Dv ; diffusion along dislocations, Dd; and diffusion along
grain boundaries, ng; and any other possible mechanism that may occur in the crystal. Thus the
observed diffusion coefficient is given by

Dobs = DV + Dvp + Dd + ng i (1)

The classic case of vacancy diffusion of monovalent cations in alkali halides is represented by equa-
tion 2. ’
2 e

2 2 g c
MER LS exp(-g;/kT) = 4afu_x_ exp (sp/k) exp(-h /KT) = D exp(-h /KT) , )

where a is a cation-anion distance, f the correlation factor, W, the cation attempt frequency, Xe the
. : < - = 4 j . c ¢
concentration of cation vacancies, g; is the Gibbs free energy of migration with g; = hm - Tsm. If

the only source of cation vacancies are Schottkydefects, then eq. (2) can be written as shown in eq. (3)
in which the concentration of cation vacancies is expressed as a Schottky product with hg being the

enthalpy of formation of a Schottkypair and S the entropy of formation of a Schottky pair.
(> 2 c e ” ;
Dv = 4a fhc exp ((sm + (sS/Z]/kl exp([hm + hs/ﬁl/kT‘ (3)

1f the crystal contains both anion and cation vacancies, these experience an electrostatic
attractive force and form a certain number of pairs in thermal equilibrium with the crystal at the time
it was grown. The mass action expression for this is given by
x, = 2 expl-(gg = gp)/kT] s (4)

P
where 2z is the configuration enthropy, g and gp are the free energies of formation for Schottky defects
and pairs, respectively. The pairs can contribute to both anion and cation diffusion in eq. (5) the
given expression for the diffusion of cations by the vacancy pair mechanism. The usual experimental
(-
vp
practice for separating diffusion by vacancies and diffusion by vacancy pair is to perform an electro-
migration experiment. As the vacancies are charged they will migrate in the electric field; the

Vacancy pairs will not, as they are not charged. And by analysis of diffusion profiles obtained with
and without an electric field, the two contributions can be separated [71.

= 8a’ ) ik e P
D= 8a f}rmc exp([(ss/Z) + sp Sm 1/k} exp((-hS/Z) hp h m]/kT) (5)

Diffusion along dislocations is not well developed. Often investigators use single crystals to
separate the vacancy and vacancy pair contribution assuming that any difference between the observed
diffusion coefficient and the sum of D, and DVp to constitute that portion of the overall diffusion

process caused by diffusion along dislocations. There have been very few systematic studies of dis-
location diffusion in the alkali halides.

On the other hand, there have been several excellent studies of diffusion along grain boundaries.
The grain boundary diffusion coefficient as developed by Whipple [8] is given by

[axnxc}-z {ADle/z alnx_ |2

D' 6§ = |— — | , where (6)
gb ax t a(nex/z)
D' §
12 ’gh
n=x/(D_t) and B =
¥ Oy a(nvz)i;z

The terms n and g are defined below the equation. ng is the grain boundary diffusion coefficient, &
is the grain boundary width, t is the time, the concentrations Xe are given in mole fractions, and x is

the distance. L.B, Harris {9,10] has carried out extensive studies of diffusion along single grain
boundaries. He finds that the ratio of the grain boundary diffusion coefficient to that for vacancy

diffusion for “’Na in sodium chloride is 450. The magnitude of Dgp(Na) in NaCl is 1.2 x 10°Y en? at
633°K.

The diffusion of aliovalent ions in alkali halides is slightly more complex than that of mono-
valent jons in that the impurity and the vacancy on the corresponding sublattice associate and it is
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these vacancy-impurity complexes that constitute the diffusion flux. Since the impurity has an
excess positive charge and the cation vacancy has an excess negative charge, the two attract with an

energy of formation for the complex I+ The concentration of complexes is given by eq. (7a,b,c,d,e,).

+

M, ¢ Vo2 MV (7a)
at concentrations XA' Xcr Xg then electro neutrality requires Ry T CA - kk (7b)
; o X = e . v
ko (T) = Tk =z, exp(-g,/kT) ; zp =12 (7¢)
XaXc
Xk
e the degree of association (7d)
A
ky(T) = e 12C, exp(-g,/KT) (7e)
(a-p°

Since the diffusion occurs by a vacancy process the impurity fiux is given by eq. (8) and note that the
flux is proportional to the concentration gradient of the complexes. Since that gradient is concentra-
tion dependent the diffusion coefficients will be concentration dependent. It's convenient to consider

JA = -N[JA ka (8)

two limiting cases of divalent ion diffusion. The low concentration limit given by eq. (9) in which the

PSR 1/2

I)A = 30 fup when CA << ks(T) 9
concentration of the impurity is very much less than the concentration of thermal vacancies produced
from Schottkydefects and that given by eq. (10) in which the concentration of the impurity exceeds that

1/2

,
D, = é“ﬁfwz[P/(l‘P)] e, M U e

A
of the concentration of vacancies produced by Schottkydefects. In the former case the diffusion co-
efficient is proportional to the degree of association, while eq. (10) describes the situation in which
the degree of association is becoming larger and the diffusion coefficient is no longer directly pro-
portional to the degree of association. As p approaches 1 the diffusion becomes constant, ie a
saturation diffusion coefficient ng, given by eq. (11). This describes the behavior of a simple system

D, = a’fu,/3 = D an

A S
containing a single aliovalent ion and represents the basic case of aliovalent ion diffusion. If other
diffusion processes are cccurring such as grain boundary diffusion, then Dv as used in eq. (5) is given

by the diffusion coefficients described by eq. (8) and (9). 1If the crystal contains more than a single
aliovalent ion on the same sublattice then the vacancy is a common ion between two reacting impurity
systems and one obtains coupled diffusion coefficients, the diffusion coefficient of one ion depending
on that of the second ion present.

Figure 2 shows the behavior of the diffusion coefficient of cadmium in NaCl as a function of
concentration [11]. If in the interpretation of a diffusion experiment the diffusion coefficient does
not reach saturation it can lead to a downward curvature in the Arrhenius plot which causes a low migra-
tion energy as illustrated in figure 3 [11]. An illustration of the dependence of the diffusion
coefficient of one ion on the presence of a second ion on the same sublattice is shown in figure 4. 1In
that particular experiment, both cadmium and lead were simultaneously diffused into purified potassium
Chloride. Note the initial portion of the cadmium diffusion profile and the build-up of cadmium at
the termination of the lead peretration into the crystal. Under these experimental conditions the lead
contributed most of the charge compensating vacancies it introduced into KC1 to the cadmium and the
cadmium diffused at its saturation diffusion coefficient value. Even though its concentration was well
below that which would cause saturation to occur in a single ion experiment and the lead was retarded
in its diffusion in KC1 by the lack of vacancies with which to associate. If this experiment had been
performed in a crystal containing an unsuspected quantity of lead uniformly distributed throughout the
crystal, the entire profile would have been distorted and interpreted as extremely rapid diffusion with
a low migration energy and a large preexponential factor.

The foregoing examples related to diffusion at high temperatures, but they indeed illustrate the
peculiar behavior that can occur in diffusion studies. It's essential to understand the effect of one
impurity on another in understanding diffusion processes that can occur rapidly at low temperatures.
One additional high temperature example is shown in figure 5. This is the diffusion of mercury into
potassium chloride [13]. Notice the extremely low concentrations of mercury that will diffuse into the
purified potassium chloride, while under exactly the same conditions that 5.2 times more mercury is
diffused into potassium chloride containing hydroxide. Mercury forms an anion-cation impurity compound
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>
[5] within the lattice which is quite immoble. Notice the rapid decrease of the Hg" concentration

2 =
below that in the purified crystal at a penetration distance beyvond the HgOHx maximum. The Hg":OH 5

2- < . s . . s s : :
0" system is complex [5], but this figure illustrates that when the mecuric ion is bound with hydroxide
in a potassium chloride lattice the energy of the impurity lattice compound is much lower than that of
an isolated mecuric ion or a mercuric ion vacancy complex. This enhances the diffusion such that at a

2
specific temperature and in a specific time much more mercury diffuses into the crystal than Hg“ in a
purified crystal. Thus we have impurity enhanced diffusion. It is this impurity enhancement of dif-
fusion that greatly speeds low temperature diffusion into the lattice.

In keeping with its reputation for damaging the optical properties of alkali halides, the
ubiquitous impurity, hydroxide, exhibits anomalous diffusion characteristics. The only values of the
diffusion coefficient of hydroxide in KCl arise from effusion measurements [14] of hydroxide effusing
from a KC1. The diffusion coefficient is given by equation 12. The migration energy 2.0 eV is

D(OH™) = 1.2 x 103 exp(-2.0eV/kT) cm /Ge: (12)

characteristic of a vacancy mechanism for the diffusion process but the preexponential factor is
extremely large for a simple vacancy mechanism and makes hydroxide the fastest moving ionic impurity
observed in potassium chloride. These values have been confirmed by Ikeda in an independent experiment
[15]. However, if the atmosphere external to the crystal is reactive, such as a chlorine atmosphere,
the rate of migration of hydroxide becomes unbelievably rapid. If it is assumed that the concentration
profile within the crystal is an error function complement, then the diffusion coefficient given by

eq. (13) is obtained. Note that the migration energy does not change significantly but the preexponen-
tial factor increases by 100 due solely to the presence of the external reactive atmosphere. In similar

D(OH ) (Cl,atm) = 3 x 10° exp(-2.06V/XT) cm’/sec (13)

effusion measurements, Ikeda has shown that it is not the hydroxide that diffuses but that the hydroxide
is destroyed more rapidly than it diffuses by forming an intermediate O_ impurity. The resulting

diffusion profile resembles an error function complement with a displaced threshold (fig. 6). The
increased magnitude of the preexponential factor in the diffusion coefficient is not real. The absorp-
tion at 204 nm is destroyed by decomposition of the hyvdroxide and an intermediate formation of a band

ascribed to O] at 240 nm. The process by which this occurs is not well understood. It may be hy a

hole migration in the crystal and subsequent reaction with the hydroxide. Ikeda only reported on a
single experimental measurement; much more work must be done before the exact process is understood.
However, this work presents a mechanism hither to unsuspected which clearly demonstrates the effect of
the external atmosphere on impurities far removed from the crystal surface. If the diffusion coeffi-
cient obtained in the vacuum experiments applies at temperatures well below those at which they were

measured, the diffusion coefficient of hydroxide at room temperature is of the order 10'33 cm2 se 'l

This is far too small to cause degradation of optical properties in a reasonable window lifetime. lf
accelerated processes occur, such as those in a chlorine atmosphere, substantially larger diffusion
coefficients could occur at room temperature but still not large enough to markedly affect the proper-
ties within a year lifetime of a laser window, but in the region of the crystal through which the laser
beam passes substantial changes in the impurity distribution could occur.

Grtindig and Rtuhenbeck [16,17,18] developed a method of studying the diffusion of water into
potassium halides by observing the bleaching of the color centers in crystals to which KZO or K had been

added. Diffusion under these conditions is enhanced diffusion similar to that of mercury into KCIl:OH
discussed previously. Results of their experiments are summarized in table 3.

The temperature dependence of the solubility of water in these crystals is unusual. Initially the
solubility is high then decreases as the temperature increases to a minimum at 350°C in potassium
chloride, 324°C in potassium bromide, and 290°C in potassium iodide then again increases as the tempera-
ture increases. In each case the increase in solubility in the high temperature region is much greater
than its decrease in the low temperature region. Note the magnitudes of W in table 3, and that water
is extremely soluble in these crystals under enhanced diffusion conditions as was mercury in KC1:0H".
They also observed that in K doped zone refined crystals the temperature solubility transition is

well defined, but when an. is added to the crystal a temperature independent region occurs that ex-
tends well below and well above the transition temperature found in purer crystals. The solubility was
enhanced in this region over that of zone refined crystals. The formation of a rather stable compound
between calcium and the products of water diffused into the crystal would explain this behavior.
Evidence for such a calcium hydroxide impurity compound was reported from conductivity studies by Fritz
Luty, and Anger [19].

The diffusion coefficients reported are given in the lower part of table 3. Note the rather low
ni;ration energies for water in KC1, KBr, and KI and the very large preexponential factors. Water
iffuses rapidly in these crystals when the diffusion is enhanced by the formation of a lattice com-
pound within the crystal. Grtidig and Rtthenbeck suggest that the diffusion may be by an interstitial
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Table 3. Solubility and diffusion of H,0 and its products in K

0- and K-doped crystals

2 2
Solubility
W Temp.
Crystal pCO(cm'l)c (eV) ca® Reference
KC1 8.9 x 10° -0.20 T < ~350 Rtthenbeck (1967)
9.1 x 10*¢ 0.67 T > -350
KBr 6.2 x 1Y ~g.15 T < ~325
36 10 0.53 T > ~325
KI 1.5 x 1013 -0.06 T < ~290
1.8 x 108 0.33 T > ~290
Diffusion
DO
Crystal Ditfusant T(°C) (cm2 sec-l) U(eV) Reference
KC1 H,0 700-180 62 0.80 Rtthenbeck (1967
K, 420-180 630 0.97 Grundig and
3 Rithenbeck (1972)
0? an RS RIE 1.2 stasiw (1935)"
KBr H,0 600-180 23 0.69 Rithenbeck (1967)
H, 400-180 50 0.81 Grtundig and
Rithenbeck (1972)
K1 H,0 600-180 0.48 0.56 Rtthenbeck (1967)
H; 420-180 5.6 0.64 Grundig and

Rihenbeck (1972)

a s
For doped zone refined crystals.

bGiven by Ruhenbeck (1967). For OH diffusion, see section V and table V.

Cp(Torr)Co(cm'BTorr-l),

process. The low migration energies for such a large molecule do indeed suggest this as do the large
preexponential factors, although no other evidence is currently available to support that supposition.
If these diffusion coefficients hold to lower temperatures, water can certainly damage a crystal con-
taining an impurity that will enhance its diffusion. In figure 7 is shown the ratio C/C& assuming an

extended source of concentration Cyas a function of distance into the crystal at 25°C for 180 days,

and 360 days for KCl, and 180 for KBr. For comparison the diffusion profile for OH™ under a chlorine
atmosphere is also shown. In order for the concentration of OH™ to be comparable with that of water
it must diffuse at 327°C for 180 days. There is significant penetration of water into the crystals to
a depth of 0.6 mm at room temperature. This would produce a significant amount of absorption in a
crystal used for a laser window.

There have been no direct experiments on the measurement of the diffusion of water into a divalent
cation doped alkali halide. However, evidence does exist that it occurs at room temperature to a
significant degree in a period of a year. In figure 8 the relaxation time t versus the reciprocal
temperature is shown for a cadmium doped KC1 crystal that had been exposed to atmospheric water for a
period of 12 months [20]. This measurement occurred inadvertantly in that a crystal that had been
stored in a closed container for the period of a year was measured in a double crystal dipole relaxa-
tion measurement and exhibited a new relaxation process shown near A of figure 8 with a relaxation
energy of 0.57 eV, The line near B is the normal cadmium-vacancy complex relaxation. To confirm that

this relaxation was due to water, an additional experiment was conducted using a freshly grown KCL:Cd2°
crystal and exposing to water vapcr for 1.5 hr at 400°C. The same relaxation at A appeared in this
crystal which previously had only the relaxation B. Further experiments showed that exactly the same

type of behavior occurred when a KC]:sz’ crystal was exposed to water vapor for a similar period of
time. Since most divalent ions form stable impurity-hydroxide compounds when they are incorporated

in alkali halides as impurities this experiment suggests that a crystal containing a divalent ion will
have a much shorter lifetime as a laser window than a purer crystal. From these measurements, it
appears that a period of a year in a reasonably humid atmosphere would be sufficient to destroy the
optical quality of a single crystal laser window.
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Clusters and Precipitates

In addition to the degradation of the optical properties crystal by the absorption of water,
another process, clustering, can reduce the optical quality of a laser window. It is convenient to
divide this process into two stages, microclusters and macroclusters or precipitates. It is often
assumed that when an impurity is incorporated in an ionic crystal it is rather homogeneously distributed
throughout the crystal. This is not the case [21] and the discussion of the microclustering behavior of
impurities in crystals will clearly demonstrate this.

The classic case of the formation of microclusters concerns manganese. For years work showed that
manganese clusters by a third order process [22,23) and only recently has experimental evidence been
Presented to show that there is an initial stage in which dimers are formed and then a second stage in
which trimers are formed [24,25,26]. However, manganese is not a common impurity in alkali halides and
we will discuss in detail a more common impurity, strontium, The same processes occur for many other
aliovalent impurities. The evidence for clustering of strontium comes from ionic thermal current
measurements. These measurements determine the temperature at which a field oriented a dipole relaxes
within a crystal and the magnitude of the charge stored in that particular relaxation process. In
figure 9 are shown the results of studies of strontium in KCl by Jacobs, et al [27). In diagram (a)
is shown the current versus the temperature for depolarization of the crystal. Initially at (a) we have
one rather large relaxation peak. As time passes the peak shifts to higher temperature and decreases
in amplitude through (a), (b), (c¢), (d). This change in relaxation properties occurs in 17 hours at
250°K, well below room temperature. The quantative analysis of this change in relaxation properties is
given in the table included in this figure. There not only is a shift in the energy at which this
relaxation occurs, but a decrease in the total amount of charge that can be stored in the crystal. At
this temperature the change in relaxation properties cannot be due to the diffusion of an additionai
impurity into the crystal from an external source. It could be due to the formation of &a anion-cation
lattice compound such Sr(OH)x only if the hydroxide were in close proximity to the strontium initially.

Crystals used in this experiment were not produced under a reactive atmosphere and could indeed contain
hydroxide. However, Jacobs et al. assigned this change in dipole relaxation to the formation of
impurity-vacancy complex dimers as shown at the bottom of figure 9. Recent measurements [28] on the
diffusion of strontium in KC! gave adiffusion coefficient represented by eq. (14). From the magnitude of the

B

; "
Dg(Sr2%) = 1.20 x 1077 exp(-0.871eV/kT) em’/sec (14)

diffusion coefficients its clear that this change cannot be due to a normal diffusion process occurring
at 250°K. Optical studies were not reported which could have eliminated the possibility of the hydrox-

=
ide formation. Whatever the mechanism of this change in the dipole relaxation properties of Kc1:sr?
the significant point is that it occurs in such a short time at such low temperatures that it cannot
occur by any normal diffusion process. One must conclude that either an unknown mechanism of diffusion
exists in the alkali halide or that the impurities are distributed within the crystal in such a way
that they are nearly adjacent to each other. While this type of clustering will only increase the
general background scattering of the crystals slightly, another type of clustering can significantly
alter the optical properties of the crystal.

It has been amply demonstrated that the vibrational spectrum of an anionic molecular impurity in an
alkali halide depends on the cation associated with it as a charge compensating cation [29,30,31].
Another type of clustering occurs with molecular anionic impurities that has been less well discussed
in the literature. The only documented case of polymerization of an anion molecular impurity is a case
of metaborate in sodium chloride, potassium chloride, and potassium bromide [6]. The metaborate ion

introduces a spectrum with well known fermi doublet due to an isolated B0 impurity [3]. However, that
spectrum is often accompanied by a very complex spectrum that extends over a wide region of the in-
frared. This is shown in figure 10. The complexities of this spectrum can be explained by the forma-

tion of a complex of BO, ions. While the exact structure of the complex leading to this spectrum is

being debated by the investigators, the consequences of such polymerization are obvious in examining
the curves for the annealed crystal. As the crystal is annealed the spectral lines broaden until they
produce absorption over a large portion of the infrared. As the annealing continues actual
clusters of metaborate can be observed by an ultramicroscope as shown in figure 11. The clustering is
caused primarily by the misfit of the polymer in the Jattice. Note that no clusters are shown for KCI

and that the effect of annealing on KCl:Bo; is much less than on sodium chloride or potassium bromide.

At the onset of this precipitation stage in the crystal, not only broad absorption bands but signifi-
amounts of scattering from the forming precipitateswas observed. This process is often called Ostwald
Ripening (33,34,35,36] and occurs in any local region of a crystal that is supersaturated with respect
to an impurity at the temperature of that region of the crystal. While such a process would not be
rapid in a crystal at room temperature, if such a crystal were exposed periodically to high intensity
electomagnetic radiation that heated local regions of the crystal in that region such polymerization
would initially occur finally reaching a point where precipitates could form. Thus, a stepwise, but
not necessarily linear, increase in absorption on repeated exposure to high intensity radiation in
local regions of a laser window may be observed. It appears probable that such a crystal would fail
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before the stage of actual precipitatich occurred. The si-e distribution of the precipitate depends on
mechanism (bulk, grain boundary or surface diffusion) by whi-h the precipitate is formed [37]. None
of the literature data is suitable for kinetic analysis of . ‘ering or precipitating.

The final stages of precipitation in a crystal often resuits in the formation of an ordered second
phase. This generally is a phase composed of a divalent cationic impurity M, their associated
vacancies, and a sufficient number of host ions to produce a second phase with a composition MCL, -+

2

6KC1. These phases are called Suzuki phases [38], and in figure 12 transmission electron micrograph [39]
of such a phase is shown. Such phases are only found in relatively impure crystals that have been well
annealed.

The foregoing discussion has been primarily concerned with single crystals containing trace
impurities, both anionic and cationic. However, if the crystal contains a grain boundary as may occur
in poorly grown crystals or may be produced in forging a crystal, other rapid low temperature degrada-
tion processes may occur. In figure 13 is shown a scanning electron micrograph of an uncoated surface
of sodium chloride containing a single grain boundary {40]. The sodium chloride was nominally pure but
note the impurity phases clustered along the grain boundary. This crystal was pulled from a melt from
ultrapure Merk "pro analysi" sodium chloride. Analysis showed it to contain trace amounts of calcium
(2=20) and potassium (Z=19). Due to the similarity and electron reflection characteristics of these
two ions, it is not possible to tell whether the impurity clusters contain calcium or potassium. The
foregoing discussion in this paper would suggest that they are more likely calcium than potassium. If
that is so,in a region of the crystal particularly penetrable by moisture, we have an ion which will
enhance diffusion. It is likely that the diffusion along the grain boundary for moisture is enhanced
at least as much as it is for sodium along a similar grain boundary; that is by a factor of around
450-500 times that in the bulk crystal. This would lead to more rapid deterioration of the optical
properties of such a crystal than a crystal containing a similar impurity concentration in its bulk.
Whether such clusters form on forged crystals is unknown, but in the forging process the effective
temperature of the crystal is increased and it is reasonable to expect that the concentration of
impurities would be enhanced along these grain boundaries. Measurements of the mechanical properties
of such a crystal indicate that divalent impurities will increase the hardness of a crystal by precipi-
tating at the grain boundaries.

Conclusion

In this paper we have attempted to draw from the body of knowledge concerning the behavior of
impurities in alkali halides to discuss mechanisms which could possibly lead to deterioration of the
optical properties of a laser window. These processes conveniently divide into aging which occurs at
storage temperature and clustering through use. Pure single crystals should be least susceptible to
these degradation processes. The inclusion of aliovalent impurities in the lattice will increase the
rate of aging and eventually contribute to clustering. If the window contains grain boundaries or
large numbers of dislocations as well as aliovalent impurities the useful lifetime of the window may be
markedly shortened.
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Figure 11. Light scattering observed by means
4 of an ultramicroscope. Large clusters in (a)
d KBr, (b) NaCl, (c) KBr, and (d) NaCl. All

crystals doped with metaborate ion. (ref. 6).

Figure 12. Suzuki phase precipitates (6NaCl - Mnclz)
showing interface dislocation structure in a TEM
micrograph at 15°K. (ref. 39)

High Resolution Examination of Uncoated Insulators by SEM

1 e vstal surface show ing seg

i hound

Figure 13. Precipitation along a grain boundary
in NaCl. (ref. 40).
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COMMENTS ON PAPER BY FREDERICKS

In nesponse to a question about possible clustering of calfeium hydroxide impurities in potassium
chloride windows the speaker nemarked that whereas some hydroxyl compounds form clusters in a very
Short time, his estimations <indicate that something Like a year would be requined fon the formation of
sdgnificant caledum hydroxide clustens, He funther commented that the effect of wltraviolet radiation
in enhancing digfusion and clustering of impurities has not been exploned but since ultraviolet excita-
tion changes the electronic structure of the Lattice and 0f course can Lead to cofon centering, one
would expect the migration of impurities through tie fLattice to be agfected by ultraviolet radiation.
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PURIFICATION QF POTASSIUM BROMIDE AND ALKALINE
EARTH FLUORIDES FOR LASER COMPONENTS

W.J. Fredericks
Chemistry Department
Oregon State Universit
Corvallis, Oregon 97331

The use of selective ion filters and reactive gas treatment for purification of KBr
SrFZ and BaF2 is considered. The principles of design of selective ion filters and the

choice of materials for such systems is discussed. Examples of the construction of such
systems aregiven. A system for removing monovalent impurities from alkaline earth fluorides
is shown. A greaseless reactive gas system and a three stage reactive gas seal were developed.

Key words: Potassium bromide; strontium fluoride; barium fluoride; ion exchange purification;
selective ion filters; reactive gas purification.

Introduction

In using ion exchange resins to separate a mixture of trace ionic impurities from a desired major
constituent one utilizes the property of the resin to bind these various ions to itself with varying
degrees of tenacity. The common measure of the property is called selectivity. It is measured as an
equilibrium quantity of the reaction of the type given by

1 Kon +

“n *KR‘=%M RE . K, %))

then the selectivity E is a mass action constant given by

e . (heplp Brds | @
@R Cyends

Where a is the activity of the various components in the resin phase R or in the solution phase S. The
selectivity is not constant for a particular ion on a particular resin but is a function of any of the
conditions of the resin or solution that affect the activity of the components in either phase. The
major factors that affect E are given in Table 1.

Table 1. E is a function of any factor
that affects the various activities.

Examples:
1. Resin type and structure (energy of sorption)
2. Extent of resin cross linking
3. Resin swelling
4. Tonic charge
S. Total ionic strength of passing solution
6. Relative ionic strength of exchanging ions
7. Extent of hydration of ions (size)
8. Strength of hydration bond
9. pH of the solution

10. Temperature

This property of differential absorption for various ions on the resin can be used in many ways to
separate a mixture of such ions. In Table 2 we list the principal ways in which one employs these
resins to separate mixtures of ions.

Table 2. Application of resins.

Ton exchange chromatography

Ton exclusion

fon conversion

. Frontal analysis

. Selective ion filters (requires
several stages)

LR R N

Selectivity coefficients are determined by rather tedious equilibrium measurements in which a small
quantity of resin is shaken for several hours with a small quantity of solution. Then the solution is
removed and the resin is washed to remove the ions it has absorbed, then both solutions are analyzed.
However, a more practical measurement is a quantity we call the separation coefficient which is given by
equation 3.

et
Si = Eé?%T = f(Resin, C,, T, Qy ...v, etc) (3)
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This quantity is not a thermodynamic quantity and simply the ratio of the concentration of an impurity
in the elutant from a column containing a measured quantity of the resin t. that in the original
solution. It is not a equilibrium quantity.

Of the five methods given in table 2, the two most useful in preparation of : iterials for crystal
growth are ion exchange chromotography and selective ion filters. For ion exchange chromotography the
major component and the impurities contained in its solution are absorbed on a resin. Then the various
ions are eluted from the resin in a solvent in a sequential order. 7This process is not particularly
efficient when one of the components far exceeds the others in concentration. it is a process of last
resort and purification of salt systems for crystal growth simply because of the concentration problems
with overlapping elution bands and the size of the columns required. The preferred method is a selec-
tive ion filter. These operate with a combination of resins in which the orders of selectivity for
various ions differ between two or more resins. In table 3 we list the selectivities of four cation
exchange resins in which the order of the monovalent ions differ.

Table 3. Dilute solution selectivities.

Chelex 100 H> Li>Na>Kb>Rb>Cs; Cu""/Na" >> 100
AGSOW Ag > Rb > Cs > K> Ni, >Na>Li

Bio Rex 40 Cs>Rb>K>Na>H>Li

Bio Rex 70 H>Ag > K > Na > Li

The Chelex 100 will absorb hydrogen, lithium, sodium more strongly than potassium while in the other
three, in particular AGS50W, silver ribidium and caesium are absorbed more strongly than potassium and
potassium more strongly than ammonia, sodium, and lithium. Thus, if you pass a solution containing a
mixture of these ions first through Chelex in potassium form the hydrogen, lithium, and sodium will be
removed. Then passing the same solution through AGS50W in the potassium form ammonia, sodium and lithium
will be removed. Thus by passing a solution through the two resins we have a filter that passes only
potassium ion. I list only the copper-sodium ratio of selectivities which is far greater than a hundred
as it is typical of the much greater tenacity with which the divalent ions are bound to the resin than
the monovalent ions.

The selectivities given in table 3 are for very dilute solutions passed under ideal conditions. In
order to actually construct a selective ion filter, one must measure a property that describes a separa-
tion of the ions under actual operating conditions. For this we use the separation coefficient and
measure it as a function of concentration of the solution, pH of the solution, and any other parameters
that one may vary in the development of the separation process. These can be measured rather quickly on
a small column. However, one must measure them over a rather wide range of conditions in order to be
assured that the operating latitude of the columns will be sufficient to accommodate a large volume of
solution. In figure 1 we provide an example of the type of measurements one makes to measure the
separation coefficients for ion exchange filters.

Clearly for the separation of the divalent ions on an ion selective filter a chromatography column
must first be used to absorb the desired divalent ions and allow the monovalent ions to elute. Note
again the ratio of selectivities between divalent ions and monovalent ions are the order of a hundred
or more. However, the resin has a finite capacity for the amount of ion it can absorb and thus extreme-
ly large columns are required for separation of the alkalies from the desired divalent ion. An alterna-
tive is to use a chemical process which will remove the monovalent ions to the extent that they are no
longer troublesome. This sort of a system will be described later in this paper.

The anion resins are not available with differing orders of selectivity. One can build a system
using several anion resins in which the initial resin absorbs most of the polyvalent ions and the anion
complexes that may be present while the second resin produces an extremely strong acid solution of the
salt which will have very minor amounts of other anions present. That type of system is used in both
the monovalent and aljovalent ion systems. The anion resins again possess the property that they absorb
the polyvalent ions much more strongly than the monovalent ions and that larger ions are much more
strongly absorbed than smaller ions. Thus a solution passing through this double anion exchange resin
system will be free most anionic impurities with the exception of other ions very similar to it. For
example, in our systems we expect no carbonate or hydroxide or sulfate or bisulfate or bisulfite ions
but we do expect other halide ions with the exception of iodine. These halogens can be removed by HBr
in the reactive gas treatment occurring later in the process of purification.

Selection of Materials of Construction

One of the best means of preventing contamination of the solutionsis to allow them to contact only
materials which they do not wet and do not strongly absorb impurities. Many plastics possess these
desirable qualities and are satisfactory for the construction of these systems. However, condensation
polymers that contain amide or ester bonds, such as nylon or dalrin or any of the polyesters, must be
avoided as these bonds are hydrolized by the solutions used in these processes. The best polymers for
use in these systems are the addition polymers such as polyethylene, polypropylene, and teflon. However
methylmethacrylate which contains an acid side change not involved in the polymer bond is also satis-
factory. The latter has a lifetime of about 10 years in chloride systems and should be similar in
bromide systems. It fails by swelling and checkering and not by decomposition of the polymer bond.

Thus it does not release organics into the solution. It will not take materials such as gaseous
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hydrogen bromide which cause it to crack rather quickly. Any substance used in construction contains
impurities. Table 4 shows a commen impurities found on and in various materials commonly used in
purification and crystal growth. It contains hoth useful and useless materials to provide a comparison.
The impurities in highest concentration are mostly iron, zinc, cobalt on the plastics listed in this
table. They come from mold release compounds or extrusion greases used in forming the materials and the
great portion of them are on surfaces. They will not be removed by ordinary washing but can be removed
by chemical treatment. They are in the form of stearates or oleates and can be removed by first treat-
ing with a strong acid to hydrolize the insoluble soap bond forming a soluble metal nitrate or halide
then washing this portion free leaving the fatty acid behind. Next treat with a strong alkali such as
potassium hydroxide that forms a soluble soap which can then be washed out of the system. Otherwise
they remain on the system and slowly contribute ions to the solutions being purified. We have found the
above treatments when associated with ultrasonic cleaning in the rinse cycle to be very effective in
reducing the contaminants on the plastics we used. FExamination of the elastimers shows them to be even
more contaminated and while a good portion of this contamination is on the surface a large amount is
incorported in the compound itself. We have not successfully been able to remove this by any cleaning
process to a low enough level to allow these materials to be in direct contact with the flow stream of
the material being purified. Thus in the portions of the system where elastimers must be used, they
should form the seal in a blind seal chamber. This is done in our systems by allowing tubing that is
sealed by an o-ring to extend beyond the o-ring a half inch into a tightly pressed seat. Then the
o-ring is driven against the external portion of the tubing by a compression nut. Not all elastimers
are suitable for use in our systems. We have found that polyethylene-polypropylene o-rings are the only
materials that hold up to our solutions without decomposition.

Design of the KBr Purification System

The system used for purification of the potassium bromide is shown in figure 2. It consists of
seven columns, four of which are ion exchange columns and the other three are used to control the pH of
the solution passing through the systems. It contains five reservoirs, one for raw KBr, one for pure
KBr, one for KOH, one for water, and one for HBr. The latter four reservoirs are used in regeneration
of the columns or in changing the pH of the solution as it passes through the system for purification.
The first cation resin is Chelex 100 in the potassium for, the second cation resin is AGSOW
in potassium form, the first anion resin is AG2 and the second anion resin is AGl both in the bromide
form. All the places marked F are filters, the first is a millipore filter with five micron pores, the
second is a polypropylene filter, the third is a polypropylene filter, and the fourth is a millipore
filter containing five micron pores. All the millipore filters are teflon-based mitex filters. The
only commerically available parts are the check valves that occur in the lines used to adjust pH or
concentration. This is to prevent back flow and contamination of the reservoirs should the pressure of
the KBr solution exceed that in the reservoir. If an operator inadvertantly opened the wrong valve, he
could cause the system to flow backwards into an unpressurized reservoir. These valves are completely
made of teflon and are available from the Fluorocarbon Company. Pressurization is done by filtered
regulated nitrogen. The system is usually operated at 5-10 pounds guage pressure. All other components
are constructed of polyethylene, polypropylene, methyl methacrylate, or teflon. The on and off valves
are designated by a cross in a circle, the adjustable flow valves are denoted by a half-filled circle
and sampling valves denoted by a cross with an external dot. The boxes marked with an M and a subscript
are measuring stations. These consist of a methyl methacrylate body with a teflon plug containing a
silver chloride/glass hydrogen electrode and are used to measure pH at that point. Note that all
measuring stations are in a line in which a portion of the solution being purified is passed to a waste
line and does not return to the main stream. This is to avoid contamination of the solution by the
electrode. Not shown in the diagram is a hydrostatic head device used to assure that the electrodes are
always emersed in solution. The pH adjusting columns shown in the diagram contain a series of baffels
to assure that the solution which is brought in to the central portion of the bottom column cap is
thoroughly mixed with the adjusting solutions that come in through side of the bottom cap. These are
all constructed on the same module for efficiency in the machining of the parts. The on-off valves, the
adjustable flow valves, the sampling valves and the sampling chambers are all constructed on the same
module which is shown in figure 3 with the various devices that fit into it. An additional device,
which converts any of the valves to a point at which resin or other materials can be inserted or removed
from the system at a direction perpendicular to the plane of the drawing. In the potassium bromide
system, these are used only when filling the columns with resin or removing resin from a column. Each
of the columns has a polypropylene filter built into its base to prevent resins from passing through
into the finer filters marked F in the system.

The hydrogen bromide is made from 15 MR water and electronic grade hydrogen
bromide gas. It is made in a polyethylene system and analysis shows the concentration of impurities to
be below the limit at which we can detect them (a fraction of a part per million). The potassium
hydroxide is purified within a column system of Chelex 100 in the potassium form and AGl in the
hydroxide form. [t is not ultrapure but is low in aliovalent ions and in alkalies other than potassium.
The raw potassium bromide solution is 2 molar and has been passed through analytical grade filter to
remove the insoluble materials always found in reagent grade chemicals. It is initially made acid by
the addition of hydrogen bromide but once in the reservoir potassium hydroxide is added to it to bring
its pH to 7.5 to 8. Table 5 gives an analysis the worst lot of potassium bromide obtained fror
Mallinkrodt Chemical Company. The raw salt contains an amazing quantity of caesium and sizable amounts
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of lithium and ribidium. The aliovalent ions iron and nickel are present in larger quantities than most
other impurities for which we analyzed. The analyses were done on a Perkin-Elmer 403 atomic absorption
spectrograph using an HGA 2100 graphite tube furnace as the evaporation source. The detection limit is
the actual measured detection limit from the statistics from the various measurements.

To place the system in operation, it is first washed with hydrobromic acid, followed by deionized
water, followed by potassium hydroxide, followed by hydrobromic acid, followed by deionized water until
all the pH electrodes indicate that the system is neutral. Then the resins are washed into columns one,
three, five, and six. The resins are washed in as the converted form and require only further rinsing
with deionized water. The potassium bromide is passed into column one and the entire amount is wasted
Out M1 until the pH of the effluent is greater than 9. Then it is allowed to enter the first pH column
and the effluent is wasted out M2 until the pH at M2 reaches about 7.5, Then acid is added to the
bottom of column two at a very small rate until the pH at M2 is less than 6 then it is allowed to enter
the third column. The effluent from column three is wasted through M3 until M3 indicates a solution has
reached that point then it is allowed to enter column 4 where the pH adjusted to about 6, as measured by
M4 then allowed to enter the first anion column. It emerges from the first anine column rather acid and
when M5 indicates it has reached that point it is allowed to pass to the second anion column. When M6
indicates an extremely acid solution of pH near 0.8 it is passed into the last column and wasted through
M7 until the solution reaches M7 at the appropriate pH then M7 is closed to a slight drip as were all
the previous metering stations. The solution is then collected in polypropylene container in the vacuum
evaporator. The output of the glass-AgCl electrode at each metering station passes to an operational
amplifier interface which converts the impedance from the 1000 M@ of the electrode to 40002 to match
the John Fluke 2240A data logger. This device has separate high-low limits which operates a red (high)
and a green (low) LED 1imit indicator at each metering station so that any variance in the operating
conditions can be immediately detected by operator and corrected by adjustment of a suitable valve.

During the course of a successful run, about 3 to 4 gallons of purified potassium bromide are
collected. There are two evaporators available so that the jars can be changed with only a momentary
interruption in the flow process. The vacuum evaporator containing a collection jar is shown in the
figure 4. After the jars of KBr solution have been collected the evaporator is placed in a nitrogen
tent where the jars are covered and transferred to a vacuum oven to reduce the solution to a reasonably
dry solid. The jars are closed, the vacuum oven opened, and the jar replaced in a nitrogen tent and the
KBr transferred to a polypropylene bottle for storage.

The purified KBr is placed in a clean quartz crucible while in a nitrogen tent and while in the
same tent the cruicible is transferred to a 3-inch diameter by 18-inch long quartz test tube. This tube
is sealed with a Rh-plated nickel seal which has a smaller three stage seal for a Rh-plated nickel cold
finger for crystal pulling. The entire assembly is closed and placed in a crystal growing furnace and
the cold finger connected to the pulling mechanism. The furnace has been described cisewhere [2]. A
photograph of the three stage seal is shawnin figure 5. The system is connected to the reactive gas
manifold shown in figure 6. The low pressure HBr is brought in through one of the ports at the side
of the cold finger seal. The first stage of cold finger seal is at the same pressure as the interior
of the crystal growing chamber, the second stage is at HBr at about S pounds guage pressure and the final
stage filled with argon at about 7 pounds guage pressure. This arrangement allows only HBr to leak past
the seal into the crystal growth chamber and prevents the HBr from leaking into the laboratory. The
other port in the seal connects to a separate vacuum system with a liquid nitrogen trap closed by
teflon valves., The crystal growth chamber is exhausted through this second vacuum system to prevent
contamination of the pure HBr. The gas manifold providing the pure HBr is arranged such that the HBr
can be distilled and other gasses, such as bromine or chlorine, can be added to the crystal growth
chamber if desired.

When these salts undergo reactive gas treatment there is always some sublimation from the salt in
the crucible to cold walls at the top and bottom of the crystal growth chamber. It is with this salt
that any volitile compounds that may remain in the system are carried away from the melt. Although the
purified salt should not contain such impurities this design provides an additional safeguard against
impurities such as T1*.

The Alkaline Earth Fluoride Purification System

The program for purification of alkaline earth fluorides is not yet complete. However, the ion
exchange systems for their preparation have been designed and constructed and will be discussed here.
The materials of construction and components themselves are similar to those developed for the potassium
bromide system. However, as the alkaline earth fluorides are not soluble enough for use in ion exchange
purification, there are some changes. Further since the alkaline earths have a very high absorption
energies on most ion exchange resins, it's necessary to remove the much less tightly bound alkalies from
the solutions prior to attempting separation of the alkaline earths and other divalent ions on the
exchange resins.

figure 7 shows the first stage in the purification of the alkaline earths. This stage functions by
precipitating an insoluble alkaline earth compound which can be washed free of the alkalies, then con-
verted into an alkaline earth halide and transferred to the initial reservoir for the ion exchange
system. This must be done without exposing the alkaline earth solution to an outside environment.
figure 8 shows the construction of the system. The raw salt solution reservoirs are on the shelf above
the filter systems at the top of this picture. The column on the left is one used to purify potassium
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hydroxide and is not part of this system.

Initially a solution of a soluble barjum or strontium salt such as an acetate or nitrate is pre-
pared, It is made acidic then filtered through course of filters to remove the major insoluble com-
pounds, then placed in the initial reservoir and a quantity retained on top of a lu hydrophobic teflon
filter located in the vacuum funnels on top the two-gallon intermediate storage vessel. The solution
remains on top of the IM filter until the vacuum is anplied in the container below the filter.
Initially C02 is allowed to pass through the filter into the region containing th- soluble alkaline

earth salt. This causes the carbonates to precipitate and this process is carried out until no further
precipitation occurs in the solution as observed from the upper transparent port. Then additional
solution is allowed to enter the chamber, more precipitation carried out until a quantity of alkaline
earth carbonate is collected on the filter. We then apply a vacuum, wash, remove the solution from the
alkaline earth carbonate, and start washing with the ionized water. Washing is continued with the
effluent passing into our waste system. On the way to the waste system, samples are taken of the
effluent using a sampling valve. This is carried out until we no longer detect alkalies, particularly
sodium, in the effluent of the system. Then purified hydrobromic acid is allowed to enter the filter
chamber. This reacts with the carbonate producing the alkaline earth bromide and C02. A vacuum is

again applied to the system, and the solution passes into the intermediate storage chamber. During this
time the CO, is pumped out through the vacuum and hydrobromic acid is added until the solution in the

intermediate storage chamber is slightly acidic as measured on the electrode in the waste line. The
alkaline earth bromide is then transferred to the lower 5 gallon container and when that has been filled,
nitrogen pressure is used to force the alkali free, alkaline carth bromide into the first container of
the ion exchange system.

from that first reservoir the solution is then passed through a cation exchange resin. The first
column in that figure is labeled "alkali pass' but is now used to separate the barium and other ions
from the strontium. The solution passes from that column into a pH adjust column thence intoc a second
exchange resin to another pH column to a third ion exchange resin to another pH adjust column, then
through two anion exchange resins and finally into the last column used to convert bromide to fluoride.
At each stage in the system the pH is measured on a calomal/glass electrode. The output of these
electrodes go into a separate set of channels on the Fluke data logger. There are again red and green
LED lamps provided at each measuring chamber to alert the operator to deviations from permissible
operating conditions for the system. The first eight columns are exactly similar to those used in the
potassium bromide system and require no further discussion here. The final column is unique in that it
is a countercurrent precipitation column. The bromide passes through the center of the top plate is
immediately surrounded by a left swirling hydrofluoric acid solution which meets an upward right
swirling hydrofluoric acid within the column and the precipitation occurs in the turbulent mixing
region. The center of the lower plate is funnel shaped and collects the precipitate as it leaves the
column. The precipitate then goes to a filter system similar to that used in the initial stage of this
process where it is collected under a vacuum filtration. The effluent is pumped to a lime reservoir
that will react with the excess hydrofluoric acid. The ion exchange system is shown schematically in
figure 9 and figure 10 shows the basis of the system as constructed prior to its installation in our
laboratory. Final filtrate collection chamber is shown in figure 11. In figure 11 in the upper right
hand corner the bottom of the precipitation column can be seen with its externally flowing HF and
internal funnel.

The anion exchange resins are exactly the same as those used in the potassium bromide system.
However the cation exchange resins are different and have not been completely characterized at this time.
Because of the acidity of the solution Chelex 100 may not be as useful as it is in the alkali
halide purification systems and that AG50W, Bio Rex 40 and Bio Rex 70 may be the best choices for resins
purification of the alkaline earths. The measurements for characterization are currently underway and
will be shortly completed.

The purification systems described here when operated correctly, should reduce impurities in
potassium bromide to the part per million level for alkalies and other halides and for the aliovalent
ions to a much lower level. The alkaline earth fluoride systems have not been operated sufficiently to
make estimates on the quality of salt they produce. We expect the operating details on the systems will
be available shortly.
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Table 5. Levels of impurities in KBr mink #WD6K

(Expressed as ppm or ug impurity/ g KBr)

Four solutions were made, on days 3-22-77, 2-38-77, 4-1-77, and
4-4-77. The values obtained from each solution are shown in
chronological order.

Element ppm Detection Limit3 Element ppm Detection Limit
Cs 1200 + 160 Cu 5.4 & .87
1350 + 250 242 53 % 85 1.2
1280 + 154 5.0 ¢+ .83
1210 + 121 6.5 + .83
Na 63.8 + 12 Fe 91.1 + 26
68.8 + 9.3 10.9 83.3 + 10 22
57.9 2 3.3 75.9 ¢+ 10
64.3 + 6.3 70.1 = 17
Li 224 + 24 Mn 2:00 £.,22
206 + 4.7 23 1.53 £ .21 49
186 + 24 1.92 £ .21
181 + 13 1.88 + .75
Rb 247 + 35 Zn 2.30 £+ .30
246 + 51 55 2.42 £+ .25
238 + 25 .t .8
350 + 46 % o O 4
Ca 24.3 2 21 Co 2.1 & 2.7
8.5 % 1.2 16.9 13.1 £ L7 1.¢
15.0 ¢+ 14 10.8 £+ 0
3.7 21} 10.8 + 0
Mg 1.04 + 1,34 Ni 151 + 50
E Wt 4.7 2.5 185 + 49 52.1
.58 + .62 166 + 25
3.30 = .29 94.4 + 23
Cu $.2 + .82 Cr 02 + 0.0
5.1 ¢ .81 i.1 0+ 1.3 1.3
$.0¢ .79 0t 1.2
6.4 + .79 01.2

lFour samples run on the AA gave the same peak height.

zThe peak height was very small, and came where the standard curve

intercepted zero.

dA

3 . fat
Detection limit calculated as D.L. = v/2 °(salples)3€
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POTASSIUM BROMIDE ION EXCHANGE SYSTEM

Figure 2(a). Flow diagram of KBr ion-exchange system.
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Apparatus as constructed.

Figure 2(b).
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Figure 3. Valve body and various attachments for samnling and measurements.
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Figure 4. Vacuum collector for KBr solutions.
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L Fioure 5. Crystal pulling chamber closure and cold finger seal.
All metal {s rhodium plated nickel. O-rings are
perfluorcelastimer.
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Figure B. Apparatus for monovalent ion removal.
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Figure 11. Closed filter system for SrF .
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FREQUENCY AND TEMPERATURE DEPENDENCE OF
RESIDUAL INFRARED ABSORPTION IN MIXED FLUORIDE CHYSTALS

H. G. Lipson, A, Hordvik* and B, Bendow
Rome Air Development Center
Deputy for Electronic Technology
Hanscom AFB, MA 01731

and

S. §. Mitra®
Dept. of Electrical Engineering
University of Rhode Island
Kingston, R1 02881

and

J. J. Martin®"®
Dept. of Physics
Oklahoma State University
Stillwater, OK 74074

We haVe utilized Fourier spectroscopy and photoacoustic calorimetry to measure
infrared absorption of the mixed fluurhkz.rystal KMgF3 in the 800 to 2400 em=l fre-
quency range at temperatures from 80 to 535°K and compared the results with those
obtained for binary fluorides such as MgF, and CaF). KMgF- exhibits an exponential-
like decrease in absorption as a furction of frequency at room and elevated tempera-
tures characteristic of intrinsic multiphonon absorption in most jonic materials.

At low temperatures, however, well-defined structural features are observed in the
absorption spectrum which may be attributed to phonon density-of-states effects.

The data indicate that the Mg-F interaction has the principal influence on the

KMgF3 spectra. We also observe a similar exponential-like absorption vs. frequency
for other mixed fluorides such as KZnFgj, However, in the 2500 to 4000 cm~1
range our measurements suggest that residual absorption in both mixed crystals

is dominated by extrinsic effects.

Key words: Infrared absorption; Magnesium fluoride; Potassium magnesium fluoride;
Intrinsic multiphonon absorption; Absorption temperature dependence.

Introduction

Recent investigations have established that the residual absorption in the highly transparent
regime of pure non-metallic solids is due to higher order multiphonon processes. In this regime the
spectrum is often structureless and the absorption coefficient usually has a nearly exponential de~
pendence on frequency(1]. Extensive experimental investigations of the temperature dependence of
residual absorption have been carried out for a variety of ionic crystals, particularly the alkali
halides [2-3]). A number of theoretical models [4-8) based on multiphonon interactions have been ad-
vanced from which the observed data can be interpreted. The temperature dependence of the absorption
coefficient can be understood to a large extent in terms of phonon occupation numbers [9] and some
additional considerations [6] related to crystal structure.

We have previously reported [10,11] nearly structureless exponential behavior for the frequency
dependence of the absorption coefficient of alkaline earth fluorides. The temperature dependence can
be understood in terms of nearly Bose~Einstein like multiphonon behavior. The purpose of the present
investigation is to extend these measurements to various fluoride crystals other than those of the
fluorite structure, namely, MgF, which crystallizes in the rutile structure, and the perovskites KMgF3
and KZnFj.

The cubic perovskites are mixed fluoride crystals of the general formula ABF3 where A is an alkali
metal ion and B a divalent metal ion. Mixed crystals are known to have better mechanical properties,

e.g. hardness, than the end member pure crystals [12], and can be attractive candidate window materials
—_——— s
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for high energy infrared lasers if prepared with sufficiently low absorption. Moreover, many of the
perovskites are water-insoluble,similar to the alkaline earth fluorides. The perovskites studied in
this investigation, viz., KMgF3 and KZnF3 were found to be transparent in the CO and chemical laser
regions, and also stronger than KCl or KC1-KBr alloys.

Infrared active lattice vibrations in the one-phonon region of MgFp, KMgF3 and KZnFj as well as
two-phonon infrared spectra have been reported in the literature [13-16]. First order Raman spectrum
{17], and multiphonon infrared absorption [2] of MgF, have also been reported previously. This paper
presents the first measurements of temperature dependence of multiphonon absorption for MgFy and
KMgF3 as well as an analysis in terms of a simplified model (11}.

Experimental Procedure

The KMgF3 and KZnF3 crystals were prepared at Oklahoma State University from stoichiometric mix-
tures of KF and MgF> and KF and ZnFp. Crystals were grown by the Bridgman method in graphite or
vitreous carbon crucibles using extreme care to minimize water pick-up in the KF during loading, and
NH4HF,> to RAP the system. The crucible was evacuated overnight while held at 300°C, and then it was
pressured with 10 psig of gettered argon and raised to the melting point, 1070°C for KMgF3 and 870°C
for KZnF3. After a temperature cycle to freeze and remelt the material, the crystal was grown at
0.15 cm/hr. The KMgF3 crystals used for most of the optical measurements were pulled from the melt.
A pull rate of <3 mm/hr was used with starting material prepared by the Bridgman technique, as de-
scribed above. The MgFp samples used for transmission measurements were commercial material obtained
from Optovac, while the one used for photoacoustic measurements was obtained in polished form from
A, Meller Inc.

Absorption values were determined from transmission measurements made with a Digilab Fourier
transform spectrophotometer operated in the double beam mode using a nitrogen gas atmosphere. Elevated
temperature measurements were made in a small furnace which was placed close to the focal point of the
spectrophotometer. Temperature measurements were recorded with Cu-constantan thermocouples placed on
opposite sides of the sample periphery, and temperature was controlled with a d.c. power supply.

Liquid nitrogen temperature measurements were made in a Janis dewar positioned in the same way, with
the sample clamped against an indium ring in contact with the coolant reservoir.

Sample thicknesses used for room and elevated temperature measurements ranged from 0.18 to 2.46
cm. Low temperature measurements on KMgF3 and MgF, were made on samples 0.549 and 0.660 cm thick
respectively. In the case of MgFp, all transmission measurements were made with the beam directed
along the c-axis.

Absorption calculations were made from transmission data stored on magnetic tape using the
expression:
B=iln ——‘“-R)Z + R2+ “-RE ¥ e (1)
d 2T 2T

where d = sample thickness, T = transmission and R = reflectivity.

Corrections for small variations of the 100% line with wave number were made from comparison to
measurements with no sample in the beam using the on-line computer of the spectrophotometer. Re-
flectivities were determined either from the maximum transmission in an adjacent spectral region where
no variation was found, or from comparison with absorption values obtained by photoacoustic
calorimetry. More details of the absorption measurement method are given elsewhere [18].

For absorption coefficients above 5x10’3 cm‘l. little variation was found between absorption
measured by photoacoustic calorimetry and that calculated from corrected transmission data. Corrections
for the variation of reflectivity with wave number or the change of refractive index with temperature
also included in the computer program were found to be negligible.

The photoacoustic calorimetric measurements were carried out at several CW laser wavelengths.
The laser radiation incident on the sample was periodically interrupted by a chopper, and the resul!
ing acoustic wave amplitude was measured by a piezoelectric ceramic transponder in conjunction with a
lock-in amplifier. Experimental details of this method are given in previous publications (I8, 1%/,

Results
Figure 1 shows the room temperature absorption coefficient of MgF,, KMgFy and XinF, from 800 to

2000 em~! as obtained by Fourier spectroscopy. On the same figure are points representing sbsorption
at selected wave numbers measured by photoacoustic calorimetry which show good agresment with the
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spectroscopic data. KMgF3 and MgF, show exponentially decreasing slopes characteristic of intrinsic
multiphonon absorption with some structure evident, while KZnF4 appears to display extrinsic absorption
over much of the frequency range investigated, certainly above 1400 cm™*.

Photoacoustic calorimetry results obtained at DF and HF wavelengths are given in Table 1.

Table 1 Total Absorption Determined by Photoacoustic Calorimetry

DF HF
3.8 um 2,7 um
(2630 em~1) (3700 cm~})
KZnF 5x10°° cn L
KMgF 7x107" cmt 7x107% cn™
- - -
MgF 6. 7210 F emt (budlc) 2.5x107% en} (bulk)
1.2x1072 (per surface) 8x10—4 (per surface)

*1.27 cm thick

The total absorption values for KMgF, prepared at Oklahoma State University are slightly lower than
those of commercial MgF, at 2630 cm-l, but at 3700 em~! the strong surface absorption of MgFy becomes
dominant and makes comparison difficult. The absorption value of 7x10~4 cm=1l for KMgF3 is considerably
higher than that expected from an extrapolation of the exponential slope of figure 1. This indicates
extrinsic behavior resulting at least partially from the sprface or bulk scattering. The relatively
high value of 5x1072 cm~! is again evidence of the extrinsic behavior demonstrated in figure 1.

The temperature and frequency dependence of the absorption coefficient of MgF> and KMgF3 are
shown in figures 2 and 3. The exponential dependence of absorption coefficient on frequency persists
at higher temperatures for both materials. Above 1800 cm~! additional absorption is evident which is
not present in the initial room temperature data of figure 1. This absorption is attributed to changes
in surface condition from temperature cycling during the measurements. KMgF3 shows more detailed
structure in the absorption spectra than MgF,, particularly at 80°K,

Discussion

The perovskitesABF3 can be thought of as mixed crystals of AF and BFy. Thus one might at first
expect to obtain their optical properties by simple addition of the properties of the two end members.
In figure 4 the absorption of KMgF3 is compared with that of KF and Mng. Actually, a close resemblance
is observed for the Mg compounds and a much lower absorption and a steeper slope found for KF. This
indicates that the Mg-F vibrations are dominant in the multiphonon spectrum of KMgF3. Quantitatively,
this can be understood from a comparison of the long wavelength longitudinal optical mode freguencies
corresponding to frequencies in the vicinity of the cut-off of the one-phonon density of states.

These are 326 cm~! (KF), 551 cm~1 (KMgF3) and 617 em~1 (MgF2). Thus at a particular frequency such as
1300 cm™ ", KF multiphonon absorption is a S-phonon or higher order process whereas those of KMgF3 and
MgF, are still in the 3-phonon regime.

The temperature and frequency dependence of MgF, and KMgF3 is next analyzed in terms of a
simplified theory [11]) which employs an average oscillator frequency to represent the phonon spectrum,
Following Bendow [21] the absorption coefficient is expressed as

w
[nw,) + 1] Gg Yo

B w,T) -go—m——- exp | ~ 5~ (2)
o

where n(w) = [exp (kw/kT) < 1).l represents the phonon occupation number at temperature T, B, a scaling
factor, W, the effective phonon frequency and Y the coefficient which governs the cxponentl,llaoeqy.
From the above expression {t is evident that g increases at high T according to the usual T™V™' law for

8J( = 3— ) = phonon process {9), provided that W, is independent of T. 1In general, w, (T) decreases
(e}
with increasing T, somewhat suppressing the T dependence of § arising from the Bose-Enstein factors,
an effect which becomes increasingly important at higher frequencies.
Before the above relation can be used to represent the T dependence of § it {s necessary to
specify W,. Because the contribution of acoustic phonons are suppressed due to energy conservation,
~58~




an average optical phonon frequency such as the Brout frequency [22,11], used in our previous analysis
of alkaline earth fluoride data, may be an appropriate choice. In the case of MgF, where all of the
long wavelength optic mode frequencies are knTwn from infrared {13) and Raman [23]) measurements, the
Brout frequency turns out to be about 415 cm ~. If this particular value is used for W, in the above
equation,only fair agreement is achieved with experimental data. Using the Brout frequency instead as
a starting point for a least squares fit, the best agreement with experimental data is obtained for

Wy = 439 cm™4, The set of calculated absorption coefficients @ versus temperature at various values of
frequency, W, are shown in figure 6. The experimental data designated with points are seen to agree
quite well over the frequency range 1300 to 1800 em™) and from 300 to SO00°K. Deviations occurred at
80°K where structure was clearly evident in the spectra of figure?2 amdthe simple expression (2) for ']
is no longer applicable, and also above 1800 cm™" where extrinsic absorption begins to dominate. Further-
more, the agreement might well be improved if the T dependence of w, is included, but this has not been
attempted in the calculations displayed here. The long wavelengtn optic mode frequencies for KMgF3 are
not as well known as those for MgF,. However, if the value Wy = 439 cm~! for MgF, is scaled by the
ratio of the corresponding maximum longitudinal optic mode frequencies, (viz., 551 cm™" for KMgF3 and
617 cm=} for MgFp), a value of 392 cm=l is obtained for the Wo for KMgF3. This roughly determined
value yields only fair agreement between the calculated and observed absorption coefficients. However,
the best fit isobtained for W = 402 cm™ as indicated in figure 6, where good agreement is found be-
tween calculated and experimental 8 values, except at 80°K. Again the discrepancy at low temperature
may be attributed to the pronounced structure in the absorption spectrum of KMgF3 (figure 3).

A comparison of structure in the absorption spectrum of KF, MgF,; and KMgF3 at 809K is shown in

figure 7. The KMgF3 and MgF, data are our experimental data, and the KF curve is that obtained
theoretically by Boyer, et al [8]. It is evident that at 80°K KMgF3 has the most structure and KF the
least. The lack of structure in KF is characteristic of a rather smooth phonon density of states. In

the case of KMgF3 presumably the contribution of KF combined with that of MgF, introduces a gap in its
phonon density of states and, as a result, persistent structure in the multiphonon spectrum as well.

With good transmission throughout the CO and chemical laser wavelength ranges and a lower ab-

sorption than MgF>, KMgF3 may be also a good possibility for a coating material, especially with the
additional strength inherent in the mixed crystal.
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BULK LASFR ABSORPTION HOMOGENEITY*

T. J. Moravec and E. Bernal G.
Honeywell Corporate Materials Science Center
Bloomington, Minnesota 55420

Doppler Interferometry has been used to measure the optical change in
path upon CO; laser {rradiation and thus the absorption. This absorption

has been measured at many points over the full aperture of several laser

windows and materials. The entire experiment is under control of an

HP9825A calculator. Details are given of the experiment and its operation.

Key words: Automated calorimetry, calorimetry, Doppler interferometry .

laser absorption uniformity.

1. Introduction
The objective of this experiment is to examine the spatial variation of absorption in infrared

laser window materials and coatings. Our approach is to measure by interferometric techniques the
localized change in optical path induced by irradiation of a window by a focused laser beam.

2. Experimental Description

Figure 1 shows the experimental arrangement. The idea is to bring the interferometric beam in

coincidence with the CO; beam so the point of irradiation can be changed. The measurements are normal-

ized to the time of irradiation and power transmitted, i.e. the energy. The experiment & X-Y table
used for mounting and positioning the sample are under computer control.

A sample can be scanned and the change in optical path length due to CO; laser irradiation can

be measured at manv noints over the clear anerture of the sample. The number of points is limited by
the size of the COp; beam. The change in path length is proportional to the absorption coefficient

of the sample. Thus, a plot of the homogeneity of the absorption can be obtained by plotting the
change in optical path length. Because the interferometer measures optical path by heterodyning
two light beams of different frequency, we will refer to this experimental technique as scanning

Doppler interferometry (SD1). The experimental approach is similar to that of Skolnik et. al. [1]l

3. Noise Limitations

An extensive program was undertaken during the first part of this year to determine the
accuracy and noise limitations of the instrument. The interfermoter has an instrument resolution of
0.016 um determined by the wavelengths and electronics used.

To test the instrument, a program was written that does not move the X-Y table, but rather
samples the readings of the interferometer consecutively. Without any induced changes or motioms,
the readings are essentially the background fluctuations or moise of the interferometer. Figure 2
shows a typical plot of 100 consecutive readings spaced 0.3 sernd apart that are the difference
(or change) from the zero reading. Large fluctuations are evident. These fluctuations are indepen-
dent of the floating of the optical table and thus are not due to mechanical vibrations. However,
they appear to be due to air currents, Figure 3 shows a typical run with the room air circulating
system turned off., It was also determined that the same effect could be obtained with the interfero-
meter beam enclosed in beam pipes and thus protected from air currents. The experiment then can be
run with the room air circulating.

Some drift can be noted in Figure 3 which we believe is due to thermal changes in the optical
table. We have eliminated this by sending the interferometer reference beam over the same path as
the sample beam. With this configuration, data as shown in figure 4 is obtained. This shows suffic-
ient stability to perform the homogeneity experiment. The absolute resolution and stability now is
about 0.03 um with the present configuration.

* This work was supported by the Defense Advanced Research Projects Agency under Contract No.
DAHC15-73=C=0464, ARPA Order No. A02416.
1. Figures in brackets indicate the literature references at the end of this paper.
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4, Experimental Results

In order to examire the homogeneity of a sample, a program was written that moves the sample
and irradiates each point for a fixed length of time determined by the operator. Thus the change
in optical path length per transmitted laser power at each point is measured by the scanning
interferometer.. As derived in reference [2] this is given by

Ly =2 dn %
v ?; a1 + d(n-1) t(xi.yi) AT(leyi) (1)

where n is the refractive index, t(x;,y;) is the thickness and AT(xi»Yi) is the change in temperature

at (xi,yi). This is directly proportional to the temperature rise at (xi,yi), and hence the local
absorption coefficient.

The present program will sample points in a 3 by 3 matrix up to a 9 by 9 matrix. The distance
between points is set by the operator and the size of the sample. The order of the data points for
a5by 5and a 7 x 7 matrix i{s shown in table 1. The others are done in a similar fashion. The
procedure is very fast with a 7 x 7 array taking about 12 minutes for a 10 second irradiation at each
point. The data is plotted as an isographic projection of the x and y coordinates on the sample and
the value of ALj/Pj (time).

Figures 5 thru 9 are data taken on forged KC1 samples and Figure 10 is that for a ZpSe sample.
In each case, a photograph of the sample through crossed polarizers is shown in the upper right hand
corner. The area scanned is delineated by a white border whose dimensions are 1" x 1". No
correlation with birefringence can be detected. The min. and max. are given in micrometers per
joule units.

Table 2 presents a summary of the results along with CO, calorimetry measurements taken near
the center of each sample.

5. Conclusions

We conclude that there are nn order of magnitude effects but variations of the order of three
are common in state-of-the-art materials. Change in path in alkali halides can be extremely small,
but fluctuations are then large. Materials that have larger changes have smaller variations. We
note that values for average path change scale with the absorption calorimetry measurements. So
complete evaluation of potential laser windows should include these tests for checking the expected
laser absorption. It should be pointed out that while this technique is faster than adiabatic
techniques, it requires a large laser with an output of ~ 200 watts.
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Sample

ZnSe  #353

KC1 #520

KCl #482

KC1 #X-8

W/RbC1

KC1 #476
SRR ST R e

TABLE 2 SUMMARY OF SAMPLE HOMOGENEITY AT 10.6um

Path Change (X10™% m) Calorimetry 8 (xto-bcu-l)
Min Max Ave Std.Dev. Ave Std.Dev.
11.28 43.96 21.58 9.12 66.8 1.3
0,37 1.65 0.%7 0.71 21.7 2.1
0.76 3.70 2.09 0.52 44,7 3.2
0,34 2.89 1.32 0.50 16.4 2.7
2.75 5.18 3.50 0.52 55.7 2.3
oS-




DIAGRAM OF SCANNING DOPPLER
INTERFEROMETER

350 WATT CC, LASER

MOTOR-DRIVEN X-Y STAGE SHUTTER
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RETROREFLECTOR

;\ l_ }NDOW A/LENS
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CUBE
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RECEIVER —,
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* Figure 1  Experimental arrangement of scanning Doppler Interferometer
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Figure 2 Background Noise Fluctuations of Optical Path Difference
during 30-Second Time Interval Represented by 100 Data
Points on x-axis
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REFRACTIVE PROPERTIES OF INFRARED WINDOW MATERIALS*

A. Feldman, D. Horowitz, and R. M. Waxler
Institute for Materials Research
National Bureau of Standards
Washington, D. C. 20234

The results of the Optical Materials Characterization Program at the National
Bureau of Standards are reviewed. The techniques for measuring refractive index
and the change of refractive index with stress and temperature are enumerated and
the materials on which these measurements have been made are listed. Data are
presented for the change of refractive index with temperature of single crystal
specimens of BaF,, CaFp, reactive atmosphere processed (RAP) KC1 and KBr, LiF, NaF
and SrF;, and polycrystalline chemical vapor deposited (CVD) ZnSe and ZnS. The
measurements were done by the method of Fizeau interferometry over the temperature
range -180 to 200 °C at the wavelengths 0.6328 ym, 1.15 um, 3.39 um and 10.6 um.
The results were compared to the results of other workers and found to be in
general agreement. We attempt to explain disagreements with other workers.

Key words: BaF;; CaF;; KBr; KC1; LiF; NaF; refractive index; SrF,; thermal coef-
ficient of refractive index; InS; ZnSe.

1. Introduction

When high-power laser radiation propagates through a laser window, the residual absorption in the
window leads to a temperature rise. The temperature distribution is, in general, nonuniform; hence, it
will cause a nonuniform optic path variation across the window aperture resulting in a distortion of
the beam wavefront. The distortion arises from the change of refractive index with temperature, the
change of thickness with temperature, and the change of reiractive index and thickness produced by
stress caused by thermal gradients. In order to predict the optical distortion due to thermal
gradients it is important to determine the refractive index, n, the change of refractive index with
temperature, dn/dT, the linear thermal expansion coefficient, a, the piezo-optic constants, qjj’ and
the elastic constants, sij or cij' of laser window materials. The Optical Materials Characterization

Program has been established at the National Bureau of Standards to measure these quantities.

In this paper are listed the methods we have used for measuring these parameters amd materials on
which measurements have been made. We do not discuss the details of the experimental procedures [1]
or the experimental data that have appeared in the literature, but we do present our mist recent data
of dn/dT on BaF, CaF,, KBr, KCl, LiF, NaF, SrF,, InS, and ZnSe. A comparison is mads with the data of
other workers. The results of refractive index measurement on ZnS are presented in an accompanying
paper by M. J. Dodge.

2. Experimental Methods
2.1. Refractive index

The refractive indices of prismatic specimens are measured by the method of minimum deviation on
the following instruments: Precision spectrometer with glass optics - The ultimate accuracy is several
parts in 10%; the wavelength range is 0.4 um to 1.08 um. Precision spectrometer with mirror optics -
the ultimate accuracy is several parts in 10°; the wavelength range is 0.21 um to 50 um.

As part of the infrared laser window program, we have measured the refractive indices of the
following materials: commercial KC1 [2], reactive atmosphere processed (RAP) KC1 [3], KC1 nominally
doped with 1.5% KI (KC1:KI) [3], chemical vapor deposited (CVD) ZnSe [4], CVD ZnS (see paper by M. J.
Dodge in these proceedings), hot forged CaF, [5], fusion cast CaF, [6], and eight specimens of CaF;
doped with from 0.001% to 3% Er [7]. The spectrometer with mirror optics was used. All of the refrac-
tive index values obtained were relative to the refractive index of air, L that is, we measured
BN

air

.Research supported in part by the Defense Advanced Research Projects Agency.

1. Figures in brackets indicate the literature references at the end of this paper.
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2.2. Temperature ccafficient of refractive index

The temperature coefficient of refractive index, dn/dT, is measured by either of two methods. In
the first method we measure the refractive index at 20 °C and at 30 °C on a precision spectrometer.
This method has the advantage of giving values for dn/dT over the entire wavelength range. It has sev-
eral disadvantages: (1) Values can be obtained only near room temperature; (2) Because the values of
refractive index are obtained relative to the refractive index of air, in order to obtain dn/dT for a
material, a correction must be applied to the measured value as shown by the equation

dn _d n d"air
FraxS2rra M
air

where the measured quantity is the first term on the right. Theoretical expressions for dnair/dT can

be obtained from the literature and these have been verified in the visible and the near infrared,
however, it is uncertain whether these expressions are correct further into the infrared. (3) The
technique depends on the subtraction of two numbers of comparable magnitude. If the accuracy of these
numbers for some reason is less than optimum, large errors in the values for dn/dT could ensue. For
example, an error of 107“ in refractive index would lead to an error greater than 10-°k~! in dn/dT.

The second method we use for measuring dn/dT overcomes many of the problems listed above. In this
method, we measure the shift with temperature of the Fizeau fringes generated by the reflections of
laser radiation from the surfaces of a flat plate of specimen material. This method has several advan-
tages: (1) dn/dT data can be obtained over a wide range of temperature. We presently have two systems
that cover the temperature ranges -180 °C to 200 °C and 20 °C to 800 °C, respectively. (2) The value
obtained for dn/dT is for the material itself and is independent of Noir and its temperature derivative.

The method has the following disadvantages: (1) Measurements can be made only at the discrete wave-
lengths of spectral lamps or lasers because coherent radiation must be used. In the infrared, we are
presently limited to measurements at 1.15 um, 3.39 uym and 10.6 um. (2) The method relies on accurate
values for the linear thermal expansion coefficient. Thermal expansion data are obtainable from the
literature or are measured by a Fizeau interferometer technique in this laboratory. The technique for
measuring the thermal expansion is similar to the technique for measuring dn/dT.

The results of our latest measurements of dn/dT by the interferometric method are given in
section 3.

2.3. Photoelastic constants

The photoelastic constants describe the effect of stress or strain on the refractive indices of a
solid. In glasses and most cubic solids the coefficients q;; and q); describe the absolute change of
refractive index with stress, whereas the coefficients q;;-q); and quy (in glasses quy = q;;-q;2) des-
cribe the stress-induced birefringence. We measure these coefficients by a variety of techniques
depending on the wavelength of measurement and the sensitivity of measurement required. These techni-
ques, which have been described in the literature, are listed below.

Twyman-Green interferometer - we measure the shift of interference fringes for different polari-
zations of the radiation as a function of uniaxially applied stress.

Fizeau interferometer - we measure the shift of Fizeau fringes as a function of uniaxially applied
stress or as a function of hydrostatic pressure. These measurements together with the Twyman-
Green interferometer measurements permit us to calculate the elastic constants as well as the
photoelastic constants.

Modified Twyman-Green interferometer - this interferometer permits us to measure fractional fringe
shifts in the infrared.

Modified Dyson interferometer - this interferometer permits . to measure fractional fringe shifts
in the visible.

Babinet-Soleil compensator or DeSenarmont compensator - these instruments are used for measuring
stress-induced birefringence in the visible and near infrared.

Stress-Birefringent compensator - this device 1is used for measuring stress-induced birefringence
in the infrared. In this technique a specimen subjected to a varying uniaxial load functions
in a manner similar to a Babinet-Soleil compensator.

The above techniques have been used to measure the photoelastic constants of the following mate-
rials in the infrared: As;S; glass [2], a chalcogenide glass (Ge 33%, As 12%, Se 55%) [2], fused
$i0; [8], Ge [9], KC1 (RAP) [9,10], and ZnSe (CVD) [11]. Measurements are presently underway on CaF;
Bﬂpz, and SX'FZ ’
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3. Temperature Derivative of Refractive Index of Infrared Window Materials

We have obtained dn/dT of the following materials over the temperature range -180 °C to 200 °C:
BaF,, CaF,, KBr (RAP), KC1 (RAP), LiF, NaF, SrF,, ZnS (CVD), and ZnSe (CVD). Measurements were made
at the wavelengths 0.6328 um, 1.15 ym, 3.39 um, and 10.6 um with the exception that measurements on
ZnS were not made at 0.6328 um and measurements on CaF,, LiF, and NaF were not made 10.6 um. The
results of these measurements are presented in figures 1-9.

We have also measured dn/dT of hot-forged CaF,; and KC1 nominally doped with 1.5% KI, but these
measurements were indistinguishable from the measurements on the unmodified materials.

In table 1 we list values of dn/dT that we have obtained at 40 °C for comparison with earlier work.
We compare our results only with the results obtained interferometrically by other workers. We find
that our measurements on BaF;, CaF;, and SrF, agree within experimental error with the values of
Lipson, Tsay, Bendow, and Ligor [12].

Table 1. dn/dT (IO'SK'I) of infrared transmitting materials at 40 °C
Material 0.6328 um 1.15 um 3.39 um 10.6 um Reference
Ban -1.63+0.02 -1.66+0.03 -1.62+0.03 -1.48+0.03 Present work
-1.67+0.04 -1.71+0.05 -1.68+0.04 - [12]
-1.64+0.01 -1.68+0.01 -1.63%0.1 - [13]
CaF2 -1.15+0.02 -1.18+0.02 -1.14+0.03 - Present work
-1.18+0.07 -1.2040.05 -1.15+0.07 - [12]
-1.31+0.04 -1.34+0.04 -1.28+0.04 = [13]
-1.16 -1.19 -1.15 - [13] corrected
KBr (RAP) -4.16+0.03 -4.23+0.03 -4.25+0.03 -4.16%0.06 Present work
KC1 (RAP) -3.65+0.02 -3.68+0.02 -3.6920.02 -3.54+0.04 Present work
-3.3340.02 -3.41+0.02 -3.38+0.01 -3.13+0.01 [13]
-3.64 -3.72 -3.69 -3.43 [13] corrected
LiF -1.70£0.02 -1.73:0.04 -1.48+0.04 - Present work
NaF -1.30+0.05 -1.34+0.06 -1.27+40.05 - Present work
SrF2 -1.25+0.02 -1.2840.01 -1.26+0.03 -1.03+0.05 Present work
-1.20£0.07 -1.27+0.05 -1.30+0.05 - [12]
ZnS (CVD) - 4.6 £0.2 - 4.3 $+0.2 4.1 0.2 Present work
6.35+0.10 4.9820.11 4.59+0.10 4.63+0.12 [13])
ZnSe (CVD) 10.7 0.1 7.0 20.1 6.2 $0.1 6.1 20,1 Present work
9.1110.11 5.97£0.12 5.3440.11 5.2040,12 [13]

Harris, Johnston, Kepple, Krok, and Mukai (HJKKM) [13] have recently reported values of dn/dT for
a series of materials including BaF,, CaF;, KCl, ZnS (CVD) and ZnSe (CVD). A comparison of our results
with theirs shows agreement within experimental error for BaF; and reasonably good agreement for ZnS,
but larger deviations for the other materials. We will discuss the results for each of these materials
separately in an attempt to account for the discrepancies.

The values that HJKKM report for CaF, appear to be larger than our values by about 12%. But, an
examination of table II in their paper, which lists the parameters used in their calculations, shows
that the values of n for BaF, and CaF, are interchanged. If we recalculate their value of dn/dT by
assuming that the index for BaF; had been mistakenly used in the original cnlculation‘ and furthermore,
if we change the value of a = 19.5x107K-!, the value they had used, to a = 19.05x10~°K~!, the value we
have used, the resulting value, as shown in table 1, is in excellent agreement with our value. A
similar correction to their data on BaF, makes a negligible change in the values.
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The values that HJKKM report for KCl appear to be larger than our values by about 10%. This
discrepancy can he aimost completely eliminated by changing the value of a = 35.5x1076k-!, the value

they had used, td a = 37.6x1078K"!, the value we have used.

values with our. shows deviations of no more than

3%. We believe our value of a is more nearly correct

because measur ments of a made in our laboratory agree with values in the AIP Handbook [14].

A comparison of HIKKM's values for ZnSe with

our values indicates a discrepancy of about 15%.

However, HIKKM have reported that they obtained different results on some materials when measuring
dn/dT in air and when measuring dn/dT in an immersion bath. We, therefore, decided to remeasure dn/dT

of IZnSe at 0.6328 um using an immersion technique.

We found no significant difference between the data

we had obtained previously and the data obtained by the immersion technique.

Tsay, Lipson, and Ligor [15] have recently reported measurements of dn/dT on CaF, as a function of
temperat:re. These data appear to be in good agreement with ours.

4.

Summary

We have enumerated the techniques we have used for measuring refractive index and the change of

refractive index with stress and temperature. We

have listed the materials on which measurements have

been made. Data of dn/dT as a function of temperature have been presented for nine infrared transmit-
ting materials. The results were compared with the results of other workers and found to be in general

agreement. We attempted to explain disagreements
e s

with other workers.
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REFRACTIVE PROPERTIES OF CVD ZINC SULFIDE*

Marilyn J. Dodge
National Bureau of Standards
Washington, D. C. 20234

The refractive index of two samples of zinc sulfide made by
the technique of chemical vapor deposition (CVD) was determined
from 0.5461 to 11.475 um. Measurements were made relative to air
by means of the minimum-deviation method on a precisicn spectrometer
at temperatures near 22°C and 34°C. Each set of experimental
data was fitted to a Sellmeler~type dispersion equation which
permits refractive index interpolation within several parts in

1072, The calculated data at the two temperatures was used to
determine the temperature dependence of the refractive index of
ZnS. The index and dn/dT of the ZnS will be compared with those
properties of CVD ZnSe.

Key words: Dispersion; refractive index; temperature coefficient
of refractive index; zinc sulfide.

1. Introduction

The performance of a high-power laser system is dependent on the optical and
mechanical stability of the optical components within the system. Optical distortion
of a component can occur as a result of absorptive heating, and if the distortion is
severe enough the component can become unusable. New and better optical materials are
being developed to help alleviate this problem.

Theoretical calculations of optical distortion in laser windows depends on the
knowledge of the absorption coefficilent, refractive index (RI), change of index with
temperature (dn/dT), thermal expansion coefficient, stress-optical constants, elastic
compliances, specific heat, thermal conductivity and density of the material under

consideration. An optical materials characterization program [1]1 is currently in
progress at NBS to determine their pertinent optical properties. The refractometry
laboratory is determining the RI and dn/dT of selected window materials over a limited
temperature range.

Chemical vapor deposited (CVD) ZnS 1s a possible candidate window material. A
comprehensive study of the refractive index of bulk ZnS is not readily availlable in
the open literature. This paper will present RI and dn/dT data on two samples of this
material. The prismatic samples, designated "A" and "B" were made available by B. A.

di Benedetto of Raytheon Company.2 Sample B appeared to be of much better optical
quality than sample A.
2. Transmission

This material has a practical transmission range from 0.6 to 12 um, with the
exception of the 6 um region where there i1s a strong absorption band. Figure 1 shows
a transmission curve of a sample of A-type material, 1.5 cm thick [2]. The 6 um region
absorption band is considered to be due to a hydride [3], a common impurity in the CVD
ZnS currently available.

* This work was supported in part by the Defense Advanced Research Projects Agency.

1. The numbers in brackets represents references at the end of this paper.

2. The use of company and brand name in this paper are for identification purposes
only and in no case does it imply recommendation or endorsement by the National

Bureau of Standards and it does not imply that the materials used in this study
are necessarily the best available.
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3. Experimental Technique

Each prismatic sample had a refracting angle near 32°, and two polished faces
approximately 2.5 cm square. The refractive indexes were determined by means of the
mininum-deviation method on a precision spectrometer shown schematically in fig. 2 [4].
In the visible and near infrared regions of the spectrum, the index was determined at
known emission wavelengths of mercury, cadmium and helium. Beyond 2 um, a glo-bar was
used for the radiant-energy source, and measurements were made at known absorption
bands of water, carbon dioxide, polystyrene, methocyclohexane, and 1, 2-4 trichloro-
benzene. A series of narrow-band interference filters was also used between 3.5 and
10.6 um. A thermocouple with a cesium iodide window was used for the detector. The
scale of this spectrometer can be read to 1 second of arc and the instrument is con-
sidered to have an equivalent precision and negligible systematic errors. This will

permit refractive indexes accurate within a few parts in 10’5 over a wide wavelength
range, to be determined for good optical material. All measurements were made relative
to air under normal laboratory conditions.

4, Refractive Index

The RI of sample A was determined from 0.5461 to 11.475 um and from 0.5461 to
11.862 um for sample B. Measurements were initially made on each sample at a
controlled-room temperature near 22°C and repeated near 34°C.

Each set of experimental data from 0.5461 to 10.6 um was fitted to a three-term
Sellmeier-type dispersion equation [5] of the form:

3
n2-1 = I J
J=1 2

The index of refraction 1s represented by n, A is the wavelength of interest in um, the
xj's are the calculated wavelengths of maximum absorption and the A,'s are the cal-

culated oscillator strengths corresponding to the absorption bands. The A,'s and AJ's

are not intended to have any physical significance. Primary emphasis is given to
procuring a mathematical fit of the measured data useful for interpolation.

The constants calculated for the dispersion equation for each specimen at two
temperatures, the number of wavelengths fitted and the average absolute residual (the
average difference between the experimental values and the calculated values) are given
in table 1.

Table 1. Dispersion equation constants for calculating refractive index
of CVD ZnS relative to air.

Sample A Sample B

21.6%C 33.6°9¢ 21.9°C 33.4%¢
A1 0.33904026 0.19924242 0.24199447 0.79907896
A2 3.7606868 3.9029481 3.8575584 3.3033398
A3 2.7312353 2.7620669 2.5433609 2.8028661
A 0.31423026 0.34058701 0.33005445 0.28020665
A, 0.17594174  0.18057756 0.17899635 0.16205174
x3 33.8865%0 34.059326 32.849275 34.288073
No. of
wavelengths
fitted 25 25 30 27
Average
absolute
residual
x 10° 5.5 5.0 4.6 4.2
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The average absolute residual 1is an indication of the overall accuracy of the experi-
mental data. The largest residuals were in the region between 5.5 and 6.5 um which
could be expected because of the strong absorption in this region. The Sellmeier
equation will fall when a fit 1s attempted too close to an absorption edge, but will
attempt to fit through a band when some data exists on either side of the band. It was
possible to obtain experimental index data within the 6 um region of absorption, but
the equation could not adequately fit the data in this region because of the anomalous
index effect which occurs in regions of absorption. Experimental data were obtained for
both specimens beyond the 11 um absorption band, but because of the natural cutoff of
the material not enough data could be obtained in this region to facilitate a fit
through the band. Instead, the anomalous index effect within this weak band put undo
influence on the IR parameters of the equation and an adequate fit was impossible at
a116wave1engths. Therefore, a satisfactory fit could not be accomplished beyond
10.6 um.

After a fit was obtained, the refractive index was calculated at regular wave-
length intervals. Figure 3 shows the dispersion curve for specimen B.

Figure 4 compares sample B with sample A which 1is represented by the zero line.
The index of specimen B 1s lower than that for sample A below 2 um and higher at all
wavelengths beyond 2 um. This behavior could be indicative of extended useful trans-
mission, or less absorption, in sample B beyond the absorption edges of sample A.

5. Temperature Coefficient of Index

The calculated data for the two average temperatures at which each sample was

measured were used to calculate dn/dT(°C)‘1 for each specimen. The resultant dn/dT
values are shown graphically in fig. 5. The data points in this figure represent the
dn/dT values which were calculated from the experimental data. With the exception of

between 6.5 and 10 um the values for both samples agree within 5 x 10'6' This dis-
crepancy 1is still well within the stated experimental errors for the index deter-
minations from which the dn/dT was calculated. Corrections for the dn/dT of air have
not been applied in the determination of the dn/dT values for the ZnS samples in this
study. In table 2, the dn/dT of these two specimens are compared with those of
Feldman, et al. [si, and Harris, et al. [7] at specific laser wavelengths.

Table 2. Comparison of dn/dT x 10-°(°C)~! for CVD znS

DODGE*

WAVELENGTH A B FELDMAN  HARRIS
(um) (28°C) (30°¢)  (4s5°C)
1.15 5.0 5.2 4.6 5.0
3.39 4.6 4.8 4,2 4.6

10.6 4.7 5.0 b1 4.6

* These values have not been corrected for the dn/dT of air.
6. Comparison of CVD ZnS and CVD ZnSe

The refractive index and temperature coefficient of refractive index of CVD ZnSe
has been previously reported [8]. Because ZnSe and ZnS are similar materials, a com-
parison of the RI and dn/dT of the two materlals measured in this laboratory is made in
table 3.

Table 3. Comparison of the refractive properties (relative to air) of CVD ZnS
and CVD ZnSe.

WAVELENGTH Zns ZnSe
) REFRACTIVE INDEX
1.0 2.2923 2.4891
3.0 2.2572 2.4375
5.0 2.2062 24294
10.6 2.1921 2.4027
dn/dT x 10° (°c)~}
1.0 5.2 8.9
3.0 i.9 7.2
5.0 4.3 7.3
5 10.6 5.0 7.4
3 {
:
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7. Conclusion

The refractive properties of CVD ZnS presented in this paper refer to the specific
samples in this study. Although these findings are probably representive of the
material, caution should be used when applying any of these values to other samples of
ZnS. As growth techniques are improved, better material will result with possible
changes in the refractive properties, especially near the regions of absorption.
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Fig. 1 - Transmission curve of CVD ZnS taken from "In Line Transmission Run" provided
through the courtesy of B. A. di Benedetto, Ratheon Company.
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Fig. 2 - Schematic diagram of the modified Gaertner precision spectrometer showing
optical path. The prism is rotated at one-half the rotation rate of the
telescope assembly by gear system, thus maintaining the condition of
minimum deviation for any wavelength. The scanning device drives the
assembly which scans the spectrum to identify lines or bands and determine
their approximate scale positions.
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Fig. 3 - Refractive index of CVD ZnS as a function of wavelength (logarithmic scale).
Data near 22°C were calculated from the dispersion equation.

-87-




12

>
T

An x 10°
o

" 1 A A Y o
03 05 1.0 30 5.0 10.0 30.0

WAVELENGTH (ym)

Fig. 4 - Comparison of the refractive index of sample B ZnS with sample A. The 1index
of sample A is represented by the zero-line.
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Fig. 5 - Temperature coefficlent of refractive index of CVD ZnS near 28°C. Sample A:
dn/dT from index data calculated by the dispersion equation;

® dn/dT from experimental index data. Sample B: =====- dn/d4dT from
calculated index data; & dAn/dT from the experimental data.
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CRITICAL ORIENTATIONS FOR ELIMINA TING STRESS-INDUCED DEPOLA RIZA TION
IN CRYSTALLINE WINDOWS AND RODS*

R. E, Joiner, J,H. Marburger, and W. H, Steier
Departments of Electrical Engineering and Physics
University of Southern California
Los Angeles, California 90007

The amount of depolarization resulting from stress-induced birefringence in
crystalline materials can be extremely dependent upon orientation. In windows
and rods made of certain materials, critical orientations exist for which the de-
polarization effect is eliminated.

Key words: BaF,; CaFy; crystalline windows and rods; depolarization; optical
distortion; photo-elastic constants; stress-induced birefringence.

1. Introduction

Depolarization of beams transmitted through optical elements rendered birefringent by applied, in-
duced, or frozen in stresses is a frequent nuisance in laser system design. In high power laser win-
dows, this form of optical degradation effectively creates two distorted beams, one for each polariza-
tion. Each beam has a different focal point, and any attempt to focus one defocuses the other, In laser
rods, the effect appears as a loss in the cavity for polarized output. We have found that the depolari-
zation effect can be eliminated in crystalline windows made of certain materials by properly orienting
the window. A similar critical orientation can also be found for a rod made of the same material,
where the strains are confined tothe plane perpendicular to the axis of the rod.

2, Experiment

The experimental set-up shown in figure 1 was used to investigate the effect of crystal orientation
upon the depolarization resulting from thermally induced stresses in a window made of BaF;. A 25 W
Gaussian mode CO_ beam (10.6 ym) was used to thermally induce the stresses, while a polarized and
collimated HeNe beam (632. 8 nm) with uniform intensity was used to probe the birefringence. Within
experimental limits, no intensity was observed in the orthogonal polarization of the HeNe beam when
the heating beam was blocked. With heating, a cloverleaf pattern in the orthogonal polarization was
observed as shown in figure 2, For normal incidence, the propagation vectors for both beams were
along the (111 crystallographic direction, and the electric displacemeat D of the HeNe beam was
along some undetermined direction in the (111) plane. For this orientation, the resultant intensity
pattern is independent of crystaliographic direction along D [1]%. The intensity pattern for the (111)
orientation is shown in figure 2(a). Other orientations were observed by rotating the window by the
angle @ about its normal ((111)) and by tilting the window about the horizontal axis of the mirror mount
holding the window, such that the propagation vector inside the window made an angle § with the win-
dow normal, as shown in figure 3. As the window was rotated by ¢ and §, the intensity pattern in the
orthogonal polarization would rotate and change dramatically in intensity, as shown in figure 2(b). For
a particular orientation (8, ), the pattern vanished, showing a null in the depolarization effect. This
null was also observed for (8, @=q ta(120°)) for n=1, 2, consistent with the 3-fold symmetry at the
(111) direction,

3, Analysis (General Case)

For a given propagation vector k in a naturally birefringent material, there are two directions for
the electric displacement D which result in a linearly polarized beam. In the index ellipsoid formal-
ism [2], these directions correspond to the major and minor axes of an elliptical cross-section of the
index ellipsoid, perpendicular to k, as shown in figure 4, In phase plate terminology, these axes cor-
respond to the fast and slow axes of the phase plate, If D is along one of these axes, then the beam
remains linearly polarized as it propagates through the material, 1f D is along any other direction,
the beam becomes elliptically polarized.

If the birefringence is induced by stresses, the shape of the ellipsoid will depend upon crystal ori-
entation and the amount of stress. For non-uniform stress, both the magnitude and direction of the
fast and slow axes will vary from point to point, and the window appears as a collection of differently
oriented phase plates, as shown in figure 5(a). In general, it is not possible for a beam to be polar-
ized along a single direction over the entire cross-section of the beam. The resultant polarization
state is usually a complicated function of position, depending upon the distribution of stresses in the
window,

*Work supported by DARPA under Contract No, F19628-77-C-0094.

1. Figures in brackets indicate the literature references at the end of this paper.
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For the special case of a circularly symmetric heating beam, normally incident upon a (111) ori-
ented window, the axes are along radial and azimuthal directions, as shown in figure 6, and the mag-
nitudes are a function of the radial coordinate only, Hence, a cloverleaf intensity pattern in the or-
thogonal polarization is observed.

We have discovered that in certain materials, for certain critical orientations, the axes of the ef-
fective phase plates become uniform in direction, independently of stresses in the plane of the window,
as shown in figure 5(b). A beam passing through such a window will become distorted (because there
are still index variations along the fast and slow axes) but not depolarized. To understand how such an
orientation could exist, we investigate the equation for the index ellipsoid.

In cartesian coordinates, the index ellipsoid for a cubic crystal is given by
2 2 2 oy
(1/n™+ ABxx)xx+(1/n + AByy)yy+(l/n + ABzz)zz+ZABxyxy+ ZAszxz+ZAByzyz =1, (1)

where n is the index of refraction, and
o 3
ABU = 'ZAnij/n (2)

is the stress-induced change in the ellipsoid. If the wave vector k is along the z direction, then theel-
liptical cross-section of the ellipsoid perpendicular to k is given by

2 2 L
(1/n +ABxx)xx+(lln +AByy)yy+ZABxyxy = 1a (3)

If AB,, = 0, then equation (3) describes an ellipse with major and minor axes along x and y. For the ex-
istence of critical orientations as described, AB, must be zero, independent of stress.

The relationship between AB in the xy plane and stresses ¢ in the xy plane is given by

’ ’ ’ ’
ABxx M qll 2 %16 || %xx
’ - ’ ’ ’ ’
AB)’Y = 921 qZZ qu OYY ’ (4)
’ ’
AB:':y %1 %2 %e Oxy

where the prime denotes a quantity which vari'ea with crystal orientation, The q's are elements of the
stress-optic tensor [3]. The condition for AB,, = C independent of stress is

/' = =a’, =
1% %2 6= 0 )
Starting from some arbitrary orientation and rotating the coordinate system about the y axis by the

angle 9, one finds [4] that

2 : ; .
981 = -|ine(q4lc0lze +q43nn 8 -q45lm29/2) +coue(q61co-ze +q63nnze - q65un29/2) (6)

q’62= '5'109(942) + COIO(qbz) (7)

&
qéb = q44"n gt q66c°.ze & ((q46+ q64)/z)'in29 ’ (8)

where the unprimed q's denote elements of the stress-optic tensor before the rotation. If the rotation
axis is a 2-fold axis or an axis perpendicular to a mirror plane, the unprimed q's in egs. (6, 7) are
identically zero, and both qg, and qg, are zero independent of §. The angle g is determined by setting
Qee= 0 in eq.(8).

4, 43m Cubic Symmetry Windows and Rods
4.1 Windows

The window materials currently of interest have 43m cubic symmetry. The (100) and (110) direc-
tions satisfy the symmetry requirements in section 3, For z and y along (100) directions, Qu=qe.= U,
and qge= Q¢ hence from eq. (8), Q4e=qe independent of a rotation by g about the y axis, and no critical
orientation exists. For z along a (100) direction and y along a (110} direction, shown in figure 7,

Ges=94=0s Qge=911-933» and Qge is given by
2 2
e = (9)1=9yp)c08 8 + g  eine. ©

The value of g4 varies from (q,,-q,;) when 2’ is in the (100) direction to q,, when z’ is in the (110) di-
rection. If (q,;-q,5) and q,, are opposite in sign, then there exists a crlticn angle g, for which qg
vanishes, namely

tan’g_ = “1/A, (10)
where
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Aq=q44/(qll'qlz) (11)
is the stress-optic anisotropy ratio. Thus critical orientations exist in materials for which A_ is neg-
ative. For k along z’ and D along either x’ or y’, no depolarization will occur, independent of stress
in the x’y’ plane. To insure the plane stress approximation, the window should be thin, and the window
normal should be in the z’ direction.

Stress-optic anisotropy ratios and critical angles were computed using experimental values for
stress-optic coefficients [5, 6, 7, 8] for several window materials at wavelengths where data was avail-
able. The results are shown in table 1. Experimental results in BaF, [9],shown in figure 8, are in
good agreement with the theoretical estimate of §,. The angle measured from the (111), 8, was 11°,
corresponding to a value of 65.7° for §, measured from the {100). Also note that the estimated value
of g, for CaF, at 632, 8 nm is within 1§° of the (111) direction. Measurements by Bernal [10] and
Detrio [11] show negligible depolarization for (111) oriented CaF, windows, and significant depolariza-
tion for other orientations.

Table 1. Critical angles for stress-insensitive birefringence axes

NaCl KCl KCt CaF, BaF, SrF, CdTe GaAs

A 633 om 633nm 10,6 ym 633nam 633am 633 nm 10,6 ym  10.6 ym

A +0, 68 -2.16 -2.12 -0, 44 -0.19 -0.25 +0. 84 +1.10

ec — 34,2° 34,5° 56.3° 66.4° 63,4° — S
4.2. Rods

Analogous to thin windows, critical orientations should also exist for beams propagating down the
axis of a long rod. For long rods, it is the strain rather than the stress that is confined to the plane
perpendicular to the rod axis. For this case

8B x Pilhi P2 Pig|| ®x
- ’
AB'YY = p’zl pZZ Plzb elyy » (12)
’ ’
ABxy P4y Pe2  Pgg *xy

where the p,,'s are strain-optic coefficients, and the e's are strains. For z’ in the (110) plane, pg,
and pg, are zero independent of §, and

P 2 2
Py = 2(Py)-Py)cos”8 +p, sin"p. (13)

The factor of one half comes from the definition of p =p,;,, a8 opposed to q = 2q,q,g0 The critical ori-
eatation §, is given by

2, .
tan ec = -l/Ap (14)
where
Ap= 2P44/(P11'Plz) “5)
is the strain-optic anisotropy ratio.
The p's and q's are related by
pu= qmcKJ ’ (16)
and the anisotropy ratios are related by
2944/(Pll' Plz) * (q“/(qu- qlz)) e (204‘/(611‘ Clz)) . (17)

The c's are the elastic stiffness coefficients. Since the elastic anisotropy ratio is always positive, the
stress-optic and strain-optic anisotropy ratios have the same sign. So if a critical orientation exists

for a thin window made out of a certain material, a critical orientation also exists for a long rod made
of the same material,

Koechner, Rice, and DeShazer [12] first appreciated the orientation dependeuce of strain-induced
birefringence in YAG rods and investigated the depolarization of a HeNe beam (632. 8 nm) for rods or-
iented along symmetry axes. At this wavelength, A, in YAG is positive, and therefore, only a mini-
mum depolarization was observed.
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5. Conclusions

The amount of beam depolarization resulting from stress-induced birefringence in thin windows and
long rods can vary significantly with crystallographic orientation. For certain critical orientations the
depolarization can be eliminated. In 43m cubic symmetry materials, the necessary condition is a neg-
ative photo-elastic anisotropy ratio. If such an orientation exists for a window made of a certain ma-
terial, a critical orientation will exist for a rod made of the same material.

Apart from its application in the design of optical elements free from stress-induced depolarization,
the effect should also prove useful in connection with the measurement of photo-elastic constants. These
constants are relatively difficult to measure. A simple measurement of g, yields a ratio of constants,
and if one constant is known, the other is easily and accurately determined. A measurement of §,
while varying the wavelength would also give the dispersion in the stress-optic anisotropy ratio.
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2. Intensity pattern in the orthogonal polarization.
(a) k along (111)
(b) arbiratry orientation
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4, Major and minor axis of elliptical cross-
section in index ellipsoid formalism.
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COMMENTS ON PAPER BY JOINER, MARBURGER, AND STETER

The speaker was asked if a cnitical angle detenmimation had been cavried out gon YAG. He nesponded
that they had Looked for a critical angle effect in VAG at 6328 A, but none had been obscrved.

John Detrio of the University of Dayton Research Institute pointed out that in experdiments cavied out
at UDRI, results similan to those presented in this paper had been obtained.
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LATTICE DEFECT EQUILIBRIUM IN KC1:Eu*

J. B. Wolfenstine and T. G. Stoebe
Department c¢f Mining, Metallurgical, and Ceramic Engineering
University of Washington
Seattle, WA 98195

A study of lattice equilibria in Harshaw-grown KCl:Eu laser window material has
been undertaken using optical absorption and ionic conductivity. Ionic conductivity
was determined using an A.C. method with a Wayne-Kerr bridge on 5 samples each taken
from four different regions containing Eu impurity contents between 30 and 60 ppm.
Eutt-ion concentrations were determined from the position of the "knee" in the con-
ductivity plots. Optical absorption measurements were undertaken using a Cary 14
spectrometer at room temperature using samples from the same four regions of the
original crystal. The optical absorption coefficients, a, were determined at 343 and
243 nm and compared with the Eutt contents determined using ionic conductivity. The
results for the 243 nm band indicate a linear relationship between these two measure-
ments such that

Mole % Eu't = 4.3 x 107" a.
For the 343 nm band, the proportionality constant is 4.5 x 1074,

This result disagrees with other work using different Eu-ion analysis techniques.
This may indicate the presence of additional Eu in some of the crystals, present in a
state of agglomeration, which would not be measured using ionic conduction.

Key words: Eu impurity, ionic conductivity, KC1l, laser window materials, optical
absorption.

1. INTRODUCTION

Recent advances in infrared laser technology have demanded the development of a suitable window
material for the high powered CO, gas laser system. The window materials under consideration are
primarily alkali halides, with the most promising of these being NaCl, KBr, NaBr and KCl [1].}! These
alkali halides are preferred in that they have very low optical absorption coefficients over a wide
portion of the infrared spectrum. However they do have the drawback that in their single crystal state
they are quite weak. Therefore in order to use these alkali halides for window materials it is impor-
tant to increase their strength without decreasing their transparency. Some of the strengthening
methods being investigated are recrystallization, alloying and radiation hardening [1]. In KCl, one of
the main strengthening methods used involves alloying with europium (Eu).

In order for the europium-doped KC1 (KCl:Eu) material to be used in a laser window system, either
in single crystalline or polycrystalline form, it is important to characterize its lattice defect state
and to relate the lattice defect structure to the optical properties of the material. This characteri-
zation should include the determination of the Eu impurity distribution throughout the crystal, the
nature of the charge and state of the Eu impurity content. These crystal characterization goals are
the basis of this present work in KC1l:Eu single crystals.

2. BACKGROUND

Various studies in KC1l:Eu have indicated the presence of xu+. lu“, and !u+3 ions in this material.
The predominant ion present at room temperature sppears to be Eu*t present in the form of But*-vacancy
dipoles [2-5].

The Eu'’ ion has two characteristic ultraviolet absorption bands that are due to electronic
transitions from the 4f’ ground state to the e snd tz, components of the 4£6 54! configuration, with

the former being at higher energy [6]. These bands occur at 243 nm and at 330 nm. A typical room tem-
perature absorption spectrum of the KC1:Eu** is shown in Fig. 1, where the more intense curve (H) is
from the heel section and the lower curve (C) is from the cone section Harshaw KCl:Eu crystal

* KC.O1ECH97. The 3300 A band consists of a staircase structure that can be partially resolved at xou
temperature; at low temperatures it is composed of peaks at 3290, 3430 and 3640 R [7]. The 2400 A band

*Work sponsored in part by Air Force Office of Scientific Research under grant AFOSR-76-2977.

1. Figures in brackets indicate literature references at the end of this paper.
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can only be resolved at low temperatures; at 77°K it consists of five individual peaks at 2340, 2400,
2440, 2510 and 2580 P [7]. All of the samples from our KCl:Eu crystal showed the blue luminescent color
characteristic of Eutt [6].

The absorption spectrum of trivalent Eu ions has been observed only in europium salts [8] and in
LaCly:Euttt [9]. The principal absorption lines that are of interest are at 5790, 5260, 4650 and 3960 A.
Of these, the absorption at 4650 A has been rgported as being about twice as intense as the others,
while the presence of the absorption of 5790 A seems questionable. Stoebe and Spry [10] made attempts
to observe the Euttt absorption bands 5790, 5260, 4650 and 3960 R in as-received KC1:Eu crystals by
annealing the crystals at 650°C for 4 hours and then rapidly cooling them to room temperature (cooling
accomplished in about 30 sec.). Honeywell Corporation development work [1] had indicated that KCl:Eu
becomes brittle after annealing at 650°C in air; Honeywell speculated that this was caused by the oxida-
tion of Eutt to Eut**. However, no Eut3 absorption bands were observed by Stoebe and Spry [10] and any
change in the Eutt content (243 nm peak) was small and virtually undetectable. These observations
suggest that the concentration of Euttt as compared to the total Eu concentration is negligible.

The optical absorption bands of the Eutt (243 nm and 330 nm), if calibrated, can allow for a non-
destructive determination of the Eutt content. Stoebe and Spry [10] calibrated the peak absorption
coefficient of the 243 nm band against the Eu concentration as determined by the Honeywell polarographic
analysis [11]. The 243 nm band was chosen rather than the 330 nm band, since from fig. 1, the 243 nm
band has less structure at room temperature. A linear relationship was obtained as follows:

mole %Z Eu = 4.2 x 107 % a (1)

where a is the peak absorption coefficient of the 243 nm band in cm ! at room temperature. The relative
comparison of optical absorption results and polarographic analysis using eq. (1) is shown in fig. 2
(10].

Using peak absorption coefficients and polarographic data, Stoebe and Spry [10] were able to
determine the Eu impurity distribution in the edge, heel and cone regions of the KCl:Eu crystal
KC.01ECH97. They found that the Eutt content through the crystal generally followed the expected
variations for an impurity with a distribution coefficient of less than one, except for the rise in con-
centration near the surface. The initial Eu content in the melt was 100 mole ppm; this decreased to
indicated concentrations in the crystal on the order of 30 mole ppm near the cone and 60 mole ppm near
the heel, as shown in fig. 2. The relative intensities of the absorptions in fig. 1 also indicate the
variation of Eu*t content from heel (H) to cone (C).

Ionic conductivity is another technique that may be used to investigate lattice defect configura-
tions and divalent (or trivalent) ion concentrations. Ionic conductivity data can thus provide another
calibration check on the Eu*t content.

A simple theory of ionic conductivity, which is adequate for most of our work, has been well sum-
marized by Lidiard [12] and Siiptitz and Tetlow [13]. The main point is that the variation of the con-
centration of free cation vacancies as a function of temperature for doped crystals enables the
calculation of the impurity content. Of the three possible species of the Eu-ion present in KCl:Eu,
only the Eu*t and the Euttt can be detected by ionic conductivity, since only these two ion valences
increase the concentration of free cation vacancies. If Eut is introduced into the KCl lattice to
replace K, no extra cation vacancy {s needed to maintain charge neutrality and hence Eut cannot be
detected by ionic conductivity. However, if Eutt is introduced into the KC1 lattice to replace Kt an
extra cation vacancy is also created to maintain charge neutrality, according to the charge balance
equation,

4+

k% TR 4 vy )

where vK indicates a cation vacancy. This extra cation vacancy can contribute to ionic conductivity

and allows detection of !u++ ions. If Bu+3 is introduced into the KCl1 to replace K+. 2 extra cation
vacancies are also created to maintain charge neutrality, according to the charge balance equation,

b3 AR vy €))

Hc::: these extra cation vacancies can also contribute to ionic conductivity and allow detection of the
Eu ion.

wx*

Ionic conductivity is usually plotted as Ln oT (ohm™lcm 'K) versus 1/T(K!). For our purpose,
only regions I and II of the conductivity plot need be considered. In region I the concentration of
cation vacancies is governed only by the thermal statistics of the lattice and is independent of the
impurity doping level. The slope of the Ln oT vs. 1/T plot in region I is (Hg/2 + Hyp), where Hg is the
Schottky energy of formation, and Hy is the energy of motion of the cation vacancy. Region II is known
as the extrinsic region and is where the concentration of cation vacancies is equal to the concentra-
tion of divalent impurities; the slope in this region is Hy. The temperature at which regions I and II
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intersect is known as the knee temperature and at this point the concentration of intrinsic cation
vacancies equals the concentration of extrinsic vacancies (concentration of divalent impurities). Thus
the determination of the knee temperature and the slopes of regions I and II allows the calculation of
the concentration of divalent impurities present.

3. EXPERIMENTAL

The KC1l:Eu crystals used in this study were from KCl:Eu ingot KC.0lECH97 [10], a 17-inch diameter
by 7-inch high single crystal grown by the Harshaw Chemical Company for the AFML-monitored laser window
development program. The sectioning plan for this ingot is shown in fig. 3. The KC1l:Eu samples were
taken from locations shown in more detail in fig. 2; samples from the heel (last part to solidfy) are
shown in fig. 2 (10], as H2 and H4, while samples from the cone section (first part to solidfy) are
shown in fig. 2 as C2 and C4. Also available were several Harshaw-grown undoped KCl single crystals.

The techniques used to investigate the crystals consisted of optical absorption, electron para-
magnetic resonance and ionic conductivity. Polarographic analysis of the Eu-ion content was obtained by
Honeywell, Inc. [11] on samples immediately adjacent to those used for the current work. The polaro-
graphic analysis results for heel and cone scans along with the earlier optical abosrption determina-
tions of Eu-ion content have been shown in fig. 2.

The samples used for optical absorption measurements were cleaved to thicknesses 5 mm and 1 mm.
Samples were used in the unpolished condition; however, care was taken so that the part of the crystal
in the beam contained no cleavage steps. Some of the crystals that were used in the unpolished condi-
tion were also mechanically polished to an optical finish using 0.6 um alumina polishing powder and
compared to measurements made in the unpolished condition; no differences were observed. All optical
absorption measurements were made on a Cary-14 spectrophotometer at room temperature and the optical
absorption coefficient was calculated from the optical density and the thickness of the crystal. The
effect of reflectance in KCl is approximately 3.52 and therefore can be neglected; thus, a can be cal-
culated from the peak absorption coefficient [14] using the relation:

o % z.:os(o.n.) @

Here t is the sample thickness and 0.D. represents the optical density of the sample. Optical absorp-
tion measurements were also made on a few of the Harshaw-grown undoped KCl single crystals for com-
parative purposes.

Ionic conductivity measurements were made using an A.C. method at 1592 Hz using a Wayne-Kerr
Universal Bridge which measured both conductance and capacitance of the sample. Conductivity values
were determined by multiplying the measured conductance by L/A, where L is the length of the sample and
A is the cross sectional area of the sample. The crystal was coated with a colloidal graphite and then
mounted between two nickel electrodes in the conductivity jig [15]. The conductivity jig was placed
inside a horizontal Vycor tube which was heated by a Marshall furnace. The furnace temperature of the
crystal was measured by means of a chromel-alumel thermocouple placed next to the crystal and connected
to a digital volt meter. Before making the conductivity measurements, the crystals were annealed for
1 hr. at 420°C to allow for sample equilibrium. During the annealing treatment and the conductivity
measurements the furnace was continually flushed with dry helium gas. The ductivity ements
were made in equilibrium on heating from 420°C to 750°C at 25°C intervals.

4. RESULTS AND DISCUSSION

Ionic conductivity plots of the KCl:Eu crystals from samples H2, H4, C2 and C4 are shown in fig.
4 where the intrinsic slope is determined from that of the Harshaw crystals. The slope in region II,
Hp, 1s 0.8leV from crystal C2 [16]. This value seems high compared to some recent work [17-19] but
agrees fairly well with earlier studies [20-22]. From the slope of region I and this value of Hy, Hg
was determined as 2.56 eV. This agrees well with recent work. Using this value and the knee tempera-
tures, the Eutt content of these KCl:Eu crystals was then determined.

Assignment of a Eu*t content from the above is valid only if no Eu'? contributes to the ionic
conductivity data. Again the optical absorption bands at 5790, 5260, 4650 and 5960 K were checked for
Eut? absorptions. As with the work of Stoebe and Spry [10], none were observed.

The optical absorption coefficients at room temperature of both the 243 and 330 nm band were cal-
culated for the KC1l:Eu crystals H2, H4, C2 and C4. The optical absorption coefficient of the 243 nm
band is calibrated against the Eutt content determined by ionic conductivity using a least squares
analysis, as shown in fig. 5. The result indicates a linear relationship between these two measure-
ments such that:

mole % Eu** = 4.3 x 10 a (5)
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This result agrees well with the work of Stoebe and Spry [10] and is probably more accurate than their
value. This result may also be compared to the polarographic analysis of the adjacent samples as in
fig. 6. The comparison agrees to within 10X in three of the locations but varies 25% at the fourth
(Sample H4). The reasons for this discrepancy are not clear.

When the optical absorption coefficient of the 330 nm band is calibrated against Eu'H' content
determined by ionic conductivity, a linear relationship exists as follows:

mole % Bu't = 4.5 x 1074 a (6)
This compares well with the calibration of the 243 nm band given in eq. (5).

The result in eq. (5) may also compare to the results of Sill et al. [23], who used atomic absorp-
tion spectroscopy to measure the Eu** impurity content. Compared to the optical absorption coefficient
of the 243 nm band, Sill et al. obtained a proportionality factor that was 8 times higher than that in
eq. (5). This may indicate the presence of additional Eu in their crystals, present either as Eut or
in a state of agglomeration, neither of which would be measured using ionic conductivity. However,
this discrepancy is not seen in the polarographic analysis of our samples, noted above.

5. CONCLUSIONS

The 243 and 330 nm absorption bands in KCl:Eu, when calibrated by polarographic analysis and
ionic conductivity data, can yield a non-dntructxve determination of Eu** content in KC1:Eu laser
vindow materials. The concentration of Eu*? is negligible when compared to the total Eu concentration
in the ICl.lu samples studied. The results also indicate that at room temperature the Eutt is in the
form of Eu*t -vacancy dipoles.

The discrepancy between the Eu content determined by polarographic analysis, by atomic absorption,
and by ionic conductivity may be due to cation vacancies that are trapped by some type of complex that
vould not allow detection by ionic conductivity, or by the presence of some of the Eu in the form of
Eut ions. These possibilities are being investigated further.
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COMMENTS ON PAPER BY WOLFENSTINE AND STOEBE

The principal point brought out in the discussion was that the detewmination of the charge state o
the ewropium ion by absorption measurements is very difficult. The oscillator strength of the do
ionized euwropium is much greaten than that gor the trivalent {on. A much mone sensitive method of

detecting €u>* woutd be to Look for fluorescence of the <ion, because the §Luorescence spectra of the
divalent and thivalent states of the ion are well separated. The speaker responded that this experd
ment had not been carnied out.
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DETECTION OF OXYGEN IN CALCIUM FLUORIDE LASER WINDOW MATERIALS BY XPS

T.N. Wittberq, J.R. Hoenigmar, and W.E. Moddeman
University of Dayton Research Institute, Dayton, Ohio 45469

and

C.L. Strecker
Air Force Materials Laboratory, Wright-Patterson AFB, Ohio 45433

The three most important criteria used in evaluating materials for laser
window applications are high mechanical strength, high optical transmission,
and the existance of applicable antireflective coating systems. In the case
of calcium and strontium fluoride, oxygen impurities can play a strong role
in determining these characteristics.

XPS data are presented on CaF, substrates, ZnSe coatings, and ZnSe/
CaF, interfaces. XPS data on CaF, show the presence of oxygen on surfaces
that have been argon ion sputtered and on surfaces that have been cleaved
in an inert atmosphere. Oxygen has also been noted at the 2nSe/CaF; inter-
face. These data can be related to previous results on the optical trans-
mission of the coated laser windows.

Key words: Adsorption, atmospheric contaminants, calcium fluoride
coatings, laser window, oxygen contaminants, x-ray photoelectron spec~
troscopy (XPS), zinc selenide.

1. Introduction

A typical laser window consists of a substrate, such as CaF,, which is given an antireflective coa-
ting. The boundary region between the coating and the substrate is referred to as the coating/substrate
interface. Theoretical investigations have shows that two molecular layers of adsorbed water at the
coating/substrate interface would give rise to an optical adsorptance of 10~4 which is unacceptable for
transmission applications at 10.6 um [1]. Also, the chemical composition of the substrate's surface
influences the adhesion of laser window coatings. To date, little experimental information is available
as to the role that surface-adsorbed impurities at the interface play in adhesion. In this paper, data
on changes in elemental surface composition are presented on CaF, samples with different surface pre-
parations. The preparations include: (1) polishing, (2) exposing to high humidity, (3) sputtering to a
depth of approximately 30 nanometers, and (4) cleaving in different environments.

In addition, two ZnSe coated CaF, specimens were analyzed for elemental variations in the coating
and at the interface. The technique used to analyze these materials was X-ray Photoelectron Spectroscopy
(XPS)*. The technique is well documented for its analytical capabilities [2,3].

2. Experimental Procedures

High purity polycrystalline CaF; materials were obtained from the Harshaw Chemical Corporation.
These samples were used in the analysis unless otherwise indicated. Emission spectroscopy were used to
analyze for bulk impurities. Samples for XpS analysis were cut with a diamond bladed saw without the use
of a lubricant. The samples were cut into rectangular specimens, approximately 10 x 5 x 1 mm. The sur-
face of each sample was sequentially polished with 20, 9, and 1 um alumina polishing compounds. Each
polished specimen was then washed with detergent (Alconox), which was followed by three distilled water
rinses and three isoproyl alcohol rinses. Following the washing and rinsings, the samples were cleaned
with vapors. Each sample was then analyzed with XPS.

Two of the polished specimens were removed from the XPS analyzer and exposed to a high humidity
environment. This was accomplished by holding each specimen above boiling water for approximately one
minute. These samples were then re-analyzed with XPS. Approximately thirty nanometers of the surface
of one sample were removed by argon ion sputtering and the sample was re-analyzed by XPS. The ion sput-
tering and depth profiling were accomplished with a Varian 3 keV variable potential ion gun.

The two ZnSe coated CaF, specimens were prepared by electron beam deposition [4). The thickness of
each film was determined by a Sloan automatic deposition controller, model OMNI, which uses a quarte
crystal frequency oscillator for thickness monitoring. The thickness of each film was 50 nanometers
[4]. One coating was deposited at 0.1 nanometers/second and the other at 2 nanometers/second. Both of
these coatings survived a water immersion test [5).

* This acronym is often used interchangeably with Electron Spectroscopy for Chemical Analysis (ESCA).
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The XPS spectrometer is a modified AEI ES-100 instrument. This spectrometer with the accompanying
argon ion sputtering capability has been discussed in more detail elsewhere [6]. The system is pumped
by two 250%/sec diffusion pumps and a 260L/sec turbomolecular pump. Vacuum achievable in the sample
chamber is 10 =% torr. The chamber is bakeable to >150°C. Reactive vapors can be minimized in the sys-
tem by baking, by a Ti sublimation pump, and by two liquid N, cryostations. The anode used for all XPS
measurements was magnesium.

3. Results and Discussion
3.1. Calcium Fluoride Substrate

The first part of this study involved the examination of the calcium fluoride substrate itself.
The second part of the study concerned the zinc selenide coated calcium fluoride materials. Figure 1
illustrates the overall XPS spectra of a polycrystalline CaF, sample polished and cleaned (la), follow-
ing exposure to high humidity (lb), and following argon ion sputtering, (lc). These data are summarized
in Table I. The data reprrnsented in Table I are given in atomic percent [7]. The scan in Figure la
shows that the surface of the CaF, is contaminated mainly with carbon and oxygen, and with smaller
amounts of other elements (Na, Cl, Si, S, and P). Upon exposure to high humidity, (Figure 1lb), the car-
bon and oxygen signals were found to increase by approximately a factor of two, relative to the calcium
or fluorine. These data, for both the polished and exposed samples, suggest that CaF, has a high affi-
nity for components of the atmosphere. Possible atmospheric sources for oxygen contamination are o, and
water. For carbon, possible sources include atmospheric dust and CO,. The origin of the adsorbate
species has not been identified. From the results of Edelhock and Taylor [8] the increased oxygen con-
tamination is most probably chemisorbed water and not atmospheric molecular oxygen.

The data following sputtering to a depth of <30 nm are also included in Table I. The decrease in
the carbon and oxygen signals relative to the calcium and fluorine signals indicate oxygen and carbon
are surface contaminants adsorbed from the atmosphere.

In order to examine these surface contaminants more closely, two experimental approaches were
taken. One involved a detailed, in-depth profile analysis of CaF,, and the second involved the compari-
son of cleaved surfaces*. Some of the samples used in these analyses had been annealed previously to
approximately 1000°C.

The XPS data from the in-depth profiling for annealed and non-annealed samples are given in Table
II. Only four elements were monitored during sputtering. These in-depth profiles illustrate that oxy-
gen is not only present on the surface of CaF_, but is a contaminant below the surface. Carbon is ob-
viously a surface contaminant that is removed to less than one atomic percent, by sputtering.

A similar conclusion concerning the presence of oxygen in Can can be derived from the comparison
of XPS data taken on cleaved surfaces with those of outside surfaces. These data are given in Table
III. The cleaving was performed in air and in dry nitrogen. All cleaved surfaces of CaF, were found to
contain approximately six atomic percent oxygen. The level of oxygen was found to be approximately a
factor of two higher on the outside surface.

J. Estel et al [9] examined water adsorption on cleaved samples of alkali halides with Secondary
Ion Mass Spectroscopy (SIMS). He examined the (100) planes of LiF, NaF, and NaCl under a variety of
conditions: air and vacuum cleaved; with and without annealing; and with and without exposure to water
at various crystal temperatures. The main results were that cleaved crystal surfaces were found to be
free of water and hydroxide layers even in the submonolayer region under ultra-high vacuum conditions.
They found that water vapor would only adsorb on cooled cleaved samples, thus concluding that water
physically adsorbs to LiF, NaF and NaCl and the water is easily removed by evacuation.

Upon examining Estel's spectra more closely, one notes the presence of O and OH in the negative
SIMS spectra of a cleaved surface of LiF. These O and OH signal intensities were found to be V1/100
of the F intensity and the signals roughly decreased by only a factor of two upon in-depth profiling.
Estel rationalized from the low oxygen signals and the profiling information that the surface of LiF did
not contain large concentrations of O and OH . He attributed these O and OH signals as resulting
partly from oxygen bulk impurities.

Estel's SIMS results, showing the presence of oxygen in alkali halide materials, agree qualita-
tively with the XPS results on CaF,. Since the quantitative capabilities of SIMS are questionable [10],
signal intensity comparisons made by Estel may have little correlation to actual sample composition.

* Preferential cleaving in Ca!'2 occurs along the (III) face.
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Table 1

Qualitative and Semi-Quantitative ESCA Results On
Nonexposed, Exposed and Ion Sputtered Nonallealed Calcium Fluoride*

Atom Percent
Surface After
Binding Scan Exposure
Energy Before Element to High Element After
Element Level (eV) Exposure caA Humidity ca Sputtering Element
Fluorine 1s 688 4.7 0.7 1.8 0.6 25.3 0.8
Oxygen 1s 533 i 7 § 1.1 7.1 2.4 12.7 0.4
Calcium 2p 348 6.4 1.0 3.0 1.0 32.9 1.0
Carbon 1s 285 75.6 11.8 85.5 28.5 2.5 <0.1

*Chlorine, sulfur, phosphorus, sodium, and silicon were found present in
amounts on the Surface of these materials.
Table 2

In-Depth Profile Analysis of O, C, F, and Ca In Annealed And
Non-Annealed CaF, Polycrystalline Laser Window Substrate Materials

(Data Given in Atomic §%)*

Sputtering Annealed Non-Annealed
Time
(Min) *#* F (o} Ca C F/ca_O/Ca C/Ca F [0} Ca C F/Ca O/Ca C/Ca
Surface 15 1S 10 60 18 1.5 6.0 3 30 2 65 1.2 1.2 32.
0.5 56 9 23 11 2.4 0.40 0.50 4 19 18 1S 2.7 1.0 0.8
! 57 10 26 7 2.2 0.38 0.27 54 15 22 7 2.4 1.70 0.32
2 59 12 24 S5 2.5 0.50 0.21 N B B 3 28 0.65 0.13
4 56 13 26 4 2.2 0.50 0.15 58 12 27 3 2.1 0.44 0.11
8 56 12 28 4 2.0 0.43 0.14 57 13 29 1 2.0 0.45 0.03
16 58 10 30 2 1.9 0.33 0.07 58 12 30 <1 1.9 0.40 0.03
32 58 11 2% 1. 3.0 0.38 0.03 59 12 28 <1 2.1 0.43 0.04
Table 3
Qualitative and Semiquantitative ESCA Results on Cleaved Specimens Of
Single Crystal**And Polycrystalline Calcium Fluoride**+
Single Crystal Polycrystalline
Cleaved in
Air Plus Cleaved in
[Cleaved Baking at Nitrogen "Outside" Cleaved
Element Level in Air _t *100°c 3 Gas  t _surface + in Air ¢t
Fluorine 1s 49.4 2.5 39.2 2.3 57.4 2.6 14.4 1.7 4.2 2.2
Oxygen 1s 7.5 0.39 6.0 0.34 6.2 0.28 13.7 1.7 7.9 0.40
Calcium 2p 19.5 1.0 17.3 1.0 22.2 1.0 8.2 1.0 20.0 1.0
Carbon 1s 23.6 1.2 37.5 2.2 14.3 0.64 63.6 7.7 27.9 1.4

**  Single crystal from Harshaw Chemical Company
*##+  Fusion cast material from Raytheon Company, See, C. L. Strecker, “"Analysis for Oxygen
in Calcium and Strontium Difluoride Utilizing X-ray Photoelectron Spectroscopy,” Air
Force Materials Laboratory Report, AFML-TM-LP-77-1, January 1977, Wright-Patterson Air
Force Base, Ohio. Wy ;
t Ratio of elements relative tb'cCa.

3.2 Coatings

The data given in Table IV are the results of in-depth profiling two ms./c.r, systems. The data
are also plotted in Figure 2. The results show a zinc enrichment at the interface as well as a signi-
ficant amount of oxygen (on the order of 12 atomic percent) and carbon (on the order of 8 atomic percent)
in the first few hundred angstroms of the CaF, substrate. The oxygen and carbon at the interface are
probably due to atmospheric adsorption by CaF, substrate prior to ZnSe PVD deposition.
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Johnston, et al [11], measured the absorption of sputtered films of ZnSe on KCl. They found little
increase in film absorptance as the thickness of the film was varied from 0.4 to 2um. They concluded
that the origin of the majority of the measured absorption was the interface region. These absorption
measurements are consistent with the XPS results on the ZnSe/CaF, system which showed significant conta-
mination and apparent stoichiometric deviations at the coating/substrate interface. Ritter [l] has
shown that preparation of substrate surfaces can have a marked effect on coating adhesion.

Table 4

ESCA Intensity Results of In-Depth Elemental Profile
Analysis On ZnSe Coatings Evaporated On CaF,
(Intensity Given in Atomic Percent)

Sputtering Blemant
xiza Oxygen Carbon Zinc Selenium Calcium Fluorine
Data for
0.1 nm/sec.
Surface 17.2 42.8 19.4 20.6 -— —
30 sec 2.7 19.2 39.9 38.2 -— —-—
2 min 2.2 10.9 38.6 48.3 — —
10 min 4.5 4.9 26.7 17,2 12.5 34.2
11 min 13.2 Tk 12.5 2.9 17.6 41.8
12 min 8.2 76 9.8 5.0 21.7 47.5
14 min 8.9 7.6 4.4 4.6 23.2 51.3
20 min 13.3 4.5 0.5 <0.4 27.1 54.2
Data for 2 sec
Surface 7.9 76.0 7.2 9.8 — -—
30 sec 1.6 34.6 45.7 17.9 -— -——
1 min 1.2 18.8 50.0 30.0 —— -—
2 min 0.9 8.7 58.9 31.5 -— —-—
4 min 0.6 15.6 53.9 29.9 — ———
6 min 1.8 10.7 46.7 40.8 —— —

4. Conclusions

The XPS data presented here show that there is a significant amount of oxygen present on fresh sur-
faces which have been formed either by argon ion sputtering or by cleaving in an inert atmosphere. For
a sample that has been sputtered to a depth of >6 nanometers, oxygen has been found present at a concen-
tration of 12 atomic percent. For cleaved polycrystalline CaF, specimens the level of oxygen was
measured to be “6 atomic percent. On coated samples in which the coating was removed by sputtering the
level of oxygen in the Cal-‘2 was measured to be 710 atomic percent. In the coating itself the oxygen was
measured to be 2 + 1 atomic percent.

The conclusion that can be drawn from the XPS data on the profiled and cleaved surfaces is that
either (1) a fresh surface of CaF,, created either by sputtering in a very high vacuum or by cleaving in
dry nitrogen, is extremely reactive to very low concentrations of environmental components (such as
water), or (2) oxygen is present in the bulk of CaF, as an impurity.
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Figure 1. XPS Scans on (a) frsshly polished CaF., (b) exposed to high
humidity, and (c) argon ion-sputtered“to a depth >6 nanometers.
The two observed fluoride peaks can be associated with the
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The three calcium peaks are due to Ca 2p doublet at ~345 eV and
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COMMENTS ON PAPER BY WITTBERG, HOENTGMAN, MODDEMAN, AND STRECKER

The discussion of this paper centered around the nelative menits of Auger spectroscopy vensus ESCA.
The speaker pointed out that great care has to be exercised in using Auger spectroscopy on fluonide
materials because of the possibility of desonbing fluonides durning the Auger measurement. This dif§i-
culty 48 not encountered with ESCA. Furthenmore, if the chemical shifts can be nesolved,ESCA provides
mone ingoumation on the chemical binding of the individual eLements than is available using Augen
spectroscopy, which only identifies a species.




INTERNAL-REFLECTION-SPECTROSCOPY STUDY OF WATER ADSORBED ON CaF;

J. W, Gibson, R, T, Holm and E. D. Palik
Naval Research Laboratory
Washington, D.C. 20375

The infrared internal-reflection spectrum of CaF; trapezoids in air
indicate the presence of an adsorbed water film. The absorption near 3
um has been studied in a vacuum system in which the trapezoids were cleaned
by baking and then water vapor was allowed to the surface, Measurements of
the unpolarized absorptance and the s/p polarization ratio of the absorptance
indicate that the index of refraction of the film and the product of the
extinction coefficient and film thickness can be obtained. Analysis implies
that the optical constants are significantly less than those of bulk water.
The simplest conclusion is that the film is porous.
Key words: adsorbed water; CaF, surfaces; infrared spectrum; internal reflection;
optical constants; water absorpgion.

1. Introduction

The infrared (IR) absorption due to adsorbed water on surfaces of various materials has been
extensively studied [1,2.3]1. The sample was typically a polycrystalline material such as CaF;
precipitated from an aqueous solution [4], a porous film of NaCl formed by deposition on a cold
substrate [5], or a porous glass with large surface area [1,2]. One-angle ellipsometry has been used
to determine the monolayer thickness of an adsorbed water film on alkali-halide surfaces under the
assumption that the index of refraction of the film is the same as for bulk water [6]. We have used
the phenomenon of attenuated total reflection (ATR) to determine the optical constants of the adsorbed
water film on CaF2. They are found to be significantly less than those of bulk water. Inferences are

drawn as to the structure of the adsorbed film.
2, Experimental Techniques

Trapezoids illustrated in the inset of figure 1 were ueed in a double-pass mode in a double~beam
spectrometer for experiments in air. The base angles were 6; = 48°, 6; = 56.5°, the mean length % was
5.0 cm, the width w was 0.18 cm, the index of refraction was 1.42 and the number of reflections m was
25 for onme pass and 38 for double pass. Trapezoids in air invariably have water and hydrocarbons on the
surfaces which give rise to characteristic absorption lines as illustrated in figure 1. Prominent OH,
Hy0 and CH absorption frequencies are indicated by the arrows even though this particular trapezoid may
not clearly display all the bands. Such trapezoids were also used single-passed in an ultra-high
vacuum (UHV) system and cleaned by baking to remove water. Then pure water vapor was admitted into the
chamber to saturated vapor pressure and unpolarized and polarized absorption measurements were made.

The trapezoids were [111] oriented on the large surface but mechanically polished, so the damaged
surface probably consisted of unoriented crystallites.

The spectra were analysed with a multilayer model [7], for which we assumed a layer of liquid
water on the surface of CaF; and bulk optical constants.

3. Results
3.1, Measurements in air

We measured a number of double-pass trapezoids in air [8] and always found the peak unpolarized
absorptance mear 3400 cm™! to be (6.5 + 0.4)2. This 1s measured from the dotted background level
shown in figure 1. The laboratory temperature was 21°C and the relative humidity was about 50%.
Assuming the optical constants of bulk water [9], we computed the equivalent water film thickness to be

4,0 8, 1In the analysis of HF-laser calorimetry experiments, Horrigan and Deutsch [10] estimated from
an absorptance per surface of 0.029X for CaF; a film thickness of about 6 .

We placed a trapezoid into the UHV chamber at 5 x 1010 Torr initial pressure and measured single-
pass spectra after baking at 200°C for 24 hr. The absorption due to vater was removed to the degree

1. Figures in brackets indicate the literature references at the end of this paper.
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of experimental sensitivity. When the surfaces were exposed to laboratory air, an s absorptance

A, + ag = 5.6% was obtained which upon evacuation decreased to ag = 2.3%. This residual absorptance
could not be decreased furth§r by pumping but was removable by baking. This indicates [4] a thinner
chemisorbed layer about 1.8 A thick with absorptance ag and a thicker physisorbed plus chemisorbed
layer about 4.6 thick with absorptance ag + As'

As it was time consuming to bake the sample to clean the surface, we chose to measure the
polarized absorptance of the physisorbed film, since water could be removed from and returned to the
surface easily., This was done by s- or p-polarizing the radiation with the chemisorbed layer present
and then allowing water vapor into the chamber to saturation. Since we measured absorptance from the

level of the chemisorbed layer, we were actually measuring A’,,p P~ As'p/(l ~ A ). If the chemisorbed

absorptance is small, then A;’ps Ag p* We can make a better assumption that ag = , which we did not
’

actually determine for this type of film., Lastly, we could assume sslap - A;/A;. An analysis

indicates that the A;/A", ratio as well as the values of A;'p are not sensitive functions of the
various above approximations. We measured Ag/Al’> = 0,75. The calculated value of this ratio is
As/Ap = 1.6. This discrepancy is well beyond the experimental error and implies that the film is not

bulk water, It also throws suspicion on the film thickness calculated from the observed unpolarized
absorptance.

3.2. Measurements in pure water vapor

The bulk of our experiments were done by exposing a clean surface to pure water vapc-., The
unpolarized absorptance at 3335 em~l is shown in figure 2 as a function of vapor pressure, Near
saturation the absorptance also saturates at A + a = 16,6X. Upon pumping, the absorption reduces
to a = 4,3%, but cannot be reduced by further pumping at room temperature. Baking does remove the
absorption, The calculated chemisorbed film thickness is 3.4 % and the total film thickness
(chemisorbed plus physisorbed) is 14.7 X. The A;/Aé polarization ratio for the physisorbed film was
measured to be 1.37, which corrects to 1.35 if we assume 55/8p = AQIA{) We have ignored this
correction in view of the overall experimental uncertainties in the measurements of A‘IA{,. The values
of unpolarized absorptance a and A are determined by measuring from the clean-surface level first as
shown in figure 3. Then, values of A; and A’ are measured from the absorption level of the chemisorbed
film with the radiation s polarized and allowing saturated water vapor into the chamber. Then the

vapor is pumped out so that the absorptance returns to its previous (chemisorbed) level; the radiation
is p polarized and the water vapor is re-admitted. The calculated As/Ap = 1,6 is in much better

agreement with A’Q/Al’, for the water film formed from pure water vapor than for the water film formed
from air.

We measured the unpolarized and p-polarized absorption of the chemisorbed film at 3335 eml and
found ag/a_ = 1.1 + 0.1. However, there is a large uncertainty due to poor signal-to-noise ratio

and the small magnitude of the absorptance.

We next measured the wavelength dependence of the A;/Ap' ratio with the results given in figure 4b

by the experimental data points. The solid curve is calculated assuming the bulk optical constants
shown in figure 4a. Note that the calculation is for a water film on a Cal-‘z surface while the

experiment is for a thick physisorbed water film on a thin chemisorbed water film on a CaFy surface,

If the chemisorbed film has the same polarization properties as the physisorbed film, the presence of
the chemisorbed film does not affect the calculated results for A./Ap significantly.

The data of figure 4b are in qualitative agreement with the calculation with the s/p ratio being
both larger and smaller than unity over the region of anomalous dispersion. This gives a clue as to

why the water film formed from air gave A‘/A{, = 0.75 at 3335 cm~l and the water film formed from pure
water gave A{/A; = 1.37. If the air film were "dirty" with dissolved hydrocarbons, oxygen, nitrogen,
etc., it is possible that this solute effect [1] could shift the band enough to lower frequency, so

that at 3335 cm™! the A'/AP ratio is now less than unity. In effect we slide along the frequency
scale of figure 4b.

In the thin-film approximation it is easy to see that the A./Ap ratio is a direct measure of the
index of refractton ng.of the film-and is independent of the extinction coefficient k¢ and film

thickness d. It depends only on the indices of refraction of the film and substrate and the internal
angle of incidence [3]. The calculated A./Ap ratio approaches 1,35 far away from the absorption band

where absorption is small. We measured this ratio only in the spectral range 3000-3800 cm™l because
absorption was too small elsewhere or absorption due to water vapor interfered. We feel that the
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discrepancy in figure 4b is well beyond experimental or analytical error.

We analyzed the data of figure 4b to obtain the index of refraction of the film as shown in
figure 4d. Comparison with figure 4a shows that the index of refraction is generally smaller for the
film than for bulk water. In figure 4c is shown the unpolarized absorptance. By smoothing the ng

data of figure 4d, we could use the values of ng to determine the product kfd from figure 4c which is
shown in figure 4e. Thus, the analysis yields nf and kgd.

We now applied a Lorentz-oscillator model to analyze ng and ked. This model is not strictly

appropriate for water, since at least two vibration modes contribute to the absorption, and when these
bands are separated in liquid HDO, a Gaussian shape fits better [12]. The form of the dielectric
function is

o2
e = (n-1k)?% = e,,[l e ] ; )
W< = w” = iyw
vhere €« = ng is the high frequency dielectric constant in the visible, w, is the resonant frequency,
y is the damping constant (the full width at half maximum of nk is 2y), and 22 is an oscillator-
strength term. Analysis of the data of figure 4a yields n, = 1.32, w, = 3390 cm—l, y = 200 cm~l, and
02 = 1.56 x 10~3 cm'z. For the adsorbed film, the analysis of the data of figure 3b~3e gives n, =
1.21, w, = 3405 em~l, vy = 185 cm! and 92 = 7.57 x 1074 cm™2. These analyses suggest that there is a
significant decrease in background index of refraction, a slight increase in resonant frequency, a
slight narrowing of the line width, and a substantial decrease in the oscillator strength. With these

optical constants the total water-film thickness nearly doubles compared to the value obtained
assuming bulk optical constants,

4, Discussion
There are numerous references in the literature [13] indicating that evaporated solid films can
have anomalous optical constants compared to the starting bulk material. This can be porosity, size
effect, anisotropy, surface roughness, for example. However, it is not obvious that an adsorbed
water film is analogous.

If the film is porous, we can determine from the Clausius-Mossotti equation

2

i 4
— IN 2
a2+z 3 117 -

that the number N of electronic oscillators/cm3 must be reduced to about 0.7 of the number in bulk
water to =llow the background index of refraction to decrease from 1.32 to 1.21. Here, we assume that
the at =ic polarizability ay remains the same for both kinds of material. This is not at all obvious
for & If of water only a few monolayers thick because of the changes in bonding at the nearby
interf..cs., In fact, the concept of bulk dielectric constant probably is suspect. This magnitude of
packing dene’ty is not unusual for solid evaporated films deposited on heated substrates [14], but
again, w- do not know if an adsorbed water film behaves in a similar manner. In a porous water film
the hydrogen bonding is reduced, thus allowing the resonant frequency to increase and the line width
to narrow, Also, the oscillator strength term 02 varies as N, where N is the number of vibrational

oscillators [15], so a porous film would lead to a weaker vibration band. To reduce a? by a factor of
two in equation 1 requires a reduction of N by a factor of two, which is comparable to, but smaller
than the value of N suggested by the decrease in n_.

From the large body of work on the IR properties of bulk water [11] we can make some comparisons
with the adsorbed water film. In general, a solute perturbs the water band at 3390 em~l, Various
molar solutions of alkali halides and other materials [11] cause the band to shift to higher frequency
and narrow or to shift to loser frequency and widen. However, the band always weakens in intemnsity,
and the background index of refraction always increases slightly, Solute effects could then be
invoked to explain our results except for the observed decrease in background index of refraction.
Solutes are a possibility since the film is no doubt a complicated mixture of Ca and F ions,
hydrocarbons, and perhaps chemical compounds such as Ca(OH);.

There is a one-angle ellipsometry measurement of water adsorbed to alkali-halides vhichoyiold-th-

film thickness assuming bulk optical constants for water [6]. A monolayer thickness is 3.7 A. There
are non-optical studies (SIMS) of water on low-temperature alkali halides which suggest irregular
films with clusters of water on the surface [16]., But it is not obvious if this type of structure
persists at room temperature at high vapor pressures.
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5. Conclusions

Analysis of ATR data indicate that for an adsorbed film, the absorption band of water shifts to
slightly higher frequency and narrows a little, The peak extinction coefficient is reduced about a
factor of two and the background index of refraction decreases significantly to 1.21. While the film
is probably a complicated mixture of ions, impurities and chemical compounds, the simplest way to
explain these features is to assume a porous film with about 0,7 the water molecules of bulk water.
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COMMENTS ON PAPER BY GIBSON, HOLM, AND PALIK

1t was pointed out that the nesults presented in this paper on adsonbed watern Layers have been con-
§<med on othen substrates by ellipsometry. The speaker pointed out that the seeming invariance of
these nesults on different substrate materials was due to the fact that the principal absorption
detected was attributed to a hydrogen vibration, so that the bonding of the oxygen end of the water
molecule to the surngace, which would be expected to be different fon different substrates, could not

be detected by this technique.
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PULSED HF/DF LASER DAMAGE IN WINDOW MATERIALS*

E.W. Van Stryland, M. Bass, M.J. Soileau and C.C. Tang?
Center for Laser Studies, University of Southern California
University Park, Los Angeles, California 90007

Laser damage thresholds are reported for several alkali-halides, alkaline
earth fluorides, 2nSe, A3253' sapphire, spinel and quartz at HF (2.7 um) and

DF (3.8 um) wavelengths. A low pressure, transversly excited, double discharge
laser and two different focal length lenses were used. A Gaussian spatial beam
distribution was obtained by spatially filtering out high order modes in the
far field of an unstable resonator cavity. Sapphire was found to have the

highest bulk damage threshold of the materials tested, 100 Gw/cm2 at 2.7 um

(peak intensity on axis). The damage threshold was found to vary as the inverse
of the spot diameter which supports the model of Bettis, et. al. (NBS Spec. Publ.
462) The measurements also show that all of the materials evaluated in this
effort are surface damage limited when exposed to pulsed HF or DF laser radiation.
Evidence concerning the roles of material manufacture, surface finishing and laser
irradiation conditioning in the damage process are presented.

Key words: Alkali-halides, alkaline earth fluorides, As

S3, DF, electric break-
down, HF, laser damage, quartz, sapphire, spinel, ZnSe.

2

1. Introduction

Measurements were made of the pulsed laser damage resistance of several candidate window materials
at HF and DF laser wavelengths. Of the materials tested sapphire and the alkaline earth fluorides have
the highest resistance to laser damage. A major part of the experimentation was devoted to modifica-
tion and characterization of the HF/DF chemical laser. The damage irradiations were performed with to-
tal powers less than 1/10 of the critical powers for self-focusing by tightly focusing the Gaussian la-
ser beam. At 2.7 um, the HF laser wavelength, a single triangular pulse waveform was used, however, at
3.8 uym, the DF wavelenath, a double pulse was obtained because the laser oscillated on several lines
simultaneously. The occurance of surface damage set the practical use limit for the materials that
were studied and in general there was a considerable effect of laser preconditioning (N on 1 effect)

for tne surface damage threshold.(l)1
2. Experiment

In the damage threshold measurements a transversly excited HF (or DF) pulsed chemical laser was
used as the irradiation source. The output wavelength of the HF laser was multiline and centered about
2.7 um; the output is considerably more dispersed for DF and is centered about 3.8 uym. The only change
made in the system to go from HF to DF lasing was to switch from H2 to D2 gas. The power supply, laser

cavity and all other optics remained the same. The relevant laser parameters and cavity design employ-
ed are shown in figure 1.

The laser was manufactured by Lumonics (2) and has been described previously, however, the cavity
has been modified as shown in figure 1. The unstable resonator employed a 100% reflector with focal
radius of l4mand an NaCl output coupler of focal radius .8m. The NaCl lens was uncoated and the 4%
reflection from the surface was the only feedback into the cavity. A series of Fresnel rings were ob-
served in the near field of the laser output. These were sensitive to adjustment of either reflector
as well as to the size and position of the intracavity aperture. The output traversed the path shown
in figure 2. It propagated to a focus 5.76 m "downstream" where a 1.7 mmdiameter spatial filter was
positioned to block any off axis output modes. This spatially filtered output was then attenuated by
two pair of Brewster angle 2nSe slabs; the first pair of which was rotatable to vary the attenuation,
and the second was used to assure that the polarization in the beam reaching the target remained con-
stant. After these, bulk attenuators such as quartz, Ge or A52533 were inserted as necessary. The en-

ergy in each pulse was monitored after the attenuators by a calibrated pyroelectric energy meter. At a
total distance of 9.0m from the laser output coupler lens the far field spatial distribution was the
Gaussian desired for meaningful damage experiments. At this point the output was focused by a ZnSe me-
niscus lens (2 different focal length lenses were used) on or inside the samples.

A beam scan of the output of the HF laser at the position of the damage lens with a 0.4 mm aperture
gave the data points in figure 3. Each point represents the average of 10 laser shots. The drawn in

curve shows a fit of the data to a Gaussian. The l/e2 full width of the Gaussian fit curve is 22.0 mm.

*This work was supported by D-ARPA under contract No. F 19628-77-C-0094.
*Cutrcnt address: Aerospace Corporation, El Segundo, California.

lriqures in brackets indicate literature references at the end of this paper.
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A pinhole scan of the laser output was also performed in the focal planes of ZnSe lenses of focal
lengths 38.0 and 127 mm. A scan of the focal plane of the 38.0 mm focal length ZnSe lens is shown in
figure 4 using a 9.1 um diameter pinhole. This pinhole was made in thin Al foil by the focused laser
output, and its diameter measured in an optical microscope. Each data point represents a single laser
shot measured with the pyroelectric energy monitor. The pinhole was moved by a differential micrometer
in 12.7 um intervals. The data has been folded with respect to the maximum. Since the pinhole size
was not small compared to the beam size, corrections were made to account for the finite size aperture.
(3) It was found by numerical integration (of a circular aperture with a Gaussian weighting function)
that the beam width appeared 5% larger using a 9.1 um diameter pinhole than if the scan had been perfor-
med with a much smaller aperture (e.g.: 1 um). The Gaussian, uncorrected for a finite size aperture is

: " ;LR
shown as points in figure 4. Even using an aperture as large as one third the l/e” width causes very
little distortion of the observed beam profile.

The temporal pulse waveform was monitored at two points,one before the spatial filter and one after
transmission through the sample as shown in figure 2. The HF laser produced a triangular pulse with
some irregular spiking which has a full width at half maximum (FWHM) of 175 nsec as shown in figure 5.
The HF waveforms were monitored using fast pyroelectric detectors with risetimes of ~1 nsec (Ge photon
drag detectors cannot be used at 2.7 um). The second pulse in the HF waveform is due to ringing in the
pyroelectric detector. The DF waveforms were monitored using Ge photon drag detectors and consisted of
the double pu'se also shown in figure 5. Damage occured on the second part of the pulse as observed by
monitoring the vavetorm distortion upon transmission through the sample. An equivalent pulse width for
the DF pulses of 176 nsec was obtained by finding the total normalized pulse area(nsec) and multiplying
by the percentage of the area under the second part of the pulse. This is mathematically equivalent to
the FWHM obtained for a triangular pulse of the same area. An example of the transmitted pulse wave-
forms when damage occurred is shown in figure 5 for both HF and DF pulses.

The pulse waveforms for both HF and DF operation were critically dependent on gas mix, pressure,
discharge voltage and laser repetition rate. The operating parameters listed in figure 1 were chosen
because they resulted in the best HF waveform and this could be reproducibly obtained from day to day.
A single DF pulse could not be obtained by simply varying these parameters and, as demonstrated pre-
viously, the double pulse DF output is attributed to the multiline nature of the laser oscillation.

3. Calculation

The definition of a damage threshold level of irradiation used in this paper is that flux which
produces damage at 50% of the irradiated sites. An example of data is shown in figure 6. The plus or
minus values are a measure of the overlap that occurred in all of the samples tested. The 1 on 1 thre-
shold corresponds to one irradiation per site. The n on 1 threshold is where a given site is irradiated
by a pulse or pulses with insufficient energy (or intensity) to damage prior to the pulse that produces
damage. From the measured energy which caused damage the intensity thresholds were determined in the
following way. The energy E in terms of the energy density €(r) at the focal plane is given Ly

E = S:c(r)Z'nrdr. )
For the Gaussian beam used in these experiments

" 2
2(r/uc) )

€lr) =€ e

where co is the peak on axis enerqgy density and @, is the 1/e2 half width point in intensity. Thus,

E = w,2e /2 (3)
giving the peak on axis energy density ED as -

co ; 2E/1rwo (4)
This equation gives the damage threshold in J/cm . To obtain the intensity damage threshold I in watts/
cnz. € is simply divided by the normalized area, T, of the temporal waveforms: 175 nsec for the HF
pulse,ound 176 nsec for the DF as discussed previously. Thus

1= zamwozn (s)

(Again, this is equivalent to performing the temporal integral for a triangular pulse waveform). The
transmission of the ZnSe lenses at both 2.7 and 3.8 um was measured to be 0.80. The energy E in the
previous equation was corrected for this lens transmission in the calculation. In addition for bulk or
exit surface damage thresholds the energy was corrected for the front surface reflection. (i.e.:

an/(1 + r\)2 of the incident energy is transmitted through an interface where n is the index of refrac-
tion of the sample at the appropriate wavelength). In all the samples tested, with the possible except-
tion of quartz at 2.7 um, absorption was entirely negligible.

4. Data
Table 1 gives the damage thresholds at 2.7 um (HF) as measured with a 38 mm focal length 2nSe lens

(measured X/e2 full width spot size of 27 um). Also presented is the increase in threshold when a
single site was preconditioned by pulses of insufficient energy (energy or intensity) to produce damage

(labeled N on 1 increase). The number quoted multiplied by the 1 on 1 damage threshold in J/c:lu2 or
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G!rl/cm2 gives the n on 1 damage threshold. The final two columns give our assessment of whether the bulk
This information was deduced from microscope

damage was due to macroscopic inclusions cr was intrinsic.

examination of the damage morphology.

focal beam path the damage was deemed inclusion induced.

For example; if damage occurred at different positions along the

If on the other hand as the sample was traver-

sed perpendicular to the beam all the damage sites appeared similar and lay in a single plane, we
deemed the damage to be intrinsic.

Table 1. Bulk thresholds with 27 um spot size (A = 2.7 um)*

Specimen J/cm2 GW/cmz N on 1 Increase Inclusions Intrinsic
NaCl (Harshaw) 3.6 % .|.03 21 no
KC1 (Harshaw) 2.9 x 103 16 no X
KBr (Naval Research Lab) 1.2 x 103 6.6 x 1.12 X
MqF2 (Optovac) 13 x 103 75 no X
BaF, (Optovac) 13 x 103 78 no X
SrF, (Optovac) 13 x 103 76 no X
CaF, (1 Raytheon) 15 x 10° 88 no X
CaF, (2 Harshaw) 14 x 10> 85 no X
caF, (3 Harshaw) 0.47 x 10° 2.8 x 1.7 X
Sapphire (Optovac) 17 % 103 103 no X
Spinel (Union Carbide) 12 x 103 68 no
Quartz (1 NWC) 8.7 x 103 52 no
Quartz (2 General Electric) 1.4 x 103 8.5 x 3.0 X
ZnSe (Raytheon) 0.46 x 103 2l % 1.3 X
A3253 (Servo) 0.29 x 10; 3.7 no X

WWC) 0.05 x 10 0.29 x 1.7 X

MgF 2 (pressed,

"1/e2 full width intensity

Table 2 gives bulk damage thresholds in the same format at 2.7 um for a 1/e2 full width spot size
The greater than signs (> ) in front of some of the
damage thresholds indicates that there was insufficient laser energy (or intensity) to damage the sample
and thus the numbers represent lower limits.

Table 2. Bulk thresholds with 59 um spot size* (A = 2.7 um)

of 59 um (the focal spot size of a 127 mm lens).

No N on 1 data could be obtained for these samples.

Specimen :!/c:m2 Gwlcmz N on 1 Increase Inclusions Intrinsic
NaCl 1.7 x 103 10 no X
KC1 0.84 x 103 5.0 x 1.1 X
KBr 0.21 x 103 1.2 x 2.9 X

qu'z >5.8 x 103 >34 eeee- X
Bar, 6.1 x10° 36 no X
Srr2 6.4 x 103 38 no X
car, (1) >5.8 x 100 >34 S X
car, (2) 29x 100 17 no X
Sapphire 6.0 x 10° 35 SR x
Quartz (1) 3.3 % 103 19 % 1.1 X

*1/e? full width intensity

Table 3 shows surface damage thresholds again using a 59 uym 1/.2 full width focal spot size at the
Surface damage was labeled inclusion induced since near threshold more than one da-
The anomalously high threshold quoted for KBr (as com-

2.7 ym wavelength.

mage site was observed within the focal area.
pared to the bulk) may have been due to improper focusing.
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Table 3. Surface threshold 59 um spot size* (A = 2.7 um)

2
Specimen .:l/cm2 GW/cm N on 1 Increase Inclusions Intrinsic
NaCl 1.3 x 10° 7.4 x 1.6
KCl 0.27 x 163 1.6 x 2.7
KBr 0.44 x 10° 2.6 % 1.5 X

3
MgF, 1.3 x 10 7.4 x 1. X
Bar, 036 100 2.3 el X
stF, 0.43 x 10° 2.5 x X
car, (1) 2.6 x 10°  15.2 x 1.2 X
caF, (2) 1.2 x 10° 7.0 x 1.3 X T
Sapphire 0.65 x 10° 3.8 x 1.2 X
+ B

Quartz (1) 10w 100 63 X

*1/e% full width

*exit surface data

Table 4 shows damage thresholds obtained at 3.8 um (the DF laser wavelength) at the focus of the

38 mm focal length 2ZnSe meniscus lens. The 1/e2 full width focal spot size of 38 um was calculated
from the measured spot size at the 2.7 um wavelength and scaled according to wavelength. At the right

of the chart the damage threshold in GH/cmz at the HF laser wavelength is compared to the damage
threshold at the DF wavelength after multiplying by the ratio of the spot sizes, 38 um/27 um. The
theory of Bettis, et. al. (4) predicts that the damage thresholds should be inversely proportional to
the spot diameter. The HF and DF damage thresholds are nearly the same when scaled according to this

rule.
Table 4. Bulk thresholds at 3.8 um
Intensity HF Damage
25 Hagposs 2 Threshold
% o5 1 (GW/cm™) 2
J/cm2 G"/m2 Tocteiii Scaled to (GW/cm™)
Specimen ‘ a 27 um For a 27 um
1 _Spot_Size Spot Size
r quz 7.4 x 103 43 no 60 75
{single crystal)
MaF, 0.12 x 10° 0.7 x 1.7 1.0 0.3
(pressed)
Sapphire 13 = 103 72 no 102 103
Spinel 6.9 x 103 39 no S35 68

'1/02 full width intensity

In table 5 we present a bar diagram showing the electric field at which breakdown occurred in the
bulk material at various wavelengths including DC. This RMS field was calculated from the intensity
damage thresholds, I , and the indices of refraction n, substituted in the equation

-
(breakd )(Volt/cn) 19.41 /I(Nltn/clz)/n (6)

The 2.7 uym data is from this work. Data at other wavelengths is from the referenced literature. No
attempt has been made to reduce the data to account for spot size or pulse width. !

Field
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Table 5. Breakdown fields vs wavelengths

NaCl
The dotted lines indicate the exper-
KCl imentally determined breakdown field
while solid lines indicate estimated
errors (except for DC fields).
References 5,6,7,8 and 9.
KBr
6 mm
LA9 # S|
Sapphire [Z.h-n l H l -
{1.06 s#n | : 1
Quartz  [2:1zn I R |
1106 an | 1 1
0 1 2 3 LR 5 b 7 8 9

Field* (HV/cmz)
*peak on axis RMS field

The .69 um Ruby laser data (7,9) used a focal spot diameter (l./e2 full width in intensity) of ap-
proximately 12 um. The pulse durations were 14 nsec FWHM. At 1.06 um, the damage threshold appeared
spot diameter independent using a spot diameter of from 16 um to approximately 50 um. The pulses were
about 10 nsec in duration (FWHM). The 2.7 um and 3.8 um laser parameters are listed in this paper. The
10.6 um damage data was taken using a Co2 laser focal spot diameter of ~100 um and a pulse length of
~ 100 nsec. (7,8)

The estimated errors on damage threshold intensities quoted in this paper are~30%, which implies
an uncertainty of ~14% in the fields.

5. Conclusions

The damage data survey presented here shows that sapphire and the alkaline earth fluorides have
the highest damage thresholds at both HF and DF laser wavelengths. This is a fortunate result since
both are rugged materials. In particular sapphire is extremely strong and hard.

Bettis, et. al. (4) determined that the damage intensity threshold is proportional to the inverse
of the spot diameter. Although their model was developed for surface damage, they attempted to show
that their model also applied to bulk damage. From this we expect that the ratio of the damage inten-
sities for the 27 um and 59 um spot diameters should be 2.2. The average value of this ratio determined
by this experiment is 2.5 which is in good agreement.

Using this spot diameter scaling and extending it to the 3.8 um wavelength our DF damage thre-
sholds are nearly the same as the HF thresholds (see table 4). Damage thresholds for some of the mater-

als tested were obtained previously (2) at 3.8 um using a 130 um spot diameter (l./a2 full width). Sca-
1ing these values with spot diameter according to reference 4 also gives excellent agreement with the
2.8 um data presented here. Thus it appears that the damage thresholds are insensitive to wavelength
between 2.7 #am and 3.8 am. We should note, however, that due to the time structure of the DF laser
pulse (see figure 5) this data is less reliable.

As has been noted at other wavelengths optical materials are limited by surface damage thresholds.
Our aata of taole 3 confirms this at 2.7um. The large laser conditioning effect (n on 1), the low
thresholds relative to the bulk values, and microscopic examination show that surface damage is defect
limited. Here again the fact that sapphire and the alkaline earth fluorides have high thresholds is
helpful since we expect that with careful surface preparation the damage thresholds of these hard mater-
ials can be substantially increased. (10)

It is interesting to note that to within experimental error the raw data of table 5 shows a damage
field independent of wavelength.
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COMMENTS ON PAPER BY VAN STRYLAND, BASS, SOTLEAU, AND TANG

1t was pointed out that the frequency dependence of the damage threshold, even when all other gactons
are held constant, is not expected to obey any simple scaling relation. The nole of absonbing impur-
{ties and competitive processes at different wavelengths tends to obscure the simple scaling nelation
predicted by the verny naive theory of avalanche ionization. The speaker indicated that when he mentioned
pure material he meant the best RAP-grown material available, which was as free from visible scattering

as {t was possible to obtain.
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OPTICAL ABSORPTION IN UV LASER WINDOW MATERIALS

James A. Harrington, Bradley L. Bobbs, and Morris Braunstein*
Hughes Research Laboratories
Malibu, California 90265

and

Rubin Braunstein, R.Y. Kim, and R. Stearns
Department of Physics
University of California
Los Angeles, California 90024

The requirements for low-loss optical components for high-power excimer lasers has
stimulated the investigation of optical absorption in a variety of highly transparent
materials at visible and uv wavelengths. The absorption coefficient B has been
measured, using laser calorimetric techniques, for CaF,, SrFp, BaFj, LaFj, CeFR, MgF,,
$10, MgO, Al,03, NaF, LiF, NaCl, and KCl at 3511, 3638, 4579, 4880, and 5145 A. The
absorption was found to decrease with increasing wavelength to a low value of
4 x 10-5 cm-1 for SrFy at 5145 A. 1In addition, wavelength modulation spectroscopy was
used to obtain absorption coefficients for some of the samples. In this technique, the
energy derivatives of B are integrated, using the calorimetrically determined values of
B as constants of integration to fix B at the laser wavelengths, to obtain absorption
coefficients continuously from 2500 to 5000 A.

Key words: Extrinsic uv absorption; laser calorimetry; laser windows; Urbach tail;
uv laser components; wavelength modulation spectroscopy.

1. Introduction

There has recently been considerable interest in low-loss optical components for uv excimer lasers.
To provide reliable coating and window materials that have high damage thresholds at uv laser wavelengths
requires making a systematic study of the optical absorption in a wide variety of transparent materials.
The materials with large band gaps that have been investigated include alkali halides, alkaline earth
fluorides, oxides, and some rare earth fluorides. The small, residual absorption coefficients (R's) were
measured at five visible and uv wavelengths using Ar ion laser calorimetry; they were also measured con-
tinuously from approximately 400 to 250 nm using wavelength modulation spectroscopy. A comparison of our
data with published data (Urbach tail region) indicates that, although the spectral regions of the Urbach
tail data and our data do not overlap, our absorption data is significantly lower than a simple extrapo-
lation of the "extrinsic" Urbach tail. These results suggest that the materials studied are considerably
more transparent around 350 nm than originally expected from published data.

2. Experimental Procedure and Techniques

The small optical absorption coefficients were measured in a variety of single- and polycrystalline
samples using laser calorimetric techniques [1]. A Coherent Radiation Laboratories model CR-12 Ar ion
laser equipped with visible or uv optics was used in conjunction with a simple air calorimeter to obtain
absorption results at 514.5, 488.0, 457.9, 363.8, and 351.1 nm. The schematic of the uv calorimeter
shown in figure 1 also contains the quartz half-wave plate utilized to maximize the power in each uv
line. T  procedure yielded about 1 W at each uv wavelength and between 5 and 6 W for the strong blue-
green lines. Wavelength modulation spectroscopy was performed on some of the samples that had been
measured calorimetrically. The basic principles of this technique are discussed elsewhere [2]. ce.cain
refinements in the original apparatus have been made to provide the greater sensitivity required to
measure these extremely small absorption coefficients [35.

3. Experimental Results
3.1 Calorimetric Measurements

Eleven different materials were measured at visible and uv wavelengths. In some cases, more than
one source or different forms of the same material were studied. Figures 2 and 3 display all the
calorimetric data for the various samples studied. 1In each case, absorption increases with increasing
energy. The lowest absorbing crystals are the alkaline earth fluorides, KCl, NaCl, and S10; (one
sample), where B's in the low 104 em~1 region were measured at visible wavelengths. The single crystal

*

Research supported in part by Hughes Independent Research and Development Projects.

1. Figures in brackets indicate the literature refercnces at the end of this paper.
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KC1 grown in the Hughes Laboratories, for example, had absorption coefficients that were unmeasurable in
the blue-green region (cf. fig. 3) but were estimated, based on the sensitivity of the calorimeter, to
be no greater than 2 x 10-5 em™l. The highest absorbing materials tended to be certain oxides, NaF,

and LiF. The NaF and LiF samples (obtained from Optovac, Inc., and Adolf Meller Co.) had surprisingly
high absorptions, especially considering the large band gap in these materials, The most probable
explanation is that these materials are not as pure as the alkaline earth fluorides and other alkali
halides, which have been more highly purified because of the emphasis on these hosts for applications as
infrared laser windows. In no case, however, was it found that the absorption increased with increasing
exposure to the uv laser radiation, as might occur if color centers were being continuously produced.

3.2 Wavelength Modulation Spectroscopy

Absorption coefficients for some of the sample samples measured calorimetrically were obtained by
wavelength modulation spectroscopy from approximately 450 to 280 nm. The results of this work for
several materials are shown in figures 4 and 5. The raw data is returned as a derivative of the absorp-
tance with respect to wavelength. These spectra are then integrated to yield the relative absorption
coefficients, shown as the upper curves in figures 4 and 5. An absolute calibration of these curves is
then obtained by comparing these to the calorimetric data of figures 2 and 3 (reproduced as the dashed-
botz¢m curves in figs. 4 and 5). In general, there is excellent agreement between the calorimetric and
A-modulation data for each host material studied.

The increasing absorption at uv wavelengths is clearly evident in figure 4 for LaFj, Al303, and S10;.
The high sensitivity of A-modulation methods in comparison to other forms of spectroscopy may also be
seen by noting the spectra of some older LaFj material measured on a conventional (Cary 14) spectrome-
ter. Contrasting the conventional spectroscopic data and the calorimetric/A-modulation data, one can
see that some structure is visible in the integrated A-modulation spectrum that is impossible to observe
in the Cary 14 data because the Cary 14 is less sensitive than derivative spectroscopy. For Al;03, one
observes another complementary feature of A-modulation spectroscopy. The peak in the absorption near
380 nm is missed by calorimetry because of the lack of laser lines at this energy. By comparison, Si0j;
data in figure 4 merely indicates a monotomic increase in absorption with increasing energy. This is
in agreement with the calorimetric results (i.e., no sharp absorption bands appear in the spectra).

CaF; data (cf. fig. 5) exhibits a peak in the absorption near 370 nm. This is not entirely evident
from calorimetry alone, but derivative spectroscopy clearly delineates this band. A likely explanation
for this absorption is that it is due to F-centers. The absorption in SrFj, even though it is at an
extremely low level, indicates some structure on an otherwise monotomically increasing absorption with
increasing energy.

3.3 Comparison with Band Edge Data

The alkaline earth fluorides were singled out for comparison with data in the Urbach tail region
taken from existing literature. Figure 6 includes the band edge data of Tomiki and Miyata [4] and our
A-modulation/calorimetric data. Unfortunately, the two spectral regions do not overlap; however, the
data from this study is significantly lower than any extrapolation of the "extrinsic" Urbach tail data
would imply. Presumably, the purity of the samples has increased and, with more sensitive techniques
being used, this has led to the "extrinsic" absorption observed by us being less than that previously
observed. Experiments are underway to extend our measurements to 11 eV so that an accurate comparison
can be made. The attenuation due to scattering, calculated theoretically [5], is negligible when com-
pared to the other absorption losses.

4. Conclusions

Our absorption studies of highly transparent solids for use as low-loss components on uv excimer
lasers has led us to conclude that the lowest absorbing materials near 350 nm are the alkaline earth
fluorides, NaCl, KCl, and S10;. More highly absorbing materials are Al303, MgO, alkali fluorides, and
rare earth fluorides. One reason for this is that the low absorbing uv materials are also those that
have been extensively studied and purified for low-loss at infrared laser wavelengths. A comparison
of our experimental data with "extrinsic" Urbach tail region data indicates less extrinsic absorption
than previously expected.
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UV REFLECTANCE, TRANSMISSION, AND PHOTOLUMINESCENCE OF LiYFy,
AND THE BULK LOSS COEFFICIENT IN Can*

Victor Rehn, David L. Burdick, and Vernon 0. Jones
Physics Division, Michelson Laboratories
Naval Weapons Center, China Lake, California 93555

Measurements have been made of the bulk loss coefficient in two CaF; samples.
The measurements were made between 200 and 400 nm using the prism technique. The
results show a strong peak at 305 nm against a background loss of 1073 to 107 2cm™!.
The peak is tentatively assigned to Ce®t. In addition, VUV measurements of the
transmission, reflectance, and photoluminescence of LiYF, have been performed for
the first time. The fundamental absorption edge is at 10.42 eV. The transmission
and photoluminescence spectra show structure at 7.1, 8.0 and 8.6 eV.

Key words: Bulk loss coefficient; CaF;; Ce3+; LiYFy; photoluminescence; prism
technique; reflectance; transmission.

Materials which transmit vacuum ultraviolet (VUV) radiation without coloration or degradation are
in short supply. This is especially true for intense beams such as laser beams or beams of synchrotron
radiation from large electron storage rings. Hence, it was a pleasant surprise to find that a new
material, developed by Sanders Associates as a laser host, also has the third highest fundamental opti-
cal absorption edge energy among available optical materials. Here we report the first studies of the
VUV transmission, reflectance and photoluminescence of Li7F,. The transmission measurements show that
the fundamental absorption edge is very sharp at about 10.42 eV (1190 K). Both transmission and photo-
luminescence measurements show that the particular sample we have contains an appreciable impurity
concentration. These impurities contribute to the absorption coefficient below the absorption edge,
which diminishes from 3 cm~! at 10 eV to 0.1 cm™! at 5 eV. The reflectivity and transmittivity in the
range 4 to 10.4 eV are used to deduce the optical constants for the polarization direction € | ¢. The
reflectance spectrum is shown for the range 4 to 25 eV.

LiYF, forms in a tetragonal (scheelite or a-13) crystal structure with Li* ions arranged among YFu-
tetrahedra [l]l. Known ph;sical properties include the density (3.99 g/cm3). hardness (4 to 5 on Moh's
scale), strength (3.3 x 10’ N/m?) and Poisson's ratio (0.33) [2]. Optically, the crystal is clear and
transparent from 0.21 to 10.4 eV (0.119 to 5.88 um). It is uniaxial and birefringent, with (ng-ny)/n, =
0.0153 at 2 um, 0.0157 at G.5 pym, 0.0167 at 0.3 um and 0.0175 at 0.25 ym [3]. The refractive index for
the ordinary ray rises from 1.4424 at 2 um to 1.4567 at 0.5 um and 1.4754 at 0.3 um, slightly higher
than the refractive index of CaF;.

The sample (4] was cut from an undoped a-axis rod about 2-cm diameter by 15-cm long. The ¢
direction was marked by an unusual ridge along the side of the boule. The sample was oriented via x-ray
Laue photographs with the a and ¢ directions in the plane of the coin-shaped disc 1.56-mm thick x 2-cm
diameter. It was mechanically polished on both sides using Syton [3] on a short-nap cloth as the final
polish. The surface appeared smooth and shiny, but slightly rounded. Before mounting in the UHV reflec-
tometer [5] the sample was rinsed in electronic grade acetone and electronic grade methanol, and blown
dry with dry N;. The sample was mounted with ¢ vertical. The measurements were carried out at the
Stanford Synchrotron Radiation Project [6] using the 8° VUV beam line. The synchrotron radiation (SR)
is 96 to 97% polarized in the horizontal direction as it emerges from the monochromator, so that the
optical properties measured are characteristic of the '"ordinary ray," for which el c.

In figure 1 we compare the transmittivity of the sample with the photoluminescence excitation
spectrum. The transmittivity remains high to 7 eV, above which there is a gradual reduction to about
50% at 10 eV, and then a sharp decrease to 10% at 10.42 eV. The gradual decline is marked by dips,
most notably at 7.1, 8.0 and 8.6 eV. The photoluminescence excitation shows peaks at these same photon
energies.

The photoluminescence emission was collected from 1.8n sr in the backward direction and focussed on
a glass-fiber light pipe with a coating of sodium salicylate on the input end. The detector on the out-
put end was an EMI 9514S photomultiplier. Hence, the spectral sensitivity for emitted photoluminescence
extended from less than 2 eV to the soft x-ray region. No effort was made to narrow this spectral range.
Photons scattered by the sample were eliminated from the photoluminescence response by electronically
gating the photon counting system to accept photons only in the time period from 30 to 180 nsec after

* Work supported by NWC Independent Research Funds, the Office of Naval Research, and Defense Advanced
Research Projects Agency.

1. Figures in brackets indicate the literature references at the end of this paper.
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the exciting light pulse. (The exciting light pulse is typically 0.3 nsec in duration.) In this way,
the total effect of stray light and dark count contributed only 50 to 60 Hz (1 to 10%) of the counting
rate in the photoluminescence spectrum. The spectrum shown in figure 1 has been approximately normal-
ized to incident intensity, but because of uncertainties in phosphor efficiency, reflectance and
scattering losses, pulse pile-up and the relatively slow response of the photomultiplier, the absolute
luminescence yield shown is only an order-of-magnitude estimate. The relative yield across the spectrum
is probably accurate to + 10%.

Figure 2 shows the sample reflectivity in the 4 to 1l eV range, as well as the reflectance deduced
from the transmittivity and reflectivity data. Figure 3 shows the absorption coefficient in this range
as also deduced from the data of figures 1 and 2. In order to obtain the reflectance R and absorption
coefficient B, the equations for transmittivity T and reflectivity R' of a plane-parallel plate of
thickness d is incoherent radiation,

. (1 - R)Zexp(-Bd)
T = 1T~ R2exp(-2p8) 2

1+ (1 - 2R)exp(-28d) (2)
1 - RZexp(-2Rd) ?

RY + R
were combined into a quartic equation:

0= a,‘y“ + a3y3 + 32)’2 + ajy + ag ’ 3)

where y = exp(-8d), ag = a, = - 1/2 a, = 1/T, as = -a3 = 1 - (1-R'"/T)2. This equarion was solved by
successive approximations in which the y“ and vy~ terms were ignored first, then evaluated with the first
y value obtained from solution of the residual quadratic equation and added to ap before solving the
residual quadratic again. This procedure was very fast. With a programmable calculator about 10 suc-
cessive approximations were made per second, and even with Bd as small as .02, convergence to six
significant figures was obtained within 200 successive approximations. As Rd becomes larger, less and
less approximations are necessary.

The reflectance, R, was obtained subsequently using the equation

peldy=1

S “

where A = (1 - R'")/T, obtained from eqs. (1) and (2) in a straightforward manner. Table 1 summarizes
the optical constants implied by the R and B values of figures 2 and 3, compared with the previous
results of ref. 3. Note that the ky and €; values are characteristic of this sample and probably not
characteristic of pure LiYFy.

The reflectance from 10 to 25 eV is shown in figure 4. Beyond 10.5 eV the sample is so opaque that
no back-surface correction is necessary, and R = R'. The dashed portions of figure 4 near 12 eV and
above 24 eV are regions where stray light or second-order problems reduce the accuracy of the data. In
the 12 eV region the problem is mainly second-order, which could not be filtered out by any available
filter. Above 24 eV the component of stray long-wavelength radiation becomes a significant fraction of
the monochromatic radiation.

Bulk Loss Coefficient Measurements in Can 3

We have made preliminary measurements of the total bulk loss coefficient of two CaF, samples over
the spectral range from 400 to 210 nm. The measurements were performed at the Stanford Synchrotron
Radiation Laboratory in order to utilize the highly collimated monochromatic radiation available there
on the 8° beam line.

The measurement technique i{s based upon the use of prism-shaped samples. This technique has been
developed with both a double-beam configuration [7] (for differential measurements) and a single-beam
version. A schematic di{agram of the single-beam system is shown in figure 5; this is the method used
at Stanford Synchrotron Radiation Laboratory for the preliminary CaF) measurements.

Referring to figure 5, the beam passes through a BaF, splitter, a tuning fork chopper, and the
sample. After reflecting from the mirror it retraces its path and proceeds to the photomultiplier tube.
The prism-shaped sample {s placed on a translation stage such that it can be translated parallel to the
bisector of the prism angle, and so that the radiation is incident at the angle of minimum deviation.
This latter requirement prevents the beam from moving about on the mirror as the sample is translated.

The data analysis for the single-beam experiment is relatively simple. Let I(t) be the intensity
at the detector as a function of the beam path length in the sample. Then
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I(t) = IoG(1 - Ry - A} - S1)2(1 - Ry - Ap - sz)ze-ZBt )

where R, A, and S are the surface reflectivity, absorption, and scatter coefficients. We assume that
the two polished surfaces are uniform but not necessarily identical; hence, the subscripts "1" and "2".
G is a factor which accounts for all the properties of the other optical elements, such as back-mirror
reflectivity, beam splitter reflectivity, and so on. B8 is the bulk loss coefficient, composed of
absorption and scatter. In highly transparent materials Bt << 1; therefore, to first order we find that

--1 ! 4 ®)
2 19G(1-R)~A1-S1) 2 (1-Ry-A-S5)? dt °

Both dI/dt and the denominator in eq. (2) are directly measurable. Note that the surface parameters
need not be measured as they are eliminated by ratioing. Variations in I, are eliminated by real-time
ratioing of the photomultiplier output to the storage ring current, a quantity directly porportional to
1.

The bulk loss coefficients calculated from eq. (1) are shown in figures 6 and 7. The curves drawn
through the experimental points are least-squares fits to all but the points on the large peak at 305 nm.
These curves have an approximate wavelength dependence of A\™2:5,

In spite of the diverse origins of the two samples, the similarity of the spectra is striking. The
Raytheon material shows slightly lower losses overall. Based on the 305-nm peak, the tentative identi-
fication of the impurity responsible is Ce3*. The spectra of rare-earth ions in CaF, have been exten-
sively studied by Loh [8,9]. Loh has observed the lowest 4f + 5d absorption band of Ce3+ in CaF, to be
located at 307 nm; the analogous bands in the remaining rare-earths are at shor:er wavelengths (the next
closest is Pr3* at 219 nm). The increase in absorption observed in figures 6 and 7 as one goes to wave-
lengths shorter than 305 nm may be due to the 4f - 5d transition associated with clusters of ce3* ions.
In an interesting experiment on the concentration dependence of 4f - 5d absorption due to ce3* in CaF,,
Loh finds peaks between 250 to 210 nm which he assigns to the 4f - 5d transition of clustered ce3* ions.
He found that as the concentration of Ce3t increased, the 307-nm band decreased in intensity while the
higher energy clustered ion band increased. This suggests that ce3t prefers to cluster rather than to
exist as isolated ions.
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TABLE 1. Ogticel Constants for the Ordinary Ray
(e 1 ¢) in the Range 4 - 10.4 eV.
n 7
hv A t.ooz.aJO +.00022 kﬂlg +.809 c-i;lg
4.00 3100 1.472 2.6 2.165 7.7
4.133 3000 1.473 1.4754 2.170
4.50 2755 1.479 2.3 2.187 6.8
4.959 2500 1.487 1.4895 2.210
5.00 2480 1.487 2.1 2,212 6.3
5.50 2254 1.497 2.8 2.241 8.4
5.510 2250 1.498 1.5014 2.242
6.00 2066 1.506 3.4 2.269 10.2
6.50 1907 1.521 4.4 2,316 13.4
7.00 1771 1.540 6.9 2.372 21.3
7.50 1653 1.565 8.5 2.449 26.6
8.00 1550 1.604 13.7 2.573 44.0
8.50 1459 1.660 18.0 2.756 60.0
9.00 1378 1.724 22.4 2.972 77.0
9.50 1305 1.796 25.4 3.226 91.0
10.00 1240 1.883 27.7 3.546 104.0
10.20 1216 1.937 33.2 3.752 128.0
10.40 1192 2.080 124.0 4.326 516.0
2 This work.
b Ref. 3.
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regions where stray light or
second-order effects reduce the
accuracy of the data.

Figure 5. Single-beam version of

the prism technique.
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FLUENCE DEPENDENCE OF THE ABSORPTANCE OF SOME ALKALINE EARTH FLUORIDES AT 0.36 um*

P. A. Temple and D. L. Decker
Physics Division, Michelson Laboratories
Naval Weapons Center, China Lake, California 93555

The absorptances of MgF,, SrF, and CaF, have been measured at 0.351 to
0.364 um. The absorptance is founﬁ to increase with each successive absorptance
measurement due to sample coloring by the 351 to 364 nm beam. This is found to
be linear with [Pdt for a given beam diameter over the power range tested.
Increases in absorption of nearly two orders of magnitude to 1 x 10~! were seen
after a total central beam fluence of 3.5 x 10° J/cm?. Under the beam and
sample configuration used all three materials were found to have an absorptance
of approximately 1 x 10-2 after approximately 3.5 x 10° J/cm? had been incident
upon the sample. Possible absorption mechanisms will be discussed, inc’uding
photochemically generated polymer films, impurities, and color centers.

Key words: Alkaline earth fluorides; color centers; laser calorimetry;
photochromic; polymer films.

1. 1lntroduction

This work was done on the Naval Weapons Center high sensitivity adiabatic calorimeter to be
described in another paper [1]1. In this instrument the sample is in thermal equilibrium with its
surroundings (a temperature-controlled can) and calibration is accomplished by observing the temperature
rise of the sample after laser irradiation and comparing it to the temperature rise caused by the
deposition of a precise amount of electrical energy. By using this technique it is not necessary to
know the mass or specific heat of the sample [1]. The light source was the undispersed UV output of a
Spectra Physics 171-19 argon ion laser. The two predominant lines are at 351 and 364 nm. For all
these measurements the power was limited to 50 mW and all exposures were for a period of 100 seconds.
This gave a total incident energy per exposure of 5 J. The Gaussian beam was condensed by two long
focal length lenses to a 1/e? full width of 0.190 mm at the sample position [2]. The power density in
the center of this beam was then 350 W/cm? and the energy fluence per exposure was 3.5 x 10“ J/cm?.
All samples were l-cm thick.

2. Experimental

The materials investigated were CaF,, MgF, and SrF,. The CaF, and SrF, were prepared by Raytheon
using a reactive atmosphere process and had very low absorptance at 3.8 um. The MgF, was purchased
from Optovac. The raw data for SrF, are shown in figure 1. Each data point represents a 5-J exposure.
The figure shows the temperature rises for 13 successive exposures at a fixed point on the sample. The
step changes in temperature are the result of individual 100-sec laser exposures. The horizontal
portions are equilibration times between laser exposures during which the sample came into equilibrium
with the surroundings. This figure shows the successively larger temperature rises for equal laser
exposure, indicating that the absorptance is increasing with each measurement.

As seen in the lower left of figure 1, the uncolored absorptance of the sample is small, and is
bracketed between zero and 1 x 10-3. This uncolored absorptance is consistent with the data reported
by Rehn et al. at this conference [3].

Figure 2 shows the data in figure 1 on a log~log plot. The solid line has a slope of 1. The data
follow this line closely, indicating that the absorptance is directly proportional to the fluence in
the range investigated.

Figure 3 shows the absorptance of CaF,, and figure 4 shows the absorptance of MgF,. The higher
dose points in figures 2 and 3 were obtained by a factor of 10 higher power exposure (1/2 W) for the
appropriate period of time to obtain the indicated dose. The absorptance was then measured in the
usual way with 0.050 W power for 100 sec. The linear increase in absorptance, within experimental
accuracy, indicates that the sample darkening is proportional to fluence or total incident energy,
that is fPdt, rather than power. The coloring rate is assumed to be proportional to the local intensity
I. If this is true, it can be shown rigorously that the measured absorptance is inversely proportional
to the beam area when the beam is Gaussian. Therefore, these data were all measured with the same beam
diameter in order to retain the same relationship between total power and central beam intensity.

*  Work supported by Defense Advanced Research Projects Agency.
1. Figures in brackets indicate the literature references at the end of this paper.
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Figure 3 contains points gathered the next day. These data indicate there had been no loss in
absorptance of the sample over that time period.

For the three materials shown in figures 2, 3 and 4, the absorptance after 20 exposures, or 7 x
10% J/cm? fluence, are shown in table 1.

Table 1. Window absorptances after 20 exposures.

CaF, 2,7 x 102
MgF, 2.2 m20r2
STF, 2.0 x 102
3. Discussion
Two possible fluence-dependent absorption mechanisms will be discussed. They are photochemical

production of an absorbing polymer film and the generation of bulk absorbing sites due to impurity
atoms or vacancy-related sites (color centers).

3.1 Polymer Films

The growth of polymer films on plasma tube windows by UV-activated crosslinking of monomers is
well known in the laser industry [4]. These films are the result of an in situ photochemical reaction
on the window surface and are not directly related to prior cleaning procedure. If organic impurities
are present in the plasma tube the action of ion and UV bombardment results in a slow degradation of
the output due to this film production [4].

The pressure in the calorimeter during these measurements was 4 x 10~ torr. The system is ion
pumped. There is a limited amount of organic materfal present in the system, including methane from
the ion pump. While data do not exist on the growth rate of such films, it is possible that there is
sufficient organic materfal present to cause the generation of absorbing polymer films. The fluence
dependence of the absorptance is consistent with film growth, if one assumes a linear growth rate with
incident energy.

3.2 Impurity and Color Center Absorption

As noted in a recent compilation by Sparks [5], there are a large number of atomic impurity species
which give rise to absorption in the UV. 1In addition, various color center bands exist in the UV,
Color centers are generally associated with charge trapped at lattice vacancy sites.

Concerning the growth of absorption with dose, while lattice displacements would probably result
in the generation of color center sites, it is unlikely that atomic displacements can be caused by the
~ 3.5 eV photon beam. However, color centers may also be "activated" by the transfer of charge from
impurity atoms to already existing lattice vacancies. Photons of 3.5 eV are quite capable of such
charge transfer as color center bleaching experiments have shown [6]. In addition, charge transfer can
take place between various impurity species, resulting in the growth of absorption bands with dose. As
notes by Sparks, if the oscillator strength is high, even ppb impurity concentrations can result in
absorption coefficients as high as 1071,

3.3 Implications

The data shown above have serious implications to large laser behavior. For example, a laser of
10 MW/cm? power density, 1 usec pulse length, and 1 kHz repetition rate has a fluence of 10 J/em? per
pulse, or a fluence of 10“ J/cm? per minute. With windows of CaF, behaving as shown in figure 4, the
window absorptance will have risen to 2 x 10~ in 70 sec of operation.

Similar results have been observed empirically b! Tachisto, Inc., who market a commercial UV laser
with an output power density of approximately 5 MW/cm® with a total flux of 1000 J/hr (7]. CaF, has
been used as a Brewster window material. The beam dimension is 0.4 cm x 1.5 cm which results in a
Brewster window dose per unit area of approximately 8 x 105 J/cm? in 100 hr of operation (assuming the
output coupler has R = 0.7). Typically, 100 hr of use results in a drop in output of 20%. This is
equal to a Brewster window absorptance of 7 x 102, This is quite similar to the darkening with fluence
observed in the work reported here. It must be kept in mind, however, that there are tremendous power
density differences between the Tachisto device and that repeated here, and that the lack of dependence
on power which we report here was shown to be true over a limited power range. In addition, other
coloring mechanisms may be acting in the Tachisto laser where the window is exposed to hard UV,
electrons, and x-rays.

4, Conclusion

By proper calorimeter beam conditioning we have simulated the photon fluence anticipated in larger
laser systems. We report here the observation of a fluence-dependent absorption coefficient in CaF;,
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SrF, and MgF, at 351 to 364 nm. Material exhibiting the fluence-dependent behavior discussed above
would be unsatisfactory for laser window material. We have discussed two possible darkening mechanisms,
polymer films and impurity or color centers. If the absorption is due to polymer film production it
should be possible to reduce the effect by appropriate care. If the absorption is due to impurity or
color center sites, on the ohter hand, it will be necessary to determine the precise nature of the
absorption and then to reduce the concentration of the offending species.
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COMMENTS ON PAPER BY TEMPLE AND DECKER

The discussion in this paper centered around the question of whether a polymen ilm on the surface of
the sample on colon centers in the bulk of the sample was responsible fon the observed absonption. 1t
was noted that polymen §ikms which could Lead to such an absorption are well known in synchrotron

(ation studies and are due to the polymerization of hydrocarbon compounds into heavy hydrocarbons.
A similar formation of a §ifm is seen in Laser tubes where a e amount of ultraviolet radiation
from the Laser discharge is present. Bulk coloning is seen in the Brewster angle windows used in many
gas Lasens, especially in quartz windows. In the experiments described in this paper the spot size
was very small, approximately a tenth of a miflimeter in diameter. 11 was very difficult therefore to
take the sample out of the apparatus, make a parallel investigation, and then repface it in exactly
the same Location. This prevented any Anvestigation of the effect of annealing, which would indicate
that the discoloration was due to colon center gormation. The speaker described the effect as permanent
that 48, that no reduction in the attenuation was seen over a period of several days. He indicated
that experiments to detexmine whether on not the attenuation was neduced by annealing would be carrnied
out in the near futwre.

-161-




T

SURFACE STATISTICS OF SELECTED OPTICAL MATERIALS*

Jean M. Bennett and J. Merle Elson
Physics Divieion, Michelson Laboratories
Naval Weapons Center, China Lake, California 93555

In order to understand and predict the scattering properties of laser
mirrors and wind , it 1is ary to know the statistical properties of the
surface microroughness. The rms roughness of the surface determines the total
integrated scattering, while the slopes of the surface irregularities determine
the autocovariance function and hence the angular dependence of the scattered
light. The rms roughness, rms slope, height and slope distribution functions
and autocovariance function have been measured for materiale of interest in
infrared, visible, and ultraviolet laser applications. These include fused
quartz, molybdenum, potassium chloride, copper, and silicon carbide. Varia-
tions between the statistics of different samples of the same material as well
as between samples of different materials have been found. The calculated
scattering to be expected from different samples will be discussed and related
to that measured for some samples.

Key words: Mirrors; scattering; surface roughness; surface statistics.
1. Introduction

Scattered light from the surfaces of laser optical components can arise from various sources: (1)
Defects whose dimensions are large compared to the wavelength of light give rise to so-called macro-
scattering, which is governed by the laws of geometrical optics. (2) Isolated defects whose dimensions
are comparable to the wavelength of light can be considered as dipole scatterers whose scattering
characteristics are predicted by Mie (dipole) scattering theory. (3) Microirregularities whose heights
are 'mall compared to the wavelength of light produce scattering which is predicted by diffraction
theory. (4) From certain types of rough metal surfaces, for example, silver and aluminum, there can be
radiative excitation and subsequent decay of surface plasmons yielding second-order light scattering.
Although all of these sources of scattered light are important, the most prevalent source is (3) because
all surfaces have some sort of microirregularities remaining from the finishing process whether it be
mechanical polishing, diamond turning, electropolishing, chemical polishing, ion polishing, or some
other process. These microirregularities are distributed over the entire surface and hence contribute
a larger fraction of the scattering, particularly in the visible and ultraviolet, than do isolated
surface defects such as scratches, digs, dust particles, etc. We are attempting to find ways to predict
the scattering from an optical component based on knowledge of its surface statistics. The theory
relating total integrated scattering (TIS) to surface statistics has proven to be valid in many cases,
and the advantages and limitations of this theory will be discussed. In order to predict the angular
distribution of scattered light, more information about the surface statistics is necessary, and the
theory is much more difficult. Progress is being made in this ares, some of which will be discussed in
this paper. Finally, examples will be given of some of the wide variety of surface statistics which
can occur on optical surfaces.

2. Total Integrated Scattering

Figure 1 gives a schematic representation of scattering from a rough surface. The incident beam
is assumed to be normal (or nearly normal) to the surface and the specular beam is in the appropriate
direction so that the angle of reflection equals the angle of incidence. The rest of the light is scat~
tered in all directions by the surface. For smooth but wavy surfaces the scattered light peaks about
the specular direction; rougher or matte surfaces scatter the light more equally in all directions.
For surfaces whose roughness is small compared to the wavelength and whose height distribution is
Gaussian, the TIS into a hemisphere is related to the rms roughness of the surface by the simple rela-
tion (1]l shown in figure 1. Most polished surfaces satisfy this relation and have height distribution
functions similar to that shown in the upper left of figure 2. (In this type of presentation the histo~
gram is obtained from the measured height data. The length of each bar represents the fraction of the
total number of surface features which have heights equal to the value given on the abscissa, which is
measured relative to the mean surface level (dashed vertical line). The smooth Gaussian curve encloses
the same total area and has a half width derived from the measured rme rc ghness of the surface.) Some
very soft materials such as polished KC1 have proportionately too many large bumps or deep scratches.
This distorts the measured histogram (upper right of fig. 2), putting too much contribution in the
tails. The influence of the extrema on the surface makes the rms roughness proportionately too large,

* Work supported by NWC Independent Research Funds and Defense Advanced Research Projects Agency.

1. Figures in brackets indicate the literature references at the end of this paper.
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so the half width of the Gaussian is also too large and the Gaussian does not fit the measured histogram.
For surfaces of this sort, the agreement between measured values of the rms roughness and those calcu-
lated from TIS measurements is not very good. TIS-derived values tend to be higher. Relatively few
surfaces have the problems illustrated by the histograms shown in the lower part of figure 2. If a
surface is extremely smooth but has rather large dust particles on it, one can obtain a distorted

height distribution histogram with the maximum shifted to negative values (because the particles have
influenced the placement of the mean surface level). Similarly, an etched or pitted surface which

is nominally smooth but has deep holes in it can have a distorted histogram with the peak shifted in

the other direction. Neither of these two types of surfaces would satisfy the assumptions in figure 1
and hence the simple relation between TIS and rms roughness would not be expected to hold.

Fortunately, most surfaces have gaussian height distribution functions and in this case it makes
sense to talk about an rms roughness for the surface. In figure 3 are shown the range of rms rough-
nesses, mostly derived from TIS measurements, which have been measured for polished optical surfaces.
In all cases it is easy to obtain larger roughnesses, but reducing the lower limit is much more diffi-
cult. (In the case of KCl, there is such a wide range of roughnesses that the difference between the
value measured directly and that derived from TIS measurements is relatively insignificant.)

Two unusual height distribution functions have been obtained from polished molybdenum and TZM
samples (2], and are shown in figure 4. The molybdenum sample on the left had a smooth but wavy surface
with a predominance of small bumps and absence of small holes. The TZM sample on the right had the
only bimodal height distribution we have seen with a relative absence of surface features whose heights
were very close to the mean surface level.

3. Angular Scattering

Figure 5 shows the relation [3] between the scattering per unit solid angle dP/d? as a function of
wavelength A, the optical constants of the mirror surface (given in terms of the dielectric constants ¢,
and €;), the scattering angle 6, the rms roughness §, and the spectral density function g(k), which is
the Fourier transform of the autocovariance function measured for the surface. The autocovariance or
autocorrelation function of the surface roughness is a measure of the average relationship between two
values of surface height separated by a finite distance. If the two surface height values are suffi-
ciently separated so as to be completely independent, then the autocovariance function is zero for that
separation distance. As the separation distance decreases, eventually one value of the surface height
will be influenced by the value of the other; then they are correlated. The autocovariance function has
argument p, the separation distance, and as p approaches 0 the surface heights become completely corre-
lated. The autocovariance function is defined in a mathematical manner elsewhere [3]. In the relation
for dP/dQ given in figure 5, we are assuming that the light is normally incident and polarized, and
that the scattered light is measured in the plane perpendicular to the direction of polarization of the
incident beam. Note that the expression for dP/dQ is composed of two parts: an optical factor which
is a function only of wavelength, optical constants of the material and scattering angle, and a surface
factor which contains the statistical properties of the surface. In figure 5 the optical factor is
plotted for a silver-coated mirror for three selected laser wavelengths. The separation between the
curves is caused by the A\~“ wavelength dependence, while the curling over of each curve at large scatter-
ing angles is caused by the cos?8 term in the numerator. The entire shape of each optical factor curve
is primarily determined by the above-mentioned cos8?6 term. Since the contribution from the optical
factor is nearly constant for scattering angles from 0° to about 60°, all the variation in the angular
scattering is caused by the contribution from the surface structure by way of the spectral density
function, 62g(k). A typical curve of a spectral density function for polished fused quartz is shown in
the lower right of figure 5. Here ng(k) is plotted versus k, the net change in the wave vector compo-
nent along the surface between the incident and scattered photon. For normal incidence an incoming
photon has no wave vector component parallel to the surface and therefore k in this case represents the
wave vector component, parallel to the surface, of the scattered light. Since k = (2n/))sin8, the
value of ng(k) can be obtained for any wavelength and scattering angle from the curve. The dashed
line marked FECO limit is the upper limit of k values for which ng(k) can be obtained from interfero-
metric measurements.

The calculated values of angular scattering are shown for three laser wavelengths in figure 6.
These curves are Broducta of the curves shown in figure 5. The vertical separation between the curves
comes from the \™" term, while the variation in the shapes of the curves for angles from 0° to about
60° is caused by the spectral demnsity function, For larger scattering angles the downward curl is
c by the d rd curl in the optical factor curves.

From the curves in figures 5 and 6, it is clear that the measured surface statistics form the most
important part of the calculations of the angular scattering. Hence it is appropriate to look more
closely at the different types of spectral density functions produced by surfaces having different
types of statistics. In figure 7 are shown the three basic constituents of surface structure: short
range random roughness, long term waviness, and periodicity. The short range random roughness is the
predominant type on most polished surfaces and produces a large initial spike on the autocovariance
function. This is because the features on the surface are uncorrelated and the only correlation is
between points on a given feature (bump or hole). The Fourier transform of this type of autocovariance
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function is slowly varying with no initial spike, and produces the type of scattering curve shown in
the lower center of figure 7. Waviness on a surface produces an autocovariance function with a much
larger correlation distance (zero intercept). The spectral density function and angular scattering
curves both show a very large spike for small k values and scattering angles. Periodicity in a surface
produces an oscillatory autocovariance function and a spike in the angular scattering curve at the
scattering angle corresponding to the relation sin® = )A/t, where t is the spacing between features on
the surface. This relation is a special case of the grating equation for normally incident light and
first-order diffracted light. For a periodic surface whose contour is close to a sine wave and whose
amplitude is small compared to A, such as the one shown, the second- and third-diffracted orders are
essentially completely suppressed, even though the first-order is very strong [4].

If a surface having short range random roughness is considered to be composed of many periodic
components of different amplitude, spacing, and phase [4], one can calculate the separation of surface
features that will produce scattering at a particular angle and wavelength. This information, obtained
from the grating equation for normal incidence illumination, is contained in the nomogram in figure 8.
The dashed lines show an example of how to use this nomogram: features which produce scattering at 5°
from the specular direction at a wavelength of 0.5 um have separations of about 5.7 um. This nomogram
emphasizes that for a particular wavelength, scattering between 1° and 90° can only be produced by
features on the surface having a finite range of separations whose ratio is less than 60. For example,
scattering between the angles of 1° and 90° at a wavelength of 0.5 um is produced by surface features
having separations ranging from 0.5 ym (d = 1) to 29 ym. Thus, evaporated films which consist of
particles having diameters in the 400 to 1000 b3 range should not affect the angular scattering in the
visible. Generally, the evaporated film contours the underlying substrate, so that the scattering is
produced by features on the substrate having larger separations.

4. Measured Surface Statistics

Based on the results of the preceding section, surface statistics should be measured with an
instrument having a lateral resolution adequate to detect surface features which produce scattering at
the desired wavelength and scattering angle. At Michelson Laboratory the instrumentation available for
the measurement of surface statistics includes a scanning interferometer employing mulciple beam fringes
of equal chromatic order (FECO) [5], a profilometer with a diamond stylus [6], and stereo electron
microscopy [7]. The height sensitivity and lateral resolution of these various instruments is given in
figure 9 along with the maximum length on the surface for which statistical information can be obtained
at one time. Stereo electron microscopy is useful when ovne is considering anguliar scattering in the
vacuum ultraviolet and x-ray regions. Conversely, FECO interferometry is useful chiefly for predicting
microirregularity scattering in the infrared and near-angle scattering in the visible. In the infrared,
microirregularity scattering from many surfaces is so small that other scattering mechanisms, for
example, dipole scattering from isolated particulates, dominate. Thus, the Talystep profilometer
currently seems to be the best tool for measuring statistics of surfaces whose irregularities produce
scattering in the visible and ultraviolet. The remainder of this paper will be devoted to a discussion
of statistics for various types of surfaces.

4.1 Fused Quartz

One might think that the surface statistics for a given material might be quite similar for differ-
ent types of surface preparation. That this is not so is well illustrated by polished fused quartz.
The surface profiles range from the smooth but wavy type for a bowl feed polished [8] surface to the
type with short range random roughness for a normal fresh feed polished surface. The former type of
surface profile produces an autocovariance function such as that shown in figure 10 (also, fig. 7,
left-hand column), while the latter type has an autocovariance function such as that shown in figure
11 (and fig. 7, center column). All variations in between are possible and have been observed, includ-
ing an extremely smooth fresh feed polished surface that was wavy and had very fine polishing scratches.
All of these polished fused quartz surfaces had normal Gaussian height (and slope) distribution func-
tions, such as that shown in figure 2, upper left.

The measured and calculated angular scattering curves for the two silvered polished fused quartz
surfaces whose autocovariance functions were shown in figures 10 and 11 are shown in figure 12. The
measured and calculated curves for the rougher, fresh feed polished surface were matched in the 20 to
40° range of scattering angles, but no other adjustments were made. The agreement between theory and
experiment is encouraging, but not yet quantitative. In particular, it appears that there may be
another unaccounted for scattering mechanism operating in the case of the smoother bowl feed polished
sample. One possibility is dipole scattering from isolated particulates such as dust on the surface
which may increase the entire scattering level without drastically affecting the shape of the scatter-
ing curve.

4.2 Molybdenum and TZM

Molybdenum (2] and one of ite alloys, TZM (containing titanium and zirconium) [2], have quite
interesting surface statistics and predicted angular scattering properties. Two unusual height distri-
bution functions were shown in figure 4. A third sample of polished molybdenum obtained from stock
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made by a different process also had a skewed height distribution function similar to that of the
molybdenum sample shown in figure 4. The initial portions of the autocovariance functions for these
three polished molybdenum samples are shown in figure 13. With the exception of the very near angle
scattering (less than 1° from the specular direction), the entire angular scattering curve in the
visible seems to be determined by the initial positive portion of the autocovariance function. Thus,
the predicted angular scattering from these three polished molybdenum samples should be quite different,
as shown by the three calculated curves in figure l4. However, the measured angular scattering for
these three samples is remarkably similar, as shown by the three additional curves in figure 15. The
reason for the discrepancy between theory and experiment is not clear and is currently being studied.

4.3 Potassium Chloride

Potassium chloride is a very soft material, and polishing it has been likened to polishing peanut
butter. However, using a polishing process developed at Michelson Laboratory [9], it has been possible
to obtain surprisingly smooth surfaces. KCl is one of the few polished materials that does not have
Gaussian height and slope distribution functions (see fig. 2, upper right). A more unusual type of KCl
surface has been produced by Honeywell [10]. The sample has been made by pressing between optical
flats in a two-step process with no additional polishing or surface treatment following the second
pressing operation. The height and slope distribution functions for the plano surface of a plano-
concave lens produced by this process [11]) are shown in figure 16. These have a non-Gaussian character
similar to that of polished KCl. The corresponding autocovariance function for this material, figure
17, looks similar to that of a fresh feed polished fused quartz sample (fig. 11), although the surface
seems to be more wavy.

Since KCl is so soft, it is important that the diamond stylus used to obtain the surface statistics
does not gouge the surface. !UIxtensive experiments have been performed to determine the magnitude of the
stylus loading which will not damage KCl surfaces when styluses having various radii are used [12]. All
the measurements reported here were made using loadings that did not permanently mark the KCl surface.
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