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Preface

The time digitization system design provided an interesting oppor-
tunity to apply some high level design tools to the development of a
small microprocessor system. The tools were primarily borrowed
from software development theory, but they proved to be a.pplic;ctble to
a combined hardware and software design as well. Of all the design
tools, the techniques borrowed from the Structured Analysis Design
Technique provided the most satisfying results. Since the Central
Inertial Guidance Test Facility which sponsored the thesis is at
Holloman AFB, New Mexico, it was possible to visit and discuss the
system with laboratory personnel only once, and that was late in the
design process. For that reason, the Structured Analysis style
diagrams were very valuable for communicating difficult ideas. Even
more important, the diagrams proved very easy to reorganize into
hardware and software divisions which made a system design and
especially the MSI hardware design quite simple.

This thesis would not have been possible without the assistance of
several people, and their help is gratefully acknowledged. Lt Donald
Pottenger who is the CIGTF project officer spent many hours finding
answers to questions and learning to read SA diagrams. Captain Peter
Miller was an understanding and encouraging thesis advisor, and

Captain James Peterson provided the key design tools in his software
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£ engineering course, Joyce Burnette's skillful typing improved the
looks of this paper immeasurably. Finally, without the patience and

support of my wife, Kris, this thesis would not have been possible at

all, 3
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Abstract

A design was developed to show the feasibility of a special micro-
processor based data acquisition system called a time digitization
system, which is to be used during tests of inertial guidance com-
ponents for Air Force weapon systems. The time digitization system
accepts two channels of digital pulse inputs and up to eight channels of
analog inputs. A record, called a net count, of changes in the phase
relationship between pulses on the two digital channel inputs is main-
tained, and at the occurrence of designated pulses on one of the
digital channels, a time value, analog data, and the net count are
saved. The acquired data is organized into records and transmitted to
a minicomputer.

A digital system life cycle was developed to serve as a framework
for the design project. Within the life cycle, requirements definition,
system design, hardware selection/software structure, and circuit
layout phases were completed. A technique patterned after Structured
Analysis was used to construct a requirements definition model. The
requirements model was converted to a system design model by
separating hardware and software functions. An Intel 8080 micro-
processor system was selected to perform the software functions, and
MSI circuits were selected to perform special purpose hardware

functions which were beyond the capability of a microprocessor. Cir-

cuit layouts for both the 8080 microprocessor system and the special

xii
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purpose hardware were developed. A software structure patterned
after finite state automata was created to control the data acquisition

process.
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DESIGN OF A LABORATORY
DATA ACQUISITION SYSTEM
(TIME DIGITIZATION SYSTEM)

I Introduction

This paper presents a design for a small, special purpose digital
device which is to be used for acquisition of precision data from iner-
tial guidance instruments undergeing static and dynamic tests. The
device is to be called a time digitization system because all the data
acquired during tests must be related to an elapsed time value main-
tained by a digital clock. The idea for the time digitization system was
developed by the Central Inertial Guidance Test Facility (CIGTF) of the
6585th Test Group at Holloman AFB, New Mexico. The time digitiza-
tion system design described in this paper is developed from specifi-
cations provided by the CIGTF.

The development procedure used in this paper is top-down. A
modified version of the Structured Analysis Design Technique (SADT)
is a major design tool. Since the design is a masters thesis project,
this paper emphasizes the intermediate steps of the design process as
much as the final design itself.

The following sections of the Introduction provide background

material necessary for understanding the function of a time digitization

-
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system, the objectives of this investigation, the general design approach
that is employed in this project, and an overview of the topics covered

in this paper.

Guidance Laboratory Data Acquisition

The 6585th Test Group's Guidance Test Division or CIGTF is
responsible for evaluating inertial navigation and guidance components
and subsystems designed for Air Force weapon systems. Part of the
evaluation process involves operating the inertial hardware, exposing
the test specimen to a precisely known environment, and collecting
data which represents its performance. The data is analyzed and the
performance is modeled to evaluate the test specimen. Laboratory
instruments which are now used make data acquisition a multi-step
process, and that leads to undesirable delays between the time data is
collected and the time it is analyzed. The equipment deficiency

4

prompted the proposal for a time digitization system.

During a laboratory test, output data from the inertial test speci-
men is produced in the form of digital pulse trains and analog signals
which are stored on magnetic tape. Once the tape is full, it can be
removed to another location where appropriate data samples are
extracted and stored again on digital tape. Later, the data on the
digital tape is analyzed to produce the test results. The computations

necessary to extract the proper data samples from the original tape

are not trivial, and if the standard laboratory HP 2100 class minicom-

puter is employed for the task, little computation time is left for data

2
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validation and interim data analysis which the minicomputer is also
capable of performing (Ref 1:1). Another difficulty which complicates
software requirements for final data analysis is that no standard for-
mat has been developed for storing data samples.

A number of improvements in the data acquisition process are
desired. If the digital pulse trains and analog signals created during
a test can be supplied directly to a minicomputer, the time required
for the intermediate data storage process can be eliminated. What is
necessary is an interface device between the test instruments monitor-
ing the inertial navigation component and the minicomputer. The
interface device must be able to translate the pulse trains and analog
signals into a form useable by the minicomputer. By making the inter-
face device powerful enough to select the proper data samples and
prepare them in a standard format for storage, minicomputer compu-
tation time can be released for a significant amount of data validation
and analysis. Since tests may run as long as a few months, data valida-
tion and some preliminary data analysis could save a substantial amount
of time by early identification of malfunctioning test equipment or sub-
standard performance by an inertial component. The proposed inter-
face device, in essence a special purpose processor which is to operate
in parallel with a minicomputer, is the time digitization system.

The time digitization system, then, is to be a data acquisition
device which accepts pulse trains and analog signals, and produces

digital data samples as outputs, Since a number of methods for
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selecting data samples are used at various times, the time digitization
system must operate in any of several modes which can be selected by
an operator. The term 'time digitization' comes from the requirement
that each data sample must contain a digital time value representing
the time of the sample in relation to a master elapsed time clock. A
final and significant requirement imposed on the time digitization

system is that it be low cost. (Ref 1:1, 4-5)

Objectives of the Thesis

The Statement of Work which the Guidance Division produced to
specify the functions a time digitization system must perform states
that a low cost microcomputer system should be capable of performing

the repetitive and time consuming tasks associated with data acquisition

(Ref 1:1). The purpose of this investigation is to verify that a microcom-

puter-based time digitization system is possible. During the system
design, costs incurred by various system specifications are analyzed
to provide the information necessary to determine if any changes are
required in basic system concepts. Because the results of this study
may lead to a change in specifications for the time digitization system,
the scope of the design project is limited to preparing a design docu-
ment which shows the necessary hardware and software. Purchasing
and testing hardware components is deferred until a final decision on
specifications is made.

Aside from the time digitization system design itself, this thesis

is also concerned with the effects of several design tools. The first

4
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tool is a general framework to guide the design effort. This frame-
work, which is described in the next section, is called the Digital

System Life Cycle, and is a slightly modified form of a common Soft-

ware Life Cycle concept. The second design tool consists of procedures

adapted from the Structured Analysis Design Technique. These pro-
cedures are applied first to the development of a requirements
definition model. Then the requirements definition model is divided

into hardware and software portions to create a system design. The

last major design tool is the finite state automata approach to developing

a software structure. The reasons for selecting SADT and the finite
state automata software structure and their effects are described in
the body of this paper.

Since microprocessor based laboratory instruments currently
perform many types of data acquisition (Ref 2:65), it is reasonable to
assume that a time digitization system can be built. Using similar
systems as a guide, it is expected that a microprocessor system can
be dedicated to data acquisition and need not have the flexibility of a
general purpose computer. However, the system must be controllable
at least as far as selecting the appropriate data acquisition program.
Some method for modifying data acquisition programs should be avail-
able so future changes in laboratory equipment or techniques do not
destroy the usefulness of the entire time digitization system. These
few preliminary assumptions about the nature of the time digitization

system form the starting point for the design effort. However, before
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the results of the design project are presented, the general design

approach of this thesis should be clearly defined.

Design Procedure

Designing with microprocessors and other large scale integrated
(LSI) circuits is a new and relatively unstructured field. Only since
1975 has much been written which deals with the subject (Refs 3;4),
and most of the writing has been in journal articles about applying a
class of devices to a specific problem or applying one product to sev-
eral types of tasks., Perhaps because the variety of L.SI devices being
produced has expanded so rapidly, no widely accepted, comprehensive
design theory has emerged. The result is that most LSI designs are
done on an ad hoc basis, and the choice of hardware components
usually depends on the designer's experience or the programming
development aids that are available. However, on a more general
level some design theory is available.

System Life Cycle. One way to view the process of design develop-

ment is suggested by the phases of the software life cycle, one version
of which is presented in Figure 1-1. The progression of phases from
conceptual to requirements definition and then to design show a top-
down design approach which is generally considered most efficient.
The software life cycle is usually applied to the development of soft-
ware for hardware systems that already exist or at least which have

been specified, but the concept of the life cycle is sufficiently general




to be extended.

When considering all the tasks which can be performed by digital
devices, a broad range of functions can be found which lend themselves
to both hardware and software implementations. Therefore it is reason-
able to assume that a high level design approach suitable for software
can apply equally well to at least some hardware functions. Further-
more, in a combined hardware and software design project such as the
time digitization system, many functions cannot be allocated to hard-
ware or software until more detailed specifications can be developed.
What is needed is a design approach encompassing both hardware and
software, and in this paper the software life cycle is modified to serve
that purpose.

The digital system life cycle that provides a framework for this
paper is presented in Figure 1-2. The actual system design begins in
the requirements definition phase and ends at integration, but the con-
ceptual and operational phases both influence the system design.

Conceptual Phase. In the conceptual phase, the idea for a new

system comes to life. The idea for the time digitization system, for
example, came as a likely method to improve data acquisition in the
CIGTF. This phase.is the province of those who will eventually
benefit from the digital system, and. not of the system designer in‘
normal circumstances. As a consequence, the documentation which
represents the conceptual phase can not be expected to define system
requirements well enough for a designer's use, but it does provide
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a starting point for the requirements definition phase. For the time

digitization system, the Statement of Work produced by the Guidance
Test Division constitutes the completion of the conceptual phase.

Requirements Definition Phase. The requirements definition

phase consists of specifying exactly what functions a system must
perform and what timing restrictions it must meet. At this level of
design, the things that are of interest are system inputs, the proces-
sing of the inputs, and the system outputs. The choice of specific
hardware and coding methods should be left for later phases so design
options are not prematurely limited.

In this thesis, the methodology and documentation chosen to define
requirements is patterned after a Structured Analysis (SA) activity
model. The Structured Analysis Design Technique was developed by
the SofTech corporation as a precise, graphic method for identifying
functions and showing their interrelationships in a system. In this %
paper, the SA model is also used to specify performance and interface
requirements. Because the model repeats all the pertinent information
in the original Statement of Work, and because the Statement of Work «
is not a part of the design process proper, it is not included in this
paper.

System Design Phase. The system design phase of the software

life cycle is divided into two phases in the digital system life cycle
because both hardware and software are involved. In the new system

design phase, functions identified in the requirements definition are

9




I assigned hardware or software implementations as appropriate.

Structured Analysis modules lend themselves to easy rearrangement,
- | and that method was chosen for developing the system design for the
] time digitization system.

Hardware Selection and Software Structure Phase. Hardware

selection and software structure are two separate but closely related
functions forming the fourth life cycle phase. Since LSI hardware is
less flexible than software, it is more likely to be developed first. In
this paper, hardware block diagrams are prepared, and then a soft-
ware structure is designed which can operate efficiently with the

selected hardware.

Circuit Layout and Coding Phase. In the circuit layout and coding
4
phase, the design work becomes more mechanical since the major
# design decisions are made in previous phases. Circuit layout is con-
sidered to include logic equations and circuit diagrams showing specific
integrated circuit chips and their interconnections. Coding, of course,
is simply writing the programs defined by the software structure.
Circuit layout for virtually all of the hardware is presented here, and

code for the most important software functions is also provided.

i’ Testing Phase. Although some validation should occur along with
the previous phases, during the testing phase the entire system is
checked as thoroughly as possible. Test plans are advisable, and

results should be checked against the approved version of the require-

W —

] ments definition. Tests can be conducted with actual hardware or

10

it i




through computer simulation. Some recommendations for testing the
time digitization system are included at the end of this paper.

Integration Phase. Plans for integrating a new system into its

intended operating environment begin with the conceptual phase and
continue through the entire design process. However, once the system
is constructed, its interfaces with other systems must be thoroughly
exercised. This phase is beyond the scope of the thesis.

Operational Phase. The design process ends as the operational

phase begins, but part of a completed design is documentation
describing system operation and maintenance. In addition, the final
design should include features helpful to the system users: easy,
reliable operation; easy, inexpensive repair; and easy modification.

Iterations Between Phases. The straight line hierarchy of the

digital system life cycle is somewhat misleading. Iterations between
consecutive phases is normal and was done regularly in the time
digitization system design. For the most part, changes to documents
from a completed phase were limited to the immediate predecessor

of the current phase, This simplified the design effort, and shows the

effectiveness of the system life cycle design approach.

Overview of the Thesis

This paper presents complete documentation for requirements
definition, system design, hardware selection, and software structure.

Circuit layout for all but a few specialized functions is provided. How-

ever, because system specifications may change as a result of this

11




investigation, only critical segments of code are developed. Testing
and integration are discussed brieﬂy; »

Following the life cycle sequence outline, the requirements defini-
tion and the system design are presented in Chapters II and III. To
maintain logical continuity, however, hardware selection and circuit
layout are combined as are software structure and code. Chapter IV
gives the hardware selection and circuit layout for the digital proces-
sor and its support chips, and Chapter V does the same for functions
which must be implemented in special purpose ha' #are. The soft-
ware structure and some sample flow charts outlining coding require-

ments are presented in Chapter VI. The thesis concludes with results

and recommendations in Chapter VIL,
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II Requirements Definition

In the requirements definition phase, general ideas about a new
system are made specific and checked for completeness. For a digital
system, performance and I/O must be defined (Ref 6:66) where per-
formance is accomplishing specified functions and meeting timing
requirements. The word definition implies the use of some language,
but English prose is normally not sufficient to document design require-
ments because ambiguities are difficult to avoid. Thus, a more
descriptive and precise language is necessary, a language which is
likely to combine verbal explanations with some well defined form of
diagrammatic notation. Whatever language is selected for the require-
ments definition must be easily understood both by the people who
originated the system concept and the designers who develop the
concept into a working device. The eventual system users should be
able to agree that the requirements definition document describes
what they really want, and the designers must be able to understand
exactly what is needed. Finally, the chosen language must lend itself
to easy verification of completeness and consistency. Completeness
minimizes the threat that an unexpected problem will force major
changes to a system late in the design process, while consistency

assures that the new system is actually possible.
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The objective of this Chapter is to develop a requirements definition
which is specific, understandable, and complete. To accomplish this
objective, methods from SADT are used to build a requirements defini-
tion model. The next section explains why SADT is used. The following

section completes the chapter by presenting the SA activity model.

Requirements Definition Language

Structured Analysis (SA) has most of the prerequisites for a good
requirements definition language. It uses precise, well defined graph-
ical notations which have been refined over several years of use. The
diagrams are simple and easily understood by people with a scientific
background, and because SA models are built top-down they tend to be
complete. Other well developed requirements definition languages exist
(Ref 7:7), but they are computer based rather than manual as SA is, and
they would be too expensive and complex for a project as small as the
time digitization system. One notable deficiency in the SA diagrams is
the lack of a method to specify timing relationships between several
functions, but the defect is not critical in this application.

Structured Analysis conventions are described in several publica-
tions produced by SofTech (Refs 8;9), and Appendix A gives a short
review of the major conventions. However, in this paper a few depar-
tures from normal SA procedures are made. Most notable is the
omission of a data model corresponding to the activity model. During

the time digitization system design process a data model was prepared,
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but it provided only a few minor insights. The data model is not
included in the paper to simplify the presentation. Text describing
each diagram is incorporated into the chapter, and the diagram orien-
tation is changed to fit the style of the thesis. Timing specifications
and interface (I/O) requirements are added to the text for each diagram
to make the SA model a more complete requirements definition,

The Structured Analysis activity model presented in this chapter
is the fourth version of the model. After the first version was pre-
pared, it was reviewed for clarity and consistency by a reader familiar
with SA conventions but not with CIGTF needs. The model was then
revised and sent to the Guidance Division to be evaluated for functional
accuracy. The evaluation identified at least one significant functional
misconception which was corrected in the third version. The third
model was reviewed and approved by the Guidance Division, however,
a few small changes and corrections were made later in the design

process leading to the fourth and final model which is given here.

Structured Analysis Activity Model

As an introduction to the Structured Analysis activity model, the
distinctive features of the time digitization system are reviewed here.
The function of the time digitization system is to acquire data during
tests of inertial components, to format the data, and to transmit the
data directly to a minicomputer. Test data from the inertial hardware

is provided by several sets of signals, with each set containing two

15

s

b b N el i e P o




4
&
£
i

L o o

channels of digital pulse trains a..d up to eight channels of analog
signals, From this point on in the design, a time digitization system
is assumed to process only one pair of digital pulse trains and their
associated ¢«  'og channels. Each additional set of signals can be pro-
cessed by an identical time digitization system, and the only necessary
relationship between time digitization systems is a common elapsed
time clock.

The data which a time digitization system must collect depends on
the pulses on the two digital channels, One of the channels is desig-
nated the primary or master channel, and the other is used as a
reference channel. A continuous count, called a net count, which
relates directly to changes in angular velocity in the inertial hardware
is computed using pulses on the primary channel and their phase
relationship to pulses on the reference channel. Then, at certain
pulses called events on the primary channel, the net count and the
value of the analog signals must be stored as data samples. Several
modes for selecting events are described in the SA model; although the
purpose for each mode is beyond the scope of this paper, each method
for collecting data is appropriate for different test conditions.

The data samples collected by the time digitization system must
be organized in a standard format and collected into groups of 32 which
are called data records. The time digitization system is to transmit
data to the minicomputer a record at a time at a rate of 122 records/

second (approximately 1 million bits/second). The 122 record/second
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Node Title

A-1 Perform Guidance Equipment Testing
A-0 Acquire Test Data
A0 Acquire Test Data
Al Condition Digital Signals
A2 Determine Net Count
A3 Identify Selected Event
A32 Skip N Events
A33 Delay for Time Window
A4 Prepare Data Record
A44 Prepare Data Sample
A45 Send Data Record

Figure 2-1 Requirements Definition Model Index

rate is also the maximum instantaneous or peak datg acquisition rate
although the maximum continuous acquisition rate is 8 records/second.

The last few paragraphs describe the time digitization system in
general. The purpose of the SA activity model is to define in detail
the requirements imposed on the time digitization system. An index
to the model is provided in Figure 2-1 and can be used as an overview
to the functions the system must perform.

The text describing Node A-1 begins on page 18. From that

point on in this chapter, the text for each node is on a separate page

which faces the figure showing the node.
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Perform Guidance Equipment Testing (Node A-1). Figure 2-2,

Perform Guidance Equipment Testing, presents the context in which
the time digitization system must operate. The immediate concerns
during a test of guidance equipment are operating the guidance equip-
ment (3), acquiring test data (2), and controlling the test process (1).
The diagram shows the time digitization system (2M1) both as an inter-
face between the test instruments (3M1) and the minicomputer (1M1),
and as a processor which operates in parallel with the minicomputer.
The minicomputer is to be a model in the HP 2100 series, and
communication between the minicomputer and the time digitization
system must be done via a 16 bit bidirectional data bus. The data
record ready signal (2C1l) may be used for interrupts or direct memory
access in the minicomputer. Analog-to-digital (A/D) converters are
assumed to be part of the test instruments and require a strobe (201)

to start signal conversion.
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Acquire Test Data (A-0). Node A-0, Figure 2-3, begins the model

of time digitization system functions. The purpose of the model, as
noted before, is to define the system requirements; the viewpoint of
the model is that of the system designer. The system acquires data
according to the method specified by the program commands (Cl).
Data input comes in the form of continuous streams of digital pulses
(I1) and analog data (I2) from A/D converters. Output includes a
strobe for the A/D converters (01), a data record ready signal (02),
and the data records themselves (03).

The system must be able to acquire and transmit a continuous
average of 8 data records per second. For bursts of input, the system
must be able to reach a maximum instantaneous acquisition rate of
122 records per second. Transmitting stored records must be done

at a minimum rate of 122 records per second (999, 424 bits per second).
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Acquire Test Data (A0). Node A0, Acquire Test Data, which is

shown in Figure 2-4 decomposes the operation of the time digitization
system into four primary functions: the incoming digital eignals (I1)
must be conditioned (1), that is made compatible with the electronic
devices used in the remainder of the system; a net count must be com-
puted (2); events must be identified (3); and all data collected must be
formed into records (4). Condition Digital Signals (1) provides two
channels of pulses, a primary (102) carrying test performance infor-
mation and a secondary (101) which is used as a reference. The two
channels of pulses are used to determine the net count (2), and the
primary channel is used to determine when an event of the type speci-
fied by the event command (3C1) has occurred. An event signal (302)
causes data to be collected to become part of a data record. Voltage
and slicing level settings (1C1) first appear at this level of the model

because they are envisioned as manual controls which will be adjusted

once before a test begins.
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Condition Digital Signals (Al). Condition Digital Signals, Node Al,

is presented in Figure 2-5. The function described in this diagram is
converting digital signals (I1) from laboratory test equipment into
signals (01, 02) which are compatible with circuitry in the rest of the
system. The voltage level setting (C1) should reflect the voltage
range of the incoming signals, and the slicing level (Cl) determines
the difference between a logic zero or one signal.

Incoming digital signals (I1) are to meet the following timing

criteria:
Pulse Frequency .01 Hz to 100 KHz per channel
Minimum Pulse Width 1 microsecond

Output digital signals (01, 02) must meet the following criteria:

Slicing Delay 0. 2 microseconds maximum
Signal Rise Time 10 to 100 nanoseconds

Incoming digital signals (I1) are to have the following

characteristics:
Signal Range 2 to 20 volts
DC Bias T 20 volts
Impedance 1 Kohm minimum

The slicing level setting must be variable between 1.5 and 4 volts.
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Determine Net Count (A2). The process of determining the net

count is presented in Figure 2-6. The net count (01) provides a con-
tinuous record of the phase relationship between the primary channel
digital signals (I2) and the secondary or reference channel digital sig-
nals (I1). The primary channel signals represent a performance para-
meter (angular velocity) of an inertial component being tested, while
the reference channel provides a standard against which the perfor-
mance can be measured. Factors which determine a change in the net
count are a pulse edge (leading or trailing) on the primary channel (101),
the state of the secondary channel (201), and a state change on the
secondary channel (301) since the last pulse edge on the primary
channel.

A flow chart demonstrating how to compute the net count is pre-
sented in Figure 2-7. In the figure, X represents the primary
channel, and Y stands for the state of the reference channel. Figure
2-8 gives a sample net count computation.,

Logic equations can also be used to specify changes in the net
count as follows:

L = Leading Edge

T = Trailing Edge

S = Secondary Chann:zl High

C = Secondary Channel State Change

Increment Count = LSC + TSC (1)

LSC + TSC (2)

Decrement Count

At all other times, the net count must not be changed.

e

22




Since the net count (01) may change at any pulse edge on the pri-

mary channel, and because the minimum pulse width is one micro-

WP VNEINNT AP THNIESNOY WSS S SO Yoo

second, the net count must be updated in less than one microsecond.
The net count is to run continuously through a test, starting at zero ]
only at the start command (Cl). The start command may be implicit

in other commands.
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