—

.~ AD=A05S 191

UNCLASSIFIED

AIR FORCE INST OF TECH WRIGHT=PATTERSON AFB OHIO SCH==-ETC F/6 17/7 :
A DESIGN OF A TRAJECTORY ESTIMATOR USING MULTIPLE DME RANGE HEA-ETC(U) N

- MAR 78 R N RIGGINS

AF1T/G6G6C/EE/T8~4

____:‘IL__




AFIT/GGC/EE/78-4

-
A 4

A s T o B o e AT ' o i it

; A DESIGN OF A TRAJECTORY ESTIMATOR
USING MULTIPLE DME RANGE MEASUREMENTS

THESIS

AFIT/GGC/EE/78-4 Robert N. Riggins
Lieutenant USAF

DDC |

JUN 16 1978

)
{
| -
| -
Approved for public release; distribution unlimited
(] (e

.

> bsr)() G
A ?(/’3 v | 8 ( ‘4’1
e T — - BT N p——"




e,
o,

AFIT/GGC/EE/78-4

A DESIGN OF A TRAJECTORY ESTIMATOR
USING MULTIPLE DME RANGE MEASUREMENTS
'

THESIS

Presented to the Faculty of the School of Engineering
of the Air Force Institute of Technology
Air University

in Partial Fulfillment of the

Requirements for the Degree of
ACCESSION for

Master of Science KIS White Section Jg
e Buff Section [

JUSTIFICATION........... . ]
ot |

{
|

! .
i URARNOUNCED % | |4
J

3y

AVL a0d o SPEGIAL™

. A |

Robert N. Riggins, B.S.E.E. 'l
USAF

Lieutenant

Graduate Electrical Engineering

March 1978

Approved for public release; distribution unlimited




Preface

The content of this study was proposed by Major Richard
M. Potter in support of current CIGTF research efforts at
Holloman AFB. Both AFIT and ASD at Wright-Patterson AFB
provided computer allocations for the design and testing
stages.

I would like to give sincere thanks to both Major Potter
and Peter S. Maybeck for aid and guidance through the com-
plexities of the project. I would also like to express my
appreciation to Captain Richard M. Reeves for computer
assistance, and Captain Gary Reid for helpful sﬁggestions,
and Donna Hadley, Sheri Vogel, and Cindy Held for typing.

Most of all, I would like to acknowledge my indebtedness
to my wife, Debbie, for providing assistance in all phases of

the project and for displaying patience and understanding

throughout the duration of the study.

Robert N. Riggins 4




Table of Contents

Preface

List of Figures
List of Tables

List of Symbols

Abstract .
K Introduction
1X. Background
History . .
Use of Multlple DME for a Position

Determination .
DME Error Model

ELE. Estimator Design

Theory

System Dynamlcs

System .

Approx1mat10ns

Estimator States

Dynamic Equations

Covariance Propagation
Measurement Prediction

Introduction .

DME Station Informatlon

Coordinate Transformation
Measurement Prediction . . %
Actual Measurement and the Re31dual
Linearized Measurement Equation .
Kalman Gain and Update Equatlons
Bias Calculation : g
Truth Model Data

The Overall Estimator . . . . . . . EMRIETK
Iv. Estimator Performance Compared to the FASTMAP
Filter ., . . . e A T

Initial Condltlons ‘ ‘
Comparison of 7- and 9-State Estimators .

. vii

.viii

xi

Qo Ut ur =

11

14
14
15
16
i7
22
24
24
25
25
26
27
27
31
32
34
38

43

43
47




Page
Comparison of Estimator and FASTMAP Filter
Poajtions and Veloedties . . . v + « o o v o 92
Bstimator State Variances . . . + . « + o « o +» 62
PME Station Blag Results . . « v v o« o s x » « 6B
V. Estimator Performance Compared to CIRIS . . . . . 72
CIRIS Data . . e T e I s A
CIRIS Estimates of Error . . TR . ,
Matching CIRIS and Estimator States 1n T1me NESP . ﬁ
Beab Reanmlbs: "y i o B gl S B L s B &
i VI. Effects of Omitting Measurements . . . . . . . . 92
Omission of Bad Measurements . . e o0
Effects of Increasing the Time Botween
MeasuFemenba .. = o e v e w e e H]
VII. Conclusions and Recommendations . . . . . . . . . 100
CONCIUSHONS . . T e e e e e e e e MO0
Reconmenaations | '« ' v w w x v w owmiw w6 e e HOL
BB AoRraphvl o. 1 0 Tl e R SR T e e A
Appendix A: Local Geodetic Frame to XYZ Coordinate
PEANS EOTMaEIon || sl et e s L S
Appendix B: Linearized Measurement Equation . . . . . . 106
Appendix C: Computer Program . . .« . « « v s &« « +» » » 110

15 1 o O R e S B T e A s S e R S Rl S e 1 (-




List of Figures

E Figure Page
{ 1 Position Via Three DME Stations . . . . . . . . . 7
F :
E AR D e e e A S N L N R
3 Dependence of as/ab on 8e/8P¢g and aelaPA
in H Matrix . ; ; 30
1 4 Relative Station and Aircraft Locations:
Stations in Same General Direction . . . . . . . 35
5 Relative Station and Aircraft Locations:
Stations Radially Distributed . . . ., . . . . . . 36
E 6 Example of Relative Station Locations . . . . . . 37
7 Estimator Flow Ghaxt @ o7 & v v aeh e e e 42
8 Comparison of 9- and 7-State Estimator
. b = L R e N e |
'iv 9 FASTMAP and Estimator Trajectories for
FATEE O3 SOEORRNE o o 8 R e e e e
10 FASTMAP and Estimator Latltude for First
D3 SECOTIAE s Srne s I g e fre e e et e L oy
11 FASTMAP and Estimator Longltude for First
: I3 Seconde . . . s ov e . e TP e SR - - |
12 Relative Station Geometry for First
3 Deconds OoF FLEBRE - . . « v o' v v o % % o wow » S1
13 FASTMAP and Estimator Latitude Velocities
£O0F Fitst 33 Seconds . « s wiwiv v v s % owiw e o 6D
14 FASTMAP and Estimator Longltude Velocities
i for FPirst 33 Seconds . . . « . SRR Py |
15 Estimator Variances for Latitude Position,
Longitude Position, and the Bias State for the
FAEBt Recoxd (O.29 Secontdl) . + o « « 5« v o« « o » B3
‘ 16 Latitude Position Variance P(k+1)(1 l) for
; First 33 Seconds . ; 65




Figure
17

18
19
20
21

22

23

24
25
26
27
28
29
30
31
32
33

34

Four Station Bias Values for First Record
Showing a Steady State Tendency .

Residual and Bias History for Station 37
Residual and Bias History for Station 59
CIRIS and Estimator States Mismatched in Time .

CIRIS Latitude versus Time for 18 Minutes
of Flight .

CIRIS Longitude versus Time for 18 Minutes
of Flight .

CIRIS and Estimator Longitude and Latitude
Velocities versus Time st e e s T

Latitude Position Error .
Longitude Position Error
Latitude Velocity Error .
Longitude Velocity Error
Latitude Position Error Histogram .
Longitude Position Error Histogram
Latitude Velocity Error Histogram .

Longitude Velocity Error Histogram

Time History of the Residual Standard Deviation .

Effects of Measurement Cutoffs on Estimator
Variance

Relationship Between the Number of Measurements
Omitted and Time-Averaged Estimator Latitude
Variance i s o S N e

vi

67
68
69
76

78

79

80
81
82
83
84
85
86
87
88
93

96

99




B

Table

64 |

III

IV

VI

VII

VIII
IX

List of Tables

Units of Estimator States

Comparison of 7- and 9-State Estimator
Positions

9-State Estimator and FASTMAP Filter Longltude

Velocity in Fifth Record

7-State Estimator and FASTMAP Filter Longltude

Velocity in Fifth Record

Comparison of FASTMAP Filter and Estimator
Position R e b P B IR S
Summary of Approximate Steady State Bias for
DME Stations Used During First 40 Minutes of
Flight AT Rt e e e
CIRIS Estimates of Standard Deviation of
Error . o s A e e e S e [ e e

Example of CIRIS Estimates of Error .

Four Values of X and Corresponding FASTMAP and

Estimator Position Differences

49

50

54

74
75

94




.

(A
Ty

List of Symbols

Defined or

First Used

p. 6

Eq (5)

Eq (5)

n(t)
w(s)
n(s)

Defined or
First Used

Eq (6)
Eq (6)
Eq (6)
Eq (6)
Eq (7)
Eq (7)
Eq (7)
Eq (8)
Eq (8)
Eq (9)
p. 16

p.- 16
p. 16
p. 16

p.- 16




Defined or

t
i

; Symbol First Used

[: ] Eq (5)

|

r A p. 16

|

5 P p. 17

i \' p. 17

| A p. 17

E

% n p. 17
P¢g Figure 2
V¢g Figure 2
A¢g Figure 2

Féi PA Figure 2
Vk Figure 2

] AA. Figure 2

] ;
Nog Figure 2
) Figure 2
€@ el
t(k+1) p. 17

s

F

: @ (k) P A

ix

Hgt

>

d><> ™

<>

Defined or
First Used

P.

Eq
p.

Eq

Eq

Eq

Eq

Eq

Eq

Eq

Eq

16

(19)
20

. 20
s
.

. 24

(47)

(48)

(48)

(48)

(48)

(48)

(48)

(48)

« &

. 46




:’ . ‘ .
W —

Defined or

First Used

p. 47

o, 52
Eq (71)

Eq (72)

p. 62

p. 62

p. 62

Eq (75)

Eq (76)

Table VII

Table VII

Table VII

Table VII

Table VII

Table VII

p- 76

Defined or
First Used

p. 92

p. 94
p. 102

p. 104




AFIT/GGC/EE/78-4

Abstract

This report is directed toward the design of a real-
time estimation algorithm, a Kalman filter, that estimates
aircraft position and velocity using multiple DME range
measurements. The estimator is designed and tested for
feasibility as a reference system for examining Inertial
Navigational System (INS) low frequency errors. Both a
9-state estimator including jerk states and a 7-state esti-
mator without the jerk states are designed.

With the tuning parameters used in the estimator tests,
the 7-state estimator provides better performance than the
9-state estimator. An approximate analysis of the 7-state
estimator performance (by comparison to FASTMAP, a currently
used and accepted filter, and CIRIS, the Completely Inte-
grated Reference Instrumentation System), reveals that esti-
mator errors in the high frequency range are greater than
thgse of an INS, but errors in the DME-based estimator are
consistent in strength and do not exhibit an unbounded
growth as typical of INS errors. For the estimator in this

study, the approximate values that encompass 50 percent of

all the errors (as compared to CIRIS) for latitude, longitude,

latitude velocity, and longitude velocity were

R
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Latirude position ==> + 83 feet
Longitude position ——> +183 feet
Latitude velocity ——> + 8.4 feet/sec

Longitude velocity —> + 7.5 feet/sec

Improving estimator performance is suggested by proper

tuning and by using an adaptive approach.

R




A DESIGN OF A TRAJECTORY ESTIMATOR
USING MULTIPLE DME RANGE
MEASUREMENTS

I. Introduction

An important component of the modern navigation system
acquisition process is the flight test program. The flight
test program is used to evaluate and verify the performance
of inertial navigational systems (INS) and includes the

proper selection of reference navigational systems. Current

lation techniques, and onboard reference INSy— These meas-
urements are used to form reference trajectories which are
compared with the INS trajectory data to evaluate the INS.
Depending on the type of reference system used, such an
analysis can either be a post-flight evaluation or a real-
time evaluation. A real-time evaluation of the system keeps
the pilot (or operator) continuously aware of the system's
performance. 1In this way, an INS malfunction is quickly
detected, and perhaps a costly mission is aborted.
Trajectory errors of high frequency are relatively

uncommon in INS; that is, INS short-term oscillations are

minimal. In contrast, INS trajectory errors of low frequency




are of substantial importance. (The 84-minute Schuler period
is always evident in the flight tests.) Although inertial
navigational systems may be highly accurate for a short time
after initialization (alignment), these systems are hindered
by long-term drift errors that increase with time. A refer-
ence system for the INS should be more accurate than the INS
in the low frequency error domain to provide an adequate
method for checking INS performance for typical flight time.
Since high frequency errors in the INS are usually insignif-
icant, INS superiority to the reference in the high frequency
range is not intolerable.

The need for a low-cost, real-time, and easily deploy-
able reference system (with a relatively small low frequency
error) has led to investigating the use of existing DME sta-
tions as a source of reference systems (Refs 3; 4; 5). DME
stations are capable of giving noise-corrupted range meas-
urements to aircraft by returning a signal received from the
aircraft. A continuous input of local station ranges can
conceivably be employed in a minicomputer algorithm or cen-
tral processor to produce aircraft trajectory estimates.
This multiple DME reference system would have small low fre-
quency errors since DME errors are rather consistent in RMS
magnitude and are not characterized by unbounded error
growth as typical in inertial navigation systems. A refer-
ence system using DME stations could also exploit bearing
data for a trajectory determination. However, bearing data,

available when the DME stations are a part of VOR/DME or

r
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TACAN, are generally much noisier than range data. In light
of the noisy nature of this data, a trade-off exists between
keeping the reference as simple as possible, and increasing

complexity by the addition of more information. In consider-
ation of the reference system in this study, trajectory infor- 1

mation that could be extracted from bearing data is simply

neglected in favor of avoiding a more complex design. Only
DME range measurements are used.

Available local station ranges include measurements from
stations within 150 nautical miles for aircraft attitudes
above 18,000 feet (Ref 5:150). (Greater ranges can be
obtained for higher altitudes.) Every point in the United
States, except for portions of the Northwest, is covered by
at least ten DME stations within a 150 nautical mile radius
(Ref 5:150). Because over 750 DME stations already exist
in the continental United States as a part of VORTAC, VOR/DME,

and TACAN facilities (Ref 1:Chap. IX, p. 8), the transition

to this type of reference system should be reasonably quick
and inexpensive. ﬁ
This study is directed toward the design of a real-time

estimation algorithm, a Kalman filter, that estimates position

b i

and velocity of an aircraft using multiple DME range meas-
urements. In addition to position and velocity, the algorithm
also estimates a bias associated with each station measurement.
In order for the estimator to be a feasible reference compared
with currently used references (see Chapter II), accuracy

goals are set to encompass half of the longitude and half of j




the latitude position errors within +100 feet and half of
the velocity errors within +8 feet per second. Such accu-
racy in the reference should verify long-term INS errors;
(typical INS can have one nautical mile/hour drift rates).

Although the Kalman filter is designed and analyzed in

FORTRAN on the 60-bit CDC 6600 at Wright-Patterson Air Force
Base, an extension of this study includes the writing of the

algorithm into assembly language. Bearing in mind the word-

length problem (numerical precision and numerical stability)
associated with converting from 60 bits to 16 bits (or so),
a minicomputer or a general purpose machine already onboard

can then be used in-flight to process the incoming range

data with the algorithm.




II. Background

History

In December 1976, the Central Inertial Guidance Test
Facility (CIGTF) conducted flight tests of the FASTMAP (Fast
Multi-DME Airborne Position) system. The FASTMAP tests
involved the use of multi-DME range measurements to compute
aircraft position and velocity. FASTMAP system operations,
once initiated, were automatic; the DME airborne interrogator
automatically sequenced frequencies of stations in the vicin-
ity of the flight. A frequency corresponds to the identifi-
cation number of a pafticular station. The channel number
of each DME station, system time, signal power level, atmo-
spheric temperature and pressure, and each noise-corrupted
. measurement were stored in a raw data package. Trajectory

data from CIGTF's Completely Integrated Reference Instru-

mentation System (CIRIS) were also stored for the same flights.

The position and velocity computations were accomplished post-
flight and compared to CIRIS. Position and velocity accuracy
obtained from the FASTMAP system were 109.4 feet CEP (Circular
Error Probable) and 9.2 feet per second CEP respectively

(Ref 3:21).

Use of Multiple DME for a Position Determination

An actual DME measurement involves determining the time

required for a radar signal to travel from the aircraft to




the DME station and back to the aircraft. Knowledge of the
signal propagation velocity (C) and time lapse (At) can be
used for a rough distance measurement. The common formula

D = CAt is employed for the range calculation. Each station
has a nominal 50 microsecond delay which must be subtracted
from At automatically or by an operator in the aircraft

(Ref 5:151).

Although many range measurements should be available to
the system, the type of equations to be employed in the
position determination can be illustrated best by the use of
three DME range measurements in the following simplified
exémple. Without the presence of system errors, three (or
more) DME range measurements can be used to determine an
aircraft's position by triangulation methods. This require-
ment of triangulation no longer applies when a dynamic model
is introduced, as in the Kalman filter. In other words, with
a dynamic model, flight trajectory information is attainable
from DME measurements taken one measurement at a time.
Nevertheless, the equation required for each of the three
range measurement determinations in the example is essen-
tially the same equation used for the dynamic model.

In Figure 1, a diagram for the acquisition of three DME
stations is shown. €1+ €5, and e€_. are the actual DME meas-

3 .

urements, r,, is the position vector, and the coordinate

T
frame xyz is arbitrary. Three equations can be solved for

Ty, rTz, and r in terms of ¢

A Ty 1’ 82, and 53 and station




Position point

4
P

Figure 1. Position Via Three DME Stations

position coordinates, Tp,» T, Tg.d
i

i i

812 = (rT -r )2 + (rT -r )2 + (rT -r )2 (1)

1 A 2 A2 3 A3

2 2 2 2

€ = (r, =¥y, ) + (x.. -xr, )* + (r,. ~r. ) (2)
2 2 2 2 '
€ ® (B *F ) F (B =T )" ¥ (B, “Th ) (3)

3 Tl Cl T2 C2 T3 C3

The subscripts A, B, and C represent the three different DME
stations, and the subscript T represents the aircraft

position; i = 1, 2, or 3 denotes the particular component.
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In practice it is impossible to acquire three stations

at once. Therefore, the algorithm for this study must have
the capability te¢.calculate positions from a single meas-
urement a finite time apart from another measurement. Also,
unlike the simplified example, the algorithm design needs
initial positions and velocities to start the estimating
procedure. Though the approaches are quite different, a
range measurement equation similar to the ones used in the
example is employed in the algorithm as the measurement

equation.

DME Error Model

In the preceding example, measurement errors were
assumed absent. However, associated with each DME range
measurement is an uncertainty due to several different types
of errors. These errors can be separated and analyzed to
form an overall DME measurement model. The following DME
error model is credited to the investigation of DME errors
by R. W. Latham and R. S. Townes in 1975 (Ref 6:332-342) and
others (Refs 2; 7).

The error in each DME measurement consists of errors in
the airborne equipment, the propagation path, and the ground
station. Latham has devised an error model, based on pre-
vious models, that separates each of these error types into
a bias error and a wideband noise error. Bias errors consist

of constant errors which cause the range measurement to be

always more or less than the true value. In contrast, noise




errors randomly oscillate about the bias and can change from
measurement to measurement. The four major error contri-
butions have been found by past experience to be: bias
errors in the ground station (394 feet RMS), bias errors in
the airborne equipment (164 feet RMS), noise in the airborne
equipment (50 feet RMS), and noise in the ground station

(26 feet RMS) (Ref 6:332).

DME ground stations are intended to transmit a radio
signal exactly 50 microseconds after receiving a signal from
the aircraft. The 50 microsecond delay comes from natural
delays in the electronic equipment, a delay line, and a
finely adjustable electronic delay. Any deviation from the
50 microsecond delay will cause an error in the range meas-
urement. Inaccuracies inherent in the ground equipment are
responsible for such deviations.

Airborne equipment errors are caused mainly by power
level uncertainties. Latham has shown that as the power
level increases, the bias errors change. Because of this
functional dependence of bias on signal strength, the amount
of free space attenuation also affects the error.

The development of a DME error model now allows the use
of Kalman filtering to calculate the best estimate of the
position and velocity states. Bias errors are for the most
part removed by repeated experiments (see Chapter IV), and
the mean value of noise erfors is assumed to be zero.

Whereas the example in this chapter presents a static

and noiseless situation, a Kalman filter must take into

. ey




account the dynamic quality of an aircraft in flight and an
error model such as the one described above. The Kalman
filter in this study is constructed to give estimates of
the trajectory states. These estimates are essentially
statistically weighted averages of the solution to a set of
dynamic equations and of DME range measurement information.
The algorithm, or Kalman filter, is henceforth referred to

as an "estimator."




ITI. Estimator Design

Theory

Now that a noise model and measurement equation-have been
developed in the previous chapter, the estimator can be designed
to meet the prescribed accuracy goals. Before actually building
the estimator, the dynamics equations, measurement equation, and
statistical characterization of noises and uncertainty need to
be specified. The estimator uses information from both the
dynamic equations and DME measurements to obtain best estimates
of the aircraft position and velocity states.

An alternative to estimating trajectory states is to estimate
error states, such as INS states minus estimator states. A
reference system using this approach can conceivably be used
for evaluating INS output. However, the referenée designed
in this study estimates total trajectory states, and comparison

%ﬁ. to INS states is accomplished outside of the estimator algorithm.

ES

For the most part, the usual methods for extended Kalman
filter (EKF) design are employed to keep the design straight-
forward. Nevertheless, several ad hoc procedures are necessary
for this estimator problem. For example, the measurement com-

putations require an evaluation of the range equation:

2 EY
Y° + (r SRp R B Ly

(4)

)2 + (r -r

g [(rrl' rAl T, A

where bi is the DME measurement bias associated with station i
and v is zero-mean white noise. Use of Equation (4) requires
keeping track of which station is being acquired, both for the

appropriate station coordinates and the bias evaluation. Since

11
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the bias is unique for each station, a procedure is necessary
to keep the bias and bias variance for each station separate.

Both a 9 - state estimator and a 7 - state estimator are
designed. The synthesis of the 9 - state estimator includes as
states the first three derivatives of the position states:
velocity, acceleration, and rate of change in acceleration
(jerk). The 7 - state estimator includes the first two
derivatives of the position states: velocity and acceleration.
First, the estimator that includes jerk is designed. The 9 -
state estimator is then easily transformed to the 7 - state
estimator by modelling the noise as entering at the next
lower derivative level. (See page 21). Both estimators are
tested for performance and the final choice between these are
made in Chapter IV.

In every estimator problem, a suitable coordinate frame
and appropriate units must be chosen. Two different approaches
are investigated. One possible coordinate frame for the estimator
states is an XYZ eartesian frame centered at the earth's center
with the Z - axis through the north pole, the Y - axis through
the Greenwich Meridian and equator, and the X - axis forming a
right - handed coordinate system. Position inputs would be in
terms of latitude, longitude, and height from the local geodetic
frame of reference, but they would be converted to the XYZ frame
by the estimator using an oblate earth model. At the conclusion
of each estimation process, the updated states in XYZ coordinates
would be converted back to the familiar latitude, longitude, and

height for output.

12




Another possible approach is to skip the input/output

conversion required above and perform the estimation process
directly in the local geodetic frame using latitude and longitude
in the estimator equations. For this study, working directly

in the local geodetic frame proves to be most useful because only
one conversion from the local geodetic frame to the XYZ frame

is used. The es{ ‘“ctor performs entirely in the local geodetic
frame, but one conversion is needed to utilize the DME information
in the distance relationship. (See page 25) Table I illustrates
the units of each quantity used in the estimator. The last

column contains actual converted output units; a blank in_this

Table I. Units of Estimator States

ESTIMATOR OUTPUT

QUANTITY UNITS UNITS
Angular Position radians radians
Angular Velocity radians/second knots or feet
Angular Acceleration radians/second2 --
Angular Jerk radians/second3 --
Bias radians feet
Position Covariance radians? 2 feet? or radians?
Velocity Covariance (radians/second} --
Acceleration Covariance (radians/second )2 --
Jerk Covariance (radians/second3) --

column signifies there is no output for the listed quantity.
The estimator synthesis necessitates the use of five

basic filter equations:

~ A

- +
X k+1) = 2 X0 (5)
i-(k+1) i E?k)gi +G6Q Q? (6)

p- T o T +,7-1
Beetl) = By B (k1) [Har) B ey B el) R ] (7

~
~

+ -
Eoet1) = 8 (er1) * B 1y B¢ (8)

13
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Pactl) = B ) ~ Kaer) Baerl) B (eel) (9

Superscripts (-) and (+) denote before and after a measurement

respectively. ¢ in Equations (5) and (6) is the state transition

matrix relating the states at time instant (k+l) to the states
at time instant (k). (See page 22). The matrix Q in Equation
(6) represents the strengths of the white noises that are added
to the last (or highest) derivative states. (See page 20).

R in Equation (7) is a scalar denoting the uncertainty in the

DME measurements. (See page 31). The residual, Ae in

Equation (8), is the difference between an actual DME measurement

and what the estimator predicts it to be. (See page 27 . The

E(k+1) matrix in Equations (7) and (9) is the partial of Equation

(4) with respect to the estimator states, evaluated at g(k+l).
(See page 27 .

First, Equations (5) and (6) are used to propagate the
states and state covariancgs up to, but not including, the next
measurement as g(k+1) and g(k+1)’ respectively. Second, the
Kalman gain matrix, 5(k+1)’ is calculated from the known state
covariance propagation. It should be noted that, unlike the
linear Kalman filter, the EKF covariance matrix cannot be
precomputed bgcause E(k+1) is a matrix of partial derivatives
evaluated at g(k+1), and thus requires knowledge of the measure-
ment history. Finally, after the incorporgtion of each measure-
ment, the estimator ugdates the states to §?k+l) and the
state covariances to gtk+l) via the Kalman gain.

System Dynamics

System. The system in this study is an aircraft flying at

14




? some known altitude and known initial position and velocity.
3 The propagation equations, Equations (5) and (6), require a
knowledge of the dynamics of this system. In other words,
all system states - position, velocity, and so forth - are

propagated through space obeying a set of dynamic equations

that relates the system to its environment.

Approximations. To avoid a set of dynamic equations that

is too complex for real-time applications, the equations are
simplified or approximated whenever feasible. One simplification
stems from the fact that the aircraft flies at a known

altitude. The availability of an autopilot with an accurate
altimeter enables the estimator to omit the vertical states.

Latham has shown that typical altimetor errors degrade the

position CEP by less than 5%. (Ref 5:152). The vertical direction
is identified with the up direction in the local geodetic

frame. Since the vertical state is absent, the estimator assumes

no uncertainty in that direction, and only latitude and longitude

states are estimated.

In the 9 - state estimator, an assumption that the system
maintains roughly constant rate of change in acceleration
is another approximation. Just how '"rough' depends on both
pilot control and natural disturbances. The time between
g measurements (.05 to .5 seconds) is short enough to justify

that such disturbances cannot significantly alter the rate of

change in acceleration. For the 7 - state estimator, the above
approximation is moved to the next lower derivative level.
Since the 7 - state estimator does not model jerk, the

acceleration is assumed essentially constant between measurements.




Another simplification for the 9 - state estimator is

that each jerk state, denoted by n(t), is modelled as the
output of a first-order lag driven by a white Gaussian noise
(totally random noise), w(t). Diagram (a) depicts the relation-

ship between w(t) and n(t) in general Laplace form:

w(s)

1
—r— n(s) e (a)

This effectively claims that disturbances in jerk are
exponentially time-correlated. Again, each acceleration state
in the 7 - state estimator is treated in the same manner
as the jerk staﬁes in the 9 - state estimator.

All three of these simplifications are employed in the
estimator design. The justification of such simplifications
is found via estimator performance.

Estimator States. Before the set of equations that relate

the states at time instant (k+l) to the states at time

instant (k) can be designed, the various states of the estimator
are propagated from time instant (k) to (k+l) with coordinates
of latitude and longitude in units of radians. Trajectory
states for the 7 - state estimator are chosen as position,
velocity, and acceleration in both latitude and longitude

(i.e. north and east) directions. The 9 - state estimator has
the jerk state added in both directions. Another state (of
both estimators) is the DME bias which is also propagated and
updated in each measurement interval. If latitude and

longitude are denoted by ¢g (subscripted '"g'" means geodetic)

and A, respectively, and position, velocity, acceleration, and

T TR ————




jerk are denoted by P, V, A, and n, respectively, the states

of the two estimators can be summarized as in Figure 2.

7 - State Estimator

9 - State Estimator

Figure 2. Estimator States

Dynamic Equations. If the states in Figure 2 are represented

in an array, X, the differential equations relating the states

to each other can be written as

dx(t)

=g (X(t), w(t)) (10)

A discrete equation relating the values of K(k+l) to K(k)

can be written as

Xaern) = £ Eayr 2)) e

Estimator states at time instant (k+1), or t(k+1)’ are
a function of the states at time instant (k), or t(k)’
and a white noise vector Weky: W(k) represents the deviations
from a constant rate of change in acceleration in the 9 - state
estimator and represents the deviations from a constant
acceleration in the case of the 7 - state estimator.

The realtionship between w(s) and n(s) in each direction

for the 9 - state estimator is given by diagram (a). The

value of "a" in this diagram is set to zero for a pure integrator.

(It should be noted that only the case of "a'" equal to zero is

17




Integrating Equation (14) from t to t yields
(k)

investigated in this report, but other values of "a'" are suggested
for future study). With "a" equal to zero, the continuous
stochastic process that models the change in jerk rate as

white noise is

Qﬂ§§l = ) (12)

where n is jerk and w(t) is zero-mean white noise. The
discrete model for the expected values of P,V,A, and n

is obtained by taking the expected value of Equation (12):

dn(e) . g (13)
dt

A A

Given the best estimates of the states at t(k) (P(k), V(k)’

~
A

A s <
(k), and n(k)), Equation (13) can be integrated from t(k) to

e

~

ﬁ(t) = ﬂ(k) ‘ (14)

~

K(t) = A(k) + n(k)(t = t(k)) (15)

Expected velocity is then obtained by integrating Equations

(15):

~ A A

= z 2
V(t) = V(k) + A(k)(t - t(k))+%n(k)(t - t(k)) ;

(16)

An integration of Equation (16) provides an expression for

expected position:

~ A ~ -~

- 1 3
P(t) = P(k) + V<k)(t - t(k)+%A(k)(t-t(k) + 3n(k)(t-t(k))
7))




B ———

Evaluating Equations (14), (15), (16), and (17) at time :

instant (k+1) uields i

~

Nkt T (k) tie) ‘
K(k+1) = ;(k) + ;(k)(At) (19)
V(k+1) = ;(k) + ;(k) At + % ;(k) re? (20)
F(k+1) = ;(k) + ;(k)At + % ;(k)Atz + % ;(k) At (21)
r where

At = t(k+1)-t(k) (22)

Equations (18) through (21) are the mathematically exact
integrations of Equations (13) from t(k) to t(k+1)’ and

provide expected values of P,V,A, and n at t(k+l) given their

best estimates at t(k)‘ Essentially, the mean state, values
are propagated from t(k) to tk+1)'

Equations (18) through (21) can be expressed as the

propagation equations between measurements for the 2 - state

estimator when the expected state values at t(k+l) are

ot A

recognized as the estimator's best estimate of the states at
t(k 1)° In summary, the dynamic, or propagation, equations
of the 9 - state estimator are
- ~+ ~4 ~+ Boiiget 3
MOy ™ Taley " Y R T R Ay agtt F g T gyt NS




st La .

- + + + 9

v =iy +A i b % At (24)
¢g(k+1) ¢g(k) ¢g(k) ¢g(k)
b 5 - (25)
A = A + n At 25
¢g(k+1) ¢g(k) ¢g(k)
b = ;* $ ; At + X . a2 4+ 1 5 At 26
Pak+1) = Back) ¥ Vi)t T E A ltT t g Mottt (26)
o 4 - ! 2
A- 1 A+ A+
Aoy T M T i) 8F (28)
n, = (28)
¢g(k+1) ¢g(k)
" 2 g
/ XCkHD) T (K (30)

To model the uncertainty in the propagation equations,

a first-order approximation of Equation (12) yields

which can be expressed in latitude and longitude directions:
n, = nf + At
k+ k
¢8( 1 ¢g( ) ¢g(k) (32)

+ At w (33)

- +
M(k+1) ~ (k) A (k)

A similar approach is used for the 7 - state estimator
except the noises are added to the acceleration states.
The propagation equiations for the 7 - state estimator are as

follows:




~ ~ A ~

* L At 2

- +
P = P + V At + % A At (34)
¢g(k+1) ¢g(k) ¢g(k) ¢g(k)
it A+ it
\ =V + A At (35)
0g(kt1) T To () T T (k)
;5 (k+l) = ;; (x) (36)
g g
= _ ot b o+ 2
Yageety T T T Taga T T 2 By ot (37)
= L o -
Vi) = Vaq t ANy At (38)
e
A (k+1) A (k) (39)

Entering the noise at the acceleration level and,
again, using a first-order approximation provides expressions

for the uncertainty in the propagation equations:
A = at + At (40)
9o (1)~ Z (1) P9 ()

- +
Ayk+1) = Ao Tt At 95 (k) (41)

An additional state is augmented to the estimator states
(of both estimators) due to the presence of the DME range
measurement bias. Measurement bias is modelled as an integrator
with no white noise input and a random initial condifion.
Integrating a random initial condition produces what is known

as a random constant or bias, bi(t).




Initial
Condition

Jdt B L (b)

The bias differential equation from diagram (b) is

dbi(t)
dt

=0 (42)

Integrating Equation (42) from t(k) to t(k+1) yields

Pik+1) = Picw) (43)
The subscript (i) denotes a bias associated with station (i).
In changing from station to station, the initial condition in
diagram (b) must be reset to correspond to the correct station.
The method of separating the bias according to station is
covered in the section on '"Bias Calculation'" in this chapter.
A Gaussian random variable model is used for the initial
condition with zero mean and a variance consistent with
typical bias errors given in Chapter II. In this study,

12 radz, or 432 ft2. The use of

bias variance is set at 10~
different bias variances are not attempted in this report
but are suggested for further study.

Covariance Propagation

The state propagation of the previous section provides
the estimator with a state transition matrix, ¢. ¢ is the
matrix representation of the dynamic equations, and, for the
9 - state estimation, ¢ is denoted by the following 9 x 9

matrix:




§ 2 3 b |
1 ke b, 0 0 0wt 0 B
i oA At i R R .?
¢ 0 1 S e At e 0 :
o @ 0 S R
e=10 o 0 gt A g wt, 0 (44) !
g o 0 S e 0 At 0
g0 0 gm0 1 0o 0
g @ 0 g O 0 0 AR
¢ "o 0 6 @ o 0 g, 0]

¢ for the 7 - state estimator is obtained in the same manner.
The white noise coefficients from Equations (32) and (33) are

represented in a separate matrix, G:

# ¢ @ 9 B @ @ & O O
e ¢t - (45)
' g 0 & B % 6 0 s 0

The covariance is propagated between measurements as

~

Berel) = 28y 2  +6QGT (6)

A

The diagonal terms of the 9 x 9 covariance matrix, gzk+1),

give variances for state errors before each measurement. The
off-diagonal terms yield an estimate of the correlation between
each state. Near perfect initial conditionsA(position and
velocity) are assumed for this estimator so 23 is initiated
with small starting values. ﬂ

The matrix Q in Equation (6) is a 2 x 2 matrix denoting the

strengths of the white noises w, and Wy

*g
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a= (46)

The values of the Q elements in equation (46) are fixed to
reflect disturbances in jerk for the 7 - state estimator and

disturbances in jerk rate for the 9 - state estimator.

The state propagation, Equation (5), and state
covariance propagation, Equation (6), are used to propagate
the states and covariances between each measurement. Now
the estimator is ready to use incoming measurements

to update the states and covariances at each measurement

instant. Before the update equations are employed, the

b 5 estimator must be able to predict the value of each
B i
Bt ‘ measurement. Then a differencing of the prediction and the

actual measurement (i.e. the residual) can be used as a

means to update the states and covariances.

. Introduction. Once the state values have been propagated up to

!

t

1
Measurement Prediction ’
the end of the measurement interval, the estimator predicts a !
value of the next measurement. The prediction is the ''best
guess' at what the measurement should be and is based on all
prior knowledge of the states up to, but not including the next

measurement. DME station coordinates and the current estimate

of aircraft coordinates are assigned to a common Cartesian coordinate

R

frame. The distance (or measurement) equation, Equation (4), is

then employed to yield a value for the measurement prediction.




Essentially, the measurement prediction is divided into

three parts: DME station information, transformation of
latitude, longitude, and height to a Cartesian coordinate
frame, and finally the prediction of the measurement value
itself.

DME Station Information. Incorporation of the channel

information is accomplished with a subroutine, containing

all the latitudes, longitudes, and heights of all the DME
stations the aircraft might use on a particular flight. A
simple ''table-lookup" routine is used for associating the
correct channel number to the respective station coordinates.
This station information is obtained from DoD Flight Information
Publication (IFR-Supplement, issued every eight weeks).

Latitude and longitude are in units of degrees in the supplement
and must be converted to radians for the estimator. The
latitudes and longitudes in the supplement correspond

to those on all Air Force maps (geodetic latitude). DME

station information is inserted into the subroutine prior to
each flight. The estimator then extracts this information

from the subroutine in real-time.

Coordinate Transformation. In order to calculate

a predicted range value, the latitudes, longitudes, and

heights of the DME station and aircraft must be transformed

to a common Cartesian coordinate frame. Range can then be
computed using the geometric distance equation, Equation (4), for
computing distances between two points in three dimensional
space. As mentioned before, an appropriate Cartesian frame

for the estimator is an XYZ frame centered at the earth's




center with the Z-axis through the north pole, the Y-axis

through the Greenwich Meridian and equator, and the X-axis
forming a right-handed coordinate system. Formulas that
express X, Y, and Z Cartesian coordinates as functions of

geodetic latitude, longitude, and height can be written as

X=£ (7, .7, Hgt)
g

Y= £, (F, . P, Hs) (47)
g

z = £, (P¢g, P,, Hgt)

where Hgt is height. Appendix A presents this set of equations
in detail. These equations are used to obtain X,Y, and 2

coordinates for both station and aircraft locations.

Measurement Prediction. A knowledge of the station and

aircraft coordinates now allows the range estimate to be
calculated from the measurement equation, Equation (4), using

the zero mean value of the white noise, v.

; = [xgx% @ -v0% + 220 7]% + by e, (48)

~

€ represents the predicted range value; XS, YS, and Zs

~

are the station coordinates, and Xu’ Yu’ and Zu are the

estimated aircraft coordinates. An estimated bias, bi(k+1)

is added directly to the measurement prediction equation.

A comparison of the predicted measurement, ;, with the
actual incoming DME measurement provides the estimator with
a residual for updating the states and covariances for

each measurement. Before proceeding into the updating process,
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The cutoff point has both a lower and an upper limit. The
residual cutoff point is made small enough to ignore bad
measurements, but it must also be set large enough to allow
for aircraft trajectory changes. (Trajectory changes such
as 180° turns will tend to temporarily increase residual
size (See Chapter V)).

The updating process is, in essence, a method for
changing the propagated states by amounts proportional to
the residual. Obtaining an exact proportion, or Kalman gain,
constitutes a central issue of Kalman filtering, and requires
a linearized measurement equation to generate the desired H
matrix for Equations (7) and (9). Since Equation (4) is
nonlinear, some method for approximating this equation as

linear constitutes the next step in the estimation process.

Linearized Measurement Equation

The residual computation of the last section employs the
exact non-linear measurement equation, but, to permit matrix
operations in the update equations, the measurement equation
must be linearized. This linearization allows the measurement
equation to be represented by a linear measurement matrix,
or H matrix. The H matrix forms the crux for the update
Equations (7), (8) and (9).

To calcualte the H matrix, the complete expression for e,

e =[x, - X%+ (v, - )%+ (2, - 20T+ by + v (50)
can be expressed as a first - order Taylor series linearized
about the best estimates of the states. As long as the estimator

remains close to the true state values, H will adequately
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represent the non-linear measurement equation. A first-
order Taylor series of Equation (50) yields ¢ as a linear

function of Xu, Y Z

v Zu XS, Y ZS, bi and v:

s’

~ ~ ~ A

~

e(xu’ Yup zur XS’ YS’ ZS’ bi: \)) SURE (Xus Yu’ zu» XS’ Ysl
ZS, bi)
+ X Xy -xu) + 5v & Yu)
4
Xu’Yu’zu Xyr Yy 2y '
9€ = d€ o |
+ 2 2z, - 2) +3E | (@, - b +v (51)
u i
X .Y ,Z b
%' Tu' i i

Errors in station coordinates, XS, Ys’ and Zs’ are assumed

to be negligible.
Equation (51) can be written equivalently as a

function of P¢ ' PA’ height, bi’ and v using Equation (47):
y

e(P¢g, PA, Hgt, bi, xS,YS, zs) = ¢ (P¢g,PA,Hgt, bi,x ,YS, zs)
9€ 5 3€ 5
e D =Py e R, = P
3 ¢g ¢g ¢g 3P, | Y A
X (k+1) X (k+1)
+ %% <bi - bi) + v

(52)




where errors in height are assumed negligible and §(k+1)

e

is the best estimate of the states.
An investigation of Eq (52) shows that the equation is

in the form

where H is given by

J€ d€ de
H=—1},0, 0hb —|,0, 0, O, O, (53)
9, aPA 3b,
& i A
X (k+1) =(k+1) X (k+1)

The units of the H terms are feet/radian since the residual,

Ae, is in feet and the states are in radians.

The actual evaluation of the partials of Equation (53)
involves the substitution of Equation (47) into the measure-
ment prediction Equation (50). The details of this operation
‘are presented in Appendix B.

The bias is added directly in Equation (50), and
consequently an incremental change in bias produces the
same incremental change in range. In this light, it is

evident that ae/Bbi = ] when ¢ and the bias are in

common units. However, since ¢ is in units of feet and
bias in units of radians, aelabi is in units of feet/radian.
Because longitude lines converge as the latitude angle

increases, the number of feet per radian cannot be calculated

—

using the conversion factor of 60 nautical miles per degree.

Both latitude and longitude components are involved in the

29
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direction of the range, thus making each degree contain less
than 60 nautical miles in the calculation of ae/abi.

The orthogonality of the directions from which
latitude and longitude are measured yields a simple
method for obtaining the value of the bias partial. Figure 3
shows that ae/abi contains components of ae/BP¢ and ae/aPA.
Applying the Pythagorean theorem provides an expression for

ae/abi;

€ _ [ 3e €
= -[3 + 5] (54)

The dependency of 3¢/3b,: on BE/P¢ and 3¢/P, leaves

the estimator only the latter two partials to determine.
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Figure 3. Dependence of 9e/3b; on %% and 3e/3P, in
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The equations needed to evaluate 3¢/3

P¢g and ae/aPA
always depend on the current best state estimates-a property
of any extended Kalman filter. Essentially, for each new
measurement a new set of nominal conditions is used to

solve the first-order Taylor series. The H matrix will
therefore change its values from one measurement to the next.
For each measurement, the algorithm recalculates an H and

utilizes it in the state and state covariance update process.

Kalman Gain and Update Equations

The update process consists of the implemention
of Equations (7), (8), and (9). The update portion is
accomplishable only after the states and state covariances
are propagated and after the residuals and linearized
measurement equation are obtained. The algorithm divides
the update process into three separate steps: the Kalman
gain, the state wupdate, and the covariance update.

The proportion by which the propagated estimates are
changed after the incorporation of each measurement is
called the Kalman gain. Equation (7) is repeated here

for convenience:

~A_ 2N T -1
Kt1) = 21y Baern) [ Baond® ey Berny + R) G
The Kalman gain, g(k+1), essentially determines how much
"faith" the estimator has in the measurements with respect
to the state propagations. Since g(k+l) changes from
measurement to measurement, E(k+l) also changes.

The value of R represents the uncertainty of incoming

DME measurements; a low R value reflects accurate measurements.




The DME error model presented in Chapter II gives a '"ball-
park'" range for R. Proper R values are best obtained by a
process called filter tuning. However, in this report,

R is set at 1000 feetz. So allow for changes in R, R can
be made a function of time, represented by R(t). It may be
advantageous to have a changing R to allow for time-varying
noise characteristics in the real world system (such as

due to changing ranges from DME stations).

Sometimes the Kalman gain is referred to as a
weighting matrix because, in a sense, the algorithm
"weighs'" the residuals with the Kalman gain. The weighted
residuals are then added to the best prior state estimates
to achieve a new updated estimate of the states. This is
accomplished by Equation (8):

X1y = Xqesty + Kqerny 8¢ (8
where g?k+1) represents the updated estimates and Ae is the
residual.

| The propagated state covariance is updated in the same
fashion using Equation (9):

i = e
Eace1) = B 1) - Baer) Bty B ety (9)

As in the state case, a new updated estimate of the state
covariance matrix is formed.

Bias Calculation

The bias calculation is an example of an ad hoc procedure

to be incorporated in the estimator. The bias is composed
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of random constant errors in both the airborne equipment and

the DME stations. Because different stations are acquired,

the bias will change from measurement to measurement.

However, the bias must remain. unique to each corresponding

station. Some type of separation and bias variance reinitialization
method is needed to maintain properly corresponding station

biases.

This need for the algorithm to separate bias according
to station has led to the following method. The bias is
stored in an n x 1 array, where n is equal to or greater
than the number of stations acquired during the flight.

Bias values obtained from the state update equations

are stored in different elements of the array for different
channels. If a channel is acquired more than once (which

is necessary for a good bias estimation), then only the bias

array element corresponding to that station is called on

‘as the best prior estimate of the bias state. Using

mmm as an index and BI as the bias array, the estimator

stores the bias as

BI (mmm)

1 for Channel A
2 for Channel B
3 for Channel C

BI (1) » mmm

BI (2) » mmm

BI (3) » mmm

etc.

A, B, and C denote arbitrary channels. BI is dimensioned

at least the maximum amount of stations acquired in the
flight. The estimator returns to the appropriate mmm value

if that corresponding station is called on again, or if,

in the case of a new station, mmm is incremented by one.




For example, after the estimator accepts 40 measurements and
Channel B is called on again for a range measurement, the

BI array element associated with mmm = 2 is updated and
stored again in BI (2).

The separation technique must also include a method for
reinitializing bias variance for each time a new DME station
is acquired. Each time a new station (not previously used)
is acquired, bias variance is reinitialized to the maximum
value. If a station has been previously acuqired, the bias
variance is reset to the latest value corresponding to
that station. This effectively claims that a particular
station's bias uncertainty is greatest for the first acquisition
of that station. As that station is used again and again,
bias uncertainty will generally decrease. (See Figure 15
in Chapter IV). The actual program in Appendix C shows the
detailed procedure for treating the bias separation.

Truth Model Data

Data from an aircraft trajectory is necessary to test
and analyze the estimator design. Measurements from a
simulated flight or measurements recorded from an actual
flight can be used to test the estimator. In the case of
a flight simulation, the measurements to DME stations must
be corrupted with a noise generator (random number generator).
However, recorded measurements taken from an actual flight
provide the best way to test the estimator.

Raw DME measurement data, CIRIS output data, and

FASTMAP filter data for a test flight were stored on tapes.




Channel information, DME measurements, and system time (IRIG time)
from the FASTMAP filter tape are used as the input for the
estimator. The use of FASTMAP tape allows easier comparison

of FASTMAP results with the real-time design estimator.

(See Chapter 1V). Essentially, the range data on the

FASTMAP tape serves as a replacement for simulated system

data.

The geometry of the station locations relative to the
aircraft is important to the accuracy of the estimated
aircraft position. A more spread out distribution of stations
is preferred over a situation where all the available

stations are in one direction. (See Figure 4 and Figure 5).
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Figure 4. Relative Station and Aircraft Locations:
Stations in Same General Direction.
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In Figure 4, the stations are nearly colinear, and normal
to the aircraft trajectory. Therefore position accuracy

along the trajectory is much worse than position accuracy

normal to the trajectory. This results in a locus of constant

likelihood in the shape of a highly eccentric ellipse; constant

likelihood lines are represented by the dotted lines.
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Figure 5. Relative Station and Aircraft Locations:
Stations Radially Distributed.

When the distribution of stations is spread out as in
Figure 5, errors are more radially distributed. As the
flight progresses and the number of station acquisitions

increases, the probability of better station distributions

increases. The first 30 minutes of the FASTMAP filter data

shows the use of 20 different DME stations. Figure 6

illustrates the distribution of these 20 stations relative
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Figure 6. Example of Relative Station Locations
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to the aircraft. The number labels in the figure correspond
to the channels of the DME stations. "A" is the start of
the flight and "B" is the aircraft location after 30 minutes

of flight.

The Overall Estimator

The estimator is designed to produce the best estimate
of the states by first propagating the states from time
instant (k) to (k+l). The state update is accomplished with
a new measurement at (k+l). (k) is then incremented
by one and the procedure is repeated. The next propagation
begins with the last interval's updated estimates, and a

new measurement updates the estimates again. In transferring
from one time interval to the next, the estimator renames

3 . + ¢ o+
the states, §(k+1)’ and covariances, g(k+1), with §(k) and

~

gf(k) respectively (in other words, the process iterates on

(k)) This process is represented by

X > ~/
+

+

2y * 2
& ~+
Ewy * Lo

The overall estimator flow chart for the 7 - state estimator

is shown in Figure 7.
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IV. Estimator Performance Compared to the FASTMAP Filter

Initial Conditions

The estimator algorithm employing the design of the
previous chapter is tested by using range and channel data
from the FASTMAP tape. Trajectory data also recorded on the
FASTMAP tape are the trajectory estimates from the post-
flight FASTMAP filter. A direct comparison between the
estimator and the FASTMAP filter trajectories provides a
useful evaluation of estimator performance. Initial position
and velocity for the estimator are obtained from the initial
position and velocity of the FASTMAP filter. The test flight
available from the FASTMAP test begins at latitude .606342425
NORTH (radians) and longitude 1.845317956 WEST (radians). A
constant height of 31524 feet is maintained by the aircraft
autopilot. The aircraft is headed in a northerly direction at
approximately 300 nautical miles per hour. Two hundred miles
north of the initialization of the FASTMAP test, the aircraft
makes a 180° heading change and returns to the initial

latitude and longitude. Initial conditions are as follows:

§¢+(0) = .606342425 radian = 34.7409 degrees (55)
g

~

v¢+(o) = 2.2666 x 10™° rad/sec = 279.06 nm/hr North (56)
g

A,F oy = 0.0 rad/sec’ = 0 ft/sec’ | (57)
gO
%Ato) = 1.845317956 radian = 105.7289 degrees (58)




tho) = §.2103 x 10°° rad/sec = 90.72 nu/hr West = (59

AT . 0.0 vadisec® = 0 £rlsec® (60)
A (o) 2

gi?o) = 0.0 radian = 0 feet (61)

The 9-state estimator initializes the jerk states at zero:

- = 0.0 tadisag” = 6 felsec? (62)
¢g(0)

n 4 0.8 Fedises” « 0 Fetiacs (63)
A (o) .

Initial covariance values depend on the uncertainty of
the initial values of the FASTMAP filter. Low uncertainty
for these initial conditions is assumed; therefore, the
diagonal terms of the initial covariance matrix, or i: "
are set at small values. In other words, initial covariance
is made somewhat smaller than the anticipated steady state
covariances for the estimator. Position variances are
chosen as 10-14 radians squared, or 4.3 feet squared, which is
less than the anticipated steady state estimator covariances

(on the order of 104

feet squared, consistent with the
estimator goals). Velocity and acceleration initial variances
are assigned in the same manner. The correlations (off-
diagonal terms) between the states are initially assumed to be
zero. After the estimator begins, both the diagonal terms and
off-diagonal terms will increase except for the bias variance.
The bias variance, E: (9,9) in Equation (64), is initially

12

set at 10 ~° radians squared or 432 feet squared, a value more

or less consistent with DME range bias errors as outlined in




in Chapter II. After the estimator begins, bias variance in

the estimator is expected to decrease due to incorporating

measurement information.

The P+ matrix for the 9-state estimator is

O 14(rad)
14(rad/seé)2
15(rad/secz)2
14(rad)2
10-14(rad/sec)2

10-15(rad/sec2)2
10'17(rad/sec3)2
10'17(rad/sec3)2

12(rad)2

10 14(rad/sec)
15(rad/secz)2
14(rad)2
10 14(rad/sec)
101 (rad/sec?)?

1012 (raq)?

=

(64)

(65)
.




The values of the Q elements of Equation (6) are

fixed to reflect disturbances in jerk for the 7-state
estimator and disturbances in jerk rate for the 9-state
estimator. During the testing of the estimator (Chapters
IV and V), such disturbances are assumed to be small; thus
low values for the Q elements are used. The units of Q are

obtained from the equation
E {a(t) o (t + 1)} = Q(t) 6(1) (66)

For the 7-state estimator, o is added directly to acceleration
through an intergrator and has units of rad/sec3. The units
of Q, (the Q matrix for the 7-state estimator) are obtained

from a units breakdown of Equation (66):
(rad/sec3)(rad/sec3) = Q(t)1/sec (67)

or 97 is in units of radians 2/secondss. A similar approach
is employed for the 9-state estimator to yield the units of
g9 as rad2/sec7. For this study (but not shown here), several
different values of Q were initially attempted, and the best

3 for g7

for Qg. Nevertheless, it should be emphasized

Q values seemed to be those smaller than 1 ftzlsec

and 1 ftz/sec7

that fine tuning is not attempted in this study, and, there-
fore, only 'ball park'" figures for Q are suggested. A

2

conversion from ft“ to rad2 yields

diag {Q;) < 1(£t%/sec®)(1/6076 nm/£t)2(1/60 deg/nm)?

=15 rad?'/sec5

(1/57 rad/deg)? = 2.3 x 10

e s e i e e 3 i



T

diag {Qg} < 2.3 x 1071% rad?/sec’ (68)

The Q diagonal values for both estimators are chosen as 10_17
rad2/sec5 or 10717 radz/sec7 and are stored in the 2 x 2
matrix as follows:
el rillggeit
$ %" ‘ 17
0 10° (69)

Note that these Q values are design parameters and can be

changed.

Comparison of 7- and 9-state Estimators

Both the 7-state and the 9-state estimator positions
and velocities are compared to the FASTMAP filter positions
and velocities using the specified initial conditions. Since
the actual test flight initially begins straight, level, and
with zero acceleration, proper estimation results should
indicate this. The actual results of testing the estimators
show that the 9-state estimator velocity wildly oscillates
about the FASTMAP velocity. On the other hand, the 7-state
estimator has the opposite effect; in other words, its
velocity curve is even smoother than the FASTMAP velocity curve.
(Note that R in either case is kept constant at 1000 ft2 so

that effects of measurement uncertainty are the same.) This

-phenomenon eventually leads to the exclusion of the 9-state

estimator from the design in favor of the 7-state estimator.

However, better performance may be attainable for the 9-state

estimator through tuning. 1In fact, in this light no
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conclusive thoughts can be drawn from this comparison except
that utilizing the current values of Q and R, the 7-state
estimator outperforms the 9-state estimator.

Estimator positions are essentially the same for both
the 7- and 9-state estimators. For example, at the conclusion
of the first record of data (42 DME measurements correspond
to one record of data and the entire flight is represented by
over 500 records on the FASTMAP flight data tape), updated
position state values of both estimators compare well as shown
in Table II. For ea"y comparison in Table II, FASTMAP filter
position is subtracted from the positions of the two estimators.
As shown in the table, the differences in both cases are almost
the same, thereby proving good position agreement with th.

7- and 9-state estimators.

Table II. Comparison of 7- and 9-State Estimator Positions

Reference FASTMAP 7-State 9-State 7-S EST. 9-S EST
\\\\\\Ezzi Position Estimator Estimator Minus Minus

(Radians) Position Position FASTMAP FASTMAP
Direction™- (Radians) (Radians) (Feet) (Feet)

Latitude .606483606 .606482181 .606482155 -29.6 -30.0

Longitude 1.845375889 1.845366924 1.845366823 149.0 150.0

When velocities of the 9-state estimator and FASTMAP

are compared, an interesting result is obtained. The estimator

velocity states oscillate about the FASTMAP filter's velocity.

The magnitude of the oscillations are quite unacceptable

ranging from -15 to +15 nautical miles per hour from the




average in a 2 1/2 second period. To illustrate these
oscillations, longitude velocities of the estimator and

the filter are compared in the fifth record of data. (Using
the fifth data record of the tape should insure that effects
of perfect initial agreement are gone since estimator initial
conditions were taken from the FASTMAP filter's initial
conditions. Otherwise, using longitude velocity in the fifth
record is an arbitrary choice.) Table III tabulates the

time - average longitude velocity in the fifth record given

by
42 o .+
Vs s
T A(L)
i=1 T, (70)

and the high and low longitude velocities in the same interval

for both the 9-state estimator and the FASTMAP filter.

Table III. 9-State Estimator and FASTMAP Filter Longitude
Velocity in Fifth Record

Quanity  Time-Avg. Long. High Long. Low Long.
-~\\\\\_\\ Velocity . Velocity  Velocity

Rgference (nm/hr) (nm/hr) (nm/hr)
9-State 85.74 125.83 71.65
Estimator

FASTMAP 84 .74 104 .27 7)..68
Filter

The table shows that velocity drops for this particular
period of time to equal lows for both the 9-state estimator

and the FASTMAP filter, but the high velocities differ by over

16 nautical miles per hour. Since FASTMAP tests velocity




Al

errors are + 9.2 feet/second CEP, or + 5.45 nautical miles/

hour CEP, such deviations in the estimator velocity states :
as illustrated in Table III cannot be accepted. Therefore, !

the performance of the estimator with jerk states reveals

that the 9-state estimator must be rejected (that is, with |

the current values of R and Q).

Table IV shows a comparison between the 7-state
estimator and the FASTMAP filter. As in the previous test,
the comparison is accomplished using longitude velocities in
the fifth record. The point to be drawn from Table IV is that
the estimator velocity varies even less than the FASTMAP
filter velocity. This result is far more advantageous than
the 9-state estimator test results because the 7-state
estimator velocity better reflects the fact that the flight is
relatively straight, level, and has near zero acceleration.

Again, it must be emphasized that these observations are

also a function of tuning. A suggestion for tuning and
testing the estimator utilizing different trajectories in a

Monte Carlo analysis is reserved for the recommendations. ﬂ

Table IV. 7-State Estimator and FASTMAP Filter Longitude
Velocity in Fifth Record

; Quanity Time-Avg. Long. High Long. Low Long.
“‘---~\\\~\ Velocity Velocity Velocity

Reference (nm/hr) (nm/hr) (nm/hr)

7-State

Estimator 84.52 106 .08 84.25

FASTMAP

Filter 84.74 109.27 71.68

1
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Figure 8 shows the plot of longitude velocity for the

7-state estimator versus the 9-state estimator for the fifth

data record.

The large magnitude of velocity deviations in

the 9-state estimator relative to the 7-state estimator are

apparent. Due to these velocity deviations in the 9-state

estimator, only the 7-state estimator is considered for

further testing.

In other words, the jerk states are no

longer modelled, and only the 7-state propagation equations,

Equations (34) to (39), hold henceforth.

To recap the findings of the above test, it is concluded

that, with the current values of R and Q, dropping the jerk

states produces better estimator performance. A white noise

is an adequate model of jerk, but Brownian motion is not. A

suitable representation of the aircraft dynamics is

White

Noise
_—._._,‘

1

s+f

Acceleration Velocity! 1{ Position

®» |-

8

Suggestions for investigating other models are also reserved

for the recommendations.

Comparison of Estimator and FASTMAP Filter Positions and Velocities

Figure 9 compares FASTMAP and estimator trajectories for

the first 33 seconds of the test flight. Due to the identical

‘initial conditions both begin in nearly perfect agreement for

the first three seconds. After the estimator starts depending

on its own propagation and update equations, the estimator

and the FASTMAP filter diverge for this time period to a
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maximum separation of 180 feet at t equal to 14.5 seconds.
(This information is obtained from output data).

An Important note to emphasize is that the FASTMAP
filter position does not represent true position. In other

words, the difference vector dpp

~ ~

dgr = ZXestimator - XFASTMAP (71)

is not meant to be interpreted directly as an error eg:

g = gestimator - Xirue (72)
Rather, the estimator performance is just compared to the
FASTMAP filter. Table V illustrates the differences in feet
between the filter and the estimator indicated position. The
differences in the last column are computed using the

Pythagorean theorem:

R S

< 2 : 2
F _ fLat. leference) Long, leference)
Difference = ( in feet % in feet

(73)
Table V. Comparison of FASTMAP Filter and
Estimator Position

Time No. of Measurements Distance Between
(sec) Since Initiation of Estimator and
Test Flight Filter
3.43 20 33.25
6.12 40 135.34
10.22 60 80.03
' 14.41 80 178.00
18.91 100 80.08
22.97 120 57 .60
26.97 140 61.31

31.34 160 74.99
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Figures 10 and 11 show the filter and estimator latitude

versus time, and FASTMAP and estimator longitude versus time,
] respectively. The larger deviations occur in longitude,

while latitude differences between the estimator and FASTMAP

remain small.

An explanation for the larger longitude differences is

obtained from a study of the geometry of the stations relative

to the initial aircraft position. If all the stations lie in

the same general direction relative to the aircraft, then

accuracy in that direction can well be expected to be better

than in the other orthogonal direction. During the time that

Figures 10-11 cover, stations with channel numbers 57, 37, 59,

and 43 are acquired. The geometry of these four stations

relative to the aircraft is shown in Figure 12.

S e
.\ =

Aircraft B

—% 39

Figure 12. Relative Station Geometry For
First 33 Seconds of Flight

From Figure 12, it is noted that the four stations supply
ranges in a more East - West direction than in a North - South
direction. This effectively causes the estimator to achieve
more benefit from the measurement information in the longitude
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] direction than in the latitude direction. Since better

measurement information is available in the East - West
direction, the H matrix has a value of the partial of
longitude with respect to range greater than that of the
latitude partial which in turn produces a larger Kalman gain
for the longitude (East - West) direction. Thus, the
latitude states depend on the system dynamic equations more
1 heavily than the longitude states. Because of the constant
E velocity (zero acceleration) model that is initially assumed

and the lower latitude Kalman gains, the latitude state

estimates show a constant velocity trend as depicted in Figure
10. Since FASTMAP also indicates an almost constant velocity
trajectory for the first 30 seconds of flight, FASTMAP and

the estimator closely agree in lattitude position estimates.
Estimator longitude states on the other hand rely more on

:gf the measurement history rather than on the constant velocity

model because of the higher Kalman gains.

The main point to be drawn from Figures 10 and 11 and
tbe preceding note is thét the accuracy of the position
estimates in both directions depends on the geometry of the
stations with respect to the aircraft. As the flight
proceeds, different stations are acquired, and, therefore,
the geometry constantly changes. (Also, the forward motion
‘of the aircraft causes the geometry to change continuously.)
Changing geometry in turn causes repeated transitions from a

model dependence of the states to a measurement dependence

and back, depending on the Kalman gain value (K(k+1))‘

58 ;




FASTMAP and the estimator latitude velocities are
compared in Figure 13. Approximately one second after the
test flight initialization, the velocities begin to differ.
However, these differences are not biased in any one direction,
but rather switch signs throughout the 30 second interval.

Due to the gap between FASTMAP and the estimator
longitude position in Figure 11, longitude velocities are
anticipated to be quite different. As Figure 14 indicates,
longitude velocities are indeed different. 1In facz, the
widest margin has a velocity difference of almost 25 nm/hr.
(See Figure 14.) This may seem to be wholly unacceptable,
but three points are to be noted. First the estimator is
not tuned; in other words, R is still 1000 ft’ and the Q

17 rad2/sec5. Second, FASTMAP is only a

elements are 1 x 10~
reference and not an absolute truth model. Finally, the
figure shows that the two filters begin at different initial
conditions.

The justification for beginning the estimation process
at a slightly different initial velocity is to illustrate
tﬁe corrective nature of the estimator. Initial FASTMAP
longitude velocity is 95.73 nm/hr in a westerly direction,
and initial estimator longitude velocity is set at 93
nautical miles per hour in the same direction. In the first
‘12 to 13 seconds the two velocities diverge. After that
time, the velocity difference decreases until t is equal to 19

seconds, where the difference remains near zero. The

estimator essentially is shown by Figure 14 to be able to
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track the aircraft velocity to some degree of accuracy

even when exact initial conditions are not known.

i Estimator State Variances

Latitude position variance Ptk)(l, 1), longitude

position variance %tk)(é, 4), and bias variance %tk)(7, o
are plotted for the first record of data in Figure 15. The
purpose of this chart is to observe the relative characteristics
of these variances during the first record, and not to study
the actual variance magnitudes. The values on the vertical
axis represent the variance magnitudes with the current values
for R and Q. Since R and Q are subject to change, variance
mégnitudes are also subject to change.

Only updated variances, Etk)(l, E), EZ&>(4,4), and
itk)(7, 7) are plotted in Figure 15; in other words, the
variance is plotted only after each measurement is taken. The
propagated variances are not shown in the figure so as to
facilitate the viewing of the overall trend in the variances.
It is apparent from Figure 15 that the bias variance begins

o 2 or .25 x 10712 rad? less than the initial }!

12 2

at .75 x 10" "“ rad

variance of 1 x 10~ rad This is a direct consequence of
plotting only the updated variances. The variances at time
equal to zero are plotted after the first measurement is

. taken, which are, as expected, lower than the initial
variances.

Generally, the bias variance curve decreases over the

6.29 seconds interval. However, the appearance of two sharp
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peaks in the curve indicates sudden increases in bias uncer-

tainty. The first peak occurs at t = .99 seconds when station
43 is called on for the first time, and the second peak

occurs when channel 59 is aéquired for the first time at

t = 3.12 seconds. When a station is called on for the first
time, bias for that station is completely unknown; bias

2 at each new

uncertainty is reinitialized to o = 432 ft
station acquisition, causing the peaks in the bias variance

§ curve of Figure 15.

Latitude and longitude position variances are represented
4 by the other two curves of Figure 15. They begin at the low

initial value and grow throughout the first record. To show

that the position variances actually do reach an upper bound,

Figure 16 carries latitude variance through the first four

records of data. At t = 10 seconds, itk)(l, 1) halts its

ascent and settles to a value somewhat lower than the peak.
At t = 166.9 seconds latitude, variance is equal to 105.91 ft2
2

or 2.45x10°13 raq (See Figure 16.)

f X The fact that station‘bias values are estimated with
better accuracy as more measurements arrive can be a possible
explanation for the variance overshoot in Figure 16. DME
measurements are predicted with increasing accuracy as time
goes from t = 10 seconds to the next station acquisition
due to ever-increasing bias knowledge. With decreasing

measurement uncertainty, total system variance (or uncertainty)

also drops, creating the gradual decrease in the variance

plot.
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DME Station Bias Results

Figure 17 shows the estimator bias values for the four
stations used in the first record. Channels 57 and 37 come
in at t = 0 seconds and t = .17 seconds respectively, channel
43 comes in at t = .99 seconds, and channel 59 comes in at
t = 3.12 seconds. When each station is called on for the
first time, the bias prediction changes the most, but the
more measurements that are used, the less the bias values
change. This is a direct consequence of the gradual decreasing
bias variance curve of Figure 15. In other words, bias
predictions must change less for lower uncertainty.

The most obvious characteristic of the bias curves
in Figure 17 is the tendency to flatten out as more measure-
ments are used. The final bias values for the first four

stations during the first record can be summarized as

Channel 57 = 6.71 feet
Channel 37 = -313.16 feet
Channel 43 => -74.13 feet
Channel 59 => -257.60 feet

'
kS

Of course, these values are also subject to change as the
flight progresses because of changing geometry.

To illustrate that the residuals in general actually do
decrease as better bias estimates are available for the
‘prediction equation, Figures 18 and 19 show the residual and
bias history of stations 37 and 59 for the first record of
data. Both station biases approach an apparent steady state
value, while the residuals (those corresponding to the same

stations and the same time) generally decrease.
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During the course of the test flight, many additional
stations are acquired. Approximate bias steady state values
are obtained from the estimator for all the DME stations
during the first 40 minutes of the test flight. Since the

FASTMAP filter does not calculate station bias estimates, the

accuracy of the estimator bias estimates is not evaluated

in this study. Therefore, these estimates are only presented
in Table VI to show the results of the bias model. (See
Chapter III.) Each approximate steady-state bias quantity

in the table represents the last estimated value on or before

the 40 minute mark.
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Table VI. Summary of Approximate Steady State Bias for
DME Stations Used During First 40 Minutes

Colorado Springs
Tobe
Pueblo

STATION NAME IDENTI- CHANNEL APPROXIMATE

FICATION STEADY STATE

BIAS ESTIMA-

TION (FEET)
Dalhart DHT 97 14.5
Anton Chico ACH 37 -1.7
Santa Fe SAF 43 207 .9
Texico TXO 59 -352.0
Newman EWM Tk -289.2
Truth or Consequences TCS 74 -267.1
Alburquerque ABQ 79 119.1
Holloman HMN 85 80.3
Corona CNX 102 164.5
Farmington FMN 100 192 .7
Roswell ROW 108 -434 .5
Cannon CvVs 104 96.0
Cimarron 8
Socorro 2
Las Vegas 0
Taos 0
Zuni 7
Tucumcari ¥
Alamosa 4
9
5
.8
.6

Thurman

Denver

.6




V. Estimator Performance Compared to CIRIS

CIRIS Dbata

In Chapter IV it is shown that the designed estimator
compares well to the FASTMAP filter (an accepted and usable
filter). However, since FASTMAP states cannot be considered
as true states, the FASTMAP filter only offers an approximate
method for testing the estimatcr. A better method of testing
is now sought to provide a more acceptable error analysis for
the estimator.

Comparison to CIGTF's Completely Integrated Reference
Instrumentation System (CIRIS) that recorded trajectory data
(along with the FASTMAP filter) for the same test flight is
the approach used in this chapter. CIRIS calculated verti-
cal, longitude, and latitude position and velocity for the
entirety of the test flight. These six states, along with a
standard time (IRIG time) and 64 other words of information,
aré all stored for each set of calculations (one file) on a

9-track tape.

CIRIS Estimates of Error

Although a comparison to CIRIS states can be considered
a more accurate method of testing the estimator than a com-
parison to the FASTMAP filter states, CIRIS also has asso-

ciated errors. An ideal evaluation of estimator performance




would necessitate the use of the error

A ~

- % - X 4
%t T ®ESTIMATOR = “TRUE Ghy

However, a comparison of estimator states to CIRIS states

yields results characterized by

A A

dec = ZgstmaTor T XcIris (75)

Therefore, CIRIS errors must be noted, which are represented
by

= X - X
EC —CIRIS —TRUE $76)
From Egqs (74), (75), and (76), the desired result can then

be obtained as

=d +e (77)

Assuming zero-mean errors and since estimator and CIRIS
errors are independent, the total error correlation can be
expressed as
TOTAL ERROR _ g, S ; i T
CORRELATION ~ E[EEEE} ¥ E[QECQEC] % E[gcsc] (78)
'CIRIS estimates of the square root of the diagonal terms of

the last term in Eq (78) are located in words 35 through 40

of each file. These errors are illustrated in Table VII.

T T DR e e~




Table VII

CIRIS Estimates of Standard Deviation of Error

CIRIS Estimate of Standard

Quantity Deviation of Error !
°Longitude Longitude Standard Deviation %
S atitude Latitude Standard Deviation é
9 ey et ende Altitude Standard Deviation %
OVE East Velocity Standard Deviation é

‘3 YN North Velocity Standard Deviation i
Syv Vertical Velocity Standard Deviation

Table VIII shows some typical values of CIRIS errors sampled
g about four minutes after the initialization of the FASTMAP

test. Time corresponds to the time following the FASTMAP

initialization. With CIRIS errors in mind, information from

the CIRIS tape can be used to evaluate estimator performance.

Matching CIRIS and Estimator States in Time

IRIG time stored on the CIRIS tape is synchronous to the

IRIG time recorded on the FASTMAP filter tape. The estimator
uses IRIG time from the FASTMAP filter tape, and therefore a
matchup between CIRIS and estimator states is conceivable.

However, both CIRIS and the FASTMAP filter have their own

discrete values of IRIG time, complicating the match-up




Table VIII

Example of CIRIS Estimates of Error

Time Long, By e, OVE OYN

(sec) (feet) (feet) (ft/sec) (ft/sec)
240.78 107.4 23.2 .6900 .1407
247.86 55.9 28.3 4584 .3102
256.14 39.5 19.7 .4380 .2310

procedure. In order to compare properly, some method is
necessary to match the appropriate CIRIS states to the
corresponding estimator states.

Because IRIG time is only available at different dis-
crete values for each tape, estimator states are modified
in order to be comparable to the CIRIS states that are
closest in time to the estimator states. Figure 20 illus-
trates the fact that the estimator and CIRIS have mismatchad
state values. In the figure, the term '"desired estimator
state values" refers to the estimator states that directly
correspond in time to the available CIRIS states.

To obtain the desired estimator state values, state
values are propagated and updated in the manner described in
Chapter III up to and including measurements (i). Next, the
‘time at measurement (i) is subtracted from the time_corre-

sponding to the available CIRIS states. The time difference,

At', is employed in the estimator propagation equations to

propagate the states from measurement (i) to the desired

.
S i i i, 5 i




Estimator Update

_r at Measurement (i)
>

o Available CIRIS

& States — — — _ ____Desired Estimator
H - State Values

o)

5

L Estimator Update

at Measurement (j) 14

Figure 20. CIRIS and Estimator States Mismatched in Time

estimator state values. The two systems now have synchronous
state values that match in time and are directly comparable.
The sample time is 7 seconds and total number of sample

- points are 400. 1In reference to Figure 20, this procedure

can be summarized in four steps as follows:

STEP 1: Propagate and update states to measurement (i).

STEP 2: Obtain the time difference = At' = CIRISTIME -
! FASTMAPTIME, where FASTMAPTIME corresponds to

the DME measurement (i) just before the ]

available CIRIS state.

STEP 3: Use At' in the estimator propagation equations
to propagate the states to the desired time.

4 STEP 4: Compare CIRIS and estimator states.

Test Results

Using the matching procedure of the previous section,

this test entails the comparison of the estimator and CIRIS




latitude, longitude, latitude velocity (V ) and longitude

NORTH

velocity (V The study includes the test flight from

EAST)'
the start of incoming DME measurements (the investigation of
the FASTMAP filter) through the 180° turn and about 8 minutes
past the turn, totaling 50 minutes of flight. The estimator
test is extended beyond the turn to show that the estimator
follows the turn.

The 180° turn provides a rigorous test for the estimator
by checking its performance in such trajectory chances.
Slight trajectory changes also exist in the test flight prior
to the 180° turn. Figure 21 shows CIRIS latitude versus time
for 18 minutes following FASTMAP initialization. A slight
increase of latitude velocity (in other words, a small
increase in slope) is indicated at approximately t = 560
seconds. A more prominent change in trajectory is noted in
Figure 22, a representation of CIRIS longitude versus time.
Longitude velocity changes from a westward direction (indi-
cated by the decreasing slope) to an eastward direction at
t '= 560 seconds. Velocity estimates from the estimator
should indicate these changes in trajectory.

The trajectory changes indicated above result of course
from changes in velocity. Acceptable estimator performance
means that estimator velocities track these CIRIS velocities.
Figure 23 compares both latitude and longitude velocities
for CIRIS and the estimator. The smoother upper and lower

curves represent CIRIS latitude and longitude velocities
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respectively, and the curves that oscillate about CIRIS
velocities are the estimator's own latitude and longitude
velocities. As Figure 23 shows, the estimator velocity
estimates actually do track the changes in CIRIS velocity.

As noted in Chapter I, high frequency errors in the reference
system, such as the estimator velocity curves in Figure 23,
are not as significant as unbounded error growth. On this
basis, small estimator state oscillations about the smoother
CIRIS states are acceptable. (Note that tuning could remove

them to some degree.) The error using Eq (75) is plotted

versus time for the first 50 minutes of flight in Figures 24
through 27 for positions and velocities. The sharp peaks in
all the error curves represent the 180° turn. As can be

expected, estimator accuracy decreases momentarily for the

f%ﬁ duration of the turn. However, these figures show that the
estimates quickly recuperate from the turn. Although not ﬁ
attempted in this study, Q can be made to increase when a
turn is indicated to put more estimator dependence on DME
measurements and less on the internal model. (See recommen-
dations.)

Figures 28 through 31 are histograms that represent the
frequency distribution of the latitude and longitude position
and velocity errors. Generation of these histograms is
accomplished by dividing the error (Eq (75)) into 50 feet

sections for position and 5 feet per second sections for
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Figure 28. Latitude Position Error Histogram
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Figure 29. Longitude Position Error Histogram
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Figure 30. Latitude Velocity Error Histogram
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Figure 31. Longitude Velocity Error Histogram
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velocity, and noting the number of errors between each
; section; error 'sampling is one sample every seven seconds.
Figures 25 and 29 show that longitude position error
is biased about 150 to 200 feet. The fact that bias errors-
are commonly found in EKF designs may be a possible expla-

4 nation. Bias errors in EKF designs can result from

assumptions of the form
£(x) 2 £(x) (79)

for nonlinear £, such as in the calculation of the linearized i
measurement equation in Chapter III. Partial corrections for
biases in EKF designs can be accomplished by using 'Bias

Correction Terms." Use of these terms partially corrects

for the bias by adding higher order terms to both the state

] ]
F} propagation and the measurement prediction equations. This ;
A

procedure is reserved for a possible future study and is not

attempted in this report.

Using the histograms in Figures 28 through 31, approxi-

mate values can be obtained that encompass 50 percent of all
the errors for latitude, longitude, latitude velocity, and
longitude velocity. The magnitudes of these values should
give a rough estimate of estimator performance and feasibil-
ity for using the estimator as an INS reference system. The

approximate values that contain 50 percent of the errors are

obtained as




5 ol

Latitude position =» + 83 feet
Longitude position = + 183 feet
Latitude velocity = + 8.4 feet/sec
Longitude velocity =>» + 7.5 feet/sec

These approximate values exceed the accuracy goals stated
in Chapter I. However, with proper tuning and with the
"Bias Correction Terms,'" the accuracy goals might be

achievable.

91

s




VI. Effects of Omitting Measurements

Omission of Bad Measurements

In designing the estimator, some method of omitting
erroneous measurements should be considered. Estimator
performance depends on the measurement history. If one
measurement in a group of measurements is obviously different,
then a possible action would be to rid the system of that
measurement since keeping it might well degrade performance.
On the other hand, removing a measurement is like throwing
away a piece of information--information which, no mater how
erroneous, might actually help the estimation process. How
bad must a measurement be before no helpful information can
be derived from it?

One way to define "erroneous' measurements is to include

all measurements with residuals beyond an no S boundary,

RE

where the residual standard deviation, o is given by

RES’

%

4 - T
ores = [Baer1) 2o Bory * k] Sy

and n is a value on the order of 2 or 3.

Estimator values of ORgs 3re plotted in Figure 32 for the
first nine records (about 60 seconds) of measurement data.
Another way to define "erroneous'" measurements in

relation to this design would be to include all measurements
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with residuals over "X" feet, with "X" selected a priori.

A concise answer to the above question would require an
appropriate value f>r X. (This value could then be compared
to the time history of ORES in Figure 32.) In order to
determine a "ball-park' value for X, a study presented below
contrasts estimator performance with four values of X. All i
measurements with residuals greater than X feet are omitted.
Estimator performance is approximated by noting the time-
averaged difference between estimator postion and the FASTMAP
filter position for each value of X. Table IX shows four
values of X and the corresponding position differences for

both latitude and longitude.

Table IX

Four Values of X and Corresponding FASTMAP
and Estimator Position Differences

Latitude Longitude
X Difference Difference
(feet) (feet) (feet)
© . 66.9 98.3
(all measurements
accepted)
600 71.6 100.8
400 255.9 452.6
300 767.1 1818.2

Table IX reveals that when all measurements with residuals
above 300 feet are omitted from the estimator equations, the

time-averaged position differences between the estimator and




the FASTMAP filter are relatively large. A plot of estimator

variance for latitude position, E*(k+l)(l’l)’ is shown in
Figure 33. From the figure, the latitude position variance
can be seen to diverge when X is set at 300 feet. As the

value of X increases to 400 feet, the variance drops sharply.

e e oo o D R s e L e e S £ e e e Ak e e B b e S e A

At X equal to 600 feet, the variance levels off close to the
value for X equal to infinity (when all measurements are
accepted). The difference between X equal to 600 and infin-
ity is almost negligible in terms of estimator performance
(See Table IX).

The results of this study reveal that measurements with
residuals over 600 feet can effectively be dropped without

losing accuracy. In reference to Table IX and Figure 33,

the minimum value for X is 600 feet. A value for X to be
used in the actual estimator is chosen at X equal to
2500 feet. This ensures that no bad measurements, such as
wrong station coordinates and gross receiver-transmitter
delays, are used in the estimator equations. On the other
hand, choosing X well over the minimum (X = 600 feet) will
ensure response to trajectory changes such as 180° turns.
Again, Q values can be made to increase to meet trajectory
changes (See Recommendations).

Now that all measurements with residuals over 2500 feet
are omitted, a method for implementing this is necessary.
The omission of bad measurement data is shown in the esti-

mator flow chart, Figure 7. A measurement prediction is

made from both prior measurement and state information and
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Figure 33. Effects of Measurement Cutoffs
on Estimator Variance
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is immediately followed by the actual measurement. If the

difference between the prediction and actual measurement is
greater than 2500 feet, the estimator treats that measurement
as if it never existed. The estimator carries the propa-
gation of the states across this measurement time to the

next measurement. However, a sequence of residuals con-
sistently over 2500 feet should not be omitted, since this

phenomenon could well represent some trajectory change.

r———

Another future study not attempted in this report would be

to monitor the residual sizes and increase Q when sequences

of res’duals are over a certain amount (i.e., an adaptive

‘ filter).

Effects of Increasing the Time Between Measurements

The time difference between each station acquisition

for this test flight is on the order of .05 to .5 seconds.

p o

Current DME digital equipment allows station acquisition

at such high rates. However, if station acquisition is only
possible at a slower rate, estimator performance is expected
to‘degrade. An additional study presented in this chapter
illustrates system performance as the time between each
measurement is lengthened. Performance may not be degraded
to an undesirable degree when measurements are acquired at a

slower rate. Perhaps there is a point where any additional

measurements in a given time interval will not add a sub-
stantial amount of information to the estimation process.

If there is such a point, then the plot of estimator

g
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performance versus the time between measurements should start
out flat, or in general be concave-up. In such a case, the
time between measurements can be increased without significant
loss of estimator performance.

Whether or not the time between measurements can be, or
should be, lengthened is obtained from an investigation of the
plot of estimator position error variance versus the number of
measurements omitted. Figure 34 shows the relationship
between the number of measurements omitted and estimator

latitude variance, E+

3y 3 itude varian i
(k+1)(1’ ) Latitude iance rises
almost linearly as the time between measurements increases.
Since the curve is not initially flat or concave-up, then

the time between measurements should not be lengthened except

in necessary cases. In such cases, Figure 34 reveals how

much performance degradation can be expected.
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VII. Conclusions and Recommendations

Conclusions

Based on the design and testing of the estimator, the
following conclusions are drawn:

1. An extended Kalman filter using multiple DME range
measurements is a feasible reference system for examining
INS low frequency errors. Estimator errors in the high fre-
quency range are greater than those of an INS, but errors in
the DME-based estimator are consistent in strength and do
not exhibit an unbounded growth as typical of INS errors.

2. With the Q and R used in the estimator tests, the
7-state estimator without the jerk states provides better
performance than the 9-state estimator with the jerk states
included.

3. For the estimator in this study, the approximate
values that encompass 50 percent of all the errors for lati-
tuhe, longitude, latitude velocity, and longitude velocity,

as compared to CIRIS, are summarized below:

Latitude position —> + 83 feet

Longitude position — + 183 feet
' Latitude velocity —> + 8.4 feet/sec
Longitude velocity —» + 7.5 feet/sec

Although not attempted in this study, properly tuned values

of R and Q might result in lower estimator position and

velocity errors.




4, The estimator is able to track changing trajectories
such as a 180° turn. Errors in the estimator states do
momentarily increase for such a change, but the estimator
rapidly recovers following fhe trajectory change.

5. Measurement residuals over 600 feet (or more) can
be dropped without significant loss of estimator accuracy.

On the other hand, the time between measurements cannot be
lengthened without loss of estimator accuracy.

6. Finally, the estimator recovers from initial con-

ditions that are not precisely known.

Recommendations

The following recommendations are suggested for improving

the performance of the multiple DME estimator and for further
studies in this area:

1. Proper R and Q values for the estimator should be
obtained by a covariance and/or a Monte Carlo analysis of
performance.

2. An estimator using an adaptive approach should be
inQestigated; that is, R and Q can be made functions of
time, environment parameters, or current residual values.

For example, the constant R used in the estimator tests can
be designed to change in relation to the magnitude of the
DME range measurements. Also, Q can be boosted at trajectory

changes either by monitoring the residuals or by informing

the estimator of commanded aircraft trajectory changes.
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3. Although the 7-state estimator provides better per-
formance in this study, other approaches to designing the
estimator are suggested. The 7-state estimator is currently

modeled in the form

White el
Noise 1 |Acceleration| ; [Velocity 1 Position
o N s 1 e ?

Instead of entering the white noise through a pure integrator,

investigating the use of a first-order lag is suggested as

: follows:
White
Noise Acceleration Velocity - | Position ]
1 L y 1 5
s+l e =
T

Such a form represents a reasonable model of aircraft accel-
eration in the form of an exponentially time-correlated

process.
‘'  Another possible area of study would include a combi-

nation of the 7-state and the 9-state estimators in the form

T |

Velocity |1 |Position
|s

Acceleration

I

+ s+=
(1

s+a
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This study would search for the optimal combination of the
white noise strengths for both noises Wy and Wy Parameters
to vary in the preceding diagram would include R, the

strengths of the white noises, Wy and ©os T, and a.
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Appendix A

Local Geodetic Frame to XYZ Coordinate Transformation (Ref 8:

A point on or near the earth's surface can be described
P

by three orthogonal components, X, Y, and Z, in terms of its

166)

latitude, longitude, and height above sea-level. The equations

are as follows:

[ : *age ]
X = (1-e2sin2P )% Hgt cos P¢ cos P, (81)
¢g g
o [ > a2 '% + Hgt ] cos P¢ sin P, (82)
(1-e“sin“P, )™ g
¢
g
[ - + Hgt - ae’ ] sin P
zZ - (1-e2sin2} )% (l-ezsinzP )2 ¢g
¢ ¢
g g
(83)
where
X =
Y = Cartesian coordinates of aircraft
Z =
a = equatorial radius of earth
e = eccentricity of the earth
¥ = aircraft latitude
¢8
My aircraft longitude
Hgt = aircraft height
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Appendix B

Linearized Measurement Equation

The non-linear measurement equation
2 2 2 3
e = [®,X)D2+ (1, Y)D2 + 2,22k by gy +v (84)
is linearized to obtain

e = [ae/an) I ]5P¢g+[ae/anl ] SPA

g -
L 1) X (k+1)
5 [ 3e/3by ! :Idbi (85)
X (k+1)

and thus an H matrix becomes

H =|:ae/ap¢ ‘ o 0,0, defey | ;
E, g~ Ko
¥ X (k+1) X (k+1)
0, 0, 0, 0, 3c 3b, !_ : (53)
X (k+1)
where
P = aircraft latitude
g
PA = aircraft longitude
\ bi(k+1) = measurement bias prediction
Xu =] Cartesian coordinates of aircraft
using formulas in Appendix A
Y = P
u
Z -
u

B s



Expressing equation (84) in terms of P

= | Cartesian coordinates of the

DME stations using the formulas
in Appendix A

= aircraft altitude

¢g’

s [({[ (1es1n1’q>)sz ! Hgt]coqu)

a
+ ( {[ (1—ezsi;2P )% (1- e sin P

2]
.zs)]2 + by es1) TV

The partial of Equation (86) with respect to latitude becomes

3e /3
Psg

* 2(Zu-Zs) BZu/BP

g

P., and Hgt yields

cos PA}' Xs)z

-+ Hgt] cos P¢ sin -Px}- YS)2

+ Hgt -

]

[2(xu-xs) 3%, /3p

]sin P¢g}

%l:(xu'xs)2 £ (Yu"Ys)2 * (Zu'zs)zj-%

+ 2 (Yu-YS) BYu/BP

(86)

T




First axu/anb is determined:

g
23X /5 =3/ ( — + Hgt)
e P¢ Pq) [ (1-ezsin2P )%
g g ¢g
cos P¢ cos P)\] (88)
g
a .
A +Hgt) eps P, &in P
aXu/apda ((l-ezsinzP )% A d>g
g ¢g
+ aez(l-ezsinzP )—3/2 sin P cos2 P.  cos P
¢ ¢ ¢ X
g g g
(89)
Similarly aYu/8P¢ is determined as follows:
g
a : ; .
R + Hgt) gin P, sin P
aYu/an = ((l-ezsin2P¢ )% A ¢g
g
+ ae?‘(l-ezsinzP )-3/2 sin P cos” P, sin 2
¢ ¢ ¢ X%
g g g (90)
and azu/an_)l is
8
azu/a% = (1-e2) ae2 (l-GZSin2P¢ )'3/2 sin2 Pcb cos P¢
g g g g
a ae2
+ Hgt - cos P
4 +[(1-ezsin2P¢ )% (l-ezsinzP )% ¢g
¢
g g
(91)
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Substituting Equations (89), (90), and (91) into

Equation (87) yields an expression for 38/3P¢ . The values
for P¢g and P, are obtained from the estimator's best estimates

of the states. 3¢/ an is obtained in a similar manner

't 2 R 2 -3
3e/aP, _[% G R + (C 1) + (Z-2) ] z

l

x[2(x,-X)) 3%, /3P, |+ 2(Y,-Y ) aY /5P

- A A—
X (k+1) X (k+1)
+ 2(2,-2,.) 9Z /8P, J__ ]
X (k+1)
(92)
93X /3P, = _([ VA 3 = Hgt] cos P¢ ) sin P, 93)
g (l=e"sin’E, )= S
g
a
25 : + Hgt | cos P cos P (94)
aYu/aPA ( I:'(1-ezsir12Pq> )% ] ¢g ) A
g
aZu/BPk =0 (95)

Substituting Equations (93), (94), and (95) into Equation

(92) yields an expression for 8e/3PA. The perturbation of the
nonlinear measurement equation (Equation (84)) is now in the
form of a linear function - an H matrix. The units of the

H matrix components are ft /radian.

109




PROGE 8M *1)
-"\Iu;p (‘:'( A
REMEES TON
'X-Y.Y..' (<) ]
nTMErSsION

u

CISL LETT,
ISy o
Jer=<,
~AX=1
MAX X1
538 CoNTINES
DUFFESD TM(
IFCUNTIT (23
?2 V= ..t"Trq(1
2T = K=
Q?I,\]""""
T=T41
TE(TECeL)
?F .TlFr“?)
.f\'-.?)

MKV,

T4 CANTTIHNUS
fa N k=1
rPe e Ju=t

2 FENTIRUE
95( -1)”1:

no 2 VJ-A
YAi(K)) =<,
25 CONTTYMUE
Y3(1)-V“(1
(2Y=7,25"
» Yu(b)-XA(h
f YA(S)=0,21
| "ELT2L LD
!

b o b (b S el d L s raldin o

SapTvaALEnCcT

DA(SIgKKI =,

APPENDIX C
COMPUTER PROGRAM

AGE IS BES'I‘ Qunxnmw

INCINPUT , 00TRPYT,TAPELY)
*RT(1C 3),\%&”(%r”),ﬂ“‘(52~),N(?),V(B),Tﬁ”l(a)
TTL(290) 3272(3,8),772(3,3),272(3,7) yXXX1(3),XXX2(3)

YYX(2)

PA(2,3) gy YL () 4 XR(Y),ITM(I,9) yANAME(B]L)
(BNANT  MAMT)

LANGGy LATIS ,LONGUS,,NAIT

1054) (NAMF (1) ,NAME(TSL))
1) Tyl

2)

(1) =<

G T
GET
30T

)
y3

=14

"’Q

)+.R 002025
ie "D
) #1.2%73173564

;pr-g

110

IO (e R




1459

[

IS
.

.

PG TE A =1400

RT(JIY) =09

CONTINUE

==1C(

n=1z-17

SLAT=1,

cLenrc=1,

ALe=r,

1a7=1

BT 2y LATTTUDE LAT

<37 foy LONG COY

vz 4

G =i e SR T =ior,

TECI=T 50,1960 F01095
MEXX=MLX +1

CHEANMAXY) =ANAMT (KT)
FEUIr T ETh1)6a TE bk

S ENLS BT

0 Y g Wit T
TECCHEAN(MAXX) (M JOHEN (M) ) 6N
pAql:,lzu

0 TC 13-

MMz MMy

TS (MMM GGT JMAX) GO T3 105
ConTiNUE

EA(C,Q)=1E=-12

MAY MM

5o CJE T e 05 ) 60 R L0
BEERET S R O R T GG
PELT=AKAYT (1) =YXT

VEL
STATTON

TO 1C2

SONGITYNE
3IAS

LOMG VEL
TIME DIFF™

Yi(i):Y&(l)*(iﬁ(?)‘WELT)*(YA(E)*((WELT"Z)/2))+(XA(7)'((”ELT*‘3)/

FE)0)

YA(2Y=YA(2) 4(XA(D) 2 (DNELT)) $(XA(?)* (JELT**2)/2)

Y3(2Y=YA(Z)+XL(7Y<DELT

XR(LYSYA (@) #(XALT) ENELT) ¢ (YA(HR)*((DELT2%2) /2)) +(XA(B)* ((DELT*=2)/

*£))

XO(EYSYA(S)+ (XACI)*(DELT)) ¢ (XA(3) P (DELT*¥2)/2)

YA(EY=YA{S) XA (SY*DCELT
YI(T)=(2.=3X)=X1(7)
X2(f)=(1.,=-3Y)+*X1(3)
Y’(Q)=°I('4*"‘) L
Y12 =yi(4)
YYVVVYZSE(-COS(X21)

0 €2 Juk=1,9

By 54 Ne =1y @

T Iy KKI) =0 W
FIr T INUE

c"’(:,l):io
STM(1,2)=07LT

STPRCL g Sy = aE0 e+ 72
SERElg 7Y =(AELT**2) /R
STM(Zs2)=2,

\

111




S9

(3

STM(Ey 3)2DELT

STMUE, TY=(DELTEL2) 22
STM(T,2)=1.
STM(Z,7)=DELT
ST”A‘(","-) =1.
STM(L,€)=D=LT

STY(t yE)=(DELT**2) /2
ST™ (L ,8)= (DELT#*T) /6
STHME 5) =1 ,

STM( 4y6)=D=LT :
STH Sy E)Y=(DELT>*2) /2
STM(E,ﬁ):lo
STM(C 5 8)=0ELF

STM(7 47)=1,=AX

ST (£, 9) =1-AY
STM(C,9) =1,

RO SG Ty 9

0e 5% J=1,9
771(I,J)=J.G
CONTINU~

N 17 K=1,9

oo 4t J=1,9

2R e k=409
TTL(I,K)=STY(JHyI)*PA(ILK)+7T1(J,<)
FORTTINUC

DO = 51

"0 60 J=1,3

2r e Gl J)i= 00
CONTTNUE

Pn 1! K=1,9

Silpin e e L e

N0 13 T=1,9
TT2(JyK)=22TL(JyT)2STM(KGI)+Z2T2(J,4)
CONTINUE

THE (g N=2NELTES 2
7273ty R =Rl T2
Lilo B e (e

00 17 J=1,3

CI(T9J)I=TT2(I43J) +7T3(1,4J)
CONTINUE

MI3=¢] 4+t

ENA=INAN(XIZ)

YXXXY=RHAMT(KT)

TALL STATH(ISLAT,y"LONG,y2LS 3 ¥YXXXY)
RECSE Al seln b o0 Y. s CED L7

0 TC 14

PRINT* 4*nEW STATIOYM ACAUISTTION®
GO TC 22

PRINT* ,*'IHITIAL LAT IS USEDR”
VI.‘=RI‘2

LLT=PNAME (CIS)

\

by i) i el i

clediioes o6 bl




T

ULAT=XE(L)
DLONG=XR(4)

Y)+2LT)*COS(ULAT)*COS(ULIONG)
)) #ALT)*COS(ULAT)*SIN(ULONG)
YD HAL = ((CA® (E* £2)) /(1 ~-(E

Y= (U7 C(1=(E*>2) (SINCILAT)I**2)) ve,
Y= (B ((1=(E®== = (SIN(ULAT)*%2)) *¥,
T2((E/(LL=(ER L «(SIN(ILAT)=*2))ve,

a2e2)2 (SIHCULATI**2))*>.5)))#SIN(ILA
S=((F/((1=(5*+2) = (ST (RLAT)==2)) v e,
T=((F/0(1=(3342) 7 (STN(SLAT)*=2)) v¥,
U=( (A7 ((1=(5=%2)* (SIN(TLAT)*+2)) %5,

#xaz)~ (SIN(SLATI*~2))*%,5)))*SIN(SLA
LATT=XR(1)

LONGE= XD (4)
TER7I=A/((1=(E%*2) 2 (SIV (LATT)I#%2)) *+,5)
TEUMIL=(TIO7L4ALT=- (TERTL4E222)) *2IS(LATT)
TIRZZ=(A/2) *(E**2-1)

TSRZT=4/ (1= (E422)* (SIN(LATT)*%2)) #%1,5

TTETLE (=245 ¢425ST(LATT)ACASILATT))

EwM72=(TER72% TS0 ZT4TET7L) *SIN(LATT)
TAELLT=TERMZL4TECMT2
TECX1=<-4/2
TEOX2=Z1/ (1= (S4%2) 2 (STN(LATY) #22)) #%1,5
TEoXT= (=2%S%*24STN(LATT) #ROS(LATT))
TEIXL=CCS(LATT)* ~0S(LONGG)
TEAMYL=TEAX1#TEAN2RTERY I*TURXL
TIoX = TEAZ 14ALT
TERYE =CO3(LONSG) * SIN(LATT)
TESMY2=TEAIXE+TERYS
YRELLT=TIRNNL=-TEPHX
TEaY1=-8/2
TESYP=1/ (1=(Z**2) = (SIN(LATT) +32))**1,5
TEQY?= (=2+E#+24SIN(LATT)#E0S (LATT))
TTAYL=COI(LATT) *SIN(LONGG)
TEOMVY=TZRY 18T ERY2RTEOY 3XTERYS
TEXYE=TEZ44ALT
TERYF=SIN(LONSG) *SINILATT)
TEEMVISTERY ST EQNG
YRELLT=T7RUYL=TEOMY2
TEAEL=2% (X=S)*XIFLLT
TEIET=2s (Y-T)*YNFLLT

TERET=24 (7T-U)* TOCLLY
TSAMF1=T 05147 2252478273
TEOE = (X=S)*%24(Y=T)¥ 224 (7-y)*=2
TEAMI 2= 5/ TERE L > |5
EPTLLT=TTAMEL2TERYER
YOELLG=(=TIRX5) = AS(LATT) TN (LONGS)
YOSLLA=T72455CNS (LATT) * COS (LANGS)
TTIZE=2%(X=S)*XVLLG :
TTaEE=P0 (Y=T)*VAFLLG
TIAIMF3=T-RIS4TERES
FISLLG=TIRMIETERYES

M(1)=ETELLT

)
))+ALS)*COS(SLAT)*"IS(SLONG)
)) +ALS) *COS(SLAT) #SIN(SLONG)
)) +ALS=((A*(E**2)) /((1=-(E

)

\

113

S— P TORT— kil bttt i, . oo

———




TH1S PAGE IS BEST QUALLTY FPRACTICARLE
raoucoryrmmusunamoggn,....—"

ML )=ERTLLA
H(G)=(H{1)®* *2+H(L) #22)%% &
2TAS=XP(2)*4(3)

P2 ((X=S )*+2) +((Y=T )=+22)+((7=") Y*%2))%* ,5+£31IAS
FES=((PNR)*6,575E3) =P
PESS=RES* 301
B0 7 I=1,9
TIM1(I)=043
T3 CONTTINUE
o 543 'I=149
bO 613 =4,9
TEVA(I)=P(IZJ)*H(I) +TFML(T)

317 CONTTNUE
TEM2=9 o0
RQ 516 I=%1,9
TEMP=H(I) *TEML (T)+TE2

14 COMTINUE

3 T=PMESHA(TEM24R)
f0 934 T11=1,9
VCETT Y =p ST 1) =T EOM R
=13 CENTINUE

. : RO €18 JJ§=1,9
| XA (JJJ)=XB(JJIJ) +V (JIJ)*RES
©1% COMTINUE
NY 4T IKI=1,9
80 K3 JKI=1,9 ~
¥XYL (JKI)=SISLLTPR(1, JIKI)*V (I ))
YYY Q2 (JKT)=SNFLLG97(Ly JKI) VY (IK))
YXXZOYKIN=2(Q,JLI) Y (IKJ) H(9)
; YYFY (TR I)=XXXL (JKT) #XXX2 (JKT) +XXY2(JKI)
- DY (IK)yJ)T) =P (IV Iy JKIY =XXX(IKI)
i “? CONTIMUE
£ O (MYM)=Y4(9)
T3IG1=KI-1
T2167=KT+11 ;
NEL Tz ANAS(ICIG2Y =ANAYT (IRIGL)
IF(IE T JHifeh2)50 70 119
YXT=ENEME (IRIGY)
119 CoMTTNUS
‘ VILAT=YA(2)*2(5}<37%F )
VELOPG=EXA(C)*250567%YVYYYY ,
COVLET=P {14174 315F 10 g
COYLON=PA(wyge)* (L LTE2YVYYY257)0s2 .
AIS=YA (VA UIANT237,%5( 75
X ) Fﬂ:“fT(iY, FF % b g XY
ERTNT 57 gXA(L) g VTLAT G YA (L) g VELONGySOVLATyCOVLONY XXXXY 43TS,RESS
TE(JIRTLSN,22)06N 70 191
NESERLELS
. 191 COUTTNUE
IFCIENH)YBD TO &
IF(I®IWENe~2)%0 "9 530
IFLITIECeb29060 TO L
T137=2121+1
g oTr 252
L STOE

FH0

- 114




PHIS PAGE IS BEST QUALITY PRACTICABLE
FROM COPY FURNISHED TO DG ommts—" )

SURSCUTIMNE STATN(SLAT,,TLONG,ALS, ANAY)
TF(AMAM IS5 BD TO 4

CLAT= ,F2%3135627

SLONC=1,7397237236

pLR=7029) '
&N Te €1
1 TE(arpm MELZ7) 50 TO 2
CLATZ,£125441303
CLONAZ1,337235140
prS=r 0L
50 ¥t &1
2 TF(Q"‘V l'lE.“‘}) r:O ?0 3
‘T:.L’) ')"\3?12{_‘
°Ln~f-*. 5117277" /
BLS=0201
£y o ogg
2 TE(AL AN «NELTT) 6O TO & |
SLAT=,£,2.547255 {
SLONC=1, 734322068 }
ELS=: (30
6N oTr ¢
& TE(AIAN NEL,71)6G0 TO &
CLAT=,%57351758499
CLAMEZ],25L7G5 322 ]

= IE(LAY LAV .x;:.71)"" Ty 6
WA TET 164723 /147

9
[ Sl LI “

CLONT=13 27 dumns <30 140592/130
ALS=. 973 J
a5

, A JFEAYAKLTLTLIG0 1O 7 ;
SLOTe22,25222220% 2,4647 97/ 16¢ 1
SLOMA= (7 4 28=32.161597 /180

ALS=t R}

| r'J T ,:n 1

T IFCENAMME,79)G0 T R
SLATEZE, (L ?3076 3,101 97743

el BETTRE XL 61 593/1 8%

SLEME=1GF
LLS=t 362
A Tr s
TR(APAYMZ,87)GO TN G
SLAT=,67274h312¢
CLCHC=1,3514379T7s
BLS=LE3 :

ﬂ? Tr' ‘:1
FRUAY RMGN T 82350 70 471
SLNT=z 4445162300
SLONC=2 854052 32
RLS=FE (

- N Tr F3

1

D

\

L 115




THIS PAGE IS BEST QUALITY PRACTIGABLE
FROM COPY FURNISHED TODDC

2T FANAM e T 0 105 V60T —2i-—— -
SLAT=,%5:1379<213
SLoNG=1v 00 n0 72033 -

T e

.
AL325503
«

23

T3
]

[
r

Tl AT

[N

>

-

3

NEE

; Seb ] 54 s
SLONGE =1 4025 3 _h0¢
PrLe=780q
GO TC &4
ECAPAMMEZL106)A0 TO 217
SULAT= 80 ed h32a31
CLEMEZ1,2033.512
ALS =l e
9 TC 6%
FE(AY AMNE  T21)60 TO 1L
SLAT= . 53529C 3847
SLOMNE=Y, 520351027
LLS=£C30
GONE s
TECAR AMGElE LA G TOAs
SLAT =, 599525 6725
CLONE=S (B3G5 T70T
BLS =t R
(i 0 A R
TS GARANM = S E T 15
STz 8 22 W8T TS
SLOMNGS 1535851209
ALS =Y R
2 Sl 2
=GR RS g SR 50 T0- 17
SLAES B39 T3 a
SLONF=1, 803015480
ALS=7091
GG w0l
T=(ArEMoE R eYG0 TO 18
SLETS ot 25991 7
SLONC=1,:318 000752
ELE=E 506
GO FC &l
IECAFEMGLE 324360 T 19
CLAT= (ALB)UBELTD
CLONC=1,733127 16E
BILS=L(73
200 (00 A G o
CREAT AR LT L8N Y30 TO 29
] AR R Hadth B L R
CLONPE,nuy 320 1L F
ALC=TL 75
£ F0 83

’(ﬁ'ﬂ”.Jn.

724350

"0

~
-




i e

o
Bl

LAY ]
Fes

I

b 2 ad

ar

BLIRS]
‘e

SLATS (6723732
SLONG=1.328191
ALS=r923
S0 T0 a1

TECAMAMGIZ 1650560 TO
CLAT=.£5.2350 285
SLONF=1,503151430

PLS=F 704
63 Tr £y

TE(ANAM,IT,122)G0 TO

GO 6 L

IS(LLAMNE L1150 TO

SLAT=45¢23-32925
CLONA=1, 322527005
fLS="5

G TC £

TE(AM A T 76 ,)1GC T0

SLAT= £Y233362M02
SLOoNG=1¢201 31591
8l S=rgon

(<0 S e g
T=CAE A Gtieg L TGRS0
SLATz ,fa52 327363
SLANG=S 222271377
ALS=5E 48

e B
JEQBE A SilE o330 GD TA
SLAT=4£316174CaL7
SLONG=1395 47 359L
ALS =1 453

=0 TE 61

FECLlErtie 756N 1O
SLAFE 7025228
SLOMAE=4, 894785 25F

LSz Rl
B ¥E 52
SLAT=2C,
CERATLEY
Fyn

o

~y
N

N
e

2("

N
N

er

24

117

§H18 PAGE 1S BEST QUALITY PRAGTTGARER
ﬂ'u‘“”!!Wﬁuﬂﬂﬂgpngﬂ‘--—"

bia s sl itk e €,




Vita

Robert Nelson Riggins was born on 31 March 1954 in
Lynchburg, Virginia, to Robert N. and Edith C. Riggins. He
graduated from Kecoughton (Hampton, Virginia) High School in
1972 and received a Bachelor of Science degree in Electrical
Engineering from Virginia Polytechnic Institute and State
University in 1976. He was commissioned a Second Lieutenant
in the United States Air Force through the AFROTC program on
June 4, 1976. Lieutenant Riggins entered the Air Force
Institute of Technology Resident School of Engineering in
pursuit of a Master's degree in Electrical Engineering,
Guidance and Control in August 1976. Lieutenant Riggins is

married.

Permanent address: & Crockett Drive
Hampton, Virginia

118




U\!(Tn\,)n WY®N

. SECURITY CLASSIFICATION OF THi3 PARY /iWren Da'a Entered)
5 . i TR AD TaGr i,
FO T UOCJ */‘\|!Un F)AGI I ,.4,“_0"1(": iy Sy
REPORT MUMBER SOVT ACC ESSiob bl 1 T T e s
B ,
[q AFIT/GRC/ER/7 -4] N\aSJ'er’ —é/msm
end Subtitle) 5. TYPE QF RE - e

T A

AUTNOR(" ,c""“"‘ S —— 8. CONTRACT OR GRANT NUMB3Z+r s

@ D[ Rovert '/ng;/\ ol /,
eT———

9. PERFCRMING CRGANIZATION NAME AND ADDRESS

Air Force Institute of Technolosy (AFIT~EN)
Wright-Fatterson AFB, Ohio 45433

Kirtland AF3, New liexico W

‘ 6 A DESIGN OF A _I.RAJECTORY ESTIIATOR NS Thesis :
vII-u,n.UL“I Lz DLE RANGE EASURELENTS . 6. PERFORMING ORG. RCSORT NuM At

11. CCNTROLLING OFFICE NAME AND ADDRESS § \
B v A H
Air Force Weapons Laboratory (“ f“drg:” i3

14, MONITORING AGENCY MAME & ADDRESS(if different from Controlling Office) 15. SECURITY CLASS. (of this zspere;
Unclassified

15a. DECLASSIF!
SCHEDULE

CATION DGANGRAZTIA

16. DISTRIBUTION STATEMENT (cf this Report)

Lpproved for public release; distribution unlimited

— RO

H ‘_7. DISTRIBUTION STATEMENT (of the abstract entered in Block 20, if different from Report)

SEIRUES G SR R e &pproved f05\ lic release; IAW AFR 190-17

\
}

JERRAL F. CUBSS,”Captain, USAF
Director of Information
19. KEY WORDS (Continuve on reverse side if necessary and identiiy by olock number)
Extended Xalman Filter
Navigation
DVE Stations
INS Reference Systems

J2o0. Al;TRACT (Continue on reverse side If necessary and identify by block number)

NThis rerort is directed toward the design of a real~time
estimation aleorlthm, a Kalman filter, that estimates aircraft
position and velocity using multiple DVE range measurements, The
estimator is designed and tested for feasibility as a reference
system for examining Inertial Navigational System (INS) low
frequency errors. Roth a 9-state estimator including Jerk St-tkn

and a 7-state estimator without the Jerk states are desicned,
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With the tuning parameters used in the estimator tests, the
7-state estimator provides better performance than the 9-state
estimator., An approximate analysis of the 7-state estimator
performance (by comparison to FASTMAP, a currently used and
accepted filter, and CIRIS, the Completely Integrated Reference
Instrumentation System,) reveals that estimator errors in the high
frequency range are greater than those of an INS, but errors in
the Dliit-based estimator are consistent in strength and do not
exhibit an unbounded growth as typical of INS errors., For the
estimator in this study, the approximate values that encompass 50
percent of all the errors (as compared to CIRIS) for latitude,
longitude, latitude velocity, and longitude velocity were

Latitude position
Longitude position
Latitude velocity
Longitude velocity

83 feet

183 feet
8.4 feet/second
7.5 feet/second
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Improving estimator performance is suggested by proper tuning
and bty using an adaptive approach.

UNCLASSIrIED
SECURITY CLASSIFICATION OF THIS PAGE(When Date Entered)




