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l. INTRODUCTION

In this report, we present the results of our work in the
past three years on data compression and quality evaluation of
digital speech. The overall goal of our research has Leen to
develop and implement techniques for digitally transmitting high
quality speech at the 1lowest possible data rates. We have
developed these techniques for Linear Predictive Coding (LPC)
systems (also known as LPC vocoders). Also, they have been
designed for transmitting speech over packet-switched
communication media, an example of which is the ARPA Network;
these media handle data messages in a time-asynchronous fashion.
As a result, the data rate of our digital vocoder varies in time
in accordance with the properties of the incoming speech signal.
The variable transmission rate has a low upper bound as well as a
low average, an important consideration for a real-time

application such as transmission over the ARPA Network.
1.1 Summary of Major Results
Analysis Methods

We developed a new analysis method for linear prediction,
called covariance lattice method. The method combines all the
desirable properties of the traditional autocorrelation and
covariance methods, and requires about the same computational

complexity as the other two. These properties are: (1) Windowing

-w




BBN Report No. 3794 Bolt Beranek and Newman Inc.

of the signal is not required; (2) The resulting all-pole linear
prediction filter is guaranteed to be stable; (3) Stability is
less sensitive to finite wordlength computations; and (4)
Quantization of the lattice model parameters (for the purpose of
data compression) can be accomplished within the recursion for

retention of accuracy in representation.

We extended the lattice method to perform adaptive analysis
in the sense of providing new estimates for the lattice
parameters for every speech sample. Adaptive methods in general
offer several advantages over the above "block" analysis methods;
these include the option to choose which set of coefficient
estimates to transmit in a given segment of the signal, and
simpler hardware realization. 1In addition, our adaptive lattice
methods ensure filter stability, and possess a desirable
‘convergenco propertcy in that the convergence is almost

independent of the spectral dynamic range of the input signal.

Also, we developed a linear predictive spectral warping
technigue to be included as part of the analyzer. This technique
makes more effective use of the bits needed to transmit spectral

information.




St o e R it

BBN Report No. 3794 Bolt Beranek and Newman Inc.

Parameter annt!!!tion o

We developed improved | qguantization schenes for LPC
parameters: 1log area ratios (LARs), pitch and gain. The scheme
for LARs eugloys unequal gquantization step sizes for the
different coefficients, with the step sizes derived by taking
advantage of the differences in spectral sensitivity levels of
individual LARs. The pitch quantization scheme makes efficient
use of all the levels, in the sense that the decoded pitch values
corresponding to these levels are all distinct. As LPC gain
parameter, we found the energy of the speech signal to be a

desirable choice.

Perceptual Model of Speech and Variable Frame Rate Transmission

We formulated and experimentally validated a functional
perceptual model of speech in which speech is represented, with
only a minimal loss in perceived quality, in terms of LPC
parameters extracted time-asynchronously at a minimum set of time
instances and in terms of linear parameter variation over the
interval between these time instances. Based on this model, we
developed new variable frame rate (VFR) transmission schemes for
LARs, pitch and gain. We applied these VFR compression schemes
to a 100 frames/sec fixed-rate LPC vocoder with a bit rate of

about 5700 bps (bits/sec) to produce a variable rate vocoder with

an average bit rate of only about 2160 bps for continuous speech

g it <
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and with approximately the same speech quality as the fixed-rate
system. Use of Huffman coding and variable order linear
prediction (two of a number of technigues that we developed under
a previous ARPA project [1]) would further lower the average bit
rate to about 1568 bps, with no change in perceived speech
quality.

A Mixed-Source Model to Improve Speech Synthesis

With the objective of enhancing the naturalness of the
synthesized speech, we developed a new model for generating the
excitation signal for the LPC synthesizer. In contrast to the
traditional idealized pulse/noise (or voiced/unvoiced) source
model, the new model mixes the pulse and noise excitations. The
mix is achieved by dividing the speech spectrum into two regions,
with the pulse source exciting the low-frequency region and the
noise source exciting the high-frequency region. The cutoff
frequency that separates the two regions is adaptively varied in
accordance with the changing speech signal. Experiments using
the new model indicated its power in synthesizing natural
sounding voiced fricatives; and in largely eliminating the

"buzzy" quality of vocoded speech.
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Subjective Speech Quality Evaluation

We developed and tested an improved method for measuring
subjective speech quality. The method uses a set of six
specially designed sentences, each read by six talkers. The
material is both representative, in that it covers a wide range
of speech events and talker characteristics, and also
challenging, in that some speech material is included that would
fully extend any LPC vocoder's abilities. Applying this method,
we obtained several practical results. For example, by studying
speech quality as a function of vocoder parameters, we derived
tradeoff relgtions to define the combination of vocoder
parameters yieldihg the best guality for any desired overall bit
rate. In anoiher Fest, we showed that variable frame rate
transmission techniqués can produce the highest gquality at any
given rate, compared to two other methods which controlled the
bit rate by adjusting the LPC order or by varying the 1log area
ratio quantization step size. Also, we formally demonstrated the
effectiveness of our perceptual-model-based VFR scheme and its
superiority to our earlier log-likelihood ratio VFR scheme. In
addition, we generated subjective speech quality data which we
then used as a baseline for correlating against results obtained

from our objective methods of speech quality assessment.

As part of our subjective speech quality work, we also

investigated a few other topics including: (1) a phoneme-specific
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intelligibility test, using nonsense materials; (2) the effect of
lost packets on the intelligibility of speech transmitted over
ARPANET; and (3) development of a method to reduce stimulus

sequence effects on listeners' judgments.

Objective Speech Quality Evaluation

We formulated a general framework for objective speech
quality evaiuacion of narrowbahd LPC vocoders. Within this
framework, we developed several objective methods. In each
method, the error in short-term spectral behavior between vocoded
speech and the original is computed once every 10 ms. These
errors are appropriately weighted and averaged over an utterance
to produce a single objective score. We evaluated the objective
methods by correlating the resulting objective scores with formal
subjective speech quality judgments. The usefulness of our
methods was clearly indicated by the high correlations that we
obtained.

Real-Time Implementation

The current BBN speech facility has evolved mostly during
the last three years. Briefly, it consists of the following: the
SPS-41 computer with a dual-port memory interface and a dual
channel A/D and D/A converter system; the PDP-11/40 computer
with an RT11 operating system, an IMPl1lA interface to provide a
link to the ARPA Network, the IMLAC PDS-1 display minicomputer as
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a peripheral to the PDPll, and a software package which includes
an FTP (File Transfer Protocol), a real-time speech acquisition,
waveform display and editing program, and a convenient

interactive playback program.

We cooperated with the other sites in the ARPA community in
implementing an LPC vocoder that transmits speech over the ARPA
Network in real time. Also, we provided specifications to ARPA
LPC-II system, the first real-time variable-rate speech
compression system on the ARPANET,

1.2 Outline of Report

Before we outline the contents of Sections 2-18, we note
that the results of our work on various topics have been
previously reported in the form of conference or journal papers
and ARPA Network Speech Compression (NSC) notes. We describe
these results briefly in the main sections of the report, and
include these papers as appendices. Of course, topics that we
have not previously reported, or on which additional work has
been performed since the previous reporting, are dealt with in a

detailed manner.

In Section 2, we describe three analysis methods: covariance

lattice, adaptive lattice and linear predictive warping.
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Section 3 contains the description of improved quantization
schemes for LARs and pitch. Also considered in this section is
the gquestion of which of the two candidates for LPC gain

parameter, speech signal energy and 1linear prediction error

signal energy, produces a smaller quantization error.

Section 4 describes in detail our new variable frame rate
transmission schemes for LARs, pitch and gain. First, we briefly
review our work on VFR transmission performed 6n a previous ARPA
project [l1]. Then, we state our perceptual model of speech, and

indicate a major difference between the previous VFR scheme and

the new VFR scheme based on this perceptual model. Next, the
various features of the new VFR scheme for LAR transmission are
described at 1length, followed by the experimental results of
comparisons of the speech quality of an LPC vocoder which
transmitted LARs at a variable rate using this new scheme but
pitch and gain at a f.xed rate, with the speech gquality of
several other fixed-rate and variable-rate vocoders. Next, to

substantially reduce the computational burden, we propose a

simplified VFR scheme for LAR transmission. Finally, two types
of VFR schemes for the transmission of pitch and gain are

presented.

In Section 5, we consider our work on three issues related

to the operation of the LPC synthesizer. These are: optimal

linear interpolation of synthesizer parameters, implementation of

synthesizer gain, and all-pass excitation.

A T e S N NG AN R L e e A T T S RS AR
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S8ection 6 deals with our mixed-source model, an automatic
scheme to extract th§~ model parameter (cutoff frequency) ,
implementation of the model at the synthesizer, and the effect on
vocoded speech due to the use of the model.

Our work on subjective speech gquality evaluation is
presented in detail in Section 7. First, we describe the
development and testing of a subjective quality measurement
procedure. The results obtained by applying this procedure to
three practical problems are given next. The section ends with
discussions on several miscellaneous topics in the subjective
quality evaluation area that we worked on as part of this

project.

Section 8 deals with our efforts on the task of objective
speech quality evaluation. The section starts with a statement
of a general framework that we used in dealing with this task.
Next, several distance measures are described for computing the
error in short-term spectral behavior between vocoded speech and
the original, Methods for time-weighting and time-averaging the
computed frame spectral errors over an utterance are considered.
Finally, the results obtained by comparing objective speech

quality scores against subjective judgments are presented.

In Section 9, we describe our work towards developing a

real-time speech facility at BBN. Also, we briefly summarize the
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specifications that we provided for ARPA LPC-1II speech

compression system.

Two additional topics that we have also worked on during
this project are considered in Section 9. These are:
pifferential Pulse Code Modulation (DPCM) coding of LPC

parameters, and linear predictive formant vocoder.

-
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2. ANALYSIS METHODS

A number of new analysis methods have been developed, some
of which promise to have a major impact in various estimation and
modelling applications. The firast twc sections describe our
contributions to the area of lattice methods in linear prediction
analysis. The last section presents the method of linear
predictive spectral warping, which makes more effective use of

the bits needed to transmit spectral information.
2.1 Covariance Lattice Methods

The autocorrelation method of linear prediction guarantees
the stability of the all-pole filter, but has the disadvantage
that windowing of the speech signal causes some unwanted
distortion in the spectrum. In practice, even the stability is
not always guaranteed with finite wordlength (MWL) computations.
On the other hand, the covariance method does not guarantee the
stability of the filter even with floating-point computation, but
it has the advantage that there is no windowing and hence no
unnecessary distortion of the signal spectrum. To combine the
advantages of these two methods, we developed a new formulation
for linear ptodictiqn. which we call the covariance lattice
method (see Appendix 1 for details). The method is one of a
class of lattice methods which guarantee the stability of the
all-pole linear prediction filter, with or without windowing of

«ile
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the signal, and with the number of computations being comparable
to the autocorrelation and covariance methods; also, stability is

less sensitive to FWL computations.

We incorporated the covariance lattice method into our
floating-point simulation of the LPC speech compression system.
This also involved "tuning" of such quantities as the analysis
interval and the criterion for determining optimal LPC order.
(The latter is required when variable order linear prediction is
used [l1].) The result was approximately the same speech quality
as that from our earlier 1500 bps LPC system (1] (which used the
autocorrelation method) at about the same total computation time.
In fixed-point implementations, however, the lower sensitivity of
filter stability to FWL computations provided by the covariance
lattice method is expected to lead to an improvement in speech
quality relative to that from the autocorrelation LPC systenm.
Furthermore, the <covariance lattice method permits the
coefficients to be guantized within the recursion, thus
integrating gquantization into the coefficient estimation process;
this is expected to improve the accuracy of the estimated
short-term speech spectrum, and hence to improve the gquality of
the synthesized speech. (In non-lattice methods, quantization is
done only after completing coefficient estimation.) However, one
of the major benefits of lattice methods is expected to be in

simpler hardware realizations.

-12-
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2.2 Mcptive Lattice Methods

Covariance lattice methods are appropriate for “"block"

analysis of speech, whereby the speech is analyszed a frame at a

time. However, for certain hardware realiszations, it might be

simpler to perform an adaptive type of analysis, which

continuously updates the values of the reflection coefficients in

the lattice. This has the advantage that one can choose which

set of coefficients to transmit in a particular speech interval.

Having such a choice might be important in obtaining consistent

spectral estimates that are not as affected by the guasi-periodic

nature of voiced speech as are the regular block estimation

methods, such as the autocorrelation and covariance methods.

We have recently developed the theoretical basis for

adaptive lattice estimation (see Appendices 2 and 3 for details).
Although the methods have not been tested out thoroughly for

speech, it is expected that they would give positive results.

One of the major properties of adaptive lattice methods is that

the convergence to the optimal values is almost independent of

the spectral dynamic range of the input signal (i.e. independent

of the eigenvalue spread of the signal covariance matrix). This

property, absent in many previous adaptive methods, promises to

have wide-ranging applications in communication systems, wherever

adaptive transversal filters are used.
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2.3 Linear Predictive Warping

In Appendix 4, we include a detailed description of a
general method for the spectral distortion or warping of speech
signals. The basic idea is to decompose the speech signal, on a
short-time basis, into two components: a spectral envelope and an
excitation signal. The spectrum is then warped in any desired
manner and then recombined with the excitation to fbrm a new
signal with a warped spectrum but with the same pitch and
intonation. The method has many potential applications,
including unscrambling of helium speech, spectral warping for the

hard-of-hearing, and more efficient communications.

The application to efficient co-nunicatiéns is in the form
of an LPC vocoder with warping, LPCW. This is described in
detail in Appendix 5. The reasoning for this type of analysis is
as follows. In ordinary linear prediction the speech spectral
envelope is modeled by an all-pole spectrum. The error criterion
employed guarantees a uniform fit across the whole frequency
range. However, we know from speech perception studies that low
frequencies are more important than high frequencies for
perception. Therefore, a minimally redundant model would strive
to achieve a uniform perceptual fit across the spectrum, which
means that it should be able to represent low freguencies more
accurately than high frequencies. 1In an attempt to achieve such

a uniform perceptual fit, we applied our 1linear predictive
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spectral warping technique to LPC vocoding. The resulting
vocoder, denoted by LPCW, can either improve the vocoded speech
quality for a given bit rate or lower the bit rate for a given

speech quality.

Briefly, at the transmitter of the LPCW vocoder, the
short-time speech spectrum is warped such that high frequencies
are compressed relative to low frequencies, in the sense that
frequency resolution is better at low frequencies than at high
frequencies (but spectral amplitudes are not affected by this
warping); regular LPC analysis is then performed on the warped
spectrum. At the receiver, the all-pole spectrum computed from
the decodeqd parameters is dewarped using the inverse of the
warping function, and then regular LPC analysis is carried out on
the dewarped spectrum. LPC coefficients resulting from the last
step are in turn employed in synthesizing the speech waveform.
Synthesis experiments performed using the LPCW vocoder indicated
that the introduction of spectral warping produced a saving of
about 10-15% in Dbit rate without affecting the speech quality.
The indicated saving, however, is achieved at the expense of

increased computation relative to a regular LPC vocoder.

=18«
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3. PARAMETER QUANTIZATION

The parameters of our LPC vocoder are: log area ratios
(LARs) , pitch and gain. We developed improved quantization
schemes for LARs and pitch. As gain parameter, one can transait
either the energy of the speech signal, or the energy of the
prediction error signal. Through statistical error analysis, we
determined which of these two onckgios led, in general, to a
smaller quantisation error. Details of our work on these issues

are given below.
3.1 Quantization of Log Area Ratios

In our previous work we showed that linear or uniform
quantization of LARs is optimal in the sense of a minimax
spectral error criterion [2). In deriving this result we used a
prototype spectral sensitivity characteristic of the reflection
coefficients, which was obtained by averaging spectral
cchcltivity ovof a number of speech sounds and over different
reflection coefficients. The ;onulting quantization scheme had
the same step size for quantizing all the LARs. However, when we
averaged the spectral sensitivity of each reflection coefficient
separately over a number of speech sounds, we found that while
the sensitivity curves of the different reflection coefficients
had the same general U-shape, they were located at Adifferent
sensitivity levels. By taking advantage of these differences in

16~
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sensitivity levels of the reflection coefficients or equivalently
LARS, we developed an improved quantization scheme that uses
unequal step sizes for the different LARs.

LAR Sensitivity Plots

Bmploying the ixperinontal procedure that we proposed in our
previous work (2], ic computed the spectral sensitivity of each
LAR and averaged it over a number of speech sounds. Our speech
data base consisted of 12 utterances (from 6 males and 6 females)
of a total duration of about 38 sec; speech was low-pass filtered
at 5 kHz and sampled at 10 kHz. A 12-th order linear prediction
analysis was carried out on frames of 20 ms duration of
preemphasized speech; we used the first-order preemphasis filter
(1-.969 :'1). LPC analysis produces the reflection coefficients
{kj}, which are related to the LARs {g;} expressed in decibels by

the one-to-one mapping (2]:

l-ki

We computed the scnsitivity of each of the 12 LARs at 13
equally-spaced points over the range -18 to 18 dB, as follows.
The value of, say, the i-th LAR was set equal in turn to one of
those 13 values, »vhile the other 11 LARs were kept constant at
their respective values obtained through LPC analysis for that
frame. g; was then perturbed by a small amount, and the
corresponding change in the spectrum of the linear predictor and

-l7=
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thus the sensitivity of g; were measured, as explained in our
paper (2]. The sensitivity measurement procedure was repeated
for each of the other 11 LARs. The 13 sensitivity values of
individual LARs were then averaged separately over 25 voiced
frames and 15 unvoiced frames, selected from our data base.
Pigures 3.1 and 3.2 depict averaged spectral sensitivity curves
of individual LARs for respectively voiced and unvoiced speech
sounds. Each figure has 12 sensitivity curves corresponding to
12 LARs and also an average of all the 12 sensitivity curves.
(We have assumed a linear variation in sensitivity between the

computed 13 values.)

Average Sensitivity Levels

In order to derive the step sizes for gquantizing the LARs,
first we need to transform, for each LAR, its sensitivity curve
to one number which we shall call its average sensitivity level.
For the ith LAR g;, it is reasonable to define its average

sensitivity level S; as

Li .
)
$u ¥ pioadll] o ; (3.2)
i k=1 ik agi gi Gik

vhere the range of g; is represented by L; equally spaced points
Gjks 1<k<Lis 38/3g; is the npcct£11 sensitivity of g;; Pjy is the
probability of g; taking the value G;,. It is clear that 8; is
approximately equal .;o the expected value of 38/3g; if Li is

'

sufficiently large.
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Fig. 3.1 Spectral sensitivity curves for LARs of a 12th order
linear predictor, averaged over voiced sounds only. The
top curve corresponds to the first LAR; the bottom curve
to the 12th LAR. Some sensitivity curves cross each
other as shown. The average of the 12 sensitivity curves
is drawn along circled points.
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Fig. 3.2 Spectral sensitivity curves for LARs of a 12th order
linear predictor, averaged over unvoiced sounds only.
The top curve corresponds to the first LAR; the bottom
curve to the 12th LAR. Some sensitivity curves cross
each other as shown. The average of the 12 sensitivity
curves is drawn along circled points.
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In computing the quantities §; for both voiced and unvoiced
cases, we used the sensitivity data shown in PFigs. 3.1 and 3.2
and the probability histogram data for LARs that we previously
collected for Huffman coding purposes (l]. We mention here that
those histograms were computed at 1 dB intervals (or bin size)
from a 100 frames/sec linear prediction analysis of the
preemphasized speech from the above da*a base. The computed
average sensitivity iovell 8j» 1<i<l1, are given in Table 3.1,
for both voiced and unvoiced cases. Notice that §; decreases
almost monotonically with increasing i and that the sensitivity
level of the first LAR is almost twice as much as that of the
11-th LAR. The unequal-step-size quantization method described
below takes advantage of this variation in sensitivity levels in

determining the various LAR step sizes.

Quantization Method

U;inq the approach of optimal bit allocation strategy that
we presented earlier [2], we computed the number of quantization
levels N; and the step sizes ¢§; for the different LARs as
follows. -Tho'total spectral deviation AS due to LAR quantization
errors Ag;, 1<i<p, where p is the LPC order, is given

approximately by

(3.3)

i~ pre b 7 i o
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Average Sensitivity Level
L?k Voiced Unvoiced

1 1.31 1.33:
2 1.21 1.03
3 1.11 0.97
4 0.99 0.87
5 0.97 0.86
6 0.87 0.77
7 0.84 0.75
8 0.78 .70
9 0.71 0.71
10 0.70 0.68
¢ ¢ 3 0.68 0.67

Table 3.1 Average Sensitivity Levels

of Log Area Ratios
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3 } In an attempt to minimize the maximum spectral deviation, we
3 replace [Ag;| by its maximum value, which is equal to half the

?[§ corresponding step size for the linear gquantization of g; using

= round-off arithmetic. (If truncation arithmetic is used, the

ﬁ"j} maximum value will be twice as much, but the constant scale

B factor does not change the solution to the minimization problem

1=

5» given below.) Thus

18 P

: 1 :

] (aS) = I 8,6 (3.4) :

:E max 2 jmy 11 E
i |

: u where 61 - [(91)-.x g (gi)‘in]mll (3.5) ;
E} and (g;)max and (g;)min are the upper and lower bounds on gj.

The problem is to minimigze (AS)g,, With respect to (N;} subject
to the constraint that the total number of bits used for

quantizing p LARs be equal to a prespecified value M:

R R

e

The solution to the above constrained minimization problem is ‘f

-

given below:

i ‘r i

(3.7) i
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where Ki - [{91)-.: = (gi)-inl Sip 15‘5?' (3.8)

To compare unequal step size quantiszation with equal step
size guantization, we have listed in Table 3.2 the numbers of
quantization 1levels for these two methods with the same total
number of bits and considering voiced and unvoiced cases
separately. As expected, relative to the equal step size method,
the unequal step size method places more emphasis on the first
three LARs by allotting more levels to them. Synthesis
experiments showed that use of the unequal step size quantiszation
method produced better quality speech. The perceived
quantization noise in the synthesized speech was reduced

noticeably when the transmission rate was very low (e.g., 1000

bps) .

It should be noted that for real-time implementation, while
the equal step size method requires only one coding table and one
decoding table, the unequal step size method in general requires

p coding tables and p decoding tables.
3.2 Pitch Quantization

Quantization of pitch presents an altogether different
problem from the quantization of other transmission parameters.
The major difference is that the decoded pitch values are
constrained to be integers (samples. per pitch period). Another
difficulty arises in attempting to quantize the log pitch in that

-24-
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I
] | VOICED (43 BITS) UNVOICED (41 BITS) |
;l- sy Equal St (14B) | Unequal Ste ual Step (1db) |Unequal Ste §
qual Step q q P eq P

I 1 28 43 29 51
“ 2 22 31 21 28
L 3 19 24 14 18
' 4 15 17 13 15
: 5 14 15 10 11

6 13 13 9 9

7 13 12 12 11

8 14 12 11 10

9 12 10 10 9

10 11 9 10 9

11 9 7 9 8

Table 3.2 Quantization Levels

i |
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at the high frequency end (small pitch period) of the range of
interest, the quantization bin size, as found by dividing the log j

pitch scale into equal segments, can be smaller than the distance

between two allowable pitch values (for decoding). This leads to

cases where two distinct quantization bins yield the same decoded | |

value, thus wasting some quanti:ation levels. In ARPA NSC Note

#49 [3], we proposed a method for deriving the pitch encoding and
decoding tables in such a way that maximum usage is made of the

different guantization 1levels. Our simulation system was ' } i
modified to use this improved pitch quantization schene.
Considering pitch frequencies over the range 50-450 Hz and using
6 bits for quantization, the improved coding/decoding tables are

given in Table 3.3. The quantization level # denotes unvoiced f g
frame. When the pitch period in number of samples is greater |
than or equal to C(i), the i-th entry in the column C, but less | ; a
than C(i+l), then it is coded as level i and decoded as D(i) w

samples. For example, a pitch period of 180 samples is coded as
level 44 and decoded as 181 samples. A pitch period less than 21 I
samples is coded as level 1, and similarly a pitch greater than B

200 samples is coded as level 63.

Statistice of differences in quantized pitch values using ifg
the above scheme were collected for a number of speech utterances e

from male and female speakers for use in Huffman coding of pitch.
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(o
21.500
22.502
23.502
24.502
25.502
26.502
27.502
28.501
29.504
30.493
31.534
32.374
33.996
35.633
36.498
37.375
39.027
40.505

=
o

22
23
24
25
26
27
28
29
30
31
32
33
35
36
37
38
40

o 0O N9 00 U a2 W Ny -

[ T = R T T S B I
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Table 3.3
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c
40.505
41.990
43.517
44.978
46.558
47.819
50.175
51.495
52.867
55.043
56.984
59.038
60.879
63.487
66.178
67.829
70.532
73.045

18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34

Pitch Coding/Decoding Tables

a1
43
a4
a6
47
49
51
52
54
56
58
60
62
65
67
69
72
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§ 73.045
% 75.324
g 78.674
§ 80.999
‘ 83.360
; 86.575
é 89.368
92.994

96.670

99.363

102.907

107.034

110.998

115.010

118.998
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35
36
37
38
39
40

41

42
43
44
45
46
47
48

74
77
80
82
85
88
91
95
98
101
105
109
113
117

(Table 3.3 continued)

Bolt Beranek and Newman Inc.

o

118.998
123.032
126.903
131.397
- 136.541
141.490
146.544
151.371
157.027
162.546
167.854
174.074
179.904
186.371
193.670
200.000

49
50
51
52
53
54
55
56

57

58
59
60
61
62
63

121
125
129
134
139
144
149
154
160
165
171
177
183
190
197
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3.3 Gain Quantization

As gain parameter, one can transmit either the energy of the
speech signal, Rg, or the energy of the prediction error, !p.

These two quantities are related to each other by:

where vp denotes the normalized error of the linear predictor.
It can be shown that np has a smaller dynamic range and hence
leads to a smaller gquantization error than Rg. However, when
transmitting Bp, a problem arises from the fact that the
normalized error of the quantized predictor is different from the
unquantized case. This causes an error in the energy of the
synthesized speech even when Bp is not quantized before
transmission. This of course is not the case if we transmit Rgy.
Another consideration in deciding which transmission parameter to
use for gain is the type of synthesizer implementation. Regular
filter realization (direct form or ladder structure) and

normalized filter realization [4) are the two types used by the
NSC group. The gain of the regular filter is equal to the square
root of E,, while the gain of the normalized filter is equal to
the square root of Ry. Thus, for example, if the receiver
employs the normalized filter, it is better to transmit Rg since
transmitting sp in this case requires computing the normalized

error of the synthesizer filter and dividing with it the received

-29-
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lp to obtain the normalized filter gain. Avoiding these extra
operations may be desirable pnrticulakly for real-time

implementation.

We conducted a statistical error analysis using both Ry and
'p for transmission [5]). Oour findings indicated that, in
general, it is better to use Ry for transmission than to use !p.
Such a choice is more strongly recommended when using the
normalized filter. The results of this study also suggested a
third alternative which is to transmit the product of Ry and the
normalized error of the gquantized predictor. This alternative

seems attractive for the case when the regular filter realization

is used.
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4. VARIABLE FRAME RATE TRANSMISSION
4.1 Review of our Past Work

In our previous work on developing minimally redundant
narrowband speech transmission systems, we have used quite
successfully the concipt of variable frame rate (VFR)
transmission [1]. Ins a VFR scheme, model parameters (LPC
parameters, log pitch, log gain) are transmitted only when the
properties of the speech signal have changed sufficiently since

the preceding transmission; the parameters for the untransmitted

-frames are regenerated at the receiver through 1linear

interpolation between the parameters of the two adjacent
transmitted frames. For example, speech parameters may be
transmitted less often during steady-state portions of speech,

and more often dufing rapid speech transitions.

Below, we briefly review the particular VFR transmission
scheme that we employed in our past work. Linear predictive
analysis was performed once every 10 ms on speech, low-pass
filtered at 5 kHz and sampled at 10 KkHz, to extract 100
frames/sec (fps) of LPC data: pitch, gain and 11 log area ratios
(LARs) . Pitch and gain were transmitted at the full 160 fps
rate, while LARs were trahsuitted at a variable rate using the
following VFR scheme. The transmission scheme computed the

distance or the amount of deviation between the LARs of the

DA e e Ay o o - g
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current frame and the LARs of the last transmitted frame, and
compared this distance against a preselected threshold. The LARs
of the current frame were tranamitted only when the above
distance exceeded the threshold. To compute the above distance,
we used the so-called log likelihood ratio measure, which is the
logarithm of the ratio of the mean-squared values of the 1linear
prediction error signal obtained for the current frame (i) when
the optimal linear pfedictor parameters (i.e., the LARs extracted
for the current frame) are used and (ii) when the 1last

transmitted parameters are used.

During the first year of this contract, we investigated
several modifications to the above VFR scheme [6]. An important
result of this work is the double-threshold scheme, which
compared the log likelihood ratio between a current frame and the
previously transmitted frame against two thresholds LRT1 and
LRT2, where LRT2>LRT1. If the log likelihood ratio was less than
LRT1, the current frame LARsS were not transmitted; if it exceeded
LRT1, but not LRT2, then the current frame LARs were transmitted;
if it exceeded both thresholds, then the LARs of the frame
immediately preceding the current frame were transmitted. The
purpose of the last step was to avoid having to do parameter
interpolation at the receiver between largely different data

frames.
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The above VFR scheme is being used in the real-time ARPA-LPC
System II, whose specifications we provided in the form of an NSC
note [7]. This note piovides a step-by-step description for both
the single-threshold and the double-threshold VFR schemes.

Employing the above VFR scheme, we reduced the LAR
transmission rate from 100 fps to an average of about 37 f£ps,
with only a small change in the quality of the resynthesized
speech relative to the case when all the available 100 fps data
were transmitted. Further, we observed that any significant
reduction in the frame rate below 37 fps introduced, in genetai,

noticeable distortions in the speech quality.

In an effort to further reduce the average frame rate of LAR
transmission, without speech quality degradation, we developed a
new VFR scheme based on a functional perceptual model of speech.
The model and the new scheme are described in the next

subsection.
4.2 Perceptual-Model-Based VFR Scheme

A detailed description of our perceptual model of speech and
manual and automatic VFR schemes based on this model is contained
in a paper which is reproduced here as Appendix 6. Below, we
briefly review the model and give the details of an improved

~ automatic VFR scheme that we developed since the time the above

paper was written.
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4.2.1 A Perceptual Model of Speech

With the motivation of dcvolop;ngl an efficient VFR
transmission scheme, we formulated the following perceptual model

of speech:

1) Speech can be represented in terms of LPC (or other)
parameters extracted at a minimal set of perceptually significant

time points (or frames), not necessarily equally spaced.

2) Between any two such time points, the parameters vary

linearly.

3) The location of these points is obtained independently

for pitch, gain, and spectral (or LPC) parameters.

Our requirement is that the quality of the resynthesized speech
based on this model should be no worse than that of the unreduced
or the full 100 fps case. We experimentally demonstrated the
validity of the above model by using a manual, trial-and-error
scheme, and we achieved a lower limit for the LAR transmission
frame rate of about 2 transmissions per phoneme, or about 24 fps.
We then developed a fully automatic two-stage scheme which
approximately met the model requirements as well as achieved this

lower limit of 24 fps (for LAR transmission). Details on the

manual and automatic schemes are given in Appendix 6.
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A major difference between the perceptual-model-based VFR
scheme and our earlier VFR scheme that is being used in ARPA
LPC-I1 system is in the transmission strategy: our earlier
scheme performs an "end-to-end comparison,”™ illustrated in
Fig. 4.1:.‘ between the preceding transmitted frame and the
current frame being considered for transmission; on the other
hand, the new scheme as shown in Fig. 4.1b, compares LPC
parameters of every frame in the transmission interval with those
obtained by linear interpolation between the two "end-frames" and
computes the total transmission error as some weighted average of
the individual frame errors. It is this difference which has led
to a substantially lower transmission frame rate for the new

scheme than for our earlier scheme.

Below, we report on several modifications that we made on

the two-stage VFR scheme for the transmission of LARs.
4.2.2 Transmission Error Computation

Given that LARs of the frame N, say, have been transmitted,
the basic strategy is to determine the longest line extending
from g(N) (vector of p LARs for frame N) in the p-dimensional
paramdtor space such that the resulting transmission error
computed between the actual parameter vectors g(N+i) and the
interpolated parameter vectors i(u+1) over the duration of that

line is less than some threshold (see Fig. 4.1b). First, we need

-35-
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N N+1 N+2 o B s Ty N+M N+M+1

Frame Number
(a)

o E(N+M)

Z4
=
+
=
4
+
N
L]
L]
E.
=

i Frame Number
(b)

Fig. 4.1 Illustration of two VFR transmission strategies.

(a) "End-to-end" error measurement of our old VFR
scheme used in LPC-II.

(b) Average frame error between actual and inter-
polated values computed over the transmission
interval. E(N+i) is the error for frame N+i.
The frame error E(N+M) is due to parameter
quantization (see Section }.2.3).
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il

: { to define frame error, or distance between two sets of LARs g and
é o g for any given frame, and then specify how this error is

[ averaged over several frames (time averaging). |

LM Frame Error

The frame error for frame n, denoted by E(n), is defined as

the weighted Buclidean distance:

T Gt R R
E(n) = I w n) - n w -
cadiats i S bl Nl i

where {wl}il the set of coefficient weights chosen to reflect the
li relative importance of the different LARs (presumably to

perceived speech quality); we allow m < p.

f %s ‘ We have chosen the coefficient weights to be the expected or
| average spectral sensitivities of individual LARs (see Table
3.1). PFor the first 4 LARs, these are: 1.3, 1.2, 1.1 and 1.60.
: This weighting scheme is based on the reasonable idea that a
,j given aﬁ¢unt of error in a LAR with a higher sensitivity is more
j inportuné to spectral accuracy (and hence perception) than the

same error in a LAR with a lower sensitivity. Surprisingly,
“j g however, our experimental results showed that different choices

of these weights (e.g., w; all equal to 1) produced no

L discernible change in speech quality.
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We found through experimentation that the summation in the
frame error definition (4.1) need be done only up to the first ¢

LARs (10.., -‘) .

Another way to compute the frame error is via log likelihood
ratio measure explained above. Our experiments (see Subsection
4.2.7) indicated identical speech quality results for the same
average transmission frame rate, for the two measures: LAR
distance and log likelihood ratio. Since LARs are being used as
transmission parameters, use of the LAR distance measure is
computationally much lees expensive than the log likelihood ratio

measure. So, we employed the LAR distance in all our subsequent

experiments.

Transmission Error

The transmission error ET between frames N and N+M is

computed as the weighted, time-averaged frame error:

N+M
Er=31 I WmnEM), (4.2)
n=N+1

where W(n) is the frame weight for frame n. (The upper lt-it for
the summation in (4.2) is considered as N+M to incorporate the
effect of LAR quantization; E(N+M) is computed from (4.1) with 61
denoting quantized LAR values.) As frame weight, we successfully
used the speech signal energy per sample in that frame, RS,
expressed in decibels and normalized with respect to some

estimate RM of the maximum value of R#:
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W(n) = RO(n)/RM(N). (4.3)

The idea behind the weighting scheme given by (4.3) is that even
large frame errors do not make a perceptible effect if they are
associated with relatively small speech signal energies. For our
speech data base, where we have 9-bit samples, R# is wusually
around 35-44 dB for open vowels, 15-30 dB for fricatives, and

around #-7 4B for the silent period of an unvoiced plosive.

A simple and efficient way to update RM is by the following

recursive method:
RM(n) =Max{RO(n') , a RM(n-1), 25 4B}, (4.4)

where a is a constant less than 1. We use a =§.98, which
means that RM decays to half its original value in about 27
frames. It should be noted from (4.3) and (4.4) that W(n)=1 if
RO(n)>25 and has been increasing or has been decreasing slowly;
W(n)<l if RO(n)<25 or if RO(t) has been decreasing at a faster
rate than exp(-0.98t).

4.2.3 Parameter Quantization

There are two ways in which the effect of parameter
quantization can be included within the above procedure for
transmission error computation. Both ways can be employed

simultaneously.

e e R,
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First, since the transmitted LARs have to be quantized, we
consider the interpolation line between the quantized LARs of the
two end-frames (frames N and N+M in (4.2)). A frame error is
then computed as the distance given by (4.1) between the
unguantized LARs of that frame and the corresponding LARs
obtained from the above interpolation line. The frame error for
the right end-frame (E(N+M) in (4.2)) is entirely due to

parameter guantization.

. The second way of incorporating parameter quantization is

what we call the "adjustable” gquantization method. A parameter

value is normally quantized to its nearest quantization level.
The adjustable quantization scheme allows either of the two
nearest quantization 1levels. Thus, given the quantized LARs of
the initial frame (left end-frame), the scheme determines the
adjusted guantized values of the LARs for the final frame (right
end-frame) in the t;ansmission interval, in such a way that the

total transmission error is minimized.

A one-dimensional (p=m=1) example is shown in Fig. 4.2 to
illustrate the "adjustable®" qguantization. For this example, the
parameter value of  the sixth frame is selected for
transmission. If this value is quantized to the nearest
quantizer output (the output just below it), there is

considerable interpolation error in the interval between frames 1
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Quantizer |
-Outputs
t s
&
A 4
>
3 3
2
"
[
1
0 s

1 2 3 4 L 6 7 8 9 10 11

Frame Number —»

Fig. 4.2 Example to illustrate the "adjustable" quantization
scheme. Dashed-line plot corresponds to normal
quantization, where a parameter value is quantized
to the nearest guantizer output. Solid line corres-
ponds to the "adjustable" quantization (see text).
érho ?Otl represent the original unquantized parameter

ata.
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and 6. If the higher quantizer output is used instead, the total
transmission error is reduced. - (Fig. 4.2 also shows the
interpolation 1line for the next transmission interval from frame
6 to frame 11.) xi |

.
v

:
4.2.4 "Look-Ahead® Procedure

Sometimes the transmission error may temporarily exceed the
prespecified throoholﬁ. However, if the transmission interval is
lengthened, the error may drop below the threshold. An example
is illustrated in Pig. 4.3. In Pig. 4.3;; th‘ first and third
frame values are considered to be transmitted; in Fig. 4.3b, the
first and the fifth frame values are shown as being transmitted.
The transmission error for the case in Fig. 4.3b is seen to be

lower than for the case in FPig. 4.3a.

We call the above feature a "look-ahead" feature. The
extent of "look-ahead" (in terms of number of frames to consider)
is limited only by the resulting computational burden; we use a
four-frame "look-ahead" procedure. If the error does not drop
below the threshold even after moving forward by four frames, we
hypothesize the transmission of the frame immediately preceding

the one where the threshold was first exceeded.
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Fig. 4.3 Example to illustrate "look-ahead"” procedure. The
dots represent the original unquantized parameter
values. The x's represent quantizer output values.
The vertical dashed lines indicate frames chosen for

transmission.
(a) Without the "look-ahead" scheme
(b) With the "look-ahead" scheme
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4.2.5 "Back-Up" Procedure

Once we have determined three successive transmission frames
which will keep the transmission errors in the two transmission
intervals below the threshold, we then reposition the niddle
transmission frame by backing up, in order to minimize the total
transmission error in both intervals. (Wwhen using the above
“adjustable® quantization with the "back-up" procedure, we
compute the total error in the two transmission intervals by
first computing the "adjusted” quantized values for the second
and third transmission frames. This is illustrated in Fig. 4.2,
vhere the three successive transmission frames considered are

frames 1, 6 and 11.)

Fig. 4.4 illustrates the "back-up" procedure by way of an
example. The VFR scheme initially decided to transmit frames 3,
8 and 13, as shown in Fig. 4.4a. The two interpolation lines are
also shown. Fig. 4.4b clearly demonstrates that if frame 7 were
transmitted ix«‘rad of frame 8, the interpolated values would
match the origin:'l data much more closely in both transmission

intervals.
4.2.6 Flow Chart of the VFR Scheme

Tﬁe flow chart of the VFR scheme described in the previous
subsections is given in Fig. 4.5. Variables that appear in the
flow chart are defined in Table 4.1. A function called ERROR is
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{t Table 4.1
: List of Variables Used in the Flow Chart in Fig. 4.5.
{ Li
i
Li LFRSNT Last frame actually transmitted.
= TS First frame (left end-frame of the interpolation line) in
; a transmission interval. Tf# equals either LFRSNT or a
. hypothesized transmission frame when using the "back-up"
scheme.
L  § TN Current frame (right end-frame of the interpolation line).
| ET Transmission error between the original unquantized LAR
.‘5 data, and the quantized and interpolated values, computed
§ - over the interval from frame T§ + 1 to frame TN (see eq.(4.2)
in the text).
P LI ] Transmission error threshold. Normally, 6=1.3

LGDFRM Last good frame, i.e., last frame where ET < 6.

§ LKAHED Number of frames to "look ahead" beyond the frame where
B E7 exceeds 6. Normally, LKAHED = 4 frames.

B MAXDEL Maximum allowed transmission delay. Without the "back-up"
i scheme, it is the maximum transmission interval permitted.
i With the "back-up" scheme, it is the maximum allowed

s . interval between a transmitted frame (LFRSNT) and a frame
! which is the second hypothesized transmission frame after
Y LFRSNT if it is not LGDFRM, or the second hypothesized
transmission frame plus LKAHED, otherwise. Normally,
MAXDEL = 12 frames (128 ms).

28 QOPT Quantized LAR values resulting from the "adjustable"
quantization scheme.

T Frame position, determined by the "back-up" procedure.
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used to compute the transmission error between two hypothesized
transmission frames. It accepts as input, quantization levels
for the LARs at the first or initial frame, and determines the
"adjusted" set of quantization levels for the second transmission
frame. If the function is called with three transmission frames,
it provides the optimal set of gquantization levels for the second
and third transmission frames. Each box shown in the flow chart

translates into one or two FORTRAN statements.
4.2.7 Experimental Results

We tested the VFR algorithm described above on a set of nine
sentences (JBl, DD2, RS3, AR4, DK4, JBS5, RS6, DK6 and DD6; 6
sentences from 3 males and 3 sentences from 2 females) from the
data base used in our speech quality evaluation vork (see Section
7.2.1). Table 4.2 describes six vocoder systems and lists their
average transmission frame rates and bit rates obtained over the
nine sentences. We ran informal, pair-wise speech quality
comparison tests on the syntheses from these six vocoder systems,
to evaluate the relative performance of the different versions of

the above VFR scheme.

Vocoders 1 and 2 given in Tabie 4.2 employed the full 100
fps fixed-rate transmission for all parameters (pitch,gain and
LARS) . Vocoder 1 used the unquantized parameters for synthesis,

while Vocoder 2 quantized the parameters using 5 bits for gain, 6
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bits for pitch (plus 1 bit for Voiced/Unvoiced status), and 44
bits for LARs of voiced frames and 42 bits for LARs of unvoiced
frames, which resulted in a transmission bit rate of about 5650
bps. Vocoders 3-6 quantized the parameters in the same way, but
employed VFR transmission for all parameters. For pitch and gain
VFR transmission, they all used the double-threshold FIT scheme
on the quantized values (levels) (see Section 4.3.2), with
thresholds of # and 1 for pitch, and 1 and 2 - for gain; this
yielded a transmission frame rate of about 28 fps for pitch and
24 fps for gain. The VFR scheme used for LAR transmission became
progressively complex going from Vocoder 3 to Vocoder 6, with
Vocoder 6 employing the complete VFR scheme described in the last
subsection via flow chart. The simplest VFR scheme (used by
vVocoder 3), employs the quantized LARs of the end-frames of the
interpolation 1line (see Subsection 4.2.3). For all the four
vocoders, the threshold 6 (see flow chart in Fig. 4.5) for the
transmission error ET was chosen as 1.3. (We chose m=4 in the
expression (4.1) for frame error since it yielded the same speech
quality as any higher value but at the least computational
effort.) The above choice of the transmission error threshold
produced an average frame rate of about 25 fps for the full
scheme (Vocoder 6) and an average transmission error (ET averaged

over the nine sentences) of 8.55.
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Informal tests of pair-wise spéech quality comparisons were
run for the six vocoders. Also, we compared the full VFR scheme
(Vocoder 6) with our earlier "end-to-end" scheme used in LPC-II
and with the 50 fps fixed-rate scheme used in LPC-I. (The latter
two vocoders we considered were not LPC-II and LPC-I in view of
the differences in vocoder conditions such as speech signal
sampling rate, bit allocation for parameter quantization, and
pitch extraction scheme.) Below, we describe the results of only
the important comparisons. (Speech quality tests comparing
Vocoders 3-5 with Vocoder 6 are given in Subsection 4.2.8.)

1. Vocoder 2 vs Vocoder 6. There were cases for which speech
transitions were more "crisp" for Vocoder 2 (5658 bps) than
for Vocoder 6 (1650 bps). However, for most sentences
(especially the slowly varying ones, JBl1 and DD2), the
synthesized speech from Vocoder 2 sounded worse in that it
had appreciably more “wobble" quality than the synthesis
from Vocoder 6. Our explanation for the observed gquality
difference is that for the cases when the "wobble" quality
is perceived, the error due to parameter gquantization is

more than the error due to parameter interpolation.

2. Same comparison as in (1), except that both systems used
unquantized parameters in the synthesis (i.e., Vocoder 1 vs
unquantized version of Vocoder 6). The syntheses for the

slowly varying sentences JBl and DD2 from the variable rate
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system had slightly less "wobble" quality than those from
the fixed . ‘e system. This is probably due to the fact
that small inaccuracies in the LPC analysis arising from
interaction between the pitch period and the analysis
interval tend to be reduced by the smoothing effect of the
interpolation employed by the VFR scheme. There were a
couple of situations (during the part "trouble with" in the
sentence DK6) where the fixed rate synthesis sounded better.
In general, Vocoder 1 and the unquantized version of

Vocoder 6 produced speech with essentially the same quality.

Vocoder 1 vs Vocoder 6. Surprisingly, the results of this
comparison between the unquantized 160 fps system and the

1650 bps VFR system were the same as given above in (2).

Vocoder 6 (1650 bps) produced speech quality equal to or
better than that of the VFR system with the earlier
"end-to-end" scheme of LPC-II (2100 bps). Speech gquality
improvements observed in the syntheses from Vocoder 6
included clarity and “crispness" of several syllables which

were slurred when processed through the earlier VFR system.

Vocoder 6 (1650 bps) was compared against the 58 fps
fixed-rate system (2825 bps). LPC-I also uses the 50 fps
fixed-rate transmission but operates at even a higher bit

rate of about 3500 bps. Although the 58 fps system had less

-$2-
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m} "wobble”™ gquality than the 108 fps system (Vocoder 2), it
— still had a more "wobble" quality than Vocoder 6, especially
hj for the sentences JBl and DD2.

i

6. Finally, we employed the log likelihood ratio measure for
»E computing the frame error between the two sets of LARs g and
g, instead of the weighted Euclidean distance measure given

by (4.1). (Notice that for 1likelihood ratio computation,

'} LARs are to be first transformed to predictor coefficients.)
ot

We adjusted the transmission error threshold (¢) so as to
Lé obtain about the same average frame rate (25 fps) as Vocoder

6. We found that the speech quality of the resulting

vocoder was identical to that of Vocoder 6. This result

leads to the following two observations. First, we conclude
that the superior per formance of the new
perceptual-model-based VFR scheme over the earlier,
"end-to-end" scheme of LPC~II (see (4) above), is not due
to the change in the definition of the frame error, but due
to the difference in the way the transmission error is
computed in each case (see Fig. 4.1 which illustrates this
g difference). Secondly, we recommend the use of the LAR
| distance measure (4.1) in preference to the log likelihood

j ratio measure, since the use of the latter measure requires

about 50 times more computational time.
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4.2.8 Simplified VFR Scheme

Though the algorithm described above produced very low frame
rates and good quality speech, it has the disadvantage of being
fairly complex, and somewhat slower than real time in our
simulation on a KL-1# computer. Of course it could be coded to
run in real time on a fast mini-computer, but might not leave
enough time for other processing needs. Therefore, we tried
several simplifications of the algorithm, in order to arrive at a

reasonable compromise between speed, complexity, frame rate (and

bit rate) and speech quality.

Our first simplification (see Table 4.2, Vocoder 5) involved
the adjustable gquantization. Instead of allowing two possible
quantization levels for each LAR of every hypothesized
transmission frame, the LAR values were always quantized to the
nearest levels. This sped up the algorithm by a factor of 4, and
reduced the complexity. The transmission frame rate (for the
same transmission error threshold) rose to about 27 fps. However
the resulting sentences were indistinguishable from those

produced by the scheme with adjustable quantization.

For the second simplification we eliminated the “back-up"
procedure (Vocoder 4). The frame rate remained unchanged at 27
fps, but the average measured transmission error increased by
about 20%. Careful, repeated listening through headphones
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revealed only a slight degradation for two sentences. The
differences were not perceived through high quality loudspeakers,
and were not noticed on single paired-comparisons through
headphones. This simplification sped up the algorithm by another

“‘

factor of 3, and reduced the complexity considerably.

The third simplification was the removal of the "look-ahead"
procedure (Vocoder 3). That is, as soon as the transmission
error computed over the interval from the preceding transmitted
frame to the current frame exceeded the threshold, the frame
1-nedia£e1y preceding the current one was chosen to be
transmitted. As expected, this increased the frame rate
substantially (to 38 fps), for the same speech quality. When the
"look-ahead" procedure enabled the algorithm to skip over a bad
region, the transmission inteivals were greatly lengthened. The
simplification reduced processing time by about 30%, and
eliminated only 3 lines of FORTRAN code.

Recommended Scheme

While the full scheme (Vocoder 6) clearly results in a lower
frame rate and slightly better speech quality, it is much more
complex and an order of magnitude slower than the simplest scheme
(without "adjustable” quantization, and "back-up" and
"look-ahead" features). The first two simplifications discussed

above seem reasonable, since the resulting loss was small. The
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lilt feature ("look-ahead”) is recommended, since its removal

resulted in substantial losses and produced only minor gains.

Pig. 4.6 shows a flow chart of the recommended VFR scheme
(Vocoder 4). Comparison of this simplified scheme with Fig. 4.5
will make the difference in complexity apparent.

Of course, if the computer running the VFR algorithm is fast
enough, and easy to program, it may be worth the extra trouble to
implement the full scheme, which includes the features of

*adjustable® guantization and "back-up".
f 4.3 Transmission of Pitch and Gain

We have developed two types of VFR schemes ‘for the

transmission of pitch and gain. These are; (1)

"Floating-Aperture Predictor," which performs an "end-to-end"
comparison between the parameter values of the current frame and
% the last transmitted frame, and (2) “Fan Interpolation
Technique®, which explicitly takes advantage of the fact that the
receiver performs linear interpolation for the reconstruction of
untransmitted data. The results of our investigation on these

two types of schemes are given below.

4.3.1 Floating Aperture Predictor (FAP)

VFR transmission schemes of the FAP type have been described
: in detail in our NSC Note No. 96 ([8]. We developed both
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single~threshold and double-threshold VFR schemes for the
transmission of pitch and gain. (A8 LPC gain parameter, we
transmit per-sample energy in decibels of the unpreemphasized
speech.) The single-threshold scheme transmits the parameter
value (pitch or gain) for a given frame if the absolute
difference between the value and the preceding transmitted value
exceeds a prespecified threshold. The double-threshold scheme
follows the same rule, except that it instead transmits the
parameter value for the frame immediately preceding the present
frame if the above absolute difference exceeds a prespecified
second (higher) threshold; as in LAR transmission above, this
avoids the need to do parameter interpolation at the receiver
between largely different data frames. In ([8] we have
recommended the use of specific double—thréshold VFR schemes on
quantized 'piteh and gain data for ARPA-LPC System II. These
schemes would reduce the average transmission frame rate from the
analysis rate of 168 fps to about 35 fps for pitch and 32 fps for
gain.

The above-mentioned single-threshold scheme is similar to
the so-called "floating-aperture predictor®™ which has been used
for data compression in telemetry applications ([9,108]. The main
difference between the two is in the way data reconstruction
takes place at the receiver i.e., how thf untransmitted parameter

values are approximated. The traditional FAP method employs a

-58-
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stair-step reconstruction in that a transmitted value is held
constant for all the frames up to the next transmission, where
the value is instantaneously updated to be the next-transmitted
value. Our single-threshold scheme, however, performs linear
interpolation between adjacent transmitted values to generate a
smoother approximation. (The double-threshold scheme has the
same feature, except that, as mentioned above, it produces less
interpolation error at the expense of a slight increase in frame
rate.) It is felt that in speech resynthesis applications the
smooth approximation produced by interpolation should produce
less speech quality distortion (e.g., "roughness") than the
stair-step approximation used in the FAP method. However, at the
transmitter, our VFR scheme (hereafter 1loosely called as FAP
scheme) does not explicitly take advantage of the fact that the
receiver performs linear interpolation for data reconstruction.
The incluéion of this feature may perhaps yield further data
compression, To this end, we have adapted the so-called "fan
interpolation" technique that has been used once again in

telemetry applications [9,10].
4.3.2 Fan Interpolation Technique (FIT)

Single-Threshold Scheme: The FIT method previously used in the
literature ([9,10) is indeed a single-threshold scheme. The
method relies on the approximation of the analysis or source data

by straight line segments and transmits only those parameter

-59-
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values corresponding to the end frames of these segments. Given

some initial transmitted frame, it finds the 1longest 1line for

which the maximum error magnitude between the line and the data

over the length of the lire is below a given threshold. We
treated the case where quantized parameter values (levels) are
used for deciding when to transmit. In computing the error
between the gquantized parameter 1level for a frame and the
interpolation line, we compute the interpolated value for that
frame, round it off to the nearest (integer) level and then find
the difference between this and the actual gquantized parameter
level for that frame. (Rounding is done such that if the
fractional part of the interpolated value is equal to or greater
than 0.5 then it is rounded up, otherwise it is rounded down.)
At the receiver, quantized levels for untransmitted frames are
generated by interpolating between the adjacent transmitted
levels and rounding off the interpolated value to the nearest

level as explained above.

A step-by-step description of the FIT single-threshold
scheme is given in Fig. 4.7 below, where I, denotes the quantized
level of the parameter for frame n, the symbol [ ] refers to the

above rounding operation, and T is the preselected threshold.
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(1) Transmit value at frame n
m«+ 2

(2) k « 1

(3) P « (m-k)/m I, +tk/mI 0

E« |[P] - Il
IfFE<T, go to (4)
n + n+m-1
Go to (1)
(4) k « k+l
If k < m~1, go to (3)
(5) (No transmission)
m + mt+l

Go to (2)

Fig. 4.7 Description of our FIT single-threshold scheme

It is clear from step (3, that with frames n and (n+m) as end
frames, the scheme looks at the magnitude of the interpolation
error, in order, from frame (n+l) to (n+m-1l) and decides to
transmit frame (n+m-1) value at the first instance the error

magnitude exceeds T.

If T=g, it is easily seen that the receiver has the same
parameter data as at the output of the gquantizer. The same

result is also achieved using the FAP method with a zero

«§l-
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threshold and with stair-step reconstruction at the receiver.
Average transmission frame rates produced by the two methods can,
however, be different; the extent of this difference depends upon
: the nature of the data, in this case quantized parameter levels. E
For instance, if the data has frequent occurrence of sequences of i

equal levels (i.e., presence of horizontal or level lines), then

the FAP scheme would generally do better yielding a lower frame
rate than the FIT method; the reason for this is that the latter
method transmits both end frames for each level line, while the
former transmits only the first end frame. On the other hand, if

the data involves a large number of sloped or nonlevel lines then

the opposite result is true in that the FIT method yields a lower

frame rate.

Experimental results obtained using the above FIT method on

quantized pitch and gain are reported in the sequel.

pouble-Threshold S8cheme: The double-threshold version of the FIT

method operates'as follows. Assume that frames n and (n+m) are

the end frames of the interpolation line under consideration.

Then, (1) if the maximum interpolation error magnitude over the
length of the line exceeds the second (higher) threshold T2, then
frame (n+m-1) value is transmitted; (2) if the maximum error
magnitude exceeds the first (lower) threshold T1, and not T2,
then frame (n+m) value is transmitted; (3) if the maximum error

magnitude does not exceed Tl, then a new interpolation 1line is
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considered between frames n and (n+m+l), and the entire procedure
is repeated. A step-by-step description of the double-threshold

scheme is given in Fig. 4.8.

For our earlier FAP scheme, the motivation to use the
double-threshold scheme has been to improve the accuracy of
parameter interpolation performed at the receiver between
adjacent transmitted values. The same motivation does not hold
for the above FIT method, since it explicitly considers
interpolation error as part of its transmission strategy. Why,
then, should one consider the FIT double~threshold scheme? The
answer may be given as follows. Considering quantized parameter
data, the FIT single-threshold scheme allows only <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>