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-: - 1. Introduction

This is the second Quar te r ly  Technical Report for this

• contract . It reports on project activity for the period between

September 15, 1977 and December 15, 1977.

The Advanced Command Control Architectural Testbed (ACCAT)

- is a facility designed to support evalua tion of the appl icabi l ity

of various new computer—communication and information processing

techniques to military command and control problems . The ACCAT

program is sponsored jointly by ARPA and the Navy.

The core of the ACCAT facility is located at the Naval Ocean

Systems Center (NOSC) in San Diego. It began operation in

mid—1977. The testbed is built on a number of existing

capabilities including : the ARPANET; the ability to prov ide

secure communication for subnetworks within the ARPANET; the

standard interfaces and protocols of the network which enable

interoperability of heterogeneous equipment; and a large base of

• existing software and experience in computer networking ,

• t ime—sharing and interactive computing .

The ACCAT concept includes support for remote site

• operations. Initially, this will involve secure access from

distant locations to the core ACCAT facility at NOSC. At a later

time , the ACCAT resources may be enhanced with the addition of

computing capability at one or more of these remote sites. ACCAT

ii —1—
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activity at a given remote site will be via a “remote site

I .. module” (RSM)

The object of this project is to perform site surveys and

planning for the installation of ACCAT remote site modules at
1 ’

selected sites; to provide general system archi tec ture  and design

services for the ACCAT program ; and , to develop a plan for making

(selected ) services of the Fleet Numeri cal  Weather Center ( FNWC )

available to the ACCAT facility through the FNWC remote site

module. In addition , as part of this project, we are assisting

the ARPA o f f i ce  in planning , maintenance , and conduct of

demonstrations of various ARPA information processing

technologies.

Project activity during the quarter included the following:

— Site survey ac t iv i ty  for the Naval Postgraduate School (NPS )

• I continued . A second vis i t  to NPS was made to confer with NPS

personnel regarding site preparation requirements and to

consider al ternat ive  equipment layout plans. The NPS site

survey is substantially complete, and a detailed site survey

report is being prepared .

— We have started a UNIX implementation of MSG, the interprocess

- - communication facility developed for the National Software

Works (NSW) system. At a July 1977 meeting , hosted by the RAND

Corporation , MSG was adopted as the standard for ACCAT

—2— 
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interprocess communication . Implementations of MSG already

• . exist for TENEX and TOPS—20. When the UNIX MSG implementation

is completed , all of the ACCAT host systems will support MSG.
- 

The bulk of the implementation work will be performed during

the next two periods.

— We met with personnel from Massachusetts Computer Associates

(MCA) to help finalize plans for installation of the ACCAT

remote site module at the Fleet Numerical Weather Center

- (FNWC). Discussions focused on the hardware and software

- interface between the Print Line Interface (PLI) and the MCA

PDP—ll front end for the FNWC computers.

— We assisted in a demonstration of ARPA information processing
- 

technologies conducted at SRI in September for Army personnel.

This demonstration emphasized the Packet Radio Project.

— We attended the ACCAT principal investigator meeting at Woods

- 

Hole in September. At that meeting we discussed the FNWC and

NPS site planning activities , the UNIX MSG implementation , and

the potential role NSW might play in ACCAT.

I U
The remainder of this report discusses the UNIX MSG

I I .  implementation effort in more detail .

Ii
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2. Implementation of MSG for UNIX

In designing the impl ementation of MSG for UNIX , we started

with our designs for the TENEX and TOPS—20 implementations. We

modif ied them as necessary to take advantage of special UNIX
L. features and to avoid TENEX/TOPS—20 features absent from UNIX.

The implementation approach remains basically the same.

There is a collection of processes to handle overall control and

communication with MSG modules on other hosts. This collection

is known as the “Central MSG.” For each user process

communicating via MSG there is a process which implements the

interface between the user process and MSG. This process is

known as a “Process Controlling MSG” or a “Local MSG.” In

addition , it functions to allow efficient intra—host MSG

communication and to protect the MSG system from aberrant or

- r malicious user programs .

The TENEX and TOPS—2 0 impl ementations rely heavily upon the

flexible interprocess communication (IPC) mechanisms available on

those hosts, and on the ability of processes to share address

spaces. These IPC mechanisms are used to support communication

among local MSGs, and between them and the central MSG. On UNIX

• 

- 

alternate IPC mechanisms must be used. It is in this area that

L the standard UNIX system is inadequate. The basic UNIX IPC

mechanism is the “pipe.” A pipe allows two pr6cesses to exchange

—4—
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data streams after some prior arrangement has been made by a

common ancestor. Furthermore , there is no structure imposed on

- 
communication over a pipe . Since several processes may share a

pipe , a higher level communication protocol must be used to

enable a receiving process to distiguish between data sent to it

over a single pipe by more than one sending process.

Recognizing these deficiencies , the RAND Corporation has

developed an alternate IPC mecharism known as “Ports.” Ports are

an extension to the pipe mechanism . Port names are managed

within the UNIX directory structure. Use of the directory

structure for port naming allows two unrelated processes to

communicate wi th each other , with protection provided by the
- . normal UNIX file access control mechanisms . In addition , a

message structure is imposed on communication over ports. This

- 
is accomplished by add ing a message header to data sent over a

port. The rece iver may read the header to determine the identity

- of the sending process.

- 
The port mechanism is adequate to support communication

• among the local MSG processes and between them and the central

- MSG process.

• - The other major difficulty with standard UNIX is the fact

- that all I/O operations are blocking . That is, if a read

operation is attempted when no input is available , the process

1~1 —5— 
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reading will block until data is available. Similarly, a process

• that attempts a write operation when no capacity is available

(e.g., a pipe or port is full) will block until room is made

available. This makes it difficult, if not impossible, to

efficiently implement a process , such as the central MSG, whose

basic task is coordinating information flow between many other

• processes over several information channels.

- The UNIX group at BBN developing a UNIX implemen tation of

TCP has recogn ized this problem , and has developed two new system
• calls for UNIX to overcome it. The first (CAPAC) allows a

process to determine how much data , if any, can be safely read or

wr itten on a given data channel. The second (AWAIT) allows a

- 
process to wait for activity on any of several data channels.

Together these two operations allow a process to monitor activity

over a number of communication channels with other processes and

safely (i.e., without danger of being blocked by a

non—cooperating or malfunctioning process) act as a central

coordinator of information flow between them . This is

• essentially MSG ’s role.

- 
The design for the UNIX is thus as follows. Associated with

• each process that uses MSG are a set of process interface

• routines that the user process can call to cause MSG operations

• to occur . These routines do most of the parameter checking

• 1 needed and then communicate over a pipe with a parallel process

• -6-
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which acts as the local MSG. The local MSG is responsible for

communication with the central MSG over a port, with other local

MSGs over ports for intra—host MSG communications , and for

protecting the MSG system from interference by user processes. A

central process (or collection of processes) acts as the central

MSG to coordinate MSG activity on the host. It handles all

communication with MSGs on other hosts, allocates various MSG

resources such as process names , crea tes new MSG processes as

necessary to handle received Generic messages, etc.

Since UNIX allows a process to derive its identity for

access control purposes from the file being run in it , it is

possible for the local MSG an d the cen tral MSG to access system

resources that are inaccessible to the user processes

communicating via MSG. This makes it relatively easy to

implement protection for internal MSG data bases and the

communication ports used by MSG. This feature also makes it

straightforward to concurrently run multiple MSG systems in an

independent manner on the same UNIX host.

The curren t state of the implementation is as follows.

To help design the user process interface to MSG, two

standard MSG test programs (the so—called “Ml” and “MV’ programs ;

see BBN Report 3752 for details) were written with dummy MSG

interface routines. These test programs have been debugged and

I
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wil l  be used to test and debug in ter im and f i na l  implemen tations

• of MSG.

As the result of this exercise , the in terface between user

processes and MSG has been designed . The process/MSG interface

closely para l l e l s  tha t of the MSG Des ign Spec i f i cation , wi th

messages , process names , dispositions , an d so for th , being passed

between MSG and the process address space. The primary

d ivergence from the specification is with “signals.” (A signal

is the mechanism by wh ich MSG no ti f ies user processes tha t an

opera tion , such as Rece iveMessage, has completed.) With the

exception of bloc k/unblock and the “flag ” signal (which requ ires

tha t a process poll to detect it) , none of the signal examples in

the Design Specification are appropriate for UNIX. A new type of

MSG signal is provided for UNIX. For this the process will make

a special call (RequestSignal~~ ) when it is prepared to block and

wait for an MSG event to complete . When this occurs, the

Reques tSignal () call wi l l  r e tu rn  wi th a “pending event ID” that

j identifies the operation which has completed . It may be

appropr iate in the fu ture to add other signal l ing  mechanisms , and

the implementation is being done with the need for such

f l ex ib i l i ty  in mind .

F The process interface routines themselves have been designed

and implemented . In so doing , the interface between these

routines and the local MSG was designed .

- •  —8—• 1_I.
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The local MSG was next designed and is currently being

• implemented . Finally, the cen tral MSG has been par tially

designed ; its interface with the local MSG has been specified and

its general structure has been defined .
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