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ABSTRACT

Two experimental methods were developed to examine the effects

of time uncertainty and other variables on the detection of a 500 Hz

centered octave band of noise presented in noise. In one method ,

denoted the fixed presentation method , the signal was presented at a

fixed SNR, following a specified interval of time after the onset of

an ambient noise stimulus. The other method , the modified threshold—

forced response method , presented the signal with the noise at the

start of the trial at a low SNR. During the trial, the SNR increased

at a constant rate of one—half dB per two seconds. Upon attaining a

specified SNR, the stimulus was gated . Six levels of ending SNR were

examined with each method . Four subjects responded on a six—point

confidence rating scale.

Results indicated that with the variable SNR method , performance

was much worse than in the fixed SNR method . Not only were confidences

lower , but the probability correct was likewise lower. Results also

indicated that subjects could maintain a fairly consistent set of

criteria throughout the experiment , as rank ordered correlations of

responses to identical tapes were generally high. Consistency was

found to increase with SNR.

Comparisons to a 2AFC and Janota’s (1977) modified threshold

procedure were made. The 2AFC and fixed SNR methods resulted in

nearly equal performance, the psychometric functions relating Green ’s

d’
t 
to P(C) were less than one dB apart. The function of the

modified threshold—forced response method was shifted 5.0 to 6.0 dB

_________________ — •  — —  - - 
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to the right of those found with either of the above procedures. It

was shifted 0.8 dE to the left of the modified threshold method .

J Predictions of the shifts based on the Stallard and Leslie (1974)

hypotheses were good with the modified threshold—forced response

method , but not with the fixed presentation method.

Performance differences obtained with these four procedures

are discussed in terms of varying amounts of signal and time

uncertainty. The two experimental procedures tested are used to

examine the merits of Green’s (1960) d’opt model of auditory detection

of noise bands. The model was found to fit the data fairly well.

Implications for future psychoacoustical research and for predictive

models are discussed.
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CHAPTER I

INTRODUCTION

During the past several years, human performance in complex

auditory environments has been studied at the Applied Research

Laboratory at The Pennsylvania State University. Due to the nature

of the problems being examined, traditional psychoacoustical

procedures were untenable. As a result, a new means of assessing an

individual’s ability in an aural detection task was developed . This

technique, the modified threshold technique, was unlike others in that

the signal—to—noise ratio (SNR) of an auditorily presented signal

increased during the stimulus presentation. In most psychoacoustica].

research, the signal is presented at a fixed signal—to—noise ratio.

A procedure similar to the modified threshold technique could

not be found in the literature and , hence, comparisons could only be

made to results obtained with different methods. This analysis

indicated that performance was considerably worse when signals were

presented via the modified threshold technique. Several questions

concerning the determinants of auditory performance arose as a result

of these findings.

This thesis delineates the existence and magn1u~de of some

possible factors. The factor primarily addressed is the effect that

certain parameters in the method of stimulus presentation have on

performance. To accomplish this task, two experimental procedures are

employed. One, the fixed presentation method , is a single interval ,

-~~~~~ _ 5 _ • •_  _5_ _ •
~~~~~~~~~~~~~~~~~~~~ =_5 ~~~~

-_  - .5-- - S - S  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ —



2

yes—no paradigm, in which the SNR of the signal is fixed . A derivative

of the modif ied threshold technique, the modified threshold—forced

response method, is the other . Uncertainty is less in this second

procedure than in the modified threshold task; however, it is still

greater than that in the fixed presentation task. One important 
S

distinction between these procedures and that of the modified

threshold is that the subject is in a forced—choice situation rather

than a free—choice situation.

In all psychological experimentation, many decisions have to

be made regarding which variables should be manipulated and which

should be held constant. These decisions affect the outcome of the

experiment and the applicability of the results. Part A of this paper

presents a review of variables and factors examined in other studies ,

discussion being primarily in terms of the variable’s or factor ’s

relevance to the present design, and the reasoning for manipulating

or holding it constant.

In Part B, the actual design of the experiment and the

procedures used are concisely set forth. The independent variables

are discussed as well as the characteristics of the auditory stimulus

and the method of response. Subsequent to this, the purpose of the

experiment is explained as well as the expected results. The remaining

three chapters consist of the Methods , Results, and Discussion sections

of the experiment.

The results of this experiment should aid in the future design

of man—machine environments, contribute to the prediction of human
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performance in cer tain settings , and assist in the understanding of

the effects of specific parameters on the detection of signals in

noisy backgrounds.
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REVIEW OF PSYCHOACOUSTICAL LITERATURE
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CHAPTER II

I
SIGNAL PARAMETERS

2.1 Stimulus Complexity

In a vast majority of psychoacoustical research, quite simple

signals are used . The most frequently employed stimuli are pure tones,

usually of 1 1<1Hz frequency . The frequencies used as pure tone stimuli

range from about 200 Hz to 2 KHz.

In other studies, quite different signals are used which are

considerably more complex. Green (1958) examined subjects’ performance

in detecting single component signals and compared it with that for two

component signals. His results indicated that the detectability of the

two component signals was higher than that obtained by either

component alone. Green (1960) also did a study in which the signal

was a narrow band of noise presented with a continuous noise background .

In this paper , Green tested the accuracy of an equation, d’opt~ used to

predict detection of bands of noise for several signal durations,

center frequencies , and bandwidths. He concluded that if a constant

specific to the individual was added to the equation, then the

predictions were accurate. In a study of consistency in auditory

detection, Green (1964) again used a band of noise as a signal. He

used three increments of power and determined the percentage of

agreement in detection with successive exposures to the same stimuli.

In a study of complex noise signatures , Fidell (1974) examined

the detectability of twelve synthetically produced signals. The

- _ — 5--—-- _ 
— e a a ——- 5--- ---—S. ~

-
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stimuli were narrow bands of noise, broad bands of noise , or pure tone

in character , and were presented with three different varieties of

background noise. Signals varied in presence and amount of frequency

S modulation, width of the bands, and presence and amount of amplitude

modulation. He concluded that the detectability of a signal was

determined by its most detectable component, which was contrary to

Green’s (1958) results. Complex marine signatures presented with a

background of ocean ambient noise has been examined by Janota (1977).

Using the modified threshold technique which is discussed in a later

section, it was found that some components of a complex signal had

little effect on the detectability of that signal.

Schulman (1971) broke tradition and defined a signal trial as

one in which a 1 1<1Hz tone was not present . In this yes—no (YN)

paradigm, coincident with a warning light, the tone was either removed

or maintained in the continuous background noise. Data were also

obtained in which subjects had to detect the addition of the tone to

the background. Results indicated that in order to obtain similar

detectability indices, the tone level in the removal condition would

have to initially be 3.5 dB higher than in the addition situation.

These results agree with the discrepancy found by MacMillan (1971) in

his increment—decrement procedure. He defined a signal as an increase

or decrease in the intensity of a 1 1(1Hz tone. In both YN and two—

alternative forced—choice procedures (2AIFC) , decrements were found to

be more difficult to detect.

2.2 Stimulus Intensity

In many exper iments, data are gathered using several signal

intensities. Markowitz and Swets (1967), for instance , investigated

S 555_S__S .
~~~~~~~~~~S:~~~~~~ ,==t_ _—.- — — ~~~ ___  — — - —5 —
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six different signal intensities in a single and double interval task.

They collected results using both binary and rating decision procedures.

From a receiver operating charac teristic (ROC) analysis of the two

interval rating data, it was found that as the signal intensity

decreased , so did the slope of the function. This indicated that

intensity had an effect on the variances of the signal—plus—noise and

noise distributions of the subject. With smaller signal intensities,

it appears as though the observer ’s internal noise has a greater

effect, resulting in an increase in the perceived variance of the

distribution. Slopes obtained with the binary data remained close to

unity, regardless of the intensity. Neither response method with the

single interval procedure showed any dependence of slope upon intensity.

Using rating scales of three, five , and nine category size,

Shipley (1970) found that intensities in the middle range of detect-

ability result in smaller variances in the signal distribution. She

also found that presenting a disproportionate number of weak or strong

signals caused a shift in the observer’s criteria towards those

signals.

Traditionally, if several signal intensities are going to be

used in one experiment, data are collected such that the level remains

the same for each session, or block of trials. Emmerich (l968a) ,

however , presented two different intensities within the same block of

trials and then compared the ROC ’s with those obtained under homogene-

ous intensities. Using the area under the ROC as his detectability

measure , Emerich found very little difference in the two methods.

These results are unexpected in that when the signal intensity varies

from trial to trial during a session, the subject’s var iability should
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increase. The outcome would be a reduction in performance. If this

hypothesis is incorrec t, as Enunerich’s results suggest , then this has

certain ramifications on the design of future auditory experiments.

One possible explanation for the results, however, is that the

intensities were fairly close. If they were more widely separated,

the expected outcome may have occurred.

Occasionally, stimulus intensities are varied only to insure

that the obtained results are not contingent upon one particular level.

Interactions may exist at some intensities which do not at others.

Egan, Schulman, and Greenberg (1959) used three diff erent signal levels

in a rating task to check the hypothesis that the departure of the ROC

curve from the positive diagonal is a direct function of the intensity

of the signal. The hypothesis was supported , with the difference

increasing with intensity. Watson, Rilling, and Bourbon (1964) used

two signal intensities when comparing the detection results obtained

with rating vs. binary procedures. Both intensities showed higher d’

measures for the binary method. Three levels of intensity were

presented to subjects by Green (1964) when he was determining the

degree of consistency of his subjects. No substantial difference was

found between any two levels. In relating d’ to signal duration,

Green, Birdsall, and Tanner (1957) found nearly parallel psychometric

functions for four signal levels.

2.3 Stimulus Duration

When duration is not one of the variables to be investigated ,

the default value is usually 500 msec, but this varies. Most values

fall within the range of 100 to 1000 msec, but some are as high as

4000 macc.

S - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - ~~~~~~~~ 55 555 5 S. -_ _ S _S S__ __ 5__ - - - —
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Some of the earliest work done on the effec ts of duration upon

signal detection was carried out by Green (1960). In his equation for

the optimal detectability of a waveform, T, the stimulus dura tion plays

a prominent role in the value of d’opt 
(Table 1). Green makes two

assumptions with this model. One is that the “device” measures the

power in two waveforms and selects the larger. The second is that the

“device” knows the exact starting time and bandwidth of the stimulus.

In essence, the human observer is viewed as an energy detector , and

predictions can be made as to his performance based on this assumption.

Green tested the model with a variety of durations from 3 to 5000 insec.

Durations of 300 msec and less resulted in performance that varied from

the predicted by a constant. The longer durations, however , did not

match what was predicted, with the performances being inconsistent.

Green and Sewall (1962) proposed that the reason for the differ ence

between the predicted and observed was due to the non—ideal observer

not knowing the exact starting time of the signal and its duration. By

presenting subjects with signals sufficiently loud enough to specify

8timulus onset, this problem was circumvented. To do this, the task

was changed to detecting the larger of two waveforms in a 2AFC task;

this also served to reduce the memory load on the individual. The

obtained psychometric functions were quite similar to those predicted ,

only shifted to the right by a constant factor. The authors cited

this as support for the model.

Green, Birdsall , and Tanner (1957) used durations from 250 to

3000 msec. The probability correct , P(C) , was found to increase

proportionately with increases in duration. With every increase, the

psychometric function relating P(C) to duration was shifted to the

-- - - - 5 — -— —5 —5 -- -S.—— 55 ~~~~~ s 5- -- ——— —
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of the groundwork has been laid for theories in perception using simple

signals; further study of these theories should now be done using

complex signals.

The experimental use of complex signals seems more logical in

that single component signals and pure tones are often found outside an

experimental situation. Hence, to have some applicability to human

performance in natural environments, complex signals should be

examined. More precise models of auditory processing can be constructed

when complex signals are used because a better understanding of the

interactions of various stimulus components is acquired .

In this experiment, complex signals, noise bands , will be used .

(The signals will be “complext’ in the sense that they are more than

pure tones. Be it understood that noise bands do not, however,

constitute a very high level of complexity.) In an attempt to examine

performance under different levels of difficulty , several signal

intensities will be employed. This will not only result in the

construction of a psychometric function, but will allow for the

examination of interactions between intensity and method of presenta—

tion as well. In this experiment , the duration of the signal—plus—

noise stimulus will be dependent on the method used. In one condition ,

it will be constant, eight seconds, and in the other, it will vary f rom

38 to 45 seconds. This will be more adequately described later.

-5- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - - - — — - ~~~~~~ —— —
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CHAPTER III

TASK PARAMETERS

3.1 Signal Uncertainty -

Uncertainty in an experiment comes in two forms: time of onset

of the signal, and the type of signal itself. Gundy (1961) investi-

gated signal uncertainty when he studied the effects of feedback on

the detection performance of subjects under specified and unspecified

signal conditions. In the specified condition, the signal was

presented three times before the beginning of a session. No

presession exposure to the signal was given the other subjects. Both

conditions were divided into feedback and no—feedback groups. One

group of subjects was run using a signal—to—noise ratio (SNR) of

15.8 dB and another with a level of 25.1 dB. A value on a four—point

rating scale indicated the subject ’s confidence in his response, and

d’e (see Section 5.2) was used as the measure of detectability . When

the signal energy was low, feedback and signal specification gave best

results with an average d’
e 
of 1.6. Without feedback, the average d’e

was 1.35. Both groups under the unspecified condition yielded d’
e
’S

of about 0.6. When the signal energy was higher, the difference in

the groups was less pronounced . The average d’
e after the third block

of trials was: signal specified — feedback 2.3, no—feedback, 2.4;

signal unspecified — feedback 2.0, no—feedback 1.9. Evidently ,

specifying the signal via a cue facilitated the subject’s performance.

Although performance in the unspecified conditions was poor initially ,

— ~~~ ~~~~~~~~~~~~~~~~~ -S. - — - — - ..‘—,~ 
~~~~~~~ ~~~~~~~ -~~~~~~. ~~~ S.5~~___ __ -S_~__5__ s S_ _5 - ____________ -5 
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learning occurred quickly with d’e 
increasing from 0.7 to 1.6 in just

three blocks of 50 trials. No learning curve was found with the lower

signal energy or specified signal conditions.

Green (1961) found that when a pure tone signal from a set of

signals is presented , performance is worse relative to those situations

in which only one signal may be presented . In all the sets , a center

frequency of 2250 Hz was used , with ranges from 100 to 3500 Hz. Green

measured the amount of signal energy needed to attain a P(C) of 0.75.

Although higher energies were necessary with increasing ranges , the

increase was relatively small. Green concluded that much uncertainty

existed at the start, and this additional uncertainty did little to

degrade performance further.

Three different intensities, crossed with four levels of

pretrial cueing, were examined by Emmerich (1971). Cueing was absent,

the same intensity, or three or six dB higher than the intensity of a

500 Hz signal. The results of this 2AFC task indicated that, at low

intensities, any cue improves performance, but at the high intensities ,

it may actually degrade performance. Etninerich found this with a 4 1<1Hz

tone as well. His results support those of Gundy for low signal

intensities. Robinson and Watson (1972) say that pretrial exposures

to the signal not only reduce uncer tainty, but they reduce variability

in performance as well. If variability could be reduced, then fewer

trials would be required to attain an accurate assessment of the

detectability of a signal.

Using a 2AFC task, Pastore and Sorkin (1971) studied signal

uncertainty by presenting their subjects with either a 500 or 2000 Hz

tone. Samples of each signal alone or in noise were presented to

_ S - - .S~~~---- - — ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - 5-  - .-.-_—~~~~ _ 5 5~~ -SS -5S 5~~-5S.~~~~S_ - _ 5~___555.5~_ S _  —-5—
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subjects before each block of trials. Feedback was given as to which

interval contained the signal, but did not specify which signal it was.

They found that performance was worst, in terms of P(C) , when the

signal was different from the one presented on the previous trial.

P(C) was greatest when there was a run of one signal. They cited this

as support for the single—band model in that , when the signal was

switched, the subject would be attending to the wrong band , and thus

his chance of detecting that signal would be reduced .

The single—band and multiple—band models of processing were

discussed by Swets (1963) in regard to signal uncertainty . He states

that both theories predict decrements in performance in uncertain -

situations. Single—band processing claims th~’t the subject cannot

listen to more than one band . Thus, if he was not attending to the

band with the signal, then his performance would be less than optimal.

In the multiple—band model, many bands are processed simultaneously.

This theory accounts for decrements in performance in that more noise

is processed under unspecified conditions. This leads to a reduction

in the efficiency of the observer.

3.2 Time Uncertainty

The effect of time uncertainty is another concern in analyzing

results. The time of signal onset has little influence when the signal

is loud enough to attract the attention of the observer. Of course, it

has to be of sufficient duration also. At low signal intensities, or

short stimulus durations, subjects may not be able to attend to the

signal adequately. Stallard and Leslie claim that this results in a

3.0 dB decrement in performance. Time uncertainty may be reduced by

— — __— — _ - _ 
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providing indicators, usually lights, that either warn the subject that

a stimulus is about to be presented, or that the stimulus is being

presented . Robinson and Watson cite this technique as a good means for

avoiding the effects of time uncertainty .

In a reexamination of the d’ model, Green and Sewall (1962)opt

attributed Green’s (1960) earlier results to uncertainty of signal

onset. To eliminate that effect, they presented the signal at a much

higher level, leaving no doubt in the subject’s mind that the signal

was being presented . The predicted and observed measures were found

to be much closer with this technique than with the technique used

earlier by Green.

Time uncertainty was systematically studied by Egan, Greenberg ,

and Schulman (1961). Subjects were instructed that a signal might

occur after a variable period of time following a warning light. The

interval between the light and stimulus was zero, one, two, four or

eight seconds. Subjects responded on a four—point scale, indicating

the degree of confidence they had that a signal was presented . As the

interval of time uncertainty increased , d’
e 
decreased inonotonically .

When the signal energy was increased , the curve relating d’e to time

uncertainty shifted upwards, showing that time uncertainty still

influenced performance even at high intensities. This result is

confounded with memory in that increases in time uncertainty might be

accompanied by short term memory decay. It is likely that poorer

performance is attributed to both of these factors.

3.3 Comments

The potential effects of uncertainty in a task must be
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considered prior to conducting any study. Stallard and Leslie

hypothesize that signal or time uncertainty will each reduce

detectability by one—half . Varying amounts of these two factors may

affect detectability differentially . Every subject’s performance is

influenced to a large extent by the uncertainty of the task, so in

comparing the results of different procedures , the influence of time

and signal uncertainty must be evaluated.

In the present experiment, signal uncertainty will be reduced

in two ways. First, only one signal pair will be used throughout the

experiment and all the subjects will have had some experience with

this particular pair in previous experimentation. Uncertainty will be

reduced further by presenting subjects with an exposure to the signals

prior to each trial.

Time uncertainty , on the other hand , will not be minimized . In

the fixed intensity method , the signal will be added to the noise

stimulus after a fixed period of time has elapsed from the start of

the stimulus. •Subjects will be somewhat uncertain as to the exact

time of onset, but , with training, will gain some feeling as to when

to expect the signal to appear. In the other method , the signal will

always be mixed with the nose, but the SNR will initially be low and

increase with time. There will, however , be more uncertainty as to the

time of offset of the stimulus, as the length of the trial and

starting SNR will vary from trial to trial.
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CHAPTER IV

PROCEDURAL CONSIDERATION S

4.1 Feedback

When an observer is provided with information regarding the

presentation of a stimulus in an a posteriori fashion, then he is being

given feedback (FB). This may exist in the form of lights , numbers ,

explanations, or tones, and may inform the subject as to his perform-

ance in a direct or indirect way. When direct , PB is given after every

trial and the individual knows immediately whether or not he was

correct on a specific trial. Indirect FE would be given after a group

of trials , when subjects get an indication of their overall

performance.

Auerbach (1971) proposes a learning model for frequency

discrimination which incorporates the effects of FB. Auerback states

that through FB, a subject learns to attend to a particular aspect of

the signal and his performance improves. Without FB , learning still

occurs, but at a much slower rate. FB plays an important role in

recognition according to Sandusky and Ahutnada (1971). They say that

it encourages sequential assimilation of trials. This is evidenced by

a bubject responding in a similar manner on trial “n” when he was

informed he was correct on trial “n — i.” Stimulus configuration and

“tonal position” were both found to influence the effects of FE in

Snelbecker and Fullard ’s (1972) research. They used three levels of

FB with two sets of eight tones. Subjects were required to respond
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with the ordinal number of the tone (one through eight) from the set

after it was presented . A triple interaction between FB, spacing of

the tones in the set and the position of the tone was found . Thus,

stimulus characteristics and FE influence performance simultaneously.

Other studies show little if any influence of FB. Emmerich

(l968b) examined FB and no—FB conditions with both 2AFC and SI (single

interval) tasks, and found no—FB groups did slightly better in both

conditions. Gundy ’s (1961) study showed inconsistent effects of FE.

Regardless of whether FB groups did better or worse in either

condition, the difference in performance was always minimal.

Carterette, Friedman, and Wyman (1966) studied the effects of

no—FE, and 100, 75 , and 50 percent accurate FB in a 2AFC task. The

no—FB and 100 percent groups resulted in higher P(C)’s than the other

FE groups, but the difference was insignificant. The authors

concluded that FB, correct or otherwise, causes the subject to question

the adequacy of his criterion. This eventually leads to a reduction

of the detectability index. McNicol (1975) contends that FB is a

cause of criterion instability . In his study five FB conditions were

used: none, 100, 50 , and 20 percent accurate and a special 100

percent group. The no—FE group was found to produce the highest d’

measure. Campbell (1965) found that the SNR necessary to maintain

P(C)’s of 0.88, 0.75, and 0.62 were not contingent on FB. Irrespective

of the experience of the individual, FB groups required no smaller an

SNR than no—FE groups. Robinson and Watson conclude that FB does

little to improve performance, saying that the only time it is -

advantageous, or even necessary ,  is during training .

— _~ .-_ - - 5  _ •_ - _ SS____ •____55____S SSS___
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Despite substantial evidence that FB does little to facilitate

performance , it is still frequently utilized. Of the 22 studies

reviewed that mention FE, one—half made use of it during the

experiment. Incorporating an FB system into an experiment surely

requires considerable effort. Its advantages should be accurately

assessed before such efforts are expended .

4.2 Memory Load

Contingent upon the procedure itself, the memory capabilities

of an individual may play a large or insignificant role in his

performance. Complex signals, such as those in Janota ’s and Fidell’s

studies, place a larger demand or~ memory than pure tone signals. In

a task where two similar sounding signals have to be discriminated ,

and the signals are presented in a noise background , the memory demands

are considerably higher than when a pure tone signal has to be

detected in a noise. A more exact memorial image is required in

the former case , where the signals differ in only one or two ways.

Jesteadt and Bilger (1974) suggest that one reason for superior

performance in multiple interval tasks is the reduction in memory

requirements. In multiple interval tasks, both signal—plus—noise and

noise—al,ine intervals are presented and the subject is only required

to detect the difference in the two. In an SI task, the subject has

to compare the presented stimulus with some image he has in memory.

Faulty memory reduces the accuracy in detection . Green and Sewall

cite that another reason for the failure of the d’ model is the-opt

observer ’s insufficient memory of the frequency spectrum of the signal.

This nonsensory confound can be a serious deterrant to the validity of

any study if not accounted for.

. 5 5 --—,—.— —- - -5 — - - - - —
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4.3 Consistency

A factor that bears heavily on the implications of all results

is the consistency of the observers . If subjects are inconsistent in

their level of performance, some question arises as to what it is that

is really being measured and as to how reliable the obtained measure is.

Green (1964) and Bell and Nixon (1971) both examined subjects ’

responses to identical stimulation. Using a noise increment as a

signal, Green had his subjects listen to the exact same stimuli six

times and found a 65 percent agreement in responses. Pure tones were

used in a second experiment, and the subjects listened to the same tape

four times. This resulted in an average 70 percent agreement score.

Bell and Nixon created 50 noise and 50 signal—plus—noise trials and

arranged them randomly on 10 tapes. Responses were in terms of a

five—point rating scale. Using four subjects , the correlation

coefficients calculated between the responses obtained from separate

presentations of the same signal—plus—noise stimuli were 0.33, 0.56,

0.67, and 0.81. The correlations obtained with the noise stimuli were

—0.14, 0.12, 0.34, and 0.51. Atkinson’s (1963) variable sensitivity

theory is supported by these results. He says that the activation and

decision processes of an individual are dynamic and result in changes

in the subject ’s sensitivity within and between sessions. This was

found by Binford and Loeb (1966) when the hit and false alarm rates

shifted during experimental sessions. An obtained measure of

detectability in any experiment thus appears to lack a high degree

of reliability . With such inconsistency , an experimenter must be wary

of his conclusions.

S ~~~~~~~~~~~~~~~~~~~~ 
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Inconsistent criteria are discussed by Shipley (1970). She

shows that the variances of the criteria determine the shape of the

ROC, and the inferences drawn about the variances of the noise and

signal distributions. When the criterion variability is high , the

slope of the ROC will approach uni.y regardless of the underlying

S distributions. Furthermore, as the criterion variability increases,

detectability decreases. In a visual signal detection task, Wagenaar

(1973) found results in agreement with Shipley. He calculated that

shifts in his subject’s criterion caused underestimates in P(C) by

0.08 to 0.10.

Hanxmerton (1970) studied subject ’s abilities to maintain

consistent criterion by presenting random numbers sampled from

distributions of known mean and variance, and hence, known d’. The

noise distributions had a mean of 40 and the three “signal” distributions

had means of 43 , 47 , and 50. The variance of all distributions was ten.

One group of subjects responded in a YN manner , and another with a

five—point rating scale. The subjects were to state from which

distribution they felt the presented number was sampled . The resultant

d’s obtained with these subjects were all less than the actual d’ ,

suggesting that subjects were unable to maintain an optimal criterion,

or, in some instances, optimal criteria.

4.4 Type of Response

Another consideration in the design of an experiment is the

means by which the subjects are to respond. In responding in an

experiment, a subject can be required to maintain a single criterion

or several criteria. Single criteria , or binary responses , usually

‘4 _______________________ 
______ _______
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come in the form of a “yes” or “no” decision. in rating experiments ,

subjects maintain several criteria simultaneously . After a stimulus

presentation , the subject responds by noting the highest criterion that

was exceeded by the stimulus . This is analogous to , but not the same

as , requiring subjects to respond with an estimation of the confidence

they have in their decision.

Three to nine criteria are often used iu studies , but as many as

36 have been reported . The criteria are usually accompanied by verbal

descriptions such as “strict ,” “certain ,” “lax,” and “possibly.” These

serve to aid the subject in determining what is actually meant by a

criterion. Occasionally, probabilities of false alarms and hits are

specified by the experimenter to further clarify the criteria. These

descriptors are often used in single criterion experiments as well. Itt

all procedures , the meaning of a criterion can be manipulated to some

extent by the experimenter .

The advantage of a multiple criterion paradigm is that a ROC

curve can be obtained in a shorter amount of time. Also , more informa-

tion is acquired from each trial since the subject ’s response is based

on a continuum. In one of the earliest experiments comparing binary

and rating methods , Egan , Schulman, and Greenberg (1959) stated that

the two procedures yielded similar results and that the rating was

better because fewer trials were needed. A binary response procedure

was conducted three times, each with a different definition of what the

criterion should be. This definition was in terms of allowable false

alarms. The rating procedure employed a four—point scale. The

obtained d’s differed by no more than 0.14. Binford and Loeb ’s results

comparing binary to three—point ratings indicated that the multiple

__________ 5- ~~~~ __ ~~555~~_ — - -
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criterion group did a little better , with fewer false alarms and a

greater number of hits. The slope of the ROC in a rating task was

found to decrease with signal strength in a study by Markowitz and

Swets (1967), whereas the slope under binary conditions remained near

unity. Like Egan et al., they found little difference in their

detectability measure. A pushbutton slider with 20 discrete categories

was used by Emmerich (l968a). Using the area under the ROC , he found

little difference between the binary and rating techniques .

Despite these results, much evidence exists showing multiple

criterion methods yield smaller measures of detectability. As remarked

in the secion on consistency , a subject ’s criterion is not necessarily

stable. Shipley points out that a criterion has a variance also, and

that this reduces the detectability of the signal. When many criteria

are used , their individual variances are increased. Shipley compared

rating scales of three, five, and nine items , and used d’ as her

measure of detectability . The five—point scale resulted in the highest

value, with the three—point scale close to it, and the nine—point a

distant third. Shipley concludes that her hypothesis was supported by

these data. McNicol (1975) agrees with Shipley, saying that the results

obtained under multiple criterion procedures are less accurate due to

their variability . Watson, Rilling , and Bourbon (1964) also found

detectabilities with binary responses to be higher. They used a

36—point rating scale with di
e as a the measure of detectability. For

the binary condition , the d’ measure was used . Consistently , d’ was

greater than d’ . Some question exists as to the legitimacy of

comparing two different detectability measures when each is computed

in a different manner. Generally ,  however, binary and rating responses 

- -- - 55 55 55~~~~~~ - - -_ 5—-— - —
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yield different measures of detectability, but the quantitative extent

of these differences is yet to be determined .

4.5 Comments

An important decision facing every experimenter is that regarding

the use of FE. Most systematic studies indicate that FE does little in

improving an observer ’s performance, yet many researchers still utilize

it. Nonetheless, the difficulties encountered in implementing FB into

an experiment overshadow the few advantages it may present. Hence, it

will be omitted from this experiment.

Efforts should be made to facilitate a subject ’s memory in those

situations where it may be unduly taxed. Changing the task, e.g., Green

and Sewall , is one means of accomplishing this. Another would be the

method used to reduce signal uncertainty, presenting a cue or pretrial

exposure of the signal to the subject. By using one signal pair and a

cue in this experiment, it is felt that the demands upon a subject ’s

memory will be minimal.

An observer ’s performance in a detection task varies considerably.

This inconsistency can be reduced through practice and training, but

will still be high. Indications are that large individual differences

may occur between the subjects of any study . Such factors must and

will be considered in the analysis.

Requiring subjects to maintain multiple criteria will yield

smaller detectabilities than if they use a single criterion. This Is

due to the subject’s inconsistency , which increases as the number of

criteria available increases. Some studies do not show this effect ,

however , and since multiple criterion paradigms require fewer trials

overall, it is a more economical arrangement , and will be used here.

‘St  
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CHAPTER V

MEASURES OF DETECTABILITY

5.1 Difference in Means

The best known index of detectability was a result of the work

done in the mid to late 1950’s by Tanner, Green , Birdsall, and Swets.

This led to the now well—known theory of signal detectability. The

theory describes the human observer as one in which the magnitude of a

sensation elicited by a stimulus is a normally distributed random

variable. This is similar to Thurstone ’s notion of discriminal

dispersion. This random variable has a mean and variance which is

relative to some arbitrary point along a psychological continuum. The

detectability of a stimulus pair is defined as the normalized difference

of the means of the two stimuli and is denoted d’. To determine this ,

one of the stimuli is arbitrarily given a mean of zero and a variance

of one. Under the assumption that the ratio of the variances of the

two distributions is one, d’ can be calculated by obtaining the

percentage of hits and false alarms and using a table of normalized

values.

By varying the characteristics of a stimulus, one can determine

the detectability of various components of a signal by examining

differences in the resultant d’ values. The effects of other variables

can also be assessed in this manner.

The biggest fault with the d’ measure Is the assumption of equal

variance. The variances of the underlying distributions are difficult

- .  — - - 5 - - - 
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to determine , and the assumption of equality makes calculation easier.

Experimental results, however , suggest that this assumption is not

valid ; the variance of a signal—plus—noise distribution is usually

found to be larger than that found for a noise—alone distribution .

Green’s (1960) d’
~~~ 

measure, on the other hand , accounts for

unequal variance. The variances of the two distributions are included

in the calculations. These variances are determined by measuring the

stimuli with an instrument, such as a real time analyzer . Once

performance levels are obtained for various measures of d’ , a
opt

psychometric function can be derived . Using the psychometric function ,

performance at other values of d’ can be predicted .
opt

It should be kept in mind that the underlying assumption in the

model is that the human observer is an energy detector . Thus,

signal—plus—noise distributions determined by various instruments are

assumed to be identical to those that are detected , or that arise

within the individual. Such might not be the case, but Green and

Sewall’s results suggest that the model is indeed a good one.

5.2 Intersection with the Negative Diagonal

Egan, Greenberg, and Schulman (1961), and Egan and Clarke (1966)

discuss a different method of determining detectability . It is still

essentially a difference in means of two distributions , but the measure

is independent of distribution variances. Using a ROC, detectability

is calculated by taking twice the normal deviate of the point of

intersection of the ROC with the negative diagonal. When two

distributions are transformed such that the mean of one has a value

zero, then the point of intersection represents the midpoint between
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the means. Doubling this gives the distance between the means. This

measure is termed d . It is identical to another measure found in the
S

literature called d’ . The d’
e 
value is calculated by subtracting the

ordinate value from the abscissa. In all cases, these two values are

identical, so, for brevity ’s sake, only d will be discussed further .

Changes in the ratio of signal variance to noise variance will

cause the slope of the ROC to change. The d measure is hypothesized

to be the “pivot” about which the ROC, when drawn on normal—normal

coordinates, rotates. Thus, a is not affected by differences in the

ratio of the variances of the two distributions , and the d measure is
S

less arbitrary than d’ . When the variances are equal, and the slope

is one, d’ and d are identical in value.
S

5.3 Orthonormal Distance

A measure which is similar to the above in many respects is the

length of the orthonormal from the ROC to the origin. The ROC would

be drawn on normal coordinates and appears as a straight line. If the

slope of the ROC is one, the variances are equal and the orthonormal

distance d
gm is equal to d .  As the variances become more divergent ,

dgm and d5 become more and more dissimilar . Increases in the ratio of

variance of stimulus one to stimulus two cause decreases in d andgm

have little influence on d , provided the ROC rotates about the point

of intersection with the negative diagonal. Like the aforementioned

uleasures, d is also an estimation of the difference in means of the

distributions.

S . . -— -  ~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~
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5.4 Non—Parametric

Hammerton and Altham (1971) proposed an index C which makes no

assumption about the distributions of the stimuli. A rating scale with

“r” criteria, “1” being sure signal “A ,” “r” being sure signal “B ,” Is

necessary In this calculation . First , mean ratings for either signal

are obtained . Detectability is then defined as the mean rating of “B”

minus that of “A” divided by (r—l) . Perfect detectability equz~ls one,

when the difference in the mean ratings equals the difference between

the highest and lowest ratings. This C measure is monotonic with d’

and takes on the values zero to one.

Sakitt (1973) suggested that Hanimerton and Altham’s index was

insensitive to differences in the distributions of the ratings. Sakitt

proposed a measure D (A,B), which , like C, is based on multiple criteria

response procedures. The numerator is the same as that used in C, the

difference in the mean rating given each stimulus. The denominator ,

however, is the square root of the product of the standard deviations

of the ratings. Thus, changes in the variance of a subject ’s responses

affects the calculated value. The less variable the subject’s ratings,

the higher his detectability .

The area under the ROC is another often used measure of

detectability . In this paper , this measure will be referred to as Ar.

When performance is at chance level, the area equals 0.50, and when

perfect, it equals 1.00. Green and Swets (1966) prove that the area

under the ROC Is the percent correct detections by the subject in a

2AFC task. This is an attractive measure in that no assumptions are

made at all, other than that the ROC is accurate.
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5.5 Comments

In the majority of studies in which It was possible to determine

the ratio of the variances , which is simply the slope of the ROC on

normal—normal coordinates , it was evident that the variances of the

stimulus distributions are not equal. These results are usually

obtained when one of the stimuli is one of signal—plus—noise , and the

dther is noise—alone . In view of this , d’ is not a good measure to use

in situations where the distributions are unknown . Due to the

insensitivity to changes in the variances of ratings , the C index seems

inappropriate. Another disadvantage to the C measure , and to the

D(A ,B) measure as well, is its dependence on rating responses. This

negates the possibility of comparing detectabil~ties obtained with

different procedures. Another complication with D(A,B) is that inter-

pretation becomes difficult when the variances become small. Perhaps

it is too sensitive to this factor, for detectability will approach

infinity as the standard deviations approach zero.

Of the three remaining indices, the area under the ROC appears

to make the fewest assumptions. In a study by Simpson and Fitter

(1973) , it was found that Ar varied the least with changes in the

variances of the stimulus distributions. Comparisons between d , dgm s

and Ar were obtained by setting the standard deviation of noise to one,

and then varying that of the signal—plus—noise distribution from 0.25

to 4.0. The orthonormal measure showed the greatest fluctuation .

Pollack and Hs iah (1969) ,  in a computer simulation study,  examined Ar

and d using Gaussian , rectangular , and exponential distributions .

Using these measures to compute P(C), the authors found a difference of
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no more than 0.06 under all the sampling conditions . Although Ar was

best, d seemed comparable.

Green ’s measure appears to be most appropriate in the present

situation. One of the reasons is that it can be used with noise

signals, and noise signals of different center frequency and bandwidths.

Also, this measure takes into account the variances of the two

distributions . By obtaining P(C), which is the same as Ar , for several

values of d’
~~~

, psychometric functions can be obtained and compared to

those of other experimental procedures . By using d’
pt) insight can be

provided concerning the legitimacy of Green ’s energy detector model of

the human.

As a point of interest , d’ , d , and dgm will be computed for

each signal intensity. A comparison of these three measures with

themselves and with the d’ should prove interesting .
opt
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CHAPTER VI

METHODS OF STIMULUS PRESENTATION

6.1 Modified Threshold Procedure

The modified threshold procedure , developed by Janota (1977),

was born out of a need to assess the detection capabilities of

observers outside the laboratory . The signals that were used were

similar to some of those found in marine environments. Changing signal

strength , common in many “real life” surroundings , was assimilated into

this procedure . Overall, the approach was more an applied than an

experimental one, primarily because an actual problem was being

investigated .

As outlined by Janota, each trial began with a brief exposure of

two signals, arbitrarily labeled “A” and “B.” After the exposure set ,

one of the signals was presented with an ambient noise background at a

very low signal—to—noise ratio. At this value , the signal was well

below detectable levels. As the trial proceeded , the SNR was incre-

mented by one—half dB steps every two seconds. The signal strength

relative to the noise, therefore , increased with the passage of time ,

becoming more and more detectable . The subjects ’ task was to respond

with their decision regarding which signal was being presented with the

noise. They were instructed to respond as soon as they were “reasonably

certain” of their decision . The subject was assumed to have a

criterion threshold and , once the signal strength exceeded this value,

the subject responded . Hence , the procedure can be considered one of

- — — - —~~~~~~~~~~~— -—-S.---—S _S_55___ _55_ -5— - ——— - - -5— 5 - — S . -~—=.-~~~~~~~~~ --.-———- ——--,
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establishing where this criterion thresho1d is. The procedure is called

modified threshold to distinguish it from the threshold techniques of

classical psychophysics.

Responses were made by pressing one of two response keys marked

“A” and “B.” Once a response was made, the entire stimulus was gated ,

and there was silence until the start of the next trial. The trials

were arranged such that the stimulus would terminate at a certain level

automatically if no response was made by the subject. This cutoff was

variable from trial to trial.

The signal pairs were marine in origin , and a total of 16 pairs

were investigated . Several of the signal pairs were actual recorded

marine sounds. Others were laboratory—generated signals resulting from

the combination of several components. Among these components were

narrow and broadband noise, and amplitude modulation . The signals of

each pair were similar except for one specific feature . A dichotomous

feature would be introduced by omitting or deleting one of the

components from one of the signals.

In each session, four groups of six trials were run for a total

of 24 trials per session. A different signal pair was used with each

group . The trials lasted approximately two and one—half minutes

apiece. The session was recorded on tape and played back over head-

phones to the subjects. When the subject responded , his decision , as

well as the SNR of the signal, were both recorded on a cassette tape.

No feedback was given to the subjects regarding their performance .

Results were analyzed in terms of the SNR necessary to reach a

decision and the observed P(C). Due to the small number of data

points , results were poolec~ across subjects , obtaining an average P(C)
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and SNR for each of the signal pairs . P(C) and SNR differed

considerably from pair to pair , depending on the nature of the

dichotomous feature . Some features were easily detectable , with P(C)

being in the neighborhood of 0.97, but others were as low as 0.57.

Further analysis indicated that, in some situations , it was more

difficult to detect the absence of a feature than its presence.

Standard deviations in the SNR at response ranged from 3.37 to

4.99. Unfortunately , it is not known how much of the variability was

due to within— vs. between—subject factors , but it appears as though

both factors contributed significantly to the variability . There were

indications tha... certain samples of subjects avoided no response trials

even at the cost of a higher error rate. Zero response trials should

have occurred when the initial SNR was low and the feature was difficult

to detect. In these situations , the SNR should not have exceeded the

criterion before the stimulus was terminated automatically . To avoid

zero response trials, these subjects responded at a lower SNR, knowing

that the trial was soon to end. Such behavior increased the variability

by an undeterminable amount.

Stallard and Leslie (1974) predicted that detectability would

be 5.4 dB less in passive sonar environments than in a 2AFC detection

task such as Green ’s (1960). The modified threshold procedure bears

some similarities to this environment , so Janota used his results to

check Stallard and Leslie’s predictions . Using the d’
~~~ 

equation, the

detectability of the dichotomous feature of four signal pairs was

calculated . With a correction factor of 5.4 dB , the obtained

detectabilities were 0.3, 0.5, 1.3, and 2.2 dB from the predicted .

This discrepancy could have been due to the novelty of the task; very

‘5
, 
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few trials, 24 to 96, depending on the individual , were collected per

subject. With experience, the actual values may have approached those

predicted.

Analysis of the data in terms of practice effects , sequential

responding , and individual differences were not possible due to the

small number of recorded trials. Statistical tests were largely out of

the question for the same reason.

Although no conclusive results were provided , Janota did provide

psychoacoustics with a new method of signal presentation , one in which

the dynamic characteristic of the signal intensity more closely

approximates that found outside the laboratory . The modified threshold

research conducted thus far is not without its faults, but it does

provide some new information regarding how individuals respond in a

free choice , dynamic SNR situation . It also provides an excellent

approach for an examination of the reliability of a subject ’s criterion.

Further research with this method should help delineate some of the

parameters of signal detection.

6.2 Multiple and Single Interval Tasks

Most detection tasks can be classified as either single or

multiple interval. In single interval (SI) tasks, the observer

receives one presentation of a stimulus, after which he makes some

kind of response. In contrast , two or more stimuli are presented to

the subject in multiple Interval tasks. These presentations occur in

close temporal proximity to on2 another , and are separated by some

specified length of time. After the last interval , the subject makes

his response. The use of as many as eight intervals have been reported

In the literature , but -only two interval tasks will be discussed here.
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These are commonly called two—interval forced—choice procedures and

are denoted 2AFC.

Based on the theory of the ideal observer , Green and Swets (1966)

predict the relationship between the detectabilities obtained with 2AFC

and SI procedures to be:

d’
2~,p~ 

= ii x d’s~

This hypothesized ratio is accepted by many , but research does not

always support it. Stallard and Leslie use this ratio in their

calculation of reduced detectability in the sonar environment. The

Stallard and Leslie predictions fit Janota ’s data rather well.

The hypothesized ratio was tested by Schulman and Mitchell (1966).

Data were collected under both procedures with a six—point rating scale.

ROC lines drawn on normal—normal axes indicated that slopes of 2AFC

results were steeper and closer to unity than slopes from the SI task.

Using the ratio given by Green and Swets, predictions could be made of

either detectability based on the detectability obtained with the other

procedure. Schulman and Mitchell found the ratio of d’2AFC and d’~ i to

be approximately 1.46, which is close to Green and Swet ’s prediction

of 1.41.

Jesteadt and Bilger (1974) argue that since the SI task requires

memory for the signal, performance will be reduced by more than that

predicted by Green and Swets. They state that the task in the 2AFC

condition is one of detecting a difference in energy , which does not

make as great a demand on memory .

Swets (1959) compared an SI task with a 2AFC and 4AFC and found

no difference in performance except that the results of the SI task

-5 -5— 5 -— 
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were more variable. Four different signal intensities were used and in

none of them did the SI consistently show smaller d’s.

Emmerich’s (l968b) results comparing different combinations of

interaural stimulus presentation showed no difference in performance

under either multiple or single interval tasks. In the SI task, a

pushbutton slider was used by the subject to rate “signal likeness”

[see Watson, Rilling, and Bourbon (1964)]. In the 2APC task, a YN

response was recorded under different criteria . The difference in the

methods of response could account for the unexpected result; however ,

detectabilities obtained under rating procedures are usually smaller

than with YN responses, so this should increase the difference , not

diminish it. No explanation was given as to why these results occurred .

6.3 Comments

Janota has provided psychacoustics with a more life—like

procedure in which to determine signal detectability . This is not to

take away from the groundwork laid , and being laid , by research

performed using other techniques. But results of modified threshold

work can be applied more readily to natural environments.

A comparison with 2AFC procedures showed a marked reduction in

detectability with the modified threshold technique . The hypothesized

difference of 5.4 dB , from Stallard and Leslie, was close to that

observed . The primary difference between these procedures lies in the

amount of uncertainty found with the modified threshold method ; this

seems a likely candidate as the cause of the reduced performance.

Reductions in uncertainty should diminish the differences between

these methods. The question then becomes one of how much must

- S.- - - -~~~~ S._r ___- — —--
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uncertainty be reduced , arid which form of uncertainty, time or signal,

contributes the most to reduced performance.

As mentioned , no conclusive results have yet been obtained with

the modified threshold technique due to individual differences , small

amounts of data, subject variability , and lack of adequate subject

experience with the task prior to data collection . These problems will

be addressed and , hopefully , resolved in the present study .



PART B
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CHAPTER VII

RESEARCH PLAN

Two different methods of signal presentation are utilized in this

study . One method Is a derivative of the modified threshold technique,

and is called the modified threshold—forced response procedure (MTFR) .

As in the modified threshold technique , after an exposure set, one of

the signals from a pair is presented at a low SNR. As the trial

proceeds, the strength of the signal relative to the noise is increased

in one—half dB steps every two seconds. This continues until a final

SNR is reached. The signal remains at this final SNR for a period of

time, after which the signal is gated . In the silent interval that

follows, the subject responds . The primary difference between this

procedure and that of the modified threshold is that the observer is

no longer in a free response situation; he has no control over termina-

tion of the signal. Another difference is that the length of the

stimulus presentation varies from 45 to 55 seconds rather than from

76 to 95.

The second method is an SI task which presents the signal at

only one SNR . This method is called the fixed presentation (FP)

technique. After the exposure set , a noise—alone stimulus is presented

for a period of 15 seconds. This noise—alone period is presented to

make the memory demands more comparable to those in the MTFR method .

After this interval, one of the signals is added to the noise at a

fixed SNR. It remains at this level for a period of time and is then

terminated . The observer responds in the interval which follows.

— - - - - --—S.---S.—-——-- - -— _~~~~~~~S._5- -- - 5~
5 _ __  
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Both methods are schematically diagrammed in Figure 1. The

ordering of stimulus presentation can be seen here as well as the

incremental character of the SNR , in dB , of the MTFR method .

The final intensity of the signal is the same in both methods .

In addition, the durations of the signal at th~ peak intensity are

identical. This duration , eight seconds, is sufficiently long to give

the subject an opportunity to attend to the signal.

A total of seven different signal intensities are used with each

method . This enables comparisons to be made between the two procedures

under easy and difficult detection situations. Five SNR levels are

crossed with each method , yielding a 2 )( 5 repeated measures design.

The two remaining SNR values are not fully crossed , but nested in each

method . Janota’s results indicated that some difference in detection

may be attributable to the order of signal presentation in the exposure

set. To control for this effect , the signals of the pair are presented

equally as “A” and “B” across sessions. This is added as a third

variable to yield a 2 X 5 X 2 design. (Analysis of the results

indicated that there was little difference in performance as a function

of stimulus order, so this factor was deleted.)

Only one pair of signals is used throughout the entire

experiment. Both signals contain an octave band of noise centered at

4 KRz. In addition , one signal contains another octave band of noise

centered at 500 Hz. This second octave band is the only difference in

the two signals. The task Is then one of detecting the dichotomous

band of noise. Hence, the experiment can be described as one of

detection and not recognition. 

---5- ~~~~~~~~~~~~~~~~~~~~ -5~~-5~~~~~~ 5~~~~~ 5~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 5 5  - -



41
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Figure 1. Fixed Presentation and Modif ied
Threshold—Forced Response Paradigms
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A six—point confidence rating scale is used to record subject ’s

responses. This scale is symmetric , and the values are described as

follows :

+3 — sure signal A , odds 6 to 1 in favor of A

+2 — reasonably certain A , odds 5 to 2 in favor of A

+1 — maybe signal A , odds 4 to 3 in favor of A

—l — maybe signal B, odds 4 to 3 in favor of B

—2 — reasonably certain B, odds 5 to 2 in favor of B

—3 — sure signal B, odds 6 to 1 in favor of B

The subject is required to respond with one of these values on every

trial. No feedback is given to the subjects due to the lack of

evidence in support of its use.

S ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — -~~—-5 - -~~ —5—- —-5—--— - —— - —



CHAPTER VIII

HYPOTHESES

The greatest determinant of performance in a psychoacoustical

experiment is the method by which the stimulus is presented to the

subject. This is best shown by the 5.4 dB difference between Janota ’s

modified threshold technique and the results obtained by Green with a

2AFC procedure. Many factors contribute to this large difference. The

purpose of this experiment is to establish the importance of some of

these factors by comparing two techniques of stimulus presentation.

In the two techniques examined , only one signal pair is used .

This not only reduces signal uncertainty , but reduces the memory load

on the subject as well. This is facilitated by specifying each signal,

by means of a cue, before each trial. Furthermore , in both methods , the

onset time of the signal is less variable. Conjointly , these two

procedural changes reduce the amount of uncertainty tremendously.

Hence, it is hypothesized that the FP and MTFR methods will result in

better performance than the modified threshold technique .

When comparing the MTFR technique with the FP, it is expected

that the latter will yield better performance for two reasons . First,

there is less time uncertainty in the FP than the MTFR. Second ,

subjects do not have to attend to the noise stimulus presented prior

to the final SNR because no signal is present at this time. This

reduces the amount of noise introduced into the “system.” These two

-S.---- - - - 5—S.~~~~~~-.--~~~~~~~~~~~~~,~~~,=-.-S.S.- - - ------S. - — —5-— - 5- -  5——
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characteristics of the FP method combine to make detectability better

in this procedure.

The use of a rating response scheme will account f or a reduction

in performance , relative to designs employing binary responses.

However, it will not be possible to quantitatively determine the size

of this reduction from this experiment. The FP and MTFR techniques are

essentially SI tasks, and this accounts for an additional decrease in

performance when compared to 2AFC tasks. Using the equation to

predict performance , it is expected that Green ’s (1960) data will show

the best performance, followed by the FP, MTFR, and the modified

threshold results.

Janota ’s results were fairly close to that predicted by Stallard

and Leslie. The FP and MTFR procedures will be used to further

evaluate Stallard and Leslie’s hypotheses. In both methods , signal

uncertainty is minimal, and its effect will be excluded from the

predicted results. With the FP method , time uncertainty is also less,

and will be omitted. Predictions will be in terms of the expected

shift, in dB , of the psychometric function relating 10 log d’ to
Opt

P(C). The quantitative estimates can be found in Section 10.7.

One potential difficulty found with the modified threshold

technique is the observer ’s inconsistency . Two reasons for this could

be the desire of the subjects to avoid no response trials and the

possibility of their using the passage of time as a criterion . Both

of these influences are eliminated in the FP and MTFR methods. This

should increase the subject ’s reliability. Consistency is further

enhanced by having definitions of the six criteria readily available

during every session. This should reduce inter— as well as

- S - - - -5S. - -5—- -S.
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intrasession variability. Estimations of consistency are made by

correlating responses to identical sets of trials collected at

different points in time . Comparisons with correlations obtained with

the modified threshold procedure are expected to indicate higher.

corre.lations with both of these methods.

By sampling several signal intensities, a more accur~ 1e

assessment can be made of the two methods . As was stated earlier , the

FP method is expected to yield better performance . This will be

indicated by higher P(C)’s and confidences at the lower intensities.

Even at the higher intensities, where little difference will be noticed

between either method in terms of P(C), FP responses should reflect

higher confidences.

An additional effect to be examined is that found by Shipley.

She found that the variance of the distribution was not monotonically

related to intensity. This is examined in the present experiment by

comparing the slopes of the ROC ’s obtained with different intensities .

The ratio of the variances are expected to decrease with increasing

intensity because , at higher intensities , detection Is easier.

Through this investigation , some of the factors that reduce

detection performance in the modified threshold technique will be

evaluated . Based on these results , it is hoped that a better

understanding can be acquired of the factors that influence detection

in a signal—plus—noise environment.



CHAPTER IX

METHODS

9.1 Subjects

Four male graduate students in acoustics served as subjects .

All the subjects had participated in acoustical experiments at The

Pennsylvania State University earlier in the academic year. The

previous work lasted four months , during which time each subject

listened to approximately 260 trials using the modified threshold

technique. Twelve signal pairs were used in this prior research , one

o~ which was used in this experiment .

The subjects were paid for each session, but received no bonuses

or rewards for superior performance.

9.2 Apparatus

Signal Characteristics. The pair of signals used in this

experiment was used by Janota in earlier work. The pair comprised

“Treatment 5,” and the two signals were labeled w2 
and w7. This

particular pair was chosen because it was desirable to have a signal

pair of medium difficulty . Previous experimentation with these

subjects using the modified threshold technique resulted in a

probability correct of 0.84. The average SNR at response was 11.06 dB,

with a standard deviation of 3.24.

Both signals contain an octave band of noise centered at 4 KNz.

The band—edges of this band were 3.10 and 5.17 1(llz. A spectrum
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analysis of w
2 

and w7 is shown in Appendix A. One of the signals , w7,

contained an additional octave band of noise centered at 500 Hz with

band—edges of 387 and 646 Hz. This band of noise was the only

difference between the two signals and comprised the dichotomous

feature.

The signals were created by passing the output of a General

Radio Company Type 1390-B Random Noise Generator through two SKL

Variable Electronic Filters, Model 302. One of these devices low pass

filtered the noise at 5.17 K}iz and high pass filtered it at 3.10 KHz.

Two outputs were taken from this filter and one was used as signal w
2.

The other was mixed with the noise band specified by the other filter

to form w
7
. This second filter , using the same noise source, low pass

filtered it at 646 Hz and high pass filtered it at 387 Hz.

The background noise was bandlimited at 70 and 10000 Hz. This

was necessitated by the limitations of the recording instrument and the

automatic gain control used in the system. The ambient noise was

generated by taking another 1390—B noise source and passing it through

a third SKL filter. -

Both signals were adjusted so that the power in the 4 KHz

centered bands was equal. A typical spectrum analysis of the two

signals and the noise source is shown in Appendix A.

The intensity of the signal was determined by the largest SNR in

the 4 KHz centered band . This level yielded an effective SNR of the

dichotomous feature, which is later used in the calculation of d’Opt

An example of how these values are calculated is given in Appendix A.

The signal intensities that were used are given in Table 1.
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TABLE 1

SIGNAL INTENSITY AND d’ CALCULATIONSopt

SNR SNR
Calibrated* Effect ive** 

d opt 10 log d’
~~~

—0.5 — 2 . 5  4.05 6.07

0.5 —1.5 4.89 6.89

1.0 —0.5 5.84 7.66

2.5 0.5 6.89 8.38

3.5 2.0 8.57 9.33

4.5 3.0 9.70 9.87

6.5 5.5 12.96 11.13

= (WT)½ [½~~ /a~)
2 
+ (a 2 /o~~ +

where W = effective bandwidth of the noise; 355.5 for f = 500 Hz,

T = integration time, duration ; 400 msec ,

= measured variance of signal distribution

and

a2 
= measured variance of noise distr ibution.

*Nondichotomous feature, 2 = 4.0 Kllz
0

**Dichotomous feature, f = 500 Hz
0
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Tape Construction. The tapes were recorded using the

facilities at the Applied Research Laboratory at The Pennsylvania State

University . An apparatus designed by Janota was used to record and

sequence each trial. Once the signals and noise were generated , they

were input into this system. This apparatus. enabled the experimenter

to record the order and length of each part of a trial automatically .

A balanced mixer combined the signal and noise to the desired SNR and

maintained a constant overall loudness of the stimulus .

All the trials were recorded on one—inch Soundcraft Instrumenta-

tion Tape with an Ampex FR1200 Fourteen—Channel Recorder. These tapes,

17 in number, were designated primary tapes and contained all the

trials of a particular cell. The audio tapes , which contained a

complete experimental session, were recorded from cuts of the primary

tapes on one—quarter—inch Ampex 756 and 736 Series Tape. By selecting

different cuts, different audio tapes could be generated . All audio

tape recording was accomplished by connecting the output of the Ampex

FR1200 Recorder to the input of a Crown 700 Recorder . The verbal

instructions (see Appendix D) were added by using a Superscope CS—200

Cassette Player which was also connected to the Crown Recorder. The

instructions for each presentation technique remained the same

throughout the experiment , and were pre—recorded on the Superscope

using a Sony C—90 Cassette Tape. The controls of the Crown Recorder

were set to record at a constant loudness of 65 plions (GD) (ISO R532).

The schematic for this set—up is illustrated in Appendix B.

The tapes were made such that , across all sessions, bo th

signals, w2 
anf w7, were presented equally as “A” and “B.” This was
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counterbalanced with respect to SNR and technique. The order of the

signals on each tape was random , with each signal being equally likely

on each trial.

Testing Environment. Testing took place in an enclosed

audiometric booth. The booth was located in an acoustical laboratory

in the App lied Research Laboratory at The Pennsylvania State University.

The size of the booth was 1.90 )( 1.00 X 1.20 m , and accommodated one

subject at a :ime . A 75—watt light bulb provided illumination . The

booth contained a fiberglass chair, a ledge to write on and a 60 X 40 cm

window. The Crown 700 Recorder was used to play back the trials to the

subjects, and was located outside the booth . The trials were presented

over TDH 30 headphones , which were calibrated to insure accurate

playback.

At his convenience , the subject would go to the laboratory and

obtain his file from a cabinet adjacent to the booth . This file

contained the tape assignments for each individual. The subject would

then mount his assigned audio tape on the Crown Recorder , procure a

response sheet, start the tape, and enter the booth .

Each response sheet listed the verbal description of each

confidence rating on the top, middle , and bottom of the page. The

criteria were also defined in terms of odds at the top of the page .

This information was contained on every response sheet in an effort to

increase the subject ’s consistency from session to session. A sample

response sheet is presented in Appendix C.



51

9.3 Training

The subjects had previous experience with the modified threshold

technique using a criterion of “reasonably certain.” To train them in

the use of a multiple criterion method of responding , six tapes were

made. The first tape consisted primarily of comments and instructions

regarding the new techniques and r~~~cedures. Each subsequent tape

contained fewer verbal comments and more trials. Appendix D contains

the six sets of comments and the number of trials that were contained

on the training tapes.

Previous results with the modified threshold method suggested

that SNR ’s of 13.0, 10.5, and 8.5 would adequately differentiate the

two presentation methods. As training progressed , however, it became

evident that much lower SNR ’s were needed to attain P(C)’s of less

than 1.00. In each successive training tape, therefore, the signal

was presented at a lower SNR. By the end of training , subjects had

listened to signals presented at SNR’s as low as 3.5 dB.

The six tapes were listened to in a span of two weeks, and each

tape lasted between 40 and 50 minutes. A total of 74 trials with the

MTFR technique and 81 with the FP technique were gathered during

training. Individual discussions with the subjects indicated that

this was an adequate introduction to the new procedures.

9.4 Procedure

A complete experimental session was recorded on each audio tape.

This allowed the subjects to participate at their leisure, without

having to notify the experimenter. Each subject had a list of the

order in which he was to listen to the tapes. The order was determined
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random ly,  so that a subject might listen to any combination of

intensity and technique at any time during the 20 weeks of testing .

Once a session was started , it ran continuously without any

breaks for approximately 40 minutes. A set of instructions for the

session was given first. These instructions described the presentation

technique and the confidence rating procedure. The set of instructions

given the subjects depended on the presentation method . Both

instructional sets can be found in Appendix D.

After the instructions , a double exposure of the two signals was

given In the order “A ,” then “B. ” The durations of the first exposure

were eight seconds, with a silent interval of four seconds between

them. The second exposure, and all subsequent exposures, was four

seconds long with a silent interval of four seconds in between. The

signals were presented without any background noise.

The stimulus was presented next. In the FP method , this was

noise alone. After a period of 15 seconds, the signal was added to

the noise for eight seconds, after which time both were gated . Trials

lasted approximately one minute with this procedure , and a total of 30

were given per session. In the MTPR method , the stimulus presented to

the subject contained the signal, but at a low SNR. The SNR of the

signal increased until the desired intensity was reached . It remained

at this level for eight seconds, after which the stimulus was

terminated . These trials lasted approximately one and one—half minutes

and there were a total of 24 collec ted per session. In both techniques ,

only one signal intensity was used per session.

A period of 15 seconds occurred between each trial , and subjects

recorded their confidence ratings at this time . This interval was

SS~— ~~~~~~~~~~~~~~~ 
SS._ S - — a— —— — — ~~ta.-gS~_— S. S...._ ._~~
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silent except for the announcement of the next trial. This procedure

of exposure , trial, and silence was used throughout each session .

Diagrams of the procedures are given in Appendix E.

Audio tapes were numbered such that , if the number was less

than 200, the FP technique was used . If the number was 200 or greater ,

then the MTFR method was used. Tapes with the last digit equal to zero

presented w
7 
as signal “A.” Tapes with the last digit equal to five

presented w2 as signal “A.” (The design was counterbalanced so that

each signal was presented as “A” the same number of times it was

presented at “B.”) This was the only a priori knowledge the subjects

had of the session that they were to participate in. They were never

told at what SNR the signals were to be presented , nor were they

given any feedback regarding their performance . Subjects were encour-

aged to write down any comments concerning their strategies and

criterion.

Subjects were allowed to listen to no more than two tapes a day .

They were requested to listen to five tapes a week, but this depended

on the individual’s schedule. Several of the tapes were listened to

twice. There were a total of 52 sessions recorded per subject.

j 
_________ __________________________ - ~~~~
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CHAPTER X

RESULTS

10.1 Order of Presentation

Some of the data collected with Janota ’s modified threshold

technique indicated that the order of stimulus presentation may have

had an effect on performance. The counterbalancing used in this study

was done to control for this possible factor.

In the 2 X 5 X 2 factorial design, two sessions were recorded

for each cell, which amount to 48 (four additional sessions at a high

SNR value were added for practice, making a total of 52 sessions).

P(C) for each cell was calculated by averaging the two sessions. To

examine order effects , the averaged P(C)’s were compared . In Table 2

are given the differences in P(C) obtained by subtracting the P(C)

found with w
7 as 

“A” from that with w2 as 
“A.” This table is broken

down by subject , by SNR , and by method . In general, the difference is

small, but occasionally , a difference as great as 0.21 is noted . No

consistent relationship is shown and , therefore, it seems justified to

delete order as a factor in the analysis.

The design now becomes ~ X 5, method and intensity being the

two variables; this makes four sessions per cell per subject. Thus,

each cell is based on 120 trials In the FP method and 96 in the MTFR

method .
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10.2 Wi th in—Subjec t  Var i abi l ity

To get an idea of the amount of within—subject variability,

subjects were required to listen to 15 tapes twice. The confidence

ratings were then rank ordered and correlated . If a high correlation

was obtained , this would indicate that the subject was consistent in

his responses. This procedure was done using both methods and at a

variety of SNR ’s.

The results of this analysis are contained in Table 3. For

each subject , the difference in P(C), the correlation , the number of

days between sessions, and the signal intensity are given. This

information is separated by method .

Generally, the correlations obtained with the FP method are

higher than those obtained with the NTFR. The highest correlations

achieved by the MTFR technique are usually no greater than the lowest

ones found with the FP method . Both methods , however , show a trend of

increasing within subject reliability as the SNR of the signal

increases.

The number of days occurring between the two sessions does not

appear to have much of an effect , indicating that the subjects were

consistent over a long period of time. Both the correlation and P(C)

are independent of this possible factor. A correlation between

Intervening days and difference in P(C) yielded a value of 0.068 for

the FP method and —0.147 with the MTFR. The correlation between

intervening days and the within—subject variability resulted in a

value of 0.013 for the FP, and —0.045 for the MTFR. This is fortunate

in that, in several instances , the number of days between sessions is

large, and to analyze these results separately would be cumbersome.
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TABLE 3

CORRELATI ONS OF RESPONSES TO IDENTICAL TAPES

Subject 1.71

Intervening Days i~P(C)* Correlation

SNR FP MTFR FP MTFR FP MTFR— 0.5 22 —— 0.10 —— 0.73 — —
0.5 13 25 —0.04 —0.33 0.94 —0.27

1.0 —— 113 —— 0.00 —— —0.06
2.5 51 36 0.00 —0.08 0.98 0.34
2.5 —— 42 —— —0.08  —— 0.12

3.5 81 37 0.00 0.05 1.00 0.71
3.5 —— 41 —— 0.00 —— 0.64
4.5 18 —— 0.00 —— 1.00 ——
4.5 18 —— 0.00 —— 1.00 ——
6.5 28 21 0.00 0.16 1.00 0.60

6.5 —— 53 —— 0.04 —— 0.21
Subject 1.72

Intervening Days t~P(c)* Correlation

SNR FP MT}’R FP MTFR FP MTFR— 0.5 23 —— 0.00 —— 0.94 ——
0.5 49 52 0.07 —0.08 0.57 —0.07

1.0 —— 54 —— 0.13 —— 0.07

2.5 49 66 0.03 —0.12 0.89 0.20
2.5 —— 20 —— —0.25  —— — 0.04
3.5 73 26 0.00 0.08 0.97 0.29

3.5 —— 125 —— — 0.21 —— 0.05
4.5  94 —— 0.10 —— 0.84 — —
4.5 47 —— 0.00 —— 0.97 ——
6.5 54 52 0.00 —0.09 0.90 0.48

6.5 —— 49 —— —0.08 —— 0.48

* () = P(C) second run — P(C) first run
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TABLE 3 (Continued)

Subject 1.73

Intervening Days ~P(C)* Correlation

SNR FL’ MTFR FL’ MTFR FP MTFR

—0.5  82 —— 0.03 —— 0.53 — —
0.5 31 33 0.03 0.00 0.74 0.17

1.0 —— 122 — —  0.00 — —  0.57
2.5 14 36 0.00 0.04 0.95 0 .42

2.5 —— 36 —— — 0.08 —— 0 .32

3.5 75 32 0.03 0.29 0.92 0.53

3.5 —— 41 —— 0.08 —— 0.15

4.5 62 —— 0.00 —— 1.00 ——

4.5 41 —— 0.00 —— 0.98 ——
6.5 31 41 0.07 0.17 0.85 0.66

6.5 —— 54 —— —0.05 —— 0.49

Subject 1.77

Intervening Days t~P(C)* Correlation

SNR FL’ MTFR FL’ MTFR FL’ MTFR

—0.5 
- 

10 —— —0.21 —— 0.14 — —
0.5 34 12 —0 .10 0.21 0.63 0.13

1.0 —— 78 —— —0 .16 —— 0.05

2.5 5 21 0.00 —0.09 0.94 —0.02

2.5 —— 10 — — —0.04 —— —0.11

3.5 89 5 —0.04 —0.12 0.76 0.32

3.5 —— 91 —— 0.04 —— 0.13
4.5 36 —— 0.00 —— 0.97 — —
4.5 7 —— 0.00 —— 0.96 ——
6.5 50 5 0.00 0.01 0.93 0.32

6.5 —— 39 —— 0.29 —— 0.28

*AP(C) = P(C) second run — P(C) first run

-5—- ~~~~ — 5- - --
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This also shows that the subjects were sufficientl y trained prior to

the experiment. If a high correlation had existed between intervening

days and the difference in P(C), then the adequacy of the training

would be suspect.

The differences in P(C) obtained with the FP method are small,

showing little effect of practice. With one exception , all the values

fall within a range of —0 .10 to 0.10. This difference in P(C) is

generally larger with the MTFR method , as would be expected as a result

of the subject ’s greater variability with this technique. Overall,

P(C) differences are small in light of the fact that they are based on

small amounts of data . These values were obtained by subtracting P( C)

from one session from that of another . Three more correct in one

session would result in a difference in P(C) of at least 0.10. This

fluctuation in P(C) is best explained as within—subject variability

rather than a practice effect.

It should be recalled that the correlations are of the ratings

given by subjects, not of their performance in the two sessions. The

higher the correlation , the smaller the difference in P(C). The

converse of this is not true , however . A subject can obtain identical

P(C) ’s for two sessions, but respond at different levels of confidence.

Thus, ratings were chosen to be correlated due to their greater

sensitivity to the subject ’s criterion variability.

In Table 4 are given the correlations of the SNR at responses

for the subjects using the modified threshold technique. These results

were obtained from earlier experimentation. Unlike confidence ratings ,

the SNR at response is not an arbitrary value ; hence, these are not
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TABLE 4

CORRELATIONS OF SNR AT RESPONSE USING

THE MODIFIED THRESHOLD TECHNIQUE

Subject Tape 42 Tape 39 Tape 37 Mean

1.71 0.92 0.87 0.52 0.82

1.72 0.89 0.74 0.54 0.76

1.73 0.70 0.76 0.51 0.67

1.77 0.53 0.71 0.69 0.65

Mean 0.81 0.78 0.57 0.74

-—--

~

— —- ‘— -- --5 -- - -- —5 ---- 5-.-—-- 5—
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rank correlation coefficients. The correlations are between

separately recorded sessions of each subject listening to the same

tape.

The correlations ranged from 0.51 to 0.92. These values were

averaged using Fisher ’s z—transforniation which yielded a mean of 0.74.

The average correlations for each subject ranged from 0.65 to 0.82.

This indicates a fairly consistent criterion of “reasonably certain”

was maintained by the subjects using the modified threshold method .

It is interesting to note that Tape 42 was listened to near the end of

the experiment , and resulted in the highest correlations. In contrast

to Tape 37, the sessions of which were collected early in the

experiment , it appears that the more experienced the subjects were

with the procedure, the greater their consistency .

10.3 Between—Subject Variability

In psychophysical research, the results are usually analyzed on

a per—subject basis. Individual differences are commonly large and

necessitate this action. To determine individual differences in this

study, an analysis similar to that employed In the previous section

was used .

The rank ordered responses of each subject were correlated with

those of each other subject. The tapes used in this analysis are the

same as those used before and , thus, each subject has two sets of

responses , one for each session with the 15 tapes. This results In an

8 x 8 correlation matrix . These matrices can be found in Appendix F.

They contain the within— as well as the betwee—subject correlations

with the selected tapes. The results are summarized in Table 5.

- 5-. --~~=~~~~~~~~ - -— - ~~~ -~~~.-=--—-— - ---5-—-— - — --5 - —.— —--—--5-- - -—-— - - --5
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In Table 5 can be found the average , using Fisher ’s

z—transformation , within— and between—correlations , and their

difference. These numbers are based on four correlations for within ,

and 24 for between. The difference between these means becomes smaller

with increasing SNR. With both methods of presentation , the difference

is no greater than 0.065 at SNR ’s 3.5 dB or greater. This indicates

that the average between—subject variability is only slightly larger

than the average within.

On this basis , it appears justified to pool the results across

subjects, ignoring individual differences. Although the legitimacy of

this action may be debatable , the data shown in Table 5 provides

adequate support f or the pooling and creation, as it were, of a

theoretical subject. This operation makes all subsequent analyses

simpler , reducing the number of figures and tables necessary to

adequately present the data. Another advantage is that the obtained

ROC ’s are more accurate. On account of the pooling , each curve with

the FP method is based on 480 trials, and with the MTFR method ,

384 trials. All subsequent results are discussed In terms of this

theoretical subject, a product of the pooling across subjects.

10.4 Performance

Using the d’
t 
values listed in Table 1, P(C) is plotted as a

function of signal intensity and graphically illustrated in Figure 2.

Each point represents a single session of 30 or 24 trials, depending on

the method . Data are also plotted from Green ’s (1960) results with a

2AFC. The d’ values are transformed to 10 log d’ so that they
opt opt

may be compared to Green ’s results, which ate also transformed in this

- —5  —5 - — - — 5—— - —5- - -~ —~~~ __i. _ ~~~~~~~~~~~~~~~~~~~~~~ - - —  —~~~. -  - — —— -5.- - — —-
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manner . This transformation allows computation of the difference in

performance in terms of power units.

In several sessions, a P(C) of 1.00 was obtained . Due to the

fact that this value cannot be represented on probability paper , it is

excluded from Figure 2. In several sessions with the FP technique,

this level of performance was attained , especially at the higher signal

intensities. Only once was a P(C) of 1.00 achieved with the MTFR.

These three sets of data were used as input to a Biomed (BMDO3R)

polynomial regression program . In all cases, a third—degree polynomial

was used . The results of this analysis are shown in Figure 3. All the

sessions were used in this computation , including those with P(C)’s

of 1.00.

The FP and 2AFC functions have similar slopes, but the slope of

the MTFR is considerably different . The data of the FP are shifted to

the right , indicating poorer performance. The data of the MTFR are

shifted even further to the right , showing that it resulted in the

poorest performance. The FP function is shifted about one—half dB ,

while the shift of the MTFR varies from 4.0 to 6.0 dB. These shifts

are relative to the results of the 2 AFC.

Also shown in Figure 3 is the obtained result using the

modified threshold technique with the same subjects in an earlier

experiment. Included here are the 90% confidence intervals for both

P(C) and 10 log d’ . To obtain this datum , d’ was calculated
opt Opt

using the SNR at response. This point is based on a total of 45 trials

with the modified threshold technique. The modified threshold method

differs from Green ’s by 6.0 dB , from the FP by 5.0, and f r om the MTFR

by 0.8 dB.

- - -- 5---_--- --- -5 - -- --- - 5 — - - -  --5 -
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Table 6 gives the averaged P(c) obtained with each SNR for each

method . This value is calculated from the P(C)’s obtained from the

four subjects participating in four sessions with each method X SNR

cell. This amounts to 16 sessions per cell. It can be seen from

Table 6 that , with only two exceptions, P(C) increases steadily with

signal intensity.

10.5 ROC Analysis

In this study, subjects had to determine whether or not the

dichotomous feature, the 500 Hz centered octave band of noise, was

present in the stimulus. As Janota points out, this is similar to

testing the null hypothesis. In the ensuing discussions , the null

hypothesis H
0 will be that the dichotomous feature is absent. The

alternative H
1 
is feature presence. Therefore, to make the

calculations for a ROC , one must determine the probability of

responding }I~ given H1 
was presented , and the probability of

responding H
1 
given H

0 
was presented .

Since no difference in performance was found as a function of

signal labeling , or presentation , the data were manipulated such that

the positive side of the rating scale corresponds to the subject

believing H
1 
was presented . A correct response for a presentation of

H~ would thus be a negative value.

In Figure 4 are shown the ROC ’s which resulted from the FP

method . Performance with this method was so high at SNR ’s 3.5 dB and

higher that only SNR ’s up to 2.5 dB are shown. A shift upwards on the

negative diagonal is evident with each increase in signal intensity.
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Although performance does increase with intensity using the MTFR

method , it is not nearly as marked. This is shown in the ROC curves of

Figure 5. As was also shown in Table 6 and Figure 3, the highest SNR

level, 6.5, resulted in poorer performance than the next highest, 4.5.

The best performance achieved with the MTFR method is comparable to the

second lowest level found with the FP method . Clearly , the FL’ method

results in superior performance.

Fur ther ROC analysis in Figures 6 and 7 show the curves on

normal—normal coordinates. An SR 51—Il calculator was used to perform

a least squares linear regression of the normalized data. These lines

are shown as well as the raw data for five signal intensities with the

FP method in Figure 6 (only five signal intensities were used in the FP

ROC due to the near perfect performance of the subjects at the SNR value

of 4.5 dB or higher). Six ROC ’s are shown in Figure 7 for the MTFR

method . Increases in intensity show less of an effect with this method .

The slopes for all the lines are given in Table 6.

10.6 Measures of Detectabili ty

Using Figures 6 and 7 and the least squares linear regression

program in the SR 51—It , three different measures of detectability were

computed for each SNR level for both methods. The d’ measure was

obtained by computing the intercept of the ROC with the y—axis . The

coordinates of the intercept of the ROC with the negative diagonal were

added to obtain d .  Perpendicular lines were drawn from the ROC to the

point (0 ,0) to obtain d .  Both of these latter two values are subject

to error due to the d i f f icu l ty  in determining the precise coordinates .

The error is small , however , and is estimated to be no greater than

— 5_ew - -—- - - - -5 - ~~~~~~~~~~~~~~~~~~~~~~~~~ =~~~~~~ --- -.—- -— —- -5— -  5-.~~~~~~~~~~
5 

~~~~~~~~~~~~~~~~ 5— -— -5—



71

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

::~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ii’i’~~~~~~~~

” 

~~~~

0.20 0.40 0.60 0.80 1.00

r 

EP (H 11H 0
)

Figure 5. ROC Using the MTFR Me thod -

--5--- - 
-- --5 5--— - - -fl --~~~~— -- —~~~~



72

3.5 2.5 1.0 0.5 —0.5

- 3 0  /
A

A

—2.0 -

V

x
—1.0 - V

V

- SNR

0 -0.5
V 0.52.0 - 

X 1.0
• 2.5
A 3.5

3.0 I I I I I

3.0 2.0 1.0 0.0 —1.0 —2.0 —3.0

z[ZP(11
1
j}1
0
) 3

Figure 6. ROC of FP Method Plotted on Normal—Normal Coordinates

-- ~~~.--- ~~~~~~~~~~~~~~— —--—-5---- - ---~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~ --5----- -- -
~~~
-- —--- 5-



73

3.5 1.0
6.5 0.5

4.5 ,’ / , 2.5

H 0.0 - ~,‘ ,A .~~~~

~~ 

~~
°

3.0 2 .0 10 0.0 -3.0

z [ZP(H 1~ H0)]  -

Figure 7. ROC of the MTFR Method Plotted on Normal—Normal Coordinates



74

0.10. These values are presented in Table 6 along with the slope of

the ROC and the P(C) of each level for each method.

The similarities between the measures is dep~mdent on the slope

of the ROC. When tI’e slope is less than one, d’ is usually less than

or equal to d and d . The average difference between d’ and d iss gni S

—0.12, and —0.17 between d’ and d .  When the slope is greater than

one, d’ is always greater than or equal to d and d .  The average

differences are 0.15 with d and 0.31 with ds gin

As with d’, the difference between d and d depends on thes gin

slope. With slopes less than one, dg is usually larger, the

difference averaging out to 0.06. With slopes greater than one, this

re1ationship reverses itself, with d averaging 0.20 larger than dgm •

Wtth all these measures, the closer the slope is to unity , the smaller

the difference between them.

10.7 Greer4’s Model and d’

Stallard and Leslie cited three causes for the reduced

detectability in passive sonar environments as compared to 2AFC

experiments. These were time and signal uncertainty, and the presence

of an SI situation , rather than a multiple interval one. Using their

ILcAla tions , predictions can be made of performances in the F? and

-• - lxii. The FP differs from a 2AFC in that it is an SI paradigm.

-- ‘ .‘~I 1 t t~~. i ’ , in the 2AFC should thus be the square root of two

•,~~ y than tb~ t of the FP:

• /i~~~d’,~

I,. .sddttton , howeve r , some time
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uncertainty exists in this procedure. Stallard and Leslie point out

that this halves the obtained detectabili ty. These two factors

combined would make the detectability in the 2AFC 2.8 times better

than the MTFR , as shown in the following:

x 2 x d ’MTFR

If these differences are transformed into 10 log d’ units , as Green

and Stallard and Leslie did , then one can express the differences as

a shift  in dB :

10 log d’2AFC 
= 10 log (1.4 x d ’ Fp )

= 1.5 + 10 log d’Fp

The observed detectabilities of the FP should thus be 1.5 dB lower

than that of the 2AFC. Similarly, the MTFR should be 4.5 dB lower:

10 log d’
2~~c 

= 10 log (2.8 x d’MTFR)

= 4.5+1O log d’~~~~

The FL’ and MTFR should differ from each other by 3.0 dB:

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

thus,

10 log d’Fp = 3.0 + 10 log d’ MTFR . 

- 

—r
This is due to the absence or reduction in time uncertainty in the

FP method.

5_ _ -~~~~~~~ - - 5 - - - - - -  5 -- -~~~~~~~~~~~~ - - - --5— - -5- - - -
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Figure 8 illustrates the observed d’ as a function of

10 log d’ s
. The curves of Green’s 2AFC and the pass ive sonar

environment are also illustrated (for d’ greater than 2.5, these

curves were extrapolated from those given in Stallard and Leslie).

The following equation was used in conjunction with the SR 51—It

linear regression routine to determine 90% confidence intervals for the

d’ of the various signal intensities in Figure 8:

Se = sqrt C[E(Y~ 
— Y ’) 2] / (n —

where Se is the standard error , and (Y~ — Y .’) is the difference

between the predicted and obtained values of the ROC in Figures 6 and 7.

The range of the shift for the FL’ method , relative to the 2AFC,

is 0.3 to 0.9 dB. For the MTFR, the range is 3.2 to 5.1 dB. The

difference between the FP and MTFR ranges from 3.0 to 4.7. (These

values are suspect , however , due to the small degree of overlap of

the curves; that is, only for a small range of d’ are there values for

both the FP and MTFR.)

The observed performance was better than predicted for the FP.

The difference in dE with the MTFR is variable , due to the nature of

the slope of that method . The predicted difference of 4.5 falls

within the range of observed differences , however.
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CHAPTER XI

DISCUSSION

11.1 Consistency

A better understanding of the consistency of the subjects in

this study might be acquired by comparing them to some earlier results.

Green’s (1964) results, in which responses to identical tapes were

studied , appear to show a lower level of reliability than the FP, but

a higher level than the MTFR. Green determined an agreement score in

percent, whereas in this study, correlations of the response criterion

were calculated. Green used a 2AFC and the subjects had to determine

in which interval the signal occurred , a binary decision. Shipley

points out that there is a considerably larger margin for variability

when, as in this experiment , the subjects have to respond on a

multiple criterion scale. Hence, Green ’s results are not directly

comparable.

A more similar measure was that used by Bell and Nixon. They

obtained correlations of responses to identical tasks on a rating

scale. The coefficient ranged from 0.33 to 0.81. These are generally

lower than those of the FP and generally higher than those obtained

with the MTFR. Bell and Nixon did not, however , present their

subjects with identical tapes, just identical stimuli arranged in

random orders. If some sequential effect exists, it would influence

these correlations, reducing them to some degree. Therefore, these

correlations are not directly comparable either.
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One further complication exists in comparing these studies.

As indicated in Table 5, the correlation coefficients increase with

signal intensity. The intensities used by Green, and Bell and Nixon

may have been lower or higher than those used here. No comparative

statement regarding these reliabilities can be made until the

relationships between the intensities can be specified .

The higher reliabilities found with the FL’ technique are due

primarily to the reduced time uncertainty in that task. The subjects

were aware that the signal would not be presented until some time after

the onset of the stimulus. Although its onset and offset were not

coincident with a light or other stimulus, it always occurred after a

specific length of time. A noticeable change in the stimuli occurred

with the addition of the signal to the noise. This alerted the

subject as to the presence of the signal. Time uncertainty did exist,

but it was less than that found with the MTFR. Due to the ramping

characteristic , the subject was not as aware of the signal. Also, the

offset was variable with the MTFR, requiring the subject to attend to

the majority of the stimulus. As a result, more internal noise was

introduced into the “system.” Internal noise is assumed to be a

random variable, and its effect would be to reduce reliability. This

is reflected in lower correlations with the MTFR.

The results shown in Table 4 do not support this hypothesis.

The modified threshold technique, in which time and signal uncertainty

are greater, resulted in rather high correlations of the SNR at

response. One would presume that internal noise would show a marked

influence here, reducing the correlations considerably. A possible

explanation is that subjects used a time criterion which could be

- ----5— __w
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maintained more reliably , That is, they may have responded af ter a

period of time was exceeded , not when a criterion threshold of

“reasonably certain” was exceeded. Regardless of the randomization of

the starting SNR, subjects might wait a specified length of time into

the trial, and if they had not reached a criterion threshold , they

responded in terms of a time threshold. However , this criterion should

also have exhibited some fluctuation , decreasing the consistency. As

with the other studies, these consistency measures are not directly

comparable to those of Table 5. Inferences on the differential

reliability of subjects under different experimental procedures are

untenable at this time.

Internal noise may also be at fault for the lower reliabilities

obtained with small S~IR’s. At low intensities, the internal noise

plays a prominent role in the responding because there is more overlap

in the signal—plus—noise to noise distributions. Internal noise is

assumed random; this reduces the consistency of the observer. As the

intensity increases, the internal noise does not decrease, but its

effec t becomes less pronounced as the difference in the dis tributions

increases. This is indicated by higher correlations.

Another explanation for the high reliabilities is the subjects

themselves. Being graduate students in acoustics may have helped in

that they were aware of the kinds of noises they were listening for.

Their past experiences would have allowed them to set up their filters,

as it were, for the dichotomous noise band and possibly to eliminate

some of the extraneous noise. Their higher level of intelligence might

also have been an influence. Perhaps they were able to develop better

and more consistent strategies of responding. They may have been more

—  -  ___ --
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capable of using the scale descriptors provided on the response sheet.

Furthermore, all of them had had prior experimental experience in

psychoacoustics. As is indicated in Table 4, these subjects showed

increased consistency with experience in the modified threshold

technique.

These ideas are supported by the between—subject variabilities

shown in Table 5. The subjects had similar backgrounds and were alike

in their approach to the problem. As a group , they exhibited similar

patterns of variability as they did individually.

More study of within—subject variability needs to be carried

out before a judgment can be passed on those found here. Although it

would appear that little more could be expected with the FP method ,

much improvement could be made with the NTFR. Overall, the results

are encouraging. They suggest that fewer sessions are necessary, and

the ability of each subject can be determined in less time . This would

depend on the procedure used, however. A recommendation for future

study is that within—subject variability be assessed. Such results

have major implications on the inferences drawn from the results, and

also on the effort necessary to obtain accurate findings.

11.2 Performance and Procedural Differences

A marked difference in performance was found between the two

procedures used in this study. This difference is shown in the

polynomial fit of Figure 3, the ROC’s of Figures 4 and - 5, the normalized

ROC’s of Figures 6 and 7, and the observed detectabilities of Figure 8.

Figures 4 and 5 emphasize the differences in the confidence

ratings with each method . Each point of the ROC represents a value on
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the rating scale. Even the lowest ROC curve of the F?, an SNR of —0.5,

matches or is higher than those of the MTFR. Figures 6 and 7 show how

responsive performance is in the FP method as compared to the MTFR.

With each increase in SNR , there is a clear improvement in the

detectability of the signal. The absence of this relationship with

the MTFR suggests that some factor, not present in the FP, is

inhibiting improvement with this technique.

The outstanding characteristic that distinguishes these two

procedures is the ramping of the signal in the MTFR (this was cited

earlier as a difference in time uncertainty). This source of

uncertainty is surely the major source of the reduced detectability

with the MTFR.

Unfortunately, another contributing factor -exists. The MTFR is

a modified , modified threshold procedure. The initial SNR of the

signal was therefore variable, which made the overall length of the

trial variable. On a whole, the length of these trials was longer

than that of the FP. This causes some confounding with memory , the

subjects having to remember the signal pair for a longer period of

time. The extent of this confound is felt to be small, primarily

because one signal pair was used throughout the experiment. If this

were not the case, the increased length of the trial would be

influential, reducing the performance in the MTFR method relative to

the FP.

Both of these methods result in better performance than the

modified threshold. Recall that a P(C) of 0.84 was found with an SNR

at response of 11.06 dB. At SNR’s four dB and lower, P(C)’s were

found to be as high or higher. One reason for this is the reduced
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signal uncertainty . Sixteen different signal pairs were used in the

modified threshold research, with no more than six trials of any pair

presented during a session. Subjects in this study showed a rapid

improvement in performance during training when jus t one signal pair

was used. The SNR’s in this study were originally based on the SNR at

response found with the modified- threshold procedure. Performance was

near perfect at these levels, necessitating the use of much lower S

SNR’s. Stallard and Leslie claim the effect of signal uncertainty is

to halve the detectability . Further research with the modified

threshold method using just one signal throughout a session would test

this hypothesis. The results of this experiment could be compared to

those where several signals are used during a session. This would

help determine the quantitative aspects of signal uncertainty.

A second reason for the difference in the modified threshold

procedure is the free response situation. More responsibility is

placed on the subject, causing him to attend more closely to the

stimulus. As discussed earlier , this introduces more noise into the

system. In the FP and MTFR, the subject can be a little lazier. It

is possible for them to even let the stimulus terminate and attend to

the preperceptual auditory image that remains. It would seem that

reduced attention to the stimulus would reduce performance as well.

In these procedures , however , this is not necessarily so.

The FP was predicted tq result in poorer performance than the

2AFC because it was an SI task. Time uncertainty is present to some

extent in the FP, and this should also reduce detectability. A

multiple criterion response procedure was used and should further

diminish performance. Of these three, only the first was used in the
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prediction. The prediction overestimated the decrement by one dB,

suggesting that these three factors do not affec t performance

significantly.

Exper imental evidence suggests that SI tasks may not result in

poorer performance in all situations (Swets , 1963; Emnierich, l968b).

Such might be the case here as well. Lower performance resulting from

using multiple criteria is another hypothesis that has not received

universal support (Egan, Greenberg, and Schulman , 1959; Binford and

Loeb , 1966; Markowitz and Swets, 1967; Etmnerich, l968a). If these two

factors were of little consequence, perhaps the observed difference

shown in Figure 3 was caused by time uncertainty alone; and since time

uncer tainty was not maximal, it would not halve the effective

detectability as Stallard and Leslie suggest. No hypothesis can be

stated at this time concerning the differential contributions each

factor made to the reduction.

The predicted performance of the MTFR was close to that observed,

except that the slope of the function in Figures 3 and 8 is different

than that expected. A slope similar to the 2AFC is allowable within

the 90% conf idence interval , however (see Figure 8). This indicates

that some factors may be operating in one procedure that are not in

another. Indeed , since the FP and 2AFC slopes are similar , it may be

the increased time uncer tainty in the MTFR that changes the shape of

the function. Performance in the passive sonar setting is only

predicted by Stallard and Leslie, not observed. Experimental

simulation of this environment may not show the slope to be like that

of the 2AFC , but more like that observed with the MTFR.
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The data obtained with the modified threshold method appears to

be close to the function predicted by Stallard and Leslie. It was not

possible to calculate a d’ measure for these data due to the small

number of trials available. To obtain d’, the hit , correctly identi-

fying H
1 

as and false alarm rates, incorrectly identifying H
0 

as

H1, are necessary. This automatically excludes much of the data, i.e.,

misses and correct rejections. A d’ based on as few as 45 trials is

dubious , using considerably less than this number is not justified.

Thus, the modified threshold method is not represented in Figure 8.

It is shown in Figure 3, however. A shift of 6.1 dB to the right of

the 2AFC is evident. At either extreme of the confidence interval, a

shift of 4.5 and 6.5 dB is observed. Stallard and Leslie’s prediction

(5.4 dB) falls within this interval and appears to be a good estimate.

Stallard and Leslie’s assessment of reduced detectability is

accurate only to a point, in light of the fact that the SI nature of

the situation appears to be of li ttle consequence, as shown by the PP

method. Time uncertainty does contribute significantly to the reduc-

tion in performance. The effect of this factor is variable, however ,

and does not in all cases reduce the detectability by one—half. It may

reduce the detectability by more than one—half, compensating for the

absence of an SI effect. A better estimation of the effects of

different quantities of time uncertainty is necessary before accurate

predictions can be made. Though Stallard and Leslie do not discuss it,

I the effect of uncertainty may not just shift the function to the right,

but interact with signal intensity or other factors present in the

environment. This would result in a changing of the slope of the ROC,

as is observed in Figures 3 and 8. If the factors combined in the

_ _ _ _ _ _-- - - -~~~~~~~~~~~ -5-- - -5--- - --- -—-:---- -- - - —5—
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manner they suggest , the psychometric functions should be parallel,

displaced to the left or right in accordance with the procedure used.

Such is not the case. More experimentation is needed to quantify the

effects of time and signal uncertainty in these tasks, and their

interaction with other variables before Stallard and Leslie’s

hypothesis can be accepted.

11.3 Green’s Model

As discussed earlier, the FP and 2AFC methods show similar

psychometric functions. This lends good support to Green’s model of

the human as an energy detector. The addition of a factor, perhaps

some time uncertainty , has reduced the effectiveness of the detector,

adding a noise source and shifting the function to the right.

Such compatibility is not found with the MTFR method . Green

and Sewall improved the similarity of the predicted to the observed by

specifying the onset of the signal more clearly. A similar procedure

employed here may do the same.

In the computation of a’ in Table 1, a value of 400 msec wasopt

used for “T,” the integration time. Stallard and Leslie state the

effective integration time of the human ear is 480 msec. Janota uses

a value of 500 nisec in his computations , but this is said to include

response time as well. Green found good fit to his model with

integration times up to 300 msec . The value of 400 msec was chosen

as a median of these. If 300 msec was used , the FP and MTFR functions

would be shifted to the left about 0.62 dB. (Recall that d’ is a
opt

function of the WT product; the larger the “T,” the larger the d’
s
.)

The shape of the functions would not change. Using 300 msec would

~ 
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result in essentially zero difference between the FP and 2AFC tasks.

The implications of the results would change somewhat if this lower

were used; the FP and 2AFC would be identical and the MTFR would

be 2.6 to 4.5 dB from the 2AFC. These shifts are much less than those

predicted. More research delineating the integration time of the ear

is necessary before the validity of assuming “T” equal to 400 msec can

be assessed. -

11.4 Measures of Detectability

Egan, Greenberg, and Schulman, and Egan and Clarke show that

the inverse of the slope of the normalized ROC is the ratio of the

variance of the signal—plus—noise distribution to the variance of the

noise distribution. The assumption of the d’ measure is that this

ratio is unity and , hence, that the slope is one. As Table 6 shows,

this is not the case. A consistent relationship between d’, d , and

d holds , however. As the variance of the signal—plus—noise becomes

larger, relative to the noise variance, the slope approaches zero, d~~
becomes largest, and d’ smallest. As the variance of the noise gets

larger than that of the signal—plus—noise , the slope gets larger, d’

becomes the biggest of the three measures, and d the smallest.

Support is provided for the d of Egan et al. They hypothesize

that the point at which the ROC crosses the negative diagonal is the

pivot of- the ROC. As the ratio changes, the ROC rotates about this

pivot. The data indicate that d fluctuates the least with changes in

the ratio. It therefore appears to be the best of the three measures

tested.

Examination of Table 6 shows that little difference between t in’

measures is found for slopes of 1.16 to 0.87 (ratios )f 0.86 to 1 1 ~
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In this range, the largest difference between any two of the indices

is 0.23. As the confidence intervals in Figure 8 suggest, each measure

probably falls within the confidence intervals of the other two.

Thus, it seems that the choice of measures is somewhat arbitrary.

I
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APPENDIX C
*SAMPLE RESPONSE SHEETS

Tape Number: 
______ 

Subject Number : Date: 
_________ 

Method: 
_______

SIGNAL A SIGNAL B

sure reasonably maybe E maybe reasonabl y sure
certain V certain

E
N

6 t o l S to l. 4 t o 3 T 4 t o 3 S t o 2 6to l

+3 +2 +1 1 —l —2 —3

+3 +2 +1 2 —l —2 —3

+3 +2 +1 3 —l —2 —3

• +3 +2 +1 4 —l —2 — 3

+3 +2 +1 5 —l —2 —3

+3 +2 +1 6 —1 —2 — 3

+3 +2 +1 7 —1 —2 —3

+3 +2 +1 8 —1 —2 - —3

sure reasonably maybe maybe reasonabl y sure
certain certain

+3 +2 +1 9 —l —2 — 3

+3 +2 +1 10 — l —2 —3

+3 +2 +1 11 —l —2 —3

+3 +2 +1 12 —1 —2 —3

+3 +2 +1 13 — l —2 —3

+3 +2 +1 14 —l —2 —3

+3 +2 +1 15 —l —2 —3

+3 +2 +1 16 —1. —2 — 3

cure reasonably maybe E maybe reasonabl y cure
certain V certain

E
N

SIGNAL A T SIGNAL B

*Reduced size , actual aize 8½ X 11 inches.

• - -•  -— - - • - - •- - --- — — .--•-

• 
~~~~~~~~~~ 

- - -
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APPENDIX D

INSTRUCTIONS FOR TRAINING TAPES AND SESSIONS

Training Tape 1 
-

The research conducted to date has been concerned with

determining the detectability of several pairs of signals. The method

employed thus far has been the modified threshold technique, in which

a subject responds with his decision once a threshold or criterion is

exceeded. This threshold can be described as a degree of confidence

that a subject has in his choice of which signal is being presented

with the noise. Until now, the criterion has been labeled as

“reasonably certain,” and each subject has been allowed to set in his

own mind where this criterion threshold is.

In this next phase of experimentation, I plan to systematically

examine several criteria or confidence levels, under several conditions,

but using just one signal pair. As before, you will be presented with

samples of each signal followed by the presentation of one of the

signals in a noise background. However, the means by which the

signal—plus—noise stimulus is presented will vary.

One method is termed the modified threshold—forced response

method , and as the name implies, is similar to the method used before.

The signal starts out at a low signal—to—noise ratio and increases in

strength through the course of the event. However, in this method ,

the signal—plus—noise presentation is terminated at a predetermined

SNR , and therefore not terminated by you. You make your response,

which will be discussed shortly , at the offset of the stimulus.
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The other method to be used is the fixed presentation technique,

and is similar to the traditional techniques used In signal detection

experiments. After each signal is presented , a noise—alone period is

presented . After a perioc~ of approximately 15 seconds, the signal is

added to the noise at a fixed SNR. After an eight—second interval,

the stimulus is then terminated and a response is made.

Thus, the difference in the two techniques comes in the fact

that in the modified threshold—forced response method, the signal is

Incremented to a final SNR, and in the fixed presentation method , the

signal is delivered at a single SNR.

This research will further differ from prior work in the method

of responding. Earlier, you were instructed to respond when

“reaso nably certain” of a decision. Your response terminated the

event. Now, the signal will terminate automatically and you will

respond during a 15—second post—stimulus offset period. Your response

will be one of six alternatives, the cho ice of which depending on the

degree of confidence you have that a particular signal was presented.

These alternatives are arranged as foll ows:

A “+3” means you are sure that signal “A” was pr esented, or the

chances are six to one that signal “A” was presented. A “+2” will

denote a conf idence of reasonabl y certain that signal “A” was

presented. This would be analogous to saying that the chances were

five to two that “A” was the presented signal. A “+1” would repres ent

a small amount of conf idence , but a decision nonetheless In favor of

“A.” This would be like saying, mayb e It was “A.” To attach odds, it

would be somewhere in the neighborh ood of fo ur to thr ee in favor of

_  • - •- -•~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -- ---- -- - .~~~~--.- --~~~ -
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“A.” Likewise, for t•ie other three responses, “—3 ,” “—2 , ” and “— 1,”

only these represent ratings in favor of signal “B. ”

The odds that are attached to these confidence levels imply an

interval scale of measurement. It is ludicrous to assume that anyone

could establish such a rigid scale. They are used here only to

facilitate your conceptualization of the placement of one value

relative to another.

Using confidence ratings is analogous to using six different

criteria. The higher the confidence that one has in favor of a

particular signal, the higher the criterion that has been surpassed.

Thus, when I speak of conf idence levels , or ratings, and criteria,

I’ m speaking of roughly the same phenomena.

The degree of confidence that will be attained depends

primarily on the strength of the signal. It also depends on the

individual himself, however. Factors, such as internal noise, vary

from trial to trial, and thus will affect the confidence one might

have. Small fluctuations in the signal and/or noise distributions

might likewise affect an individual’s confidence, even though the

strength of the signal on two trials is identical.

This is one of the purposes of my experiment , to examine what

factors affect confidence or criterion establishment. In order to

achieve this goal, it is necessary that you, as subjects , utilize the

entire number of responses. Therefore, try to avoid being overly

• cautious or careless in your ratings. The merits of a rating

procedure are only realized when the full  scale is used . Another

d i f f icul ty  in ratings can arise when the established criteria
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fluctuate. The more stable the criteria, the better . With practice,

it is hoped that you will be able to achieve some stability with these

confidence levels and also make full use of the scale. You are

encouraged to record you r strategies so as to aid you in this endeavor.

Also, I will give you feedback during training which will proceed for

the next few weeks. This will occur via my examining your responses,

and then either talking them over with you or writing them down for

you.

From the attained confidence ratings, receiver operating

characteristic curves will be generated . From these curves,

detectability measures of the signal pair will be attained for each

method of stimulus presentation. The two techniques will then be

compared to determine the differnces in detectability, if any, that

one precedure yeilds relative to the other.

Each experimental session will consist of 24 events in the

modified threshold—forced response method , or 30 events in the fixed

presentation method . Each session will be approximately 30 to 35

minutes long and you are requested to listen to no more than two

sessions in any one day. It would be appreciated if you would attempt

to listen to five sessions a week. Since extra time is required itt

set—up , etc., you wi).l be paid three hours work per five sessions that

you participate in. As before, you will be assigned tapes to listen

to and an order itt which to listen to them. No cassettes will be

necessary, as you wi-li record all your responses on a response sheet

which will be provided . (In the earlier research subjects participated

in, cassette tapes were used in recording their responses with the

mod if ied threshold procedure.)

• c~~~~ -a.*-— —-- ~~~~~~~~~~~~ - — — •—- -- - - —- —-



101

As s tated earl ier , it is requested that you record all your

comments regarding strategies, distractions , and/or opinions on the

reverse side of the response sheets. Such information will be helpful

in drawing inferences from the results. It would also aid in

develop ing further study.

The beginning of each session will consist of a brief summary

of the ins tructions and conf idence level s, and a statement as to which

method of signal presentation is to be used. The first event will

contain two exposures of each signal prior to the event itself. All

subsequent events will contain just one exposure of each signal. As

would be expected, the signals are presented in a random order, with

the a priori probability of either signal being 0.50.

The following are some practice trials to acquaint you with the

methods of signal. presentation and the rating technique. First will

be five trials of the modified threshold—forced response method.

Please mark off the appropriate circle on the response sheet.

(Five trials with the MTFR are given.)

Now , five trials using the fixed presentation technique will

be presented.

(Five trials with the F? are given.)

This concludes the first training tape. Please record your

comments, if any , on the reverse side of the response sheet. If there

are any particular questions regarding any of the procedures , write
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them down and I will get back to you. If you understand everything,

which would be a pleasant surprise for me , then proceed to the next

training tape at your earliest convenience.

Train ing Tape 2

As stated earlier , one of the purposes of this experiment is to

disc over if any differences in detectability exist when signals are

presented via the two methods. The performance measure will be

determined by the percent correct and the resultant confidence ratings.

Of additional interest in this study is the effects of

different signal—to—noise ratios on obtained confidence. Obviously ,

one would expect that these would be directly proportional, with

increases in the SNR increasing confidence.

To test this hypothesis, three differe nt level s of SNR will be

used. These values, though somewhat arbitrary , are based on the

results obtained from the work you did last fall. (All the subjects

participated in work with the modified threshold technique.) Since

these levels differ in a systematic way , it should be possible to make

accurate conclusions regarding the effect of the final SNR on the

ratings.

Since the methods of stimulus presentation differ , the SNR

variable will be incorporated differently in each method . In the

modified threshold—forced response, the signal will start out at a

low SNR and then increase to the final SNR. It will remain at this

final level for eight seconds before the stimulus is terminated. With

the fixed presentation method , the f inal SNR is the only SNR at which
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the signal is presented. It also is presented for an interval of

eight seconds.

In each sess ion , only one SNR level will be sampled with only

one method of presentation. Since there are three SNP. levels and two

methods, there is a total of six different kinds of tapes that you

will listen to. (This had to be changed when it became evident that

the subjects were performing at near perfect levels.)

These training tapes will differ from subsequent tapes in that

each SNR level will be presented. In this tape , for instance, there

are three groups of nine events, one group per final SNR, presented

via the fixed presentation procedure. In Training Tape 3, there will

be three groups of eight events presented via the modified threshold—

forced response technique.

We will now begin with the events of Training Tape 2. Please

make sure you have the proper response sheet and that all information

is filled out at the top of the page.

Training Tape 3

Welcome to Training Tape 3. You’ll be happy to know that I do

not have any additional instructions for you. By this time, I hop e

that you are becoming fairly familiar with the confidence rating

technique and are finding it easy to use. Let me reIterate that if

you have any questions, do not hesitate to ask.

As with the other training tapes , you should have a spec ial

response sheet entitled “Training Tape 3.” Clever, huh?

- 4.___ -~ — —- ~~-~~~~~~ • • .. •_ —a•._. -
~~

—__——_ •_ -—___-  •—__•__—_—__..—___.
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You will be presented with three groups of eight events, each

group at a different SNR. The modified threshold—forced response

will be used with each event.

Training Tape 4

Contrary to wha t was sa id in an earl ier tape, there are going

to be four SNR levels at which signals will be presented . Attribute

the incorrect information to lack of organization, lack of time , or

lack of intelligence.

Just in case you have not noticed, the signals are not labelled

the same from one tape to the next. With some tapes, a par ticular

signal will be “A” and, on others , it will be “B.” On each specific

tape, however , signal “A” will remain signal “A” for all the events.

Other than that, there is nothing new to say. This tape will

con tain fo ur gro ups of six events , one group per final SNR. They will

be presented via the modified threshold—forced response method.

Training Tape 5

This is the last of the training tapes that you will listen to.

As in Tape 4, it will con tain four grou ps of even ts, each gro up being

a different SNR level. There will be a total of 28 events, and they

will be presented with the fixed presentation technique.

From here on out, each one of you will have a differen t schedule

of tapes to listen to. In an attempt to control for any sequential

effec ts , all of your schedules will be randomly determined. Therefore,

it is important that you fill out the information at the top of the

response sheet before each session.
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By the way , I will put the response sheets in a folder in the

drawer. When you come in, just grab one. When done, place them in

your folder. Also be sure to sign in on the Master (a sign—up sheet

located outside the audiometric booth). This allows me to check what

data are and are not available.

To insure that you are getting paid for the proper amount,

record the amount of time plus about five minutes for set—up on the

time sheets.

I trust that by now, if you have had any questions, we have

talked about them. If not, then see me.

Training Tape 6

The results from the first five training tapes indicate that

you all are doing quite well; much better , in fact, than during Fall

term. This is evident in that very few, if any , errors have been made.

If any of you are familiar with ROC analysis, you know it is impossible

to construct these types of curves unless errors are made. Itt light

of this, therefore, it has become necessary to create new tapes which

present the signals at lower SNRs. There will be no procedural

change, however , and you are to continue to use the ratings as they

have been set up.

Even though some of the sessions will be difficult , please

attempt to use the full scale during each session. The confidence

ratings, or criteria, are session relevant. Thus, the confidence you

have should be weighted in terms of the level at which the signals are

presented.

~

--—.-.
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For instance, in a session where the SNR is low, a conf idence

of “+2” would not be the same as a conf idence of “+2” with a high SNR

event. The confidences are not arranged on some absolute psychological

continuum, but are arranged differently with each condition.

All I’m trying to say is: attempt to use all the values during

each session. If this still is not clear, which it probably is not,

come see me. (No one came to see me concerning this.)

By the way , I am pleased with the results so far, even if it

does mean some extra work. Some interesting hypotheses are suggested

to acco unt for the discre panc ies between the earlier and presen t

research.

This tape will consist of 32 events, or four groups of eight.

The first group will be presented with the fixed presentation method,

the second two by the modified threshold—forced response method , and

the last by the fixed presentation again. Two different SNR levels

will be sampled with each technique of stimulus presentation.

One last comment, if you can think of any reason why last fall’s

and this winter’s res ults are so differen t, I’d like to hear about it.

I will be seeing each one of you shortly anyway, so maybe we can

discuss it then .

Instructions for Sessions with the FP TechniQue

The following events will be presented via the fixed

presentation technique. After an exposure set of each signal, a

noise—alone stimulus will be presented. After an interval of

approximately 15 seconds, one of the signals will be presen ted at a

• fixed SNR for an interval of eight seconds, af ter which the entire

— — •_ S ~~~~~ - —- — - -~ t__=.•—.-- - —.---- - - . 5--— --s-s.--- - —-~~~~~~--—--s- - —. -- - - —
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stimulus will be gated . During the period which follows, you are to

indicate the degree of confidence you have in your decision regarding

which signal was presented in the noise. Do this by circling the

appropriate value on the response sheet. A definition of each

confidence rating is given on the response sheet.

The session will begin with a double exposure of each signal

presented In the order “A”—”B”—”A”—”B.” These signals may not be in

the same order as on previous tapes. Following this is the first event.

All subsequent events are preceded by a single exposure of each signal

in the order “A ,” then “B.”

There is a total of 30 events on this tape. The signal

presented in the noise is determined randomly. Both signals have

equal probability of occurrence on every event.

Please record any comments regarding strategies , complaints ,

fatigue , etc., on the back of the response sheet.

The session will now begin with the fixed presentation method.

Instructions for Sessions with the MTFR Technique

The following events will be presented via the modified

threshold—forced response technique. With this method , the signal is

initially presented with a noise background at a very low SNR. This

initial value will vary from event to event. As the event proceeds,

the signal strength is incremented to a final SNR . It remains at this

final value for eight seconds, at which time the entire stimulus is

gated. During the silent interval which follows, you are to indicate

the amount of confidence you have regarding which signal was presented
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with the noise. Do this by circling the appropriate value on the

response sheet. A definition of each confidence rating is provided

at the top of the response sheet.

The session will begin with a double exposure of each signal

presented in the order “A” — ”B”— ”A”.-”B. ” These signals may not be in

the same order as on previous tapes. Following this is the first

event. All subsequent events are preceded by a single exposure of

each signal in the order “A ,” then “B.”

There is a total of 24 events on this tape. The signal presented

in the noise is determined randomly. Both signals have equal

probability of occurrence on every event.

Please record any comments regard ing s trategies , complaints,

fa tigue , etc., on the back of the response sheet.

The session will now begin with the modified threshold—forced

response method.

q
4’
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APPENDIX E

SCHEMATIC OF SESSION PROCEDURES
Tr ial 1

Fixed Presentation Method

“A ” “B” I j~
1
~j~

W9
~ I I

Signal [ rn
Fixed Time Period

Modified Threshold—Forced Response Method

“A” U “~]JiJ~1~J I
Signal 4

Variable Time Period

1 1
Noise I”

Silent Inter—

‘I Trial Interval

Exposure Set

Remaining Trials

Fixed Presentation Method

J~LJ~’ . S L ~~~~Signal ~1Fixed Time Per iod

Modified Threshold—Forced Response Method

~~~~~~~~~~~~~~~~~~
Signal I-.rn

Var iable Time Per iod

Noise 4
I-us Silent Inter—

S 1 Trial Interval
Exposure Set

-

- - i  

--

~~~~~~~~

- 
-

.-~~~~~~

— 
5 _ _
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BETWEEN— AND WIThIN-SUBJECT CORRELATIONS

OF RESPONSES TO IDENTICAL TAPES
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