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ABSTRACT

Slotted-Aloha-type systems are considered in
which cach transmission is a super-packet con-
sisting of several data packets and some redun-
dant packets in a fixed temporal pattern.
results are ocbtained. The first, a negative re-
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sult, shows that such redundancy, no matter how
cleverly exploited, cannot increcase the system
throughput above that for irredundant transnis-
sions. The second, a positive result, shows
that, when the temporal pattern is determined by
a simple difference set, average data packet
delay can be reduced over an interesting range of
throughput values.

I. INTRODUCTIONM

We consider random—access systers of the
"slotted-Aloha-type," by which we mean the
following. Each of rmany information source~
sporadically generates binary data in t*. formof
"packets" that are T seconds long (me.sured in
tire required for transmission) whirn it presents
to its associated transmitter. If the starting
time of the packet lies in the int.rval [iT-T,iT),
then it is transmitted over the ccmron channel in
the time "slot" [iT, iT+T), i.e., packets are
transmitted in the first available slot after
their arrival at the trancrmitter. When two or
more packets are transmitted in the same slot, a
"collision" occurs which destroys these packets;
otherwise, a transmitted packet is correctly
received. Each source eventually learns for
each of its transmitted packets, via sore feed-
back mechanism, whether or not that packet was
"lost" in a collision. Ve shall permit
"redundancy" in the packets from a given source
so that the receiver can sometimes reconstruct a
lost packet from other correctly received packets.
But, when the receiver canrot reconstruct the
lost packet, the source in question must even-
tually present the lost packet for retransmission.

We now suppose that the sources emit their
packets always in the form of superpackets con-
sisting of K information packets and N - K redun-
dant packets (which are completely determined by
the data packets) in a fixed temporal pattern.
This pattern will be specified by the index vec-

tor (11,12,...,1“) where 11 =0 <i2 e <i", in

the manner that if the starting time of the
superpacket is t, then the j-th packet in the
superpacket starts at time t4-ij. In Figure 1,

*This research was supported by the Office of
Naval Pesearch under Contract ONP-N00014-64-C-
1183.

Figure 1 Exarple of a Superpacket During Trans-
mission with N=3, K=2 and
(11:5-2'13) = (0,1,3).

we show the structure of a superpacket when N =3,
K=2, the redundant packet is the modulo-two sum
of the two informaticn packets, and the temporal
pattern has the index vector (0,1,3).

2 place a further restriction on the syster
by reguiring that only entire superpackets can be
retrarsnitted, evan when only one corponent pac-
ket may have been lost throuch collisions. We
make this restriction to sirmplify the analysis,
but it night also be cesirable for the resulting
simplification in retransmission procedures.

JI. SUPERPACKETS WITH SIMPLE DIFFERENCF SET

TEMPORAL PATTZRNS :
A set of M distinct integers {11'12""'iw}

is a sirple difference set if the N(N-1) differ-
ences ij- ik' j#k, are all distinct. [A "perfect

difference set", scretires called only a "differ-
ence set", is a sirple difference set whose dif-
ferences are also non-zero and distinct when
taken modulo N(N-1) +1.] The following property

shows why the index vector (il'iZ""'iV) should

always be chosen so that its components form a
simple difference set.

Property 1: ¥nen and only when components
of the index vector form a simple difference set,
then two colliding transmitted superpackets col-
lide either in all ! component packets or in
exactly one component packet.

Proof: Suprose first that the components of
the index vector do forn a sirple difference set
and that a superpacket starting in slot j ccllides
with a superpacket starting in slot j' in at
least two packets. Then, for some integers p, q,
r and s, we have

+ i = 9* 4+ i
$E Syt q (1)

+4i = 3
ir3+i




which implies that lp - 1p - 1q

definina property of a simple difference set
then implies that p=q and r=s, and hence that
j=3j' so the superpackets collide in all M
packets. Conversely, if the indices do not form
a simple difference set, there exist p#4q such
that i_ - irsiq- i, and hence there exist j#3'

P
such that (1) is satisfied. But this implies
that two superpackets can collide in more than

1, but less than N, packets. Q.E.D.

- 1.. But the

The next property should now be obvious, so
we omit a formal proof.

Property 2: For a given packet of a given
transmitted superpacket, there are exactly N-1
starting slots for a transmitted superpacket
that collides with the given superpacket in only
the given packet. Moreover, these N-~1 slots
are disjoint from the corresponding N -1 slots
for any other packet of the given superpacket.
III. MAXIMUM DISTANCE SEPARABLE CODES
Ve shall in the seguel be primarily intexr-
ested in the case where K = N -1 and where the
single redundant packet is the modulo-two sum of
the N -1 information packets. In this case, the
receiver can always reconstruct a single lost
packet--by subtracting modulo-two each of the
cther information packets from the redundant
packet when an information packet is lost. Thus,
a superpacket needs to be retransmitted if and
only if two or more of its packets are lost
through collisions.

The above simple coding scheme is an exam—
ple of a "maximum distance separable" [1, pp.
309-311] error-correcting code. If there are m
bits in a packet, we can consider a packet to be
a single digit in the finite field GE‘(Zm). The
minimum Hamming distance d of a code of length N
with K information digits over any field satis-
fies d < N-K+1; when equality holds, the code
is called maximum distance separable (MDS). The
best known MDS codes are the shortened Reed-
Solomonmcodes {1, p. 218) which exist for any
K<N <2 . 'Thus, the class of MDS codes is rich
- enough to cover all cases of possible interest
in the present application.

It is well-known in coding theory that the
maximum number of "erased", or "lost", digits
that can be reconstructed in a code word is d-1.
Thus, when MDS codes are used in the present
application, retransmission of a superpacket is
necessary if and only if more than N-K packets
are lost through collisions.

IV. SYSTEM ANALYSIS

We now proceed to analyze a slotted-Aloha-
type multiple-access system with redundant pac-
kets in which (1) the components of the index
vector form a simple difference set, and (2) the
{N,K) code used to determine the redundant pac-

kets is maximum distance separable (MDS).

We suppose that the starting times of all
the surernackets newly generated by the sources
form a stationary Poisson point process whose
average nurber of points in any T second interval
is A\4/K. With this normalization, Mg is the
average nurber of information packets per slot
(i.e., the information packet rate) and is the
appropriate parameter to cornstrain when comparing
systems with different amounts of redundancy. In.
particular, when the system is in the "equilib-
rium rode" so that superpackets are being
correctly received or reconstructed at the same
rate, on the average, as they are being generated
by the sources, Ay is the system throughput
measured in information packets per slot.

Next, we make the Poisson hypothesis (first
and boldly macde by Rbramson [2] for the original
"pure Aloha" system) that the starting time of
all surerpackets presented by the sources for re~
transmission also form a stationary Poisson point
process, independent of the former one, whose
average is X, points in any T second interval.

It is well-known ([3] that, although the Poisson
hypothesis cannot be strictly justified, it
accurately predicts system behavior when the sys-
tem is operating in its equilibrium mode and when
some care has been taken to randomize appropri-
ately the starting times of retransmitted packets.

Because they are the sum of two independent
and stationary Poisson point process, the start-
ing times of all superpackets presented for
transmission over the common channel form a
stationary Poisson process whose average number
of points in any T second interval is :

A= xo/x + xr. (2)

We shall call A the channel supermacket rate;
and we call Ay = NA the channel packet rate. It
follows that the probability Py that no super-
packet begins in any given channel slot i‘s just

=A
Po "se (3)

Let Py denote the probability that a given
superpacket is successfully transmitted in the
sense’ that retransmission is unnecessary. Then,
when the system is in its equilibrium mode,

PIA = A /K

since P_ ) is then the rate of successfully trans-
mitted Superpackets. Equivalently, we can write

10 = nlk = (K/N)Pl)‘ . (4)
N =\ (N-1)
ext, we note that the probability ise
that no superpacket begins in any of the N-1
slots which, according to Property 2, would cause
a single-packet collision with a given packet of
a given transmitted superpacket. Hence, the
probability p; of such an indirect hit on the
given packet of the given superpacket is




e

i
i

<Ll

e.-MN-l) (5)

P =1-
Sinilarly, the probability Pp of a direct hit,
i.e., a collision with all N packets, on the
given superpacket is

-

Py l-e " . (6)

Property 2 also implies that indirect hits
on distinct given packets of the given superpac-
ket are independent. Thus, the probability of
the event A that N - K or fewer indirect hits are
made on the given superpacket is

N-K
ra = 2 (1) ot a-pp™t )
i=0

The probability of the event B that no direct hit
is made on the given superpacket is

P(B) =1-p = e (8)

But, the probability of successful transmission
is just

P1 = P(ANB) = P(A)P(B) 9)

since A and B are independent events.
V. THE SPECIAL CASE OF A SINGLE REDUNDANT PACKET

For the special case where a single redun-
dant packet (equal to the modulo-two sum of the
information packets) is used, i.e., for K= N-1,
(7), (8) and (9) yield

-Ap (N—l)] e-AP/N

= -1 2
v o loe N rre
1K
(10)
and (4) becomes
N-1
)‘O 5 PIX.P . (11)

For this situation, we have plotted the through-
put g versus the channel packet rate Ap = NA for
N = 2,3, and 4. For comparison, we have plotted
A, also for the ordinary slotted Aloha system
wgthout redundant packets, i.e., for K=N=1,
whose describing equations are
-Ap
l’1 e (12)
AO = PIAP (13)
The first impression from Figure 2 is one of
disappointment. None of the redundant schemes
achieves the maximum throughput 1l/e = .37 of
ordinary slotted Alocha, and the maximum through-
put decreases as N increases.

In fact.i as we now argue, the use of redun-
dant packets (even without our restrictive
assumption that entire superpackets must be re-
transmitted when packets are lost) can never

.4
. - Slotted Aloha

.3

Ap Channel Packet Rate
e A A J

0 .2 -4 -6 .8 1

Throughput Comparison of Slotted
Aloha with Schemes Using N-1 Infor-~
ration Packets and 1 Redundant Packet

Figure 2

increase the maximum throughput afforded by
slotted 2lcha with its selective retransmission
of lost packets. For suppose that the N-X
reduncant packets in a superpacket are used to
reconstruct t lost packets. We have already
seen that this requires N-K > t. But with
selective retransmission, we would transmit just
the t packets needed to replace those that were
lost. Hence, whenever t < N-K, we would avoid
some transmissions, thus decreasing the collisim
probasility and increasing the maximum through-
put attainable.

We should, however, shun the conclusion
that redundant packets have no positive benefits.
s we now show, they can decrease the delay with
which the information packets are delivered to
their cdestination when the round trip delay
(i.e., the time required after transmission to
receive an acknowledgerent or non-acknowledgement)
is large. In this case, the system delay is
determined primarily by 1/P;, the average number
of tirmes that a given packet is transmitted; the
larger P;, the smaller the delay.

n Table I, we give the values of P; versus
the throughput A for the same four systems com-
pared in Figure 2. We see from this table that
the use of redundancy can indeed increase Py, for
a fixed throughput )\g, compared to (irredundant)
slotted Plcha. A closer comparison shows: (1)
that the M =2 system is never superior to slotted
Aloha, (2) that the N=3 system is superior to°
slotted Alcha for 0 < A < .185, and (3) that
the N=4 system is superior to slotted Aloha for
0 < )g € .125 and to the N=3 system for
0 < )Xo < .064. The improvements afforded by
redundant packets are more substantial than the
closeness of the nunbers in Table I might seem
to indicate--for instance, at A\g = .10, the N=3
systen uses about 25% fewer retransmissions than
slotted Aloha since the retransmission probabili-
ties (1-P;) are .085 and .106, respectively.
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Through- (Slotted
put o  (N=2 system (N=3 system) (N=4 system Aloha)

.05 .946 .965 969 .949
.10 .884 .915 .909 .894
.15 .804 .849 .813 .836
.20 .710 . 755 .633 <771

Table I Comparison of the Probability of
Successful Transmission for Slotted
Rloha and Schemes Using N-1 Infor-
mation Packets and 1 Redundant Packet

VI. CONCLUSIONS

We have shown that the use of redundant pac- 2
kets in a random-access situation, while it can-
not increase system throughput over that afforded
4 by the use of irredundant packets with selective
3 retransmission, can provide improved delay
2 characteristics.

We should emphasize that we demonstrated the
improved delay characteristics using only the
simplest possible MDS codes, viz., those with a
single redundant packet. It seems to us that the
potential of more powerful MDS codes ought cer-
tainly to be explored. Moreover, we also imposed
the stringent requirement (mostly for convenience
3 in our analysis) that entire superpackets must
- always be transmitted. The potential further gain
when this restriction is removed ought also to be

investigated. ;
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