AD-AOS3 351 AIR FORCE INST OF TECH WRIGHT-PATTERSON AFB OHIO SCH==ETC F/6 20/5
SPATIAL AND TEMPORAL CODING OF GAAS LASERS FOR A LASER LINE SCA==ETC(U)

DEC 77 R S SHINKLE
UNCLASSIFIED AFIT/GEO/EE/TT7-5 NL

T —




=)
=
=

DOC FILE cOPY

WA053351

UNITED STATES AIR FORCE

AIR UNIVERSITY
AIR FORCE INSTITUTE OF TECHNOLOG
Wright-Patterson Air Force Base,Ohio

DISTRIBUTION STATEMENT A

_ lwmnd for public release;-.




GEO/EE/77-5 : &

Ay
PP

E b
Vg
(mn)
(Ao
 Tn)
-
<
&
=T
£ ’H _ ~
' *; : % SPATIAL AND TEMPORAL CODING OF GaAs
C:J LASERS FOR A LASER LINE SCAN SENSOR
- = THESIS
- D GEO/EE/77-5 Reese S. Shinkle
e [l == Capt USAF "
B ) .
§’\ MAY & 1978 |
Ifhenegmigiiet
A.—

Approved for public release; distribution unlimited




GEO/EE /77-5

""" R

SPATIAL. AND TEMPORAL CODING OF GaAs |

LASERS FOR A LASER LINE SCAN S.ENSOR.J

NS

T/%ii‘[if'/f/ /- |
GLMaJar’s fHESSA._ j

" Presented to the Faculty of the School of Engineering

of the Air Force Institute of Technology
Air University
in Partial Fulfillment of the

Requirements for the Degree of - ey

1273 p-
Master of Science
/1
by
@eese 5. [Shinkle] B.E.E.

USAF

|
Graduate Electro-Optics _ §
7] | Decomimmi®77 | f_l. | —j

Approved for public release; distribution unlimited.

CP o Qqas

i ——————————————————d




Preface
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with a line scan system. Although it is basically a theoretical study,
several practical implementation issues are also discussed.
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Abstract

\‘Line scanning laser sensors which measure range and reflectance
are currently being developed to be used as the front end of real-time
image processors. This paper establishes the coding combination of
intensity modulation and scan pattern for N GaAs laser sources which
results in the optimum system performance. A noise model based upon
the Poisson point process behavior of a direct (optical intensity) detector
is developed. Estimation theory, based upon the Poisson statistics of
the detecfor. is used to develop the‘maximu m-likelihood (ML) processor
for both range and reflectance. The realization of the ML estimator for
range is shown to be a correlator or matched filter; a suboptimum reali-
zation of the reflectance estimator is shown to be a measurement of the
detected signal energy, given the range estimate. Performance expres-
sions are presented to relate the variance of the range and the reflectance
to the line scan system parameters and the variance of both is shown to
be inversely proportional to the detected signal energy. Various com-
binations of spatial and temporal coding of the N laser sources to sepa-
rate the return signal energy from each ground resolution cell while
increasing the returned energy per cell, are evaluated. Based upon the
variance of the range and reflectance estimates, the optimum spatial-
temporal coding combinations is chosen. [t is shown that if a large
maximum unambiguous range is not required, the best performance A

possible is achieved with N sources scanned in parallel, each source




being sinusoidally modulated. If a large maximum unambiguous range
AN
is required, however, the best performance is achieved with N sources

{ scanned in parallel, each source using sinusoidal mudulation which is

On-Off-Keyed by a pseudo-noise (PN) code.
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SPATIAL AND TEMPORAL CODING OF GaAs LASERS
FOR A LASER LINE SCAN SENSOR

The high degree of mobility of modern tactical forces has generated
a requirement for near-real-time intelligence. Traditional photographic
techniques involve too many delays and too much manual processing. Thus,
there is currently a large research and development effort to develop a
real-time imagery processing capability. A crude capability would at
least provide target cues and coordinate locations to the photo-interpreters.
A sophisticated capability would provide threat detection and target recogni-
tion information to the pilot of the collection vehicle and radio this same
information to behind-the-lines intelligence and plans staffs.
Line scanning laser sensors are currently being developed to be
used as the front end of real-time image processors. For some modes
of operation range and reflectance data could be obtained from a laser
line scan sensor (see block diagram, Fig. 1). Range gating may result
_in target height profiles (cross-sectional boundaries) which might not be
readily apparent from reflectance data alone (due to a low contrast back-
ground or camouflage). The target height and reflectance data could be
processed by pattern recognition algorithms for target cueing and threat

assessment,
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Fig l.a Basic Laser Line Scanner Geometry
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Fig 1.b Block Diagram of a Laser Line Scan Sensor

Fig 1. Basic Geometry and Block Diagram of a Laser

Line Scan Sensor




Future operational constraints require small, light, efficient, I

and rugged laser !ine scanners. A very favorable source candidate is
the semiconductor GaAs laser diode which is very small and light weight.
Unfortunately, the GaAs laser is also a low power device, thus requiring
the use of many laser diodes to produce the same performance achievable
with a larger but more powerful solid state or gas laser. A previous
thesis (Ref 1) examined the use of various modulation formats for
improved ranging and reflectance estimation using one GaAs laser source.
This thesis wil.l investigate various-combinations of modulating and scan-

ning techniques for N sources.

Problem

The problem is to obtain the combination of spatial coding (scan-
ning technique) and temporal coding (signal modulation) which will result
in an optimum laser terrain mappiﬁg system. The purpose of the study
is to arrive at, via parameter estimation theory, a mathematical model
for a theoretically optimum three-dimensional system,v and then try to
implement that model with block diagrams based on available technology.
The performance of the ideal model will serve as a standard or benchmark
to which the performance of real systems may be compared. Problems
encountered in implementing the theoretical model will then point to
areas requiring further research and development. The goal is for sys- !

tem requirements to drive component technology, rather than research

dictating operational systems requirements and performance standards.




Scope and Assumptions

The additive noise model for the photodetector will be limited to
signal shot noise, dark current, thermal noise and background noise.
The background noise will be assumed to be either additive Gaussian
noise (for day time performance estimation) or shot noise associated
with a point process (for night time performance estimation). Other
noise sources, such as random terrain reflectance, random power
fluctuations variations in scan rate, and aircraft vibration will be ignored.

Initially, the sources will be restricted to peak-power-li mited
(peak power output can never exceed the continuous wave (CW) power out-
put) GaAs laser diodes. The impact of removing the peak-power-limited
restriction will be addressed in a later chapter. A recent study indicates
that some lasers may not be peak-power-limited (Ref 2: 6-14). GaAs
laser diodes have too many lasing modes to be practical in coherent sys-
tems, thus, only intensity modulation and direct detection (power)
receivers will be considered.

The scanning process will be modeled as if the illuminating laser

beam moves discretely from pixel (ground resolution cell) to pixel instead
of sliding along the ground in a continuous manner. [t will be assumed
that the dwell time (illumination time) for each pixel is so short that the
inter-pixel smoothing or smearing due to the forward movement of the

scanning platform is negligible. The pixel will be assumed to be a

square with sides equal to the dimensions of the largest spot formed by




the laser beam projected onto the ground at the extremity of the scan.

Also, a square laser beam cross-section will be assumed.

" Thesis Overview

The first chapter of this réport will cover background theory.
The first section will introduce a direct detection statistical model based
upon the statistics of the quantum nature of the detection process. The
underlying statistics of the detection process will then be used in the
fqllowing_section on parameter estimation and performance theory.
Here the maximum likelihood (ML) estimators and Cramer-Rao lower
performance bounds (variance) will be developed for both range and re-
flectance. The ;oot;-mean-square (rms) of the Cramer-Rao bounds
will be the major tool used in later chapters to compare to performance
of various spatial-temporal coding schemes. This chapter will conclude
with comments on the implementation of the ML esti matoré for range and

reflectance.

The second chapter will be devoted to the development of potential

coding-scanning combinations. It will be followed by a chapter which

compares the performance of the various coding-scanning combinations.
The report will conclude with a summary/interpretation of the analysis

results and recommendations for further research and development.




II. Theoretical Background

The basic tools required to compare the performance of different
spatial-temporal coding combinations will be developed in this chapter.
The first section will describe the photo-detection process and its stat-
istical additive noise model. The noise statistics introduced in the first
section will then be used in the following section on parameter estimation
and performance theory. The chapter wil‘l conclude with a discussion of

implementation of the estimators previously developed.

Direct Detector Statistical Model

The detection-of optical energy is accomplishéd by converting
radiant energy into an electrical signal whose amplitude is proportional
to the intensity of the incident optical field. Photons (dis~rete energy
packets, or quantum, of light) are absorbed by the phbtodetector. Some
of the absorbed photons excite conduction electrons, thus creating a con-
duction current i(t) = q %3 8 (t-y), while other absorbed photons cause
phonon (or acoustic vibration) heating. The efficiency (percentage of
total absorbed photons which excited electrons) is given by the quantum
efficiency n. Since the arrival times of photons and t'he conversion of
photons to electrons are both probabilistic in nature, the photodetector
current is a random process in time. Therefore the detector output
current is a random process regardless of whether the optical field is

stochastic or not. In addition, the output current also has components




due to the irradiance from background objects within the detector field-of-
view and due to thermal noise processes within the detector, all of which
are stochastic processes.

A quantum-mechanically correct description of the direct detection
process can be given in terms of the incident optical field and the detector
generated current (Ref 3: 1813-1815, 1831-1834). Conditioned on knowing
the signal component of the complex envelope of the incident optical field,
the detector output is conditionally an inhomogeneous filtered Poisson

point process with the rate (intensity) function of

M) = B [ay IUS(E,t)Iad;+BIAdE[lUb(i".t) I*ldr + 2y ()

S v /N -/
)‘s (t) >‘b (t)
where
A (t) = rate function (electrons, or events, per second)
B = m/hf, = average number of electrons generated per unit
of incident optical energy

n = the quantum efficiency of the detector
hf, = energy per photon
Ag = detector area
Ug = complex envelope of the incident electromagnetic field

due to a known optical signal
Up = complex envelope of the electromagnetic field due to

background noise




Ag(t) signal rate function

Ap = average rate function of the optically filtered background
noise .
E = expected value (ensemble average) operator

A D = dark current function

The probability of detecting m photons in the time interval (O, T] is given

by
m _-u
1>[1~1(r)=m]=(-‘i-n’ll &m0k, ... (2
w o= j‘c',r A (a) da ' (3)

.

where N(T) is the number of photons detected in the interval. For Eq ¢))
to be valid, it is required that ) be such that Np(T.) <<1where 7. is the
reciprocal of the optical bandwidth of the background noise field. Condi-
tioned on knowing U, the joint probability density function of the ordered

event times {tj} and the number of events N(T) in an interval [O, T] is

given by 5
¢ 2 e fo Ma)da m
tg). NeD Ju, ¢ T4} N(D) = miU ] =e R YCY R )

This is a complete statistical characterization of the detector output.

A partial description is commonly given in the terms of the first and
second moments of the filtered detector output current. The filtering may
be due to the physical properties of the detector, or may be any external
filter between the detector and the signal processor. -Let the total detector

output current be




generation. This "dark current" may be modeled as a Poisson point
process with mean and covariance values of qkd and qzxd 5(t-t’), res-
pectively.‘ The last term in Eq (5), iTh(t-)’ is "thermal noise" due to
losses in the détector circuit. It is a Gaussian noise process with zero
mean and correlation 2KTR'E;l 8(t-t /), where K is Boltzmann's constant,

T is the temperature in degrees kelvin, and R, is the "effective" thermal

noise resistance.

The additive noise model for a detector with an output given by

ig(t) = @A (O) +ip (©) +i O + gy (6)

q’kb 8(t-t '), respectively, so long as N (T) <<

The background noise current may be modeled (Ref 4: 258-259) as a

Poisson point process with mean and covariance values of qlb and

of an incident field upon the detector, there is a current due to thermal

Eq (6) is developed in Appendix A and is shown below (Fig 2).

noise process n(t) is zero mean with autocorrelation

E [lig(t)] =q {A g(t) + Ap}

n(t)

E [y(t)] =
h(t) p———

E [id(x)] * h(t)
filter

Fig 2. Direct Detector Noise Model

9

Even in the absence




Ryt t ) =[q®), +25Rl+q°xs(t)] 6(t-t’) (6)

e
where A | = A + Ay The terms q (A + A (t)] are the autocorrelation
of what is commonly known as ''shot noise".

Thus n(t) is a white, zero mean, non-stationary, and non-Gaussian

noise process. This means (strictly speaking) that frequency doman tech-
3 . . '.. . . \ .

niques, i.e., Fourier Transform techniques, which require stationary,
cannot be used to calculate signal-to-noise ratio (SNR) and other useful \
performance parameters. It also means that all of the classieal radar
results, such as using SNR to calculate probability of error, are not appli-
cable because they are based upon Gaussian statistics.

There are two cases when frequency doman techniques may be used.

The first case requires the DC component of X (t), denoted A o' o be much

larger than the time varying fluctuations of Ag(t). Then Eq (6) becomes
g KT
Rn(M = @°(h, + 1p) +2 : 1 8(7) @)

where T=t-t’. Now n(t) is a white, approxi mately stationary Poisson

noise process with noise power spectral density

So() = q° (A, + Ao) +2 % @)

This is commonly referred to as the "signal shot noise limited case”. The
second case occurs when q"kn is the dominant term in AEq (6). This is
very often the case for real world detectors when the background noise
intensity is large and cooled detectors (i, ~ O) are used. Egs (7) and

(8) then become




Rp(T)
Sn(D)

q*Ap 8(7) C))
q° \p (10)

This is usually referred to as the "background noise limited case".
If the rate function becomes very large, then the filtered Poisson
process may be modeled as a Gaussian process. In general when

R+ K
Bandwidth of (o) > | R (1)

”~

“

the filter output looks like a Gaussi&n random process with mean 7 = qA(t)
and variance oﬁ = A\(t) f,:h"(t)dt (Ref 5: 127-131). Thus, although n(t) is
not Gaussian, since a filtered Gaussian randem process is also Gaussiany-

n(t) may be modeled as being Gaussian by looking backward into the filter

from the output. For this specific case, given i)y Eq (11), n(t) is a white,

A\ 3

3 autocorrelation and power spectral density given by E(is (7) and (8),
& [

respectively. . ;

In summary, the output current of the photodetector is a conditional
Poisson Qoint process with a second moment additive noise model as shown
in Fig 1. The autocorrelation of the additive noise is (in general) impul-
sive and nbn-stationary. Only in the less intc‘restlng cases of "signal shot
noise limited", or when the noise rate function is much greater than the
bandwidth of h(t), can the noise be modeled as Gaussian an'd traditional

radar results be used to analyze the optical system. [n the more prac-

tical case of "background noise limited" new performance techniques must

be developed using Poisson statistics.

11
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Parameter Estimation and Performance Theory

This section will have three parts. The first will develop the
maximum likelihood (ML) estimators for both range and reflectance using
Poisson statistics. It will also discuss the structure i mposed upon the
signal processor by the ML estimators. The second part will use Poisson
statistics to derive the Cramer-Rao (CR) performance lower bounds in
general, and will look at the CR bounds for several specific modulation
techniques. The third part will compare the CR bounds developed using
Poisson statistics with those develo;)ed previously using Gaussian
statistics (Ref 1: 21-56).

Maximum Likelihood Parameter Estimation . The principle

behind the measurement of range and reflectance by the laser line scan
system is very similar to that of a classical radar. As with a radar, the
time delay (or phase difference) between a transmitted signal and its return
is proportional to the target range. In addition, the return signal ampli-
tude will be proportional to the target reflectance. |

All measurements of the actual values of the delay Tand the re-
flectance p will be degraded by system noise, and thus will only be esti~
mates of the true values. These estimates, denoted ? and f , are based
upon the observation of the ordered event times {ti] of detected electrons
and the number of events N(T) in an interval [O, T]. ‘The desire is to
use statistical tools available to determine a signal processor such that

E[f]= 7 (zero bias) and var (%] (a measure of how close the estimate f

12
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i s

is to the real value T) is small (with similar expressions for p and p )-
Since no a priori_information about the random parameters T and o is
known, maximum likelihood (ML) estimation will be used. Given the ob-
servation A, the ML estimate of the random parameter A is defined by
the likelihood function

Maximize

by Choice “ZIA (Z|A) l . } (12)

of A A=ayy(2)
Ref 6: 63), or equivalently, the log likelihood function

Maximize :

by Choice { on fZ

] (13)
of A

IA(Z | A) ,A - QML(Z)
where f., | AZ |A) is-the conditional probability density function of (pdf)

of the observation Z, conditioned on knowing the parameter A. For con-
venience, the subscripts will be dropped from the traditional notation for
pdf's and Nr will be used to represent N(T) = m. From Eq (13) it follows
that a sufficient, though not necessary, condition for ML estimate can be

found from the log likelihood equation 1(A) given by

9 A A‘aML.(Z)

From Eq (4), the conditional joint probability density function for

the direct detector observations is given by

f({§}, Npln o) =exp [~ I;r Ma)dal T A (t) )
i=1




The rate function in Eq (14) is given by rewriting Eq (1) as

Bl F 1 (16)
pst = pBPgm(t) ; |m(r) | <1 (17)

A(t)
Ag(t)

where m(t) is the intensity modul ation impressed upon the t ransmitter,

and the detector power Pj is the peak power limited (CW) laser output
P, times all other gain and loss mechanisms such as at mospheric absorp-
tion, transmitter and receiver field-of -view, and receiver aperture area.

Substituting Egs (15) and (16) into-Eq (13) yields
m
mlf{t;}, Np[me)l = Z P/n[ps(ti-'r)+kn]. (18)
- j‘g‘ [ps(a=7)+1,] da

The simultaneous estimators T and p may be found by substituting Eq (18)

into the simultaneous equations

dm[f({}, NT |7,p0)] = 0 (19)

ofT a
=1

n[f({t;}, N7 |7p)] a0 (20)

ik p=p
and solving simultaneously for T and §. Using

9 e it

2 s(t-T)=-=s(t-T) = -s(t-

= s(t-7) dtS(t TS vBit=t) . (21

substituting Eq (18) into Eq (19), rearranging and canceling like terms

gives

14




(22)

= § (t-7)
i=1 ps(t-T)+ Xn

T 3 s(a-T)da
Io Ba

o

The righthand side of Eq (22) becomes s(T-T) - s(-7 = 0 for periodic
modulation signals, or if the observation interval [0, T) is much greater

than delay T so that "end effects’ may be ignored,

m A
(t-7) =0 23)
& (

psit-'rs + xn

t

T=

§

Substituting Eq (18) into Eq (20) and rearranging terms gives

m

s(t-T) = j‘oTs(a--r) d3a.=Q, a constant (24)
j=1 es(t-T) + Ap | E= 4
p=p

The simultaneous solution of Eqs (23) and (24) for # and § would
give the joint estimates for delay and reflectance respectively. Unfort-
unately, Eqs (23) and (24) are inseparable and there is no solution for f
independent of § and vice-versa.

However, the form of Eq (18) is that of a correlator. This may
be seen by recalling that i(t) = qig‘l s(t-t;). If i(t) is multiplied by
q"1 on A (t) and integrated using the sifting property of the impulse function,

the result is
T m - m
fo QF, 85 g tad(®) de = T o k() ()

Now subtracting a constant Q = f;rx(a)da and substuting Eq (16), the

result is Eq (18)

ket "N

|
|



m
twlf({f) Nplne)l= Elen[ps(ti-f)+xn]
i=

(18)
» fg[ps(a-f) + xn]da
A T
SuE o (o)t T -
T b £
%%[p],S(t"Tl)-!-xn] J‘o [918(0“71)‘*' Xn]da
Jof e () > ;f
L
-l-P/n[ s(t-7) + A ] IT[p s(a-T2) + A_Jda E’;’
q il 2 n o™ o n )
- ;&S N
' > P
4y
IO(.)dt ‘/.-*.\ —
&+l . ] b3 - 1d
q lems(t=T) + N, Jo Tpms(a-T) + ;] da

Fig. 3 mxn Bank of Correlators Implementation of
ML Estimators
which may be realized approximately by the mxn bank correlations shown
above (Fig 3). The "biggest picker" picks the output of the correlator
with the largest amplitude and the p; and T that corresponds to that
correlator are the estimates § and #, respectively. The cor_relator

realization shown above requires mxn correlators and is not practical to

implement.




The correlator input q~ " ¢n [ps(t) + X ] may be written as

L 1405y =22 1 414,80
qﬂn[xn(+p )] 7 +q?/n[+p "n] (26)

If A, >>ps(t), then the second term on the righthand side of Eq (26) may

be expanded using a series expansion. Keeping only the first term of the

expansion, Eq (26) equals

1 1 ,s0)
—_ —_—D "
q ntg g (27)

The likelihood equation, given by Eq (18), may now be rewritten as

gdnm:rr}rlze g fe l(t) 1 pi(t_ dt-I (ps(a- 'r)+ln)da] (28)

Keeping only the p and T dependent terms, Eq (26) becomes

oNr‘la’;i"“ze Eia Jl p SO s(t) dt - j'o ps(a-7) da ] (29)

The first term in Eq (29) describes the correlator. Now the detector
current i(t) is correlated with a linear function of s(t), as in familiar
radar applications. If the observation interval [O, TJ] is much greater
than the largest expected delay T, i.e., if end effects can be ignored,
then the last term in the brackets can be ignored.

A practical (suboptimum) estimator realization is shown below

(Fig 4).
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—- ?
-1 ig() + J'T( s + Peak |}—»> 4
! e o Detector }— §
| Detector
| , T,
| 5 s() Jo [Fs(a) + 1, 1da

q Ay

Fig 4. Suboptimum ML Estimators ;

The delay between the transmission of the signal and the occurrence of

o »

a peak is.equal to ?. The amplitude of the peak detector output, given
the delay estimate %, is proportional to the reflectance estimate §.
Note that, in general, the detector output is not correlated with

s(t), as would be done in a conventional radar, but instead is correlated

with the weighted natural log of ps(t) + \,. Thus, once again, it must
be stressed that classical radar techniques do not always apply to optical i
systems involving direct (power) detection. Only in the background
noise limited case may the familiar radar ML estimator be used opti-
mumly. .

Cramer-Rao Lower Performance Bounds . It was stated in the

previous section that it is desirable that var [ 7-%] and var [p-p] be
small. These variances are very difficult to compute; therefore, a

lower bound for the variances will be computed using the Cramer-Rao ’
(CR) lower bound. The CR lower bound for the variances of ;he esti-

mator errors for T and p is defined as

18




I= J; (30)

A "~
cj’ = var [aj({tl}. NT) - A j

j
where ]jj is the jjth element of the 2x2 square matrix _l"' (Ref 6: 79).

The elements of | are

3% mf({tj}» Nplmne

3Aj 3 Ay : ©h

ij = "E[

where A, = Tand A, =p. The CR lower bound is an optimistic perform-
ance measure. It indicates that, regardless of how good the signal pro-
cessor, the smallest error variance possible occurs when Eq (30) achieves
equality. Such a processor is called an efficient estimator. Any sub-
optimum process will result in an error variance larger than the lowest
limit given by Eq (30).

The elements of ] may be evaluated by substituting Eq (18) into

Eq (31), using Eq (21) and the observation that

E [P‘:l pS(ti"T)] =E [J‘oTi(th} ps(t-'f)dt] = I;FI(QJL) ps(t-T) dt (32)

m
where i(t) =q iz—:l §(t-t;) and E Li(t)] = (ps(t-m) + A )q =T(O. The elements

of_j_ are then

T p*82(t-1) ' (33)
Ju=Jo B'éTt'-ST'F'-Tn - .

T s(-1s(t=7) 4¢ o (34)
ps(t=T) + }\n ’

2 (T s¥en) | 35
Jou® Jo Fg(s;%_hdt 35
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It can be shown that, in the limiting cases of A >> ps(t=-m or A << ps(t-T)
Eq (34) is equal to zero so long as s(t) is periodic or the observation .

interval T >> . Therefore, substituting Eqs (33) and (35) into Eq (30) gives

223/, N
o2 = 1T Lplydy, 1™ (36)

03 = U; weor, 417 (37) |

It can be shown that these two equations become (i) for A>> ps(t)

(Background Noise Limited Case):
An

O: 2 —‘FE;—_ Ba (38)
SBPF S
2 2 ‘n (39)
P ;
(ii) for A << ps(t) (Signal Shot Noise Limited Case):
K
o FEL R, e
SBPF S
ad a P 4))
u iy
Io s(t)dt
(Ref 5: 308-309), where
S, w? S(w)dw o P IR0t
B2 & I, = 41 j‘” = (42)
o S)duw .o | Fg(f) |3t
g 8 j‘Ts"(t)dt= [ R RGIR S | (43)
8 (o] bl S .




and Fs(f) is the Fourier Transform of s(t). The subscript BPF denotes
"bandpass filtered”, k is a constant of proportionality, arbitrarily set
equal to one, and has units of seconds ~*. The parameter By is the nor-
malized effective (or rms) bandwidth of s(t) where s(t) is defined by Eq
(17). The parameter E & is proportional to the energy of the envelope of
the intensity of the incident optical field. One may also think of Eg as the
energy of ig(t) =qA s(t), i.e., the post detector signal energy. Also note
that j';r s(t)dt is just the average number of photohs detected over an obser-
vation interval [0, T] and is propo.rtional to the energy of the complex enve-
lope of the incident optical field. Thus, in both limiting cases, the mean
square error of both-# and § may be reduced by increasing Eg, and con-
sequently j‘z s(t)dt.  Also, the mean square error of % depends upon the
mean square bandwidth of s(t). The mean square error of £ will be mini-
mized by making the mean square bandwidth as large as possible.

There is another interpretation of Eqs (36) and (37) for the signal
shot noise limited case which will be presented for the sake of complete-
ness (Ref 7: 85-86). If the intensity modulated signal s(t) is represented

in terms of the complex field Us(r, t), then
Ag(t) = pBA4IUE O . (44)
For 1, <<s(t), Eqs (35) and (36) become

Op 2 o= e A : . (45)
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L T (46)
P BAJE Ul
E U] and B® U are the energy and the mean square bandwidth of the inci-

’

dent optical field, respec:iely.
In the following section (Additional Comments on Implementation)
it will be shown that the mean square bandwidth and energy of all pulse code

modulation schemes to be considered in this report are approximately

Bpc ~8ty" ip>>1 ) (47)
s o BT . BRSO (48)
s 1 g

where t, is the pulsé duration T4 =pt, is the dwell time and code word

length, and p is the number of chips in the pulse code sequence or word.
Since the slant range to a pixel is given by r = c7/2 where c is the speed
of light and 7 is the round trip time delay, it can be shown that the range

error variance is related to the time error variance by

2 & .»
of = 5 Or : (49)

Substituting Eqs (47) - (49) into Eqs (38) - (41) gives the CR lower per-

formance bound for pulse code modulation:

22




3 3
[ 2 e c:)l;to $ caxnto
T-PEM = gp3g2pat 80767 50
Background J dd iy s 0)
Noise - : o
Limited 03" An E n (51)
4 .PEM TRy Ty P PPty
3, 3
G fod prs P, - XoAN
igna v 8p°B°P3 T 52
Shot Noise J d'd e
Limited 2 2
[ B &P

Mean square bandwidth has little meaning for sinusoidal (harmonic)
modulation. Therefore, the CR bounds must be evaluated by letting s(t)
be given by

Fq

s(t) = B35 [1+sin2nf t] (54)

and substituting directly into Eqs (36) - (37). After some calculus and

using Eq (49), the CR lower performance bounds for sinusoidal modulation

are:
4 ca
g, oo o8 55)
Background 2n? f2 0% 8° Py
Noise <
Limited h "
R =5}
38 Pde
(" 2
B ac (57)
Signal 817, pBP4T4
Shot Noise {
Limited :
O’ > 2p (58)
L. BP4T4




The CR bounds expressed by Eqs (50 - (53) and Eqs (55) - (58) will be
used extensively in Chapter III comparing the various spatial-temporal
coding combinations.

At this point it should be noted that if the peak power limited
restriction is removed, and if P increases by the same factor for both
PCM and sinusoidal modulation, then EIS will increase the same way for
both modulation types. Furthermore, if the rms power transmitted is
allowed to be a constant regardless of the modulation used, then Eg
will be identical for both modulation‘ types. Eqs (35) - (37) indicate
that if Eg is always the same, then the reflectance performance will be
independent of the type modulation used, and the range performance will
depend only upon the mean square bandwidth of the modulation scheme.

CR Bounds: Gaussian Versus Poisson Statistics. One might ask

how the Poisson performance bounds compare with those developed by
Chapuran using Gaussian statistics (Ref 1: 25-26, 54). In order to make
a comparison, the Gaussian noise power spectral density is defined to be
Ao ; Signal Shot Noise Limited Case (59)
1‘12_0_ i A, ; Background Noise Limited Case (60)
where 1\, is the direct current (DC) component of }\S(t) as defined by
Eq (I7). It must be noted that the definition of the mean square band-
width for pulse code modulation used by Chapuran is 2n larger than that

used in this paper and that reflectance is hidden in Chapuran's definition
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of detected power. After making the proper definition adjustments, a
direct comparison of the Gaussian and Poisson results for both pulse code
modulation and sinusoidal modulation reveals that in every case but one
the rms error is larger for the Gaussian case. The one exception occurs
for the rms error of range estimation for the background noise limited
case using pulse code modulation. For this specific case the rms errors
were the same for both the Gaussian and the Poisson results. Thus,
"quick and dirty" pgrformance "questimatés' may be made using the
appropriéte No/2 for the Gaussian'statistical CR bounds so long as it is
realized the performance results will be pessimistic. However, for a
more exact and careful performance analysis, the CR performance

bounds developed using Poisson statistics must be used whenever a direct

detection optical detector is used in the background noise limited regime.

Additional Comments on Implementation

This section will discuss the i mplementation of ML estimators for
t and p utilizing matched filters. Matched filters and their performance
characteristics (in general), one-shot matched filters, and closed loop
estimators will be discussed in turn. The section will conclude with a

few brief comments on transmitter and receiver optics, background noise,

and typical limiting cases for operational deploy ment.




Matched Filters in General . The ML estimator for a direct

detector (developed earlier in this chapter) is a correlator. It can be
shown that correlators and matched filters are equivalent methods for
synthesizing the same ML estimator (Ref 8: 315-317). If the output of
a receiver y(t) = m(t) + n(t) is passed through a matched filter with
impulse response h(t) = s(ty -t), the output of the filter is just the time

autocorrelation of the signal, and is given by
s(a) s(a+ T) da (61)

The output of the matched filter peaks when T=t, and its amplitude is
proportional to the received signal energy. Thus, the output of a direct
detector may be processed via a matched filter. The output may be
routed to a peak detector. The elapsed time between the transmission
of the signal and the occurrence of a peak is the delay estimate, and the
amplitude of the peak is proportional to the reflectance estimate.

The matched filter realization of the ML estimator is shown
below (Fig 5). Note that the filter impulse response is the time inverse
of the correlator reference input. Therefore, the restriction that
applied to using established radar techniques for optical detection using

correlators also hold for optical detection using matched filters.
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Froig | h@ = + Peak [
Detector 9 pe n

Matched Filter T
Jo ps(®) + Apdt

Fig 5. Matched Filter Implementation of ML Estimators

In order to make the signal s(t) and its autocorrelation straight
forward, ‘seve1"al simplifying assumptions will be made. It will be
assumed that both range and reflectance are constant in a pixel. Also,
it will be assumed that there is no significant spatial filtering caused by
scanning a beam ove1-' the ground. Recall that the scanning process is to
be modeled as if the illuminating beam moves discretely from pixel to
pixel.

The idealized autocorrelation of a pulse is a triangular shaped
lobe (Fig 6). The CR lower bound assumes that the matched filter out-
put is a single lobe, and it computes the error bound of noise perturbations

about this lobe. If the matched filter output (autocorrelation) has large

SRS T T /\—- t
-ty Matched 2ty

el Filter e

Fig 6. Matched Filter Response for a Single Pulse
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sidelobes, then a noise spike added to a sidelobe could be larger than the
peak of the mainlobe, thus causing an additional error in the delay measure-
ment (Fig 7). This is the problem of global accuracy versus local accu-

racy which is discussed in the literature (Ref 9: 294-307). Therefore,

Peak selected

by Peak Detector — True Peak

Fig 7. Error Due to Large Sidelobes Plus a Noise Spike

it is desirable to use pulse codes for s(t) that have bi-level autocorrela-
tions, i.e., whose autocorrelation peaks when T =0, and is a constant
for T#0 (Fig 6). Pseudo-noise (PN) codes, Barker codes, Totally
Orthogonal Complementary Pair codes, and others have bi-level auto-
correlations.

As stated earlier, the range is derived from the delay estimate

through the expression r =c7/2. However, since the transmitted sig-

aalis periodic with period T, a signal return for s(7) looks just like a

return for s(T + nT) where n is an integer. This iinplies

S moc;llo T) : (62)
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Thus, the maximum unambiguous range that may be measured is given by

cT 63
Ramb = —3~ i

where T is the dwell time. From Eqs (50) and (52), the range perform-
ance will be best when T = T, = pt,, where t, is as small as permitted by
the limiting bandwidth of the transmitter or detector, whichever is smallest.
Range resolution is a measure of how small the slant range between
two objects may be and still be distinguished from one another by the range
estimator. Since each pixel is assumed to have a constant range, range
résolutio;l is of no significance to this system and will not be evaluated for

each different modulation scheme.

One-Shot Matched Filters. The autocorrelation of a signal as

defined by Eq (61) may be accomplished by "sliding' the signal past a
replica of itself while at the same time multiplying and integrating. This
is usually accomplished by "sliding" the signal through a matched filter,
normally a delay line summer. Since the performance is best when a
code word is Ty long (as shown later), a code word reflected by a given
pixel gets to "slide" through the matched filter only once; hence, the
name "one-shot" matched filter. This is the type of matched filter that
will be used to process the pulse code modulation schemes considered in

this report.
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PN codes are well known and are easy to generate using shift
registers (Ref 10: 143-152). The normalized autocorrelation of a PN
code p chips long is bi-level, periodic (or circular), and has minimum
correlation of ~1/p (Fig8). However, in order for the autocorrelation
to be bi-level with no sidelobes, many PN codewords must slide through
a matched filter which is matched to several codewords. If two adjacent
pixels are more than ct, distance apart the string of continuous code-
words will be broken and sidelobes will appear in the matched filter
output. Thus; the chip duration t(; should be longer than the maxi mum
AT expected between adjacent pixels. Unfortunately, as shown by Eq (50),
this degrades the range estimation performance. Aﬁother approach
might be to transmit at least three code words per pixel. This would
require that p'=p/3, and again Eq (50) indicates that the performance
will be degraded. The choice of which of the two approaches is best
depends upon the maximum AT expected and the minimum t, the system
is capable of achieving. It should be pointed out there are other classes
of periodic pulse codes that, although they do not have a bi-level auto-
correlation function, have relatively small sidelobe structures and may
be used for ranging. Many times these codes are found via exhaustive

computer searches, and thus are not considered here.
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Fig 8. Normalized Autocorrelation of PN Code p Chips Long

The approximate mean square bandwidth of a PN code was calculated by
Chapuran (Ref I: 83-87) using the detinition for B: given by Eq (42).

The power spectral density S(w) for a PN code has a (sin x/x)? distri-
bution, and, strictly speaking, has infinite bandwidth. Chapuran
assumed that the significant portion of the spectrum envelope only ex-
tended out to the second zero crossing on each side of the double sided
spectrum. Thus, the resulting mean square bandwidth is only approxi-
mate. However, itis good for most realizable systems since real
systems do not generate pulses with zero rise and fall times. Thus

the results are approximate for a wide variety of pulse formats, not

just for square pulses. Unfortunately, it can be shown that the definition
which he used for the power spectral density for a PN code SPN(w) was
2mtimes too small. Making the proper adjustment, the mean square ! b.

bandwidth for a PN code is given by

BEy = SECL N Ep | - (64)




The output power of the laser can be represented by

Pt Pl i
Ko =5 ( l+iz=0 aj {Ult-itg] - Ule-(e+D)e )} Do st s 1y (65)
where A = £1, and U(t) is the unit step function. Therefore the bandpass

filtered detector current signal energy given by Eq (41) is found to be

B 3’;’@_ _ F°Rapto (66)
dqe to the DC component, where Epy = 2 EpN-BPF (67)
Totally Orthogonal Complimentary Code pairs are two sets of complimen-
tary pairs A and B such that
| 2 (1-10); ] =,

R (") + Ry(T) = o (68)

0 ; elsewhere

Where p is the number of chips in A or B, and t,is the chip duration
(Ref 11: 2-16) (Fig 9). CP codes are also aperiodic, i.e., the code has
to slide past a replica of itself only once to generate an autocorrelation
peak with no sidelobes. Therefore, CP codes do not exhibit the problem
encountered with PN codes which required ATt < t,- Thus, CP codes may
be used to distinguish sharp range boundaries without any loss of per-
formance.

CP codes require that both code word "A" and its compliment "B",

illuminate each pixel. Unfortunately, the sum of the cross-correlation

terms of "A'" and '"B" do not cancel. Therefore, care must be taken to




insure that there is no cross-talk between the "A" and "B" transmitters
and receivers. Hence a transmitter-receiver combination is required

for both the "A'" codewords and for the "B'" codewords. The fields-of-

i it okl

view of these transmitter-receiver pairs must not overlap; i.e., the "A"
and "B" channels must be spatially orthogonal. If not spatially orthogonal,

the "A" and "B" codewords must be spatially hnd temporally coded so that
)

no crosstalk occurs between the "A" and "B" channels. An example of
the spatial-temporal coding is given in the next chapter.

The CP code requires two tl:ansmitters, and thus if each codeword
has as many chips as a PN codeword, the received energy per pixel for the

CP coding scheme would always be twice that of the PN coding scheme. In

order to make comparisons between PN and CP results, the CP code will be

Ri"\ (7)

G N
—tof—

Codeword A

Codeword B \/v\/ e

16 RA('Q +Rg(T)

RB(T)

Y

-t o BL
R(7) = 2p(1 - ¢
=0; else

) I‘Tlsto

o) >

Fig 9. Autocorrelation of a Totally Orthogonal Complimentary
Pair
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required to have half as many chips per word as the PN code, or it must

have twice the scan rate (half the dwell time) of that for the PN code.
Thus the performance results are normalized to the same total energy
per pixel.

The mean square bandwidth may be shown to be

~ 8
Bap & = (69)

The output power has the same form as Eq (65) and, therefore, the

detector current signal energy is the same as that given by Eq (66)

. Ba P(?l'rd - Ba Pdpto (70)
Ecpgpr= — 71— = 3
.= 2EpN-BpR 1)

where p is the total number of chips in both A and B. The mean square
bandwidth and energy for PN and CP codes are approximately the same,
and thus it was Eqs (64), (66), and (67) that were used to calculate the
performance for pulse coding schemes in the previous section.

Closed-Loop Estimators. Closed-loop estimators are quite differ-

ent from one-shot matched filters because they employ feedback. The
estimator input is compared to a locally generated replica of the signal
and an error voltage is generated. The error signal is used to drive the
time base for the local reference in the appropriate direction to decrease.
the error. Closed-loop estimators may be used for both digital and sinu-

soidal signals. The closed-loop estimator for pulse code modulation

34




would require many codewords to slide through the filter before the error
could be made small. However, the performance of the laser line scan
system for pulse code modulation has begen shown to be best when the code-
words are equal to the dwell time. Therefore, closed~loop estimators
would not be practical for this system when pulse code modulation is used.
If RF sinusoidal intensity modulation is used, there would typically
be many cycles of the sinusoid in a dwell time. In this case, a closed-
loop matched filter is practical. The best known closed-loop matched

filter is the phase locked loop (PL[:). If
y(t) = A cos(ut+ 6) + n(t) : 72)

then it can be shown that the ML estimator for phase is

1Ty sin (w JLHe)dt =0 73)

and may be realized by the PLL below (Fig 10) (Ref 8: 407-409). The
CR bounds for the performance of a PLL estimator and direct detector
are given by Eqs (55) - (58). From Eq (57) the range ambiguity for

sinusoid modulation is

C

Background Noise Considerations. For high quality, cooled

detectors, the noise rate function is given by

1n= kb+)u~xD (75)
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where

\p = BB (76)

y(© —»@——»— [Tyar ,

VCO e
sin(uott )| Y
X
i Phase i
| Canmpar-—-> ML
itor '
Reference

Fig 10. ML Esti mator for Phase

Py is the detected background noise power and may be shown, assuming

a Lambertian reflectance target, to be given by

A ; »
B, = %. Eg, 2 ' _r’r' A\ Ag (daytime operation) 77)
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B.y" solar spectral irradiance (watts/cm®-pm)

t = transmission of receiver optics and atmospheric path
AN = optical filter bandpass (km)

A, = area of receiver optics (cm?)

A; = area on ground subtended by receiver FOV (cm?)

r = range (cm)

(Ref 12: Chap 5, p. 45). Likewise P; may be shown to be assuming
d

matched transmitter and receiver FOV's

Py
P =+

t, cos @ | 78)

HMI'-?

where P, is the transmitter power, t, is the transmission of the combined
transmitter and receiver optics and two way atmospheric path, and 6 is
the instantaneous scan angle with respect to the pixel surface normal vector.

The signal-to-noise rate function ratio is given by
A pBP Pr ty cos 8 ’ 79)
el = _H_ = bl

If P, =1watt, t; /t.~1, 6=45°, Eg, \(-85 nm) = 0.007 watt/cm® - um

(Ref 13: Chap 6, p. 2), 8A=0.01 um, and Ag = 2090 cm? (18 inches by
18 inches), then A\g/\, ~0.48 and the background noise limited approxi-

mation is fairly good for daytime operation. = The spectral irradiance
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from the moon and stars and the blackbody irradiance of the earth are
several orders of magnitude lower than the solar spectral irradiance.
Therefore, for nighttime operation, the signal shot noise limited Poisson

regime is a good approximation.
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III. Spatial and Temporal Coding Analysis

Introduction

In Chapter II it was shown that both the range and reflectance per-
formance variances are inversely proportional to the detected signal
energy (Eqs (38) = (41)). There are two practical ways to increase the
detected signal energy. The first way would be to use a more powerful
laser source. This would require using one of the bulkier, heavier and
more fragile solid state or gas lasers. The second, and more attractive,
way would be to use more than one éaAs laser diode source. The rest of
this chapter will be devoted to investigating methods of temporal coding
and spatiaily scanning N GaAs laser sources to achieve an optimum laser

line scan system.

Combining N Source Qutputs. The first question that comes to

mind when discussing the use of N sources is "Why not use a square

n x n array to form one scanning beam which will be detected by one
scanning receiver?"’, where nxn=N. There are two primary reasons
why this is not feasible. The first has to do with thermodynamics; it is
very hard to heat sink and cool an array evenly. The diode lasers at
the center of the array will be much hotter than those on the outside edge
of the array and might be destroyed from thermal effects. The second
reason has to do with optics; only onc element of the afray would be on
the optical axis. It is possible to focus the output beam of all of the

elements onto one pixel at a given range. However, as soon as the
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range changes, the individual beams will no longer be focused on the
same pixel and there will be interpixel crosstalk (noise). A solution
might be to use fiberoptics to combine the output of N laser diodes.
Each diode could be physically mated to an optical fiber which would
feed into a star coupler. A single optical fiber out of the star coupler
could then be placed at the effective focus of the system optics. Un-
fortunately, the laser diode to optical fiber junction has a transmission
loss on the order of 10db, much too high to be practical.

The major part of this chaptéar will be devoted to investigating
various ways of using N laser sources to simultaneously interrogate or
illuminate N different pixels to improve the overall system performance.
In order to gain the full advantage of such a multiple source system, the
N transmitter-receiver pairs (or channels) must not interfere with each
other. This is easily achieved when using pseudo-noise (PN) code modu-
lation. Even if the same signal energy from source m falls into the
field-of-view of detector n, the amount of interpixel crosstalk will be
minimal so long as the adjacent source modulating signals, sp(t) and
sp(t), are very nearly temporally orthogonal (zero cross-correlation).
Since the autocorrelation of a PN code is -1/p everywhere T% o, the
nearly temporally orthogonal condition can be achieved by cycling the
PN codeword transmitted by source n from that transmitted by source
m by an amount greater than the maximum expected interpixel delay

AT. The maximum cross-correlation between sp(t) and s,(t) will
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then never be more than -1/p. Unfortunately, complimentary pair (CP)
code modulation is not orthogonal; and therefore, interpixel crosstalk
may not be minimized by cycling the codewords of adjacent sources. In
the CP code modulation case, interpixel or interchannel isolation must be
achieved by making the channel-to-channel transmitter-receiver pair
fields-of-view (FOV) spatially orthogonal, i.e., the pixel subtended by
the FOV of transmitter-receiver pair m must not overlap the FOV of
transmitter-receiver pair n. The N channels may also be made
temporally orthogonal by using a si;lusoidal modulation of a different
frequency for each channel. However, Eqs (55), (56) and (74) reveal
that the performance.and ambiguous range would vary from pixel to pixel.
Thus, for sinusoidal modulation, a better method would be to modulate
all N sources with the same frequency sinusoid, and again rely on spatial
orthogonality of the transmitter-receiver FOV's to achieve inter-channel

isolation.

Constraints . The performance of the various spatial-temporal
coding combinations presented in this chapter will be expressed using the
parameters for a one source line scan system (Figll). It will be assumed
that the transmitter and receiver fields-of-view are matched, i.e., subtend
the same ground area (a pixel) and are spatially orthogonal from channel

to channel. The number of pixels per scan line will be a fixed integer
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number q. Except for the complimentary pair (CP) pulse code modu-

lation case, the dwell time will be 73 sec per pixel. In order to insure

-y
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Direction
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Fig 1l. One Source Laser Line Scan System

the same energy per pixel, the two sources required for CP code modu-
lation will each have dwell times of T43/2. The period of the scanline is
Tg sec where Tg =qTq. The total number of sources will be N, whether
they are arranged in parallel, series, ora m xn array where mxn =N.
By expressing the performance of each spatial-temporal combination in
these common terms, performance comparisons can be easily made in
Chapter IV. Since Eqs (38) - (41) indicate that the signal shot noise

regime performance is improved in the same way as the backgrouud noise
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limited regime performance as the signal energy per pixel is increased,
only the background noise limited performance of each spatial-temporal

combination will be analyzed.

N Sources In Parallel, Pulse Code Modulation

The first spatial-temporal code to be considered places N sources
in parallel and uses pulse code temporal modulation. The scanner sweeps
out N parallel, contiguous strips along the ground (Fig 12). This configu-
ration can be scanned two different ways. Each will be analyzed below,
first using pseudo-noise (PN) pulse code modulation, and then using comp-

limentary pair (CP) pulse code modulation.
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Fig 12. N Sources in Parallel
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Slow Parallel Scan, PN Code . Let the N sources be arranged

in a parallel scan configuration and be temporally modulated by a PN code.
Since N strips are swept out instead of one, the scanner may be swept at
1/N the sweep rate required of the single source system and still cover
the entire area. Reducing the scan rate causes the strips swept out along
the ground to be diagonal, not perpendicular, to the aircraft ground track.
This should not pose a serious problem, however, because any processor
sufficiently sophisticated to provide cueing will be capable of de-skewing
the scene raster lines.

Slowing down the scan by a factor of 1/N is equivalent to increasing
the dwell time, and consequently the energy, per pixel by N times. The
expressions for the range and the reflectance mean square error for each
receiver may be found by replacing T4 with N7y in Eqs (50) and (S1), re-
sulting in

2
Pz cAnfo - b (80)

i .
T N 8p2B2PiTy 80282 P Np

sals s o 2\, (81)
PN BP3Ty B2P3 Npt,

Thus, both the range and the reflectance mean square errbrs are. reduced
by a factor of N. From Eq (80), it can be seen that in order to realize
the improvement in range estimation performance, the pulse codeword
length must be increased by a factor of N; i.e., the number of chips per
codeword must be Np. Increasing the chip duration t, so that NTd' =Pty

will not improve the range estimation performance.
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The maximum unambiguous range is proportional to the codeword

period, from Eq (63), and becomes

= CNTd ' 82)

R
amb 3

Therefore reducing the sweep of the scanner also improves the maximum

unambiguous range by a factor of N.

Fast Parallel Scan, PN Code. The PN code temporally modulated

parallel scanner system may also be swept at the same rate as the single
source system, thereby scanning each pixel N times. - The dwell time,
and consequently the energy per source per pixel, is the same as for the
one source system. However, if the signal energy received by each re-
ceiver from a given pixel is somehow combined before making the range
and reflectance estimates, then the signal energy per pixel is again in-
creased by a factor of N. The N signal returns from each pixel may be
combined by an appropriate network of matched filters and delay line
summers (Fig 13). The range and the reflectance performance is exactly
the same as in the parallel scan case and expressions for the error vari-
ances are given by Eqs (80) and (81). However, the dwell time énd the
pulse codeword length are the same as that of the single source system,
therefore, the maxi mum unambiguous range is given by .

« ©% (83)
Ramb = —5
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Besides the shorter unambiguous range, this configuration requires
q of the relatively long delay line summers shown in Figure 11, one for
each pixel in the scan line. However, it does have the advantage that
any differences in individual laser power outputs and individual detector
responsivities are averaged out by the delay line summers. Also, the
strips swept out on the ground will be much closer to perpendicular to
the aircraft ground track than those in the parallel scan case.

Slow Parallel Scan, CP Code . Now consider the N parallel scan-

ning sources temporally modulated with a CP code. Let the first N /2
sources transmit codeword "A", the second N/2 sources transmit the
complimentary codeword "B", and the N sources be scanned at a rate
which is 2/N that of the one source system scan rate. Each pixel will
be scanned twice, first by a source transmitting codeword "A'", and then
NTg/2 sec later by a source transmitting the complimentary codeword
"B", where Ty is the scan period of the single source system. Now, the
effective dwell time is NT4/2 and each pixel is scanned twice so that the
total received signal energy per pixel is again increased by a factor of N.
The two signal returns from each pixel may be processed.by using a delay
line (Fig 14). The performance is exactly the same as in the previous
two cases and the expressions for the error variances are given by Eqs

(80) and (81). From Eq (63) the maximum unambiguous range is

Ramb = (84)
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This spatial-temporal combination requires qN/2 delays, has a

detector pairs.

i.e., N/2 times that for the single source system.

skewed scene raster, and only averages responses of two transmitter-

It also requires strict spatial orthogonality.
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Fig 14. Receiver Configuration for CP Coding

The N sources may also be scannéd

at the same rate as the single source system while being temporally
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modulated by a CP code. The only difference between this and the PN
case discussed above is that one-half of the sources must transmit code-
word "A" and the other half must transmit codeword "B". There are
several ways this may be done, but one way might be to let all of the odd
numbered sources transmit codeword "A" and let all of the even numbered
sources transmit codeword "B". The receiver outputé may be combined
by using the configuration shown in Figure 11 where all of the odd matched
filters are matched to codeword "A' and all of the even matched filters
are matched to codeword "B". The performance expressions and unam-
biguous range are exactly the same as for the "Fast Pérallel Scan-PN Code"
case and are given by Eqs (80), (81), and (83). The advantages and dis-
advantages are nearly identical also. This case has the additional dis-
advantage of requiring N more delays, and has the additional advantage
that the CP code is linear and will not be affected by inter-pixel delay

differences.

N Sources In Series, Pulse Code Modulation

Another possible spatial-temporal code places N sources in
séries and uses pulse code temporal modulation (Fig 15)." Since only
one strip of ground is swept at a time, the scan rate must be the same
as fhat of the single source system in order for the scanned .strips to be
contiguous. Thus, as in the "Fast Parallel Scan' case, the energy per

source per pixel is the same as the single source case; therefore, once

49




. receiver configuration shown below (Fig 16). If PN code modulation is i

again, all of the receiver outputs must be combined before making range
or reflectance estimates. If CPcode modulation is used, with alternating

codewords "A'" and "B", the N receiver outputs may be combined via the

Direction
of Scan 1

Fig 15. N Sources in Series #

used, the matched filters are merely matched to the PN codeword. It

can easily be shown that, just as in the parallel scan casé. the pérformance
is the same regardless of whether PN or CP code modulation is used, and
is equal to that of the parallel scanning systems.‘ Also, since the dwell
time is 'fd for the series scan regardless of the type modulation used, the

maximum unambiguous range is also the same as that of the single source

S0




system. Thus, the performance expressions and unambiguous range are

3 given by Eqs (80), (81), and (83). This system has one large advantage
over the parallel scan systems. In addition to having nearly perpendicular
raster lines and averaging out the responses of the different transmitter-
detector pairs, only one relatively short delay line summer is required to

; combine the N detector outputs.
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ot e ot
1 | 1 | H i
L o | 5 O e
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Delay Line >Processor]
T Seconds l
between taps
* P

Fig 16. Receiver Configuration for ""Series Scan - PC Modulation"

N Sources In An Array, Pulse Code Modulation

It is conceivable that a N source scanner might be configured
using a combination of the parallel and series scanning systems and

temporally modulated with pulse code modulation. It can easily be
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shown that, so long as the total number of sources is N and all of the
detector outputs are summed before processing, then the performance
of this type system will be exactly that of either the parallel or series
scan systems, and will be independent of which type of code, PN or CP,
is used.

The major things that will vary with configuration will be the maxi-
mum unambiguous range, the complexity of the receiver configuration, the
angle of the scene raster lines with respect to the ground track, and the
number of transmitter-detector pair responses that are averaged. For
an m x n array, let there be m sources in parallel, and n sources in
series. From the discussions above, it is clear that the simplest delay
line summer network will be realized if the system is scanned at the
"slow" rate of 1/m that of the single source system, and no detector out-
puts are combined. In this configuration, a block of m contiguous strips
are swept out, and then the system moves forward and sweeps out another
block of m strips adjacent to the first block. Once more the range and
reflectance performance expressions are given by Eqs (80) and (81).

The dwell time is mTy, and thus the maximum unambiguous range is

cmyy (85)
> ;

Ramb =

For this configuration, m delay line summers are required to combine

the n detector outputs per scan line. The greatest disadvantage of this
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configuration is that an m x n array of laser diodes, either on one sub-
strate or in an array of individual diodes, is required for the transmitter.
The former is unlikely because of the difficulty in cooling the array; and

the latter is undesirable due to the bulk and complicated optics involved.

N Sources In Parallel, Sinusoidal Modulation

The N parallel source scan configuration shown in Fig 10 may also
be sinusoidally temporally modulated. If the scanner is swept at 1/N the
rate of the single source system, then the dwell time is once again N734-
The expressions for the range and the reflectance mean square errors may
be found by dividing Eqs (55) - (56) by N, resulting in

O G ©*An (86)

r N ZﬂafanSPg Y

S 81q (87)
[¢] N 3BQPaTd

where f, is the frequency of the sinusoidal intensity modulation of the

N sources.
The maximum unambiguous range is given by Eq (74), and is

L (74)
Ramb = 77,

Note that the performance is inversely proportional to f, squared where
as the range ambiguity, which is independent of dwell time for sinusoidal

modulation, is inversely proportional to fm. Thus, there is a definite
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tradeoff between system performance and maximum unambiguous range.
For example, if the laser were intensity modulated near its maximum
frequency response, say l00MHz, to minimize the range and reflectance
errors, the unambiguous range would be 1. 5 meters (4.9 feet).

‘This coding combination will also exhibit the skewed raster lines
as in the "Slow Parallel Scan, Pulse Code " cases discussed earlier.
Another disadvantage is that any differences in transmitter-detector pair
responsivity will not be averaged out as in the fast scanning configuration.

For an implementation of a fast parallel scan configuration or a
series scan configuration using sinusoidal modulation, -it can be shown that
the performance and maximum unambiguous range is just that of the slow
parallel scan case. The advantages of the fast parallel or serial scans
would be the reduced skewing of the raster lines and the averaging of the
N channel responsivities. Unfortunately, these implementations are not
practical. As in the pulse code modulation cases above, it would be neces-
sary to coherently combine the N receiver outputs from each pixel before
making range or reflectance estimates. The coherent addition of RF

frequencies using many fairly long delay lines would be very difficult.

N Sources In Parallel, Multiple Sinusoidal Modulation

Using existing technology, sinusoidal intensity modulation of high

powered GaAs laser diodes can be done (Ref 2). For this reason, itis

highly desirable to find some kind of sinusoidal temporal modulation




which has a large maximum unambiguous range. One such method is to
use two superimposed sinusoids of different, but close, frequencies

(Fig 17).
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Fig 17. Multiple Sinusoid Transmitter Configuration

If the two sinusoids are given by

Sy(t) = sin (2nf t+ &) (88)

S, (t) = sin@2nfr+¢)

then the range and maximum unambiguous range are

rR
R = yeor ‘ (89)
Ramb = T&AT (90)
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where A ¢ is the phase difference between the two received sinusoids and
fz = f1 + Af (Ref 14: 106-107). Thus such a modulation scheme has a
potential for coarse range measurement with long unambiguous range
provided that the standard deviation of Af is less than f,. Fine range
resolution measurements can be made by routing the output of a high-pass
filter centered at f, into a phase locked loop.

The performance of the fine range estimates may be found from
Eq (55), which may be expressed as

2
02 » €7 g 1)
16 n’f: szs

where Eg is given by Eq (48). Since the laser diodes are assumed to be
peak power limited, the vector sum of the two modulating sinusoids may

not exceed the laser's peak output power. Therefore, s(t) in Eq (54)

becomes :
BPy
s() = —5— @+ % sin 2nf, t + # sin 2nf,t) (92)

Substituting the high-pass filtered output, (pB Pd/4) sin 2rf_t, and Eq

(48) into Eq (90) yields

: 203).“
s (93)
°r ™ 13 p7B2 P37y

The performance of the reflectance estimates hay be found by

substituting Eqs (92) and (48) directly into Eq (39) yielding
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16), ‘ (94)

2 >
% 533P3 D

Dividing Eqs (93) - (94) by N and then comparing to Eqs (86)-(87)
reveals that the effect of splitting the available laser power between two
sinusoids to increase range ambiguity by a factor of f,/Af is to increase
the mean square range error by a factor qf (4) and the mean square reflect-

ance error by a factor of (L. 2).

Temporal Modulation Via Electro-optic Modulators

High power laser diodes have low input impedances and require high
drive currents. Thus, narrow pulses are difficult to obtain because the
extremely large voltage drops across associated circuit inductances as
small as a nano-henry. Since Eq (71) irr_lplies that the range performance
of pulse code modulation schemes is proportional to the chip width ty
indirect methods of obtaining narrow intensity pulses are attractive.
Temporal intensity modulation may be achieved using electro-optic modu-
lators such as Kerr cells or Pockel cells (Ref 15: 245-268). Gigabit per
second modulation rates with 24 volt modulation voltage and 81. 5%, static
transmission for 530nm light have been obtained using Pockel cells
(Ref 16). '

If the high power GaAs laser diodes are assumed to be unpolarized,
then there will be an automatic 3 db power reduction due to the Pockel cell
polarization analyzer. Thus, the total through-put would be approximately

0.4 P¢.  Assuming peak power limited laser diodes, the previous pulse
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modulation analysis may be used by replacing P, everywhere by 0. 4 P.
Thus the range and ref lectance rms errors will be 2.5 times larger than
the case of identical parameters obtained by direct modulation of the
laser diode drive current. Hc;wever, if the electro-optic modulator is
capable of chip widths less than 0. 16 that available by direct modulation,
then the loss of power will have been overcome, and the elect ro-optic
modulat or will provide the best performance. This resultis valid
assuming that the overall system response is limited by the speed of the

transmitter, and not that of the detector.

Temporal Modulation Via Spatial Coding

Another inairect way of generating a pulse at the output of the
receiver is to stare at a given pi xel with a detector and sweep the trans-
mitted beam from a CW source through tile detector field-of-view (FOV).
Thus, it is possible to temporally modulate the energy return from a pixel
by spatially codi ng the scanner. The detector output is just the spatial-
temporal convolution of the transmitter and receiver FOVs. If the scan-
ning transmitter beam is spatially coded with a given sequence, then the
detector's output will look like a pulse code word with the: same sequence.
This may be accomplished two ways: (1) N-series, spatially coded
sources may be scanned p/2 times per scan line by a rotating polygonal
prism with p/2 faces (Fig18); and (2) N-CW sources in parallel may be

scanned by a coded rotating polygonal prism with p faces;
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Fig 18. N Series, Spatially Coded Sources

a digital "one" would correspond to a highly polished prism face, and a
digital "zero" would correspond to a rough prism face (Fig19). The
length of the codeword is a 2N chips for the first case and p chips for
the second case. So long as the number of sources, the number of
sides of the polygon, and the chip duration (dwell time) t, are such that
NT4q = Npt, then the rms errors for the range and reflectance estimates
will be given, once again, by Eqs (80) and (81), and the unambiguous

range will be given by

Ramb = cNt, (95)
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Fig 19. N Parallel, Spatially Coded Transmitter Beams

for N series, spatially coded sources, and by

cpto
Ramb = 3 (96)

for N sources in parallel. Hence, if t, can be made shorter via spatial
coding, then the performance will be improved. The price that is re-
'quired for this improvement is the need for ultra-fast scanner rotation
rates, iarge numbers of detector elements, and complicated optics. It
should be noted that a beam splitter would be required to sample the trans-

mitted beam in order to obtain a reference from which to measure delay.

~ A very small amount of optical signal (from the beam splitter). would be

detected and processed by the matched filter.  The time between the
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occurrence of a peak at the matched filter output due to the reference and

the occurrence of a peak due to the reflected signal is the delay estimate

L.

Hybrid Spatial and Temporal Coding

In an effort to increase the bandwidth of the intensity modulation, a
transmitted laser beam may be both temporally modulated and spatially
coded, thereby producing a hybrid modulation at the detector output. If
pulsg code temporal modulation is used and the codeword period is longer
than a dwell time, the effect will be to modulate or "gate" the temporal
modulation with the spatial code (Fig 20). Thus, if the autocorrelation
properties of the PN or CP codes are to be preserved, the codeword dura-
tion must be less than or equal to the dwell time. Hence there is no ad-

vantage to gating a pulse code temporal modulation via spatial coding.

}-t—— PN Codeword ————I
i S - v e S etk

Temporal Code
—| PN Codeword F—
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; dwell time |
; e - @ i“
LSS TROE O i1 | . |
Detector Output . : ; :

Fig 20. Hybrid Spatial-Temporal Code
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However, if the source is temporally modulated with a sinusoid,
the result of spatial coding will be to On-Off-Key (OOK) the sinusoid. If
the spatial code is a pulse code, then the output of the photodetector is a
pulse coherent pulse code (Fig 21). Thus, if a phase locked loop (PLL)
can achieve phase lock by the end of the pulse codeword, it may then be
used to make range and reflectance estimates; and the pulse codeword may
be coherently detected and used to resolve the range ambiguity of the sinu-
soid.

Recall that the reason for cc;nsidering the spatial coding in the first
place was to obtain a way of creating pulses with pulsewidths smaller than

could be achieved via direct modulation >f the laser diode drive current.

MWWV

Sinusoidal Temporal Modulation

PN Code Spatial Modulation

A AoAA
\"\II i\\l\ll /“\ l/\\,\
I \ I I \

Photodetector Output

Fig 21. On-Off-Keying Via Hybrid Spatial-Temporal Coding

The OOK sinusoidal modulation does not require narrow chips. In fact,

the chips must be long enough for many cycles of the sinusoid to fit inside
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a chip so that the PLL can achieve phase lock. Hence, there is no advan-
tage to gating sinusoidal temporal modulation via spatial coding. The
disadvantages include high scanner rotation rates, large numbers of detect-

or elements, and complicated optics.

N Sources in Parallel, OOK Sinusoidal Modulation

Each source of the N parallel source scan configuration shown in
Fig 12 may be OOK sinusoidal temporally modulated by direct modulation
of the laser source drive current (Fig 22). The range and reflectance esti-

mates for each of the N detectors may be made via the receiver configuration

. ' d
Sinewave - pe i b s 5
Generator Bias ’ ksl

1 [

i MMMMMMMMBM Pulse Code |

——

Fig 22. Transmitter Configuration for OOK

below (Fig 23). The voltage controlled oscillator (VCO) constant K
(see Fig 16) must be small in order for the PLL to acquire and maintain '

phase lock with OOK sinusoidal input. Thus, two PLLs are alternated
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to make the phase estimates. A local oscillator samples and "remembers"
the phase and freq'uency of the PL.LL at the end of a dwell time (codeword
period). The local oscillator output is then used to coherently detect the
delayed OOK pulse codeword. Each PLL is reset before being used to
make phase estimates for a particular pixel.

The Cramer Rao performance bounds for the mean square range
and reflectance errors may be found from Eqs (86) and (87). The OOK
with a pulse code has the effect of cutting the illumination time of each
pixel in half, thereby reducing the signal energy out of the detector by one-

half; thus, replacing Tqby 74/2in Eqs.(86) and (87),

o® 2 1 - c®n 97
r N T 20 2p2P 3 Tg (97)
a 1 lé)sn

° * N IFPEe, S

The resulting mean square errors for range and reflectance are 2 times
larger than for sinusoidal modulated sources.

The input to the pulse code matched filter is

Low Pass {pBP(t)[1+cos (wpt+6)]cos (wmt+§)}

= pp2D (99)

where P(t) is given by Eq (65) with P, replaced by Pj.
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Therefore, the signal energy available to the matched filter is just one-

fourth what it was for the pulse code modulation case; thus ,

A L LA (100)

Ramb = 2p7 B°PD

A conventional, though arbitiary, measure of range resolution is

that two target echoes must be separated by at least the full width at half
maxi mum of the matched filter output. Similarly, in order for the pulse

code to help resolve the sinusoidal range ambiguity, a logical, though arbi-

trary, requirement is that

c
S m o

Substituting Eq (100) into Eq (101) and solving for t yields

. a P° P Pip (102)
b Anfm

For example, if the sinusoidal modulation frequency is 100 MHz, pBP4 =
0.1}, (background noise limited case), By = 107® watts, B =2.5 x 10*®
]oulcs" and p = 13, then t, must be less than or equal to 41 nsec, approxi-
mately four times the period of the sinusoid. As the signal-to~noise ratio
sod o the mumber of chips p increases, the longer t; may be while still

et ey he  rewp re et c'll‘ﬂ"&ﬂ.‘d by l'q “02) ('hips Widths‘ of thiS

wie sl b relatively casy to achieve, especially if the




laser diode and associated drive circuitry has a natural resonant frequency

near fm' which is usually the case.
The maxi mum unambiguous range for the OOK sinusoidal modula-

tion is the same as for the N Sources in Parallel, Slow Scan, PCM case,

and is given by Eq (82)

Ramp = N S = N—C%& 82)

It is not practical to try to implement the OOK sinusoidal modula-
tion with a fast', parallel source scan configuration, or with a serial source
scan configuration. This is because the signal energy must be above a
certain threshold for a PLL to acquire and maintain phase lock. Thus,
the output OOK sinusoidal modulation from the N individual receivers for
each pixel must be coherently combined before being applied to the PLL.

As stated earlier, the coherent addition of many RF frequency signals would

be extremely difficult.

q - Staring Sources and Detectors, Pulse Code Modulation

A non-scanning sensor configuration may be realized with q source-
detector pairs (one for each pixel of the scan line). Although this scheme
requires more sourcee than the previous cases, it has the advantage of no
moving parts; the staring source-detector pairs swept out the scene as the

aircraft moves forward (Fig 24). The effective dwell time is just the time
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it takes for the aircraft to move forward a pixel width, and is q times the
dwell time for the single source, 73. The length of the pulse codeword

may now be quite long to provide very good estimation performance. For
pulse code modulation, either PN codes with length q7y or CP codes with

two words of length q73/2, the expression for the range and the reflectance

mean square error become

e =2 L1 ., c*nto - (103)
¥ q Wl%r
1 4\ .
% T TR )
Z
Y
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Fig 24. q- Staring Source-Detector Pairs

The maximum unambiguous range becomes

Ramb-pN = 92271 (105)




for PN code modulation, and

cT, i '
= q 4d : (106)

Ramb-cp
for complirﬁentary code modulation. Comparing these results with those
given by Eqs (71) - (73) and (75) for N pulse code modulated sources, the
range and the reflectance mean square errors and the maximum unambigu-
ous range are all improved by a factor of q/n. The price required for this

improvement is q/n times more source-detector pairs and the inability to

average out the differences in source~detector responsivities.

q - Staring Sources and Detectors, Spatial and Temporal Modulation

The q-staring sources described in the previous section may be
spatially coded, or may be scanned conventionally, by electronic means.
In order to separate the return from each pixel, it is required that the q
source-detector pairs be spatially or temporally orthogonal, or both.
Spatial orthogoru;zlity may be hard to achieve using GaAs lasers for sources
because they have rather large beam divergences. Thus, in order to re-
duce channel-to-channel cross~-talk as much as possible, it may become
necessary to restrict the source modulation so that no adjacent sources
transmit simultaneously. Such a scher'ne is described below for CP code
modulation.

' Suppose the projection of the beam is made sfrnlle_:r than the pixel,
and each pixel is divided into five intervals and the q~element linear array

is divided into 5 different element groups (Fig 25). Each element of a
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given group, group 1 (all of the sources labeled "1" in Fig 25) for instance,
are separated by four elements from the other four groups. All of the
elements of group 1 simultaneously transmit codeword "A" of the CP code,
and then transmit codeword "B'" of the CP code. Then all of the elements
of group 2 simultaneously transmit codeword A" and then codeword "B",
and soon. The effect is to produce the spatial-temporal ground coverage

shown below (Fig 25). The effective dwell time for each pixel is now

Sources

(1]4f2] SR ) [E 1 E) I ED T IR Y G EY

Source
Detector

Instantaneous
FOV
Si multaneous
Transmissions

Y\\X&K& e b

DFll-?c;on of Si multaneous Simultaneous
g Transmissions Transmissions

Fig 25. q-Staring Source-Detector Pairs, Spatially
and Temporally Modulated
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2973/S, and the range and the reflectance mean square errors are given

by
5 C*\nto ‘
z s Ll
O & 2q PeB*P3p L
5 42\
0: 27q " PPz T (108)

dd

and the maximum unambiguous range is given by

ey
Ramb = o (109)

This particular method of spatial coding into the q séume-detector pairs
results in 2.5 times degradation of both performance bounds and the
ambiguous range when compared to the previous coding scheme.

Other configurations with more than five different element groups
may be arrived at. Also if peak power limited output restraint is dropped

and rms output is the same regardless of the duty cycle - then performance

is the same as the previous case.

N Overlapping Sources, Pulse Code Modulation

The final spatial-temporal coding scheme to be discussed in the
chapter considers the spatial combination of N sources by overlapping the
N transmitted laser beams (Fig 26). No attempt is made to tightly colli-

mate the beams. Instead, they are allowed to diverge rather broadly to
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: Direction of Scan

Fig 26. N Overlapping Transmitted Laser Beams

form a large "spotlight" type of "footprint" on the ground. Except at the
edges, the average radiant emittance (watt/m?) per pixel for such a spatial
distribution is N times that for a single source line scan system. An array
of N spatially orthogonal detectors are used to partition the large "foot-
print" into an array of N pixels (Fig 27). The "footprint" and N detectors
FOVs may be scanned together, and all N of the sources may be temporally
modulated simultaneously with the same pulse code. So long as the output
of the detectors are combined so that the differences in radiant emittance
per pixel and detector responsivities are averaged out, and not too much
energy overspills the FOV of the N receivers, the pefformance can be
shown to be exactly that of the other spatial-temporal coding c’ombinationé
which used pulse code modulation. The slow scan mxn array receiver

configuration is the simplest to implement. = However, a fast scanning
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Fig 27. "Footprint" of N~Overlapping Beams Partitioned
By N-Detector FOVs.

mxn array receiver which scans each line m times and uses delay lines to
sum the mxn returns from each pixel will give the most uniform reflect-
ance performance. The expressions for the range and the reflectance vari-
ances are given by Eqs (80) and (72) and the unambiguous range is given by

- N €%
Ramb = o)

where T4 is the dwell time (codeword length) of each detector. The advan-
tage of such an illumination scheme is that the requirements on the trans-
mitter optics (usually diffraction limited) are greatly relaxed, and the
differences in all the transmitter-powers and m of the photodetector res-
ponsivities are averaged out. Also, the number of transmitting laser
diodes is arbitrary and need not be matched to the number of photodetectors
used to partition the receiver FOV. The number of sources could, theor-
etically, be several times that of the detectors. However, in order to
make systems comparisons easier, the number of sources will be limited

to N for this analysis.
73
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IV. Comparisons of the Various Spatial -Temporal
Coding Combinations

The performance of the various spatial -temporal coding combi-
nations devel oped in Chapter III will be compared in this chapter. The
basis of comparison to be used will be that of the range and the reflectance
estimation performance of the coding schemes. Comparisons will be
made by relating the rms (standard deviation) of the range and the reflect-
ance errors for each scheme. In addition, the maximum unambig s
range and the ease of implementation of the systems will be compared.
Throughout all of the comparisons, it will be assumed‘ that the values of
the laser output power Pt and the photodetector responsivity B = n/hf,
for each of the N laser transmitter-photodetector pairs are identical from
pair-to-pair and coding-scheme to coding-scheme. It will also be assumed
that the GaAs laser diodes are peak power limited and that the system modu-
lation bandwidth is limited by the high frequency response of the laser diode
or the phot odetector, whichever is smaller.

In order to simplify the comparisons, the various spatial-temporal
combinations présented in Chapter III will be divided into the three following
classes: (1) Scanning configurations using pulse code modulation (PCM),

(2) Scanning configurations using sinusoidal modulations, and (3) Non-
scanning or staring configurations. Comparisons will be made within each

class to determine the coding scheme with the best performance. The
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resulting systems, one or two from each class, will then be compared.

Also, since it was shown in Chapter III that there is no advantage to em-

ploying "Hybrid Spatial and Temporal Coding", it will not be included in
the following comparisons.

It should be noted that the range performance will be the primary
criterion for determining one system over another. As was shown by Eq
(39), the reflectance performance depends only upon the postdetection sig-
nal energy and will be identical for all systems given the same total energy
transmitted per pixel. It canalso be shown that the range performance of
a system will dégrade faster than the reflectance performance as the signal~

to-noise ratio (SNR) is decreased. The range estimation is made using 5

either a matched filter of a phase locked loop; and both require the signal-
to-noise ratio to be above some threshold. However, the reflectance
estimation is made by simply integrating the receiver output, and is possible
at SNRs much lower than the threshold required for operation of the matched

filter or PLL. Also, the reflectance data is of secondary importance to the

pattern recognition algorithms which primarily require range contours

(derived from range gating).

Comparisons of the Pulse Code Modulation Class

All of the scanning configurations that use pulse code modulation,
"N Sources-Parallel/Series/Array/Overlapping Beams", have identical

|
¥
expressions for the range and the reflectance variances. Thus the rms . )
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error expressions will also be identical. This is true, regardless of
whether the PCM modulation is the result of direct modulation (via direct
current modulation) or indirect modulation (via electro-optic or spatial
modulation). The major differences between these scan configurations
are the resulting maximum unambiguous range, the implementation com-
plexities, and the number of averaged transmitter-receiver pair responsi-

vities.

Maximum Unambiguous Range. The maximum unambiguous range
dépends upon tﬁe codeword length, or pixel dwell time, and thus is a func-

tion of the scan configuration. Comparing Eqs (82)-(83) yields

Ramb'Slow Pe{rallel Scan, PN Code

i NRamb-Single Source Scanner, PCM

= NRamb-Fast Parallel Scan, PCM

2Ra_mb--Slow Parallel Scan, CP
% Ramb-Sceemning Array, PCM

.I;J_n. Ramb-Overlapping Beams, PCM (1)
Thus the slow parallel scan is capable of the largest unambiguous range
estimate, However, it should be noted that for a single source scanner
with 74 = lusec, the unambiguous range is 150 meters (490 feet), which
should be adequate for providing target cues with a downward looking sys-
tem. Therefore, all of the systems using pulse code modulation should :

provide adequate maxi mum unambiguous ranges for downward looking
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systems. If the laser line scanner is to be used in a forward looking con-
figuration where long slant ranges are involved, then longer unambiguous
ranges may be desirable and the slow parallel or array scanning configu-
ration might be more desirable. Otherwise, maximum unambiguous range
is not a key parameter to be used in recommending one of the above pulse
code modulation systems over another.

Implementation Complexity . The complexity of the transmitter,

scanner, and the réceiver all depend upon the scan configuration. The
same linear array of N GaAs laser diodes is required for all of the parallel
scan cases and the serial scan case, and thus will be equally hard to imple~
ment in each case, whether using a single substrate or N separate diodes.
The mxn array required for the scanning array probably cannot be imple-
mented on a single substrate, and would be several orders of magnitude
more difficult to implement with individual diodeé. As mentioned in Chap-
ter III, the optics may be easier to implement for the Overlapping Beam
Scan configuration than fdr the other scan configurations. For the remain-
ing configurations, the optics are probably of the same degree of complexity
from case-to~case. The dimensions of the rotating prism scanner might
be changed, and the rotation rate might-be reduced for the slow parallel
and array scan cases, but otherwise the same degree of complexity is
required for each of the scan configurations considered.

The most pronounced differences in implementation difficulty from

one scan configuration to another occurs in the receiver. All of the
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receivers for the scan configurations above require N photodetectors,

either in a linear array, or inan mxn array. These type detectors are
available and pose no major problems other than the non-uniformity of
responsivity from detector-ro-detector which occurs in both the linear or
rectangular arrays. Reviewing the analysis results of Chapter Il reveals
that the Slow Parallel Scan case has the simplest implementation; it requires
no delays or complicated switching network. The Series Scan case was
slightly more complicated, requiring one delay line summer. The com-
plexity increases in order with the Array Scan and Overlapping Beams,
Fast Parallel Scans, and Slow Parallel Scan-CP Code; requiring m, q, and
qN/2 delay lines summers, respectively. Hence the Slow Parallel Scan
and the Serial Scan are perhaps the easiest scan configurations to imple-
ment when using pulse code temporal modulation. The relaxation of the
optics complexities for the Overlapping Beams configuration may overcome
the additional required receiver complexities (m delay lines) for the scan
system. -

Other Considerations. The various pulse code modulated scan

configurations may be compared in several other respects, such as the
degree of raster skew from the perpendicular to the aircraft ground track,
and the number of averaged transmitter-receiver pair responsivities. In
general, the faster the scan rate, the smaller the skew angle will be, and
visa-versa. Therefore, since the two Fast Parallel Scanners and the

Series Scanner sweep at the same rate as the Single Source System, they
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will have identical skew angles. The Array Scan and Overlapping Beams
configurations are scanned at 1/m times the rate of the single source, and
thus have larger skew angles. The Slow Parallel Scan case is swept at
I/N times the single source sweep rate; and therefore, has the largest skew
angle.
As was pointed out in Chapter III, 'the Series Scanner and the two

Fast Parallel Scanners average ouf any differences in the N transmitter-
receiver responsivities, thereby ensuring constant reflectance estimation
performance from pixel-to-pixel. The Array Scanner and Overlapping
Beams Scanner only average n of the réceiver outputs, thereby allowing
slightly different reflectance estimation performances between the n lines
of each scan. The Slow Parallel Scanner does not average the outputs of
any receivers, and thus allows for even greater reflectance estimation
performance from line-to-line of the scan. It should be pointed out that
the range estimates are the primary data required for target cueing, and
the reflectance estimateé are secondary data. Thus the loss of system
performance due to non-uniformity of reflectance estimation performance
depends upon the degree to which the pattern recognition algorithms require
uniform reflectance estimation performance, and may not be too severe for
the differences referred to here.

. It follows from the previous discussion that the Series Scanner has
the best overall PCM coded Scanner Characteristics. [t has the same

range and reflectance performance as the other configurations, has the
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smallest possible raster line skew angle, has uniform reflectance perform-
ance from line-to;line, and requires only one delay line summer. Itis
also the simplest method of impleménting the linear CP code modulation,
which has the most desirabl_e autocorrelation properties. The preceding

comparisons are summarized in Table I.

Comparisons of the Sinusoidal Modulation Class

The three spatial-temporal coding combinations in the sinusoid
modulation class, "N Sources in Parallel-Sinusoidal Modulation /Multiple

Sinusoidal Modulation/OOK Sinusoidal Modulation', will now be compared

p—

with each other.

Range and Reflectance Performance. The range performance of the

three systems were compared in Chapter III and the standard deviation (rms)

of the range error ¢, of the systems were shown to be related by

s = %o,
r-S c-M 12)

ko % %r-00K

where the subscripts S, M, and OOK denote Single, Multiple and On-Off-

Keyed Sinusoidal Modulation, respectively. The reflectance performances

were also compared, yielding

Op-s = Llop.y |
= /2 0, 00k _ : (13)

where % is the reflectance error st:andard deviation. Thus the best
. .80
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possible range and reflectance performance is achieved by the Single Sinu-
soida! Modulation System. The next best range performance is obtained
by the OOK Sinusoidal Modulation System. The reflectance performance
for the OOK Sinusoid case is only 29%, worse than that of the Multiple Sinu-
soid case. Since the reflec-tance data is of secondary importance, the OOK
Sinusoidal Modulation system is the second best sinusoidal modulation tech-
nique for estimating range and performance.

Maximum Unambiguous Range . The maximum unambiguous range

for the three sinusoidal modulation techniques were given by

c
Ramb-s = 3% (74)
_— C 90
Ramb-M = Zfm (%0)
Ramb-00K = ~od (82)

2

For parameters ‘that might be typical of laser line scan systems, assume
fm =100 MHz, f=1MHz, N=10, and Tq =1usec. For these parameters,
Eqs (74), (90), and (82) yield unambiguous ranges of 1. 5 meters, 150
meters, and 1500 meters respectively. Thus the later two modulation tech-
niques give orders of magnitude better Linambiguous ranges than the Single

- Sinusoid case, with the OOK Sinusoidal Modulation case yielding the best

results.
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Implementation Complexity. All three of the sinusoidal modulation

techniques use the "N Sources in Parallel" scan type and are of equal
complexity. The modulation of the drive current of the laser diode trans-
mitters is of equal complexity for the Muldple and OCK Sinusoidal Modu~
lation cases and is only marginally more complicated than that of the Single
Sinusoidal Modulation case. The receiver configuration complexity increases
in order with the Single, Multiple, and OOK Sinusoidal Modulation Techniques.
However, the increased complexity of the OOK Sinusoid case is not that
severe compared to the Multiple Sinusoid case and is certainly worth the
large increase in unambiguous range with only a /2 reduction in perform-
ance compared to the Single Sinusoid case. Note that since all three of

these sinusoidal modulation techniques use the same type of scan, they will
have identical raster line skew angles and reflectance performance behavior

from line to line.

Comparisons of the Non-Scanning Class

The two non-scanning configurations, ''q-Staring Sources and
Detectors - Pulse Code Modulation /Spatial and Temporal Modulation" may
be compared by inspection. The two schemes are exactly the same except
the latter uses spatial coding to overcome optics deficiencies in order to
ensure strict temporal orthogonality between adjacent channels. This
reduces the effective dwell time, and therefore, the efficiency of the pulse

code modulation, by a factor of 2/5. Hence the standard» deviation of the
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range and the reflectance errors increase by a factor of 1. 58 and the un-
ambiguous range is decreased by a factor of 1. 25 compared to the staring
scheme which does not employ spatial coding. Thus the non-spatial~
temporal coded case has the best performance. Note that the use of the
spatial coding merely reduces the temporal cross talk occurring when the
illumination from one channel lies in the field-of-view of another channel.
It does not reduce inter-pixel spatial cross talk due to the illumination of
a given channel overspilling the pixel, thereby causing "noisy" range and

reflectance estimates.

Comparison of PCM and Sinusoidal Modulations

Range and Reflectance Performance. The next comparison is be-

tween the N Sources in Series, Pulse Code Modulation system and the
N-Sources in Parallel, Single Sinusoidal Modulation System. The range
performance of these two systems can be compared by algebraically com-

bining Eqs (80) and (86), resulting in

m
Or-PCM = 7 Yo fm %r-§ (114)

where or-pcpm and 9p.g are the standard deviations of the range error of
the PCM system and the Single Sinusoid system, respectively. Likewise,
the reflectance performance can be compared by combining Eqs (81) and
(87). yielding ’

0 opcym ® 0-87 9pog (1s)
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where 0 ,_po) and 0,.g are the standard deviations of the reflectance
error for the PCM systems and the Single Sinusoid System, respectively.
Thus the reflectance performance of the PCM system is always better than
that of the Single Sinusoid system. From Eq (114), it is easily shown that
in order for the PCM system range performance to be greater than that of

the Single Siiusoid system, the chip duration t, must be such that

to sg‘r:‘i= 0.64 T, (116)

where T, is the period of the modulation sinusoid. If f, is the upper
limit of the frequency response of the laser diode, then the only way the
PCM system can be made to outperform the single sinusoid system is to
use indirect (electro-optic or spatial) modulation. If f, is the upper
limit of the frequency response of the photodetector, then it is impossible
for the PCM system to outperform the Single Sinusoid System in range esti-
mation.

Maximum Unambiguous Range. The maximum unambiguous range

for the two systems are given by Eqs (83) and (74), and are

cpto

Ramb-PCM = —7— (83)
(o

Ramb-s = 20 - (74)

For typical system parameters of pt, = T4 = 1 usec and fp, = 100 MHz,
the unambiguous ranges for the two expressions above are 150 meters and
L 5 meters, respectively. Thus it is seen that PCM system has a superior

unambiguous range resolution capability.
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From the above discussion, it can be concluded that the Single
Sinusoid system is superior if the short range ambiguity is acceptable.

If longer unambiguous ranges are réquired. one must pick an acceptable

range ambiguity and then use Eq (74) to calculate the required fm. The

calculated f,, and the smallest chips width to which the overall system

is capable of responding to must then be used in Eqs (80) and (86) to

determine which system has the best performance for the required unam-

biguous range. This comparison can be simplified by graphical methods.

Solving Eq (74) for f,,, and substituting into Eq (114) yields

1 cto (117)
0. e (T .
r-PCM = TR I

Solving Eq (117) for Ry, and setting Oyp.pcp = G-g Tesults in

Remb = g~ %o (118)

which may be plotted as shown below (Fig 28). Now if the intersection
of the desired unambiguous range and available state-of-the-art t, lies

above the mc ty/4 line, the PCM system will give the best performance;

if the intersection falls below the line, then the Single Sinusoid system is

the best choice.
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} PCM Region : e

Single Sinusoid Region

Or-s
Fig 28. Graph of Ramb i o (°r-PCM = l)

Comparison of PCM and OOK Sinusoidal Modulations

Range and Reflectance Performance. The next comparison is

between the N Sources in Series, Pulse Code Modulation system and the
N Sources in Parallel, OOK Sinusoidal Modulation system. The respec-
tive range performance may be compared by combining Eqs (80) and (97),

yielding %

o-pcM ~ 2/2 ‘m% %00k (19)

where o,._pcy and 0p.oog range error standard deviations for the PCM
and OCK Sinusoidal Modulated systems, respectively. Likewise, the
reflectance performances may be compared by combining Eqs (81) and
(98), giving

Op-PCM = 0. 61 %5-00K (120)
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where %5-PCM and Gp-OOK are the reflectance error standard deviations

for the PCM and OCOK sinusoidal modulated systems, respectively. Thus
the PCM system will always have thé better reflectance performance. How-

ever, the PCM system will have the better range performance only if

0.90
tg ST = 0.9Tm (121)
As stated earlier, if the frequency response of the system is limited by
the laser diode, then indirect modulation must be used in order for the PCM
system to have better range performance than the OOK Sinusoid system.
If the system frequency response is linﬁted by the detector, then the OOK
Sinusoid system will always have the better performance.

Maximum Unambiguous Range . The maximum unambiguous range

of the N Sources in Series, PCM Modulation system and that of the N
Sources in Parallel, OOK Sinusoidal Modulation system may be compared
by combining Eqs (82) and (83), yielding

Ramb-00k = N Ramb-pcM (122)

Note that the restriction on t, given by Eq (102) must be met in order for
Eq (122) to be valid. So long as that restriction is satisfied, there is no

advantage to using the PCM system to resolve range. Thus, based on

the above analysis of all the scanning systems using N sources, the OOK

Sinusoidal Modulation system has the best range performance if large

range ambiguity is required. If large range ambiguities are not required,
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then the Single Sinusoidal Modulation system has the best range perform=
ance.

Implementation Complexity . Both the Series Scan, PCM system

and the Parallel Scan, OOK Sinusoidal Modulation system use the same
linear array of laser diodes, the same optics and except for perhaps minor
changes in dimensions or rotational rate, the same scanner. The receiver-
processor for the OOK Sinusoid system is more complicated than that of
the PCM receiver due to the number of PLL, mixers, and filters required.
However, it is much more practical to realize than some of the Fast Para-
Ilel Scan system described earlier, and is certainly nét unreasonable.
Sinusoids are also easier to generate than nanosecond switching networks
and delays.

Other Considerations. The PCM system above employs the serial

scanner and thus has uniform reflectance estimation performance from line-
to-line as well as a small raster line skew angle. The OOK Sinusoidal
Modulation system, on the other hand, employs the parallel scanner. Thus
the OCK Sinusoidal Modulation system does not average any of the receivexj
output; and therefore, may not necessarily exhibit uniform reflectance
estimation performance from line-to-line of the raster scan. However,
depending upon the requirements of the pattern recognition algorithm,

this may or may not be a serious problem. The OOK Sinusoidal Modu-
lation system also has a larger raster line skew angle than the PCM system.
However, this is not a major concern since the raster lines may be de-

skewed by the pattern recognition processor.
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It is important that one other point be recognized here. The above
analysis comparing the PCM Serial Scan system to the OOK Sinusoidal
Modulation system could be generalized to include the other scan configu-
rations that employ PCM with few changes. However, if the Overlapping
Beams scan configuration is not restricted to N sources, then the general
comparisons above will not apply. Through the brute force technique of
adding more sources; and consequently, more energy per pixel; the fre-
quency response deficiency of the PCM coding scheme can be overcome.
Thus, the Overlapping Beams, PCM coding scheme can be made to out-
perform the Single or the OOK Sinusoidal Modulation éoding schemes.
This system also has the advantages of averaging N receiver outputs per
scan line, a reduced raster line skew angle and possibly simpler trans-

mitter optics.

Comparison of q-PCM Channels and N-OOK Sinusoidal Modulation Channels

Range and Reflectance Performance. The final two systems to be

compared are the N Sources in Parallel, OOK Sinusoidal Modulation sys-
tem and the q-Staring Sources and Detectors, PCM system. The range
performance of the two systems may be compared by combining Eqs (97)

and (103), resulting in

%-N-ox ~ 'fo,;—% /;%'- : °r-q;PCM (123)
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where O N-00K and o -q-PCM are the rms range estimation errors
for the N-OCK source system and the q-PCM source system, respectively.
The reflectance performance of the two systems may be compared by com=

bining Eqs (98) and (104), yielding

- q :
Up_N_OOK = 1. 15/—1\]-:- . op-q-PCM (124)

where op"N'OQ( and op-q-PCM are the rms reflectance estimation
errors for the N-OOK source system and the q-PCM source system, res-
pectively. The above results are hard to interpret because of the many
independent variables. However, the range estimation performance of

the N-source system can only exceed that of the q-source system if

0.9 (125)
8 x <

Solving Eq (125) for N gives
0.9\? (126)
E >(fmt0) 2

Two examples will give a better insight as to the relationship between
Or-N-0OK and °r-q-PCM' If q =1000, and o S/fm, .then N >33

in order for the N-OOK source system to have the smaller rms range
error. If q =10,000 and t, = 10/f,,, then N need only be 81 to out-
perform the 10, 000 element staring system. This indicates that the im~
provement in the range performance, which is proportional to the square

root of the number of sources, is not worth the additional complexity
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involved for the q-source staring system. These results are general
enough that they can be expanded to the Overlapping Beams, PCM case
also, where the number of overlapping sources is allowed to be q, q > N.
Thus, if a laser line scanner is required to have a long unambiguous range,
then the N Sources in Parallel, OOK Sinusoidal Modulation combination of
spatial and temporal coding will yield the best overall range and reflectance
estimation performance. The comparisons results of this chapter are sum=
marized in Table II.
Table II
Spatial-Temporal Systems Cha racteriéﬁcs

Range
Ambiguity Optics

System e % Interval Complexity
Serial Scan, PCM 7 fmto®r-s Op-PCM  CTa/2

Overlapping Beams, PCM ’Tz"fmto%-s 0 o-PCM c1q/2 Least
Parallel Scan, Single . . LI5S0 Severe
Sinusoidal Modulation 5B p-PCM €/2fm

Parallel Scan, OOK /2 Opg 1. 63 O9-PCM cTq/2

Sinusoidal Modulation

As an example of the range performance which might be émected
with a multiple source GaAs laser line scan system, assume the following
system parameters: N =10, P =1watt, Eg g g m =0 07l watts/cm®=-u m,
p=0.1, 6=0° t.=tc~1, Ap=100cm?, A¢=900cm?® (~Ift x Ift), r=

2.5x 10 cm (~820 ft), Ax=0.01 um, fin = 100 MHz, and 74 = 1 usec.
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Using Eq (77), (78) and (97), recognizing that An ™ st, the rms range
error for the OOK Sinusoidal Modulation system is 9._qog = 2. 3 X 10"%m,
certainly good enough target for cueing. Note that this is the best per-
formance possible, theoretically. Actual attainable rms error may be

larger. Also, this example was calculated assuming no losses due to the

atmosphere or optics, and neglected noise due to atmospheric backscatter.
For operation in fog or haze the performance would degrade appreciably.
Thus the use of several sources for clear weather operation may seem like
overkill, but may be quite necessary of inclement weather operation. Also,

note that the rms range error varies as f;l: and as (NPd)"%. Thus it is

more important to use sources with good high frequency response than with
high output powers, and the number of sources N required will depend upon

fm» Pq» and the performance required.

Comparisons Results: rms Power Limited Sources

All of the preceding aralysis assumed the Ga As laser diodes were
peak power limited. If this assumption were removed, the above results
would change only slightly. Since Eq (39) indicates that the reflectance

performance depends only upon the post detection signal energy, removal

of the peak power limited restriction méans that all of the spatial-~temporal
coding combinations will have identical reflectance performances. As for }
thé range performance, removal of the restriction enables the performance

of the q-Staring Sources and Detectors, Spatial and Temporal Modulation




case to equal that of the q-Staring Sources and Detectors, PCM case. It
also allows the reflectance performance of all of the sinusoidal cases to
be equal. However, it can be shoWn that if Eqs (80) and (86) are normal-

ized by Eg-pcM and E d’ respectively, and the algebraically

s=Sinusoi
combined, the resultis

b .
or-PCM = 72 fmlo %-s (27)
Therefore, it is required that
/2
o % Tm (128)

in order for the PCM system to outperform the sinusoidal system. There-
fore, even if the peak power limited restriction is removed, the best range
performance is still achieved by using sinusoidal modulation or OOK sinu-

soidal modulation. |
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V. Conclusions and Recommendations

This Chapter contains the general conclusions based upon the anal-
ysis and comparisons of the previous chapters, and lists several recom-

mendations for further investigation.

Conclusions

The basic purpose of this study was to find the combination of scan
configuration, for N GaAs laser diode sources, and intensity modulation
temporal éodin‘g which would produc-e optimum range and reflectance esti-
mation performance. Toward this end, the statistical additive noise model
for a direct (optical intensity) detector was developed. Estimation theory,
based upon the conditional Poisson statistics of the detector, was used to
develop the joint maximum-likelihood (ML) estimator (mathematical model)
for both range and reflectance. The realization of the joint estimator was a
correlator which required the reflectance estimate times a replica of the
transmitted signal (delayed by the time estimate) for an input. The joint
estimator could not be easily realized. However, it was shown that a real-
ization of the range estimator is a matched filter, and a suboptimum reali-
zation of the reflectance estimator is the measurement of the detected sig-
nal energy, given the range estimate. The Cramer-Rao lower bound was
calculated for both range and reflectance estimates. The variance of the

range error is inversely proportional to the mean square bandwidth of the

modulating signal, and the variances of both the range and the reflectance
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errors are inversely proportional to the detected signal energy. Various
combinations of spatial and temporal coding of the N laser sources to
separate the return signal energy from each ground resolution cell while
increasing the returned energy per cell were evaluated. This was done by
analyzing a large variety of spatial-temporal and hybrid spatial-temporal
coding schemes and then comparing the performance results. Unfortunate-
ly, one technique is not always superior; the best scanning-coding combi -
nation to use depends upon the requirements of the pattern recognition-
algorithm. Nonetheless, several general conclusions may be made and
will be discussed below.

The suboptimum matched filter /peak detector realization of the
joint estimator is suboptimum because the round trip delay estimate is
required in order to obtain the reflectance estimate. Therefore, the re-
flectance measurement is dependent upon the delay measurement. However,
this appears to be the best possible processor configuration which can be
constructed using currenf technology. The performance predicted by the
Cramer Rao lower bound on the mean square estimation error is the smal-
lest error limit theoretically possible. Regardless of the processor used,
a performance better than the Cramer Rao lower bound can not be achieved.
In practice, this lower bound may not be reached easily. Yet the Cramer
Rao lower performance bound serves as a standard, or bench mark

against which the performance of real systems may be compared. And
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since the performance lower bounds calculated for the systems suggested
in this thesis are well within an acceptable range, it is practical to try
to build a laser line scan sensor using N GaAs semiconductor laser
sources.

If the main goal of the laser line scan system design is to achieve
the smallest possible rangé and reflectance errors, and if the shprt
ambiguity interval and lack of unif;)rm reflectance estimation perform-
ance from line-to-line is not a problem, then the parallel scan configuration
(Fig 12, page 43) using sinusoidal intensity modulation is the best choice.
However, if longer ambiguity intervals are required, then the same para-
llel scan configuration using On-Off-Keyed sinusoidal modulation appears
to be the preferred technique. If in addition to long ambiguity intervals,
uniform reflectance estimation performance from line-to-line is required,
then either the pulse code modulated serial scan configuration (Fig 15,
page 30) or the pulse code modulated overlapping beams scan configuration q
(Fig 26, page 72) may be used. In the latter case, the overlapping beams
configuration may have slight reflectance performance variations from
line-to-line, but may employ simpler transmitter optics. All of the other
techniques require that the N individual transmitter fieldg-of-view do not

overlap, i.e., are spatially orthogonal, and all of the above techniques

require the receiver fields-of-view to be spatially orthogonal. It is con-
cluded that the most cost effective system with the best overall range,

reflectance, and maximum unambiguous range characteristics available
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using existing technology is the N Sources in Parallel, OOK Sinusoidal

Modulation scheme. The sinusoidal modulation frequency fm should be
as high as possible, and will be Hrﬁited by the upper frequency response
of the source or the photodetector, whichever is lower. Narrow (fast
risetime) optical pulses are not required, thus wide bandwidths are not

required. The detector need only be fast; it does not need to have DC to

RF frequency response. High peak power GaAs laser diodes are not essen-

tial, but high peak powers combined with high frequency responses ensure

better performance in inclement weather and reduces the number of sources

required.

Recommendations

Based on the conclusions above, the first recommendation for
further work in this area is for a detailed study to examine existing or
proposed cueing algorithms in order to determine what ambiguous range
interval and reﬂ.ectance performance criteria are required. This would
then be used to determine which of the four techniques above should be
emphasized the most in future research.

Another area requiring further investigation is that of spatial fil-
tering. The scanning process was modeled as if the illuminating beam
moves discretely from pixel to pixel with no smearing due to the beam
movements or forward motion of the aircraft. Thefe are some indica-

tions that the spatial filtering may be significant; therefore, the area

warrants additional investigation.
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In order to limit the scope of the study, the only pulse modulation

codes considered were Barker codes, pseudo-noise (PN) codes, and
Totally Orthogonal Complimentary Pair (CP) codes. There are other
coding schemes with long codes and bi-level autocorrelation. This is an
area which deserves more attention. A

This analysis assumed that the Fieids-of-View (FOV) of the trans-
mitter optics and the receiver optics could be matched, and could be made
spatially orthogonal to adjacent transmitter-receiver pair FOV. Since the
GaAs laser diode output beam has a rather large dive;‘gence, this may not
be true. Therefore, the feasibility of implementing the optics for each of
the recommended écan techniques above should be evaluated. Also, the
problem of summing the outputs of N laser diodes into a single narrow
beam deserves further investigation. Further study is needed to deter-
mine the central beam characteristics of GaAs source and how to control 1
the beam characteristics using both diode fabrication and optics.

The final recommendation is for further work in component tech- -

§ nology. A concentrated effort to develop linear arrays of laser diodes,

and of photodetectors, with uniform performance from element to element

is desirable. Aninitial goal of five or ten GaAs laser diodes in a linear

array might be reasonable.
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_A_EEndlx A

Additive Noise Model for Direct Detection

The purpose of this appendix is to develop the additive noise model
for a direct detector shown in Chapter II (Fig 1). The total detector out-

put current is

ig(t) = ig(t) +ip(t) + idt) + iTh(t) (129)

The mean of the filter output will be the expected value of i4(t) convolved .

with the impulse response of the filter. Therefore,
Ely()] = Eligt)] « h(r) (130)

In order to evaluate E [i4g(t)], one may use the fact that

i) = q Slg.ﬁﬂ. : (131)

where N is the total number of counts (detected photons) over the obser-

vation interval. Using Eq (131), one finds that in general (Ref 4: 258-260) .

ELi(9)] = q\(D) ' " (132)

and

Q° A(t) 8(t-t") + @*ME) A (t") (133)

Ri(t,t')

Eq (132) and Eq (133) imply that the combination of dark current plus

background noise i,(t) = ib(t) +iD(t) may be modeled as
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El,m] = q) (134)

Q*N3 + @A 8(t-t') (135)

Rin [t,t']

where A\p = Lp +1iy. Itwas mentioned in Chapter II that the thermal

noise has first and second moments

E [ip,(®] = 0 : (136)

and

KT
RiTh[t,t'] = 2 E; 8 (t-t'") (137)

Using Eqs (130), (132), (133), (134), and (135), becorqes
E[igv)] = qr(t) + QA (138)
Writing Eq (130) in integral form and substituting Eq (138) yields
Elyw] = [ h(t-a) g {A_(a) +1_1}da (139)

The autocorrelation of the filter output will be the autocorrelation

of ig(t) * h(t) and may be expressed as
Ry(t,t') = [Tda [2dBh(t-a) h(t'-B) E [iy(a)iy(B)] (140)

Using E [X]=E[X]E([Y] for X and Y statistically independent, and
substituting Eq (129), and Eqs (131) thru (136) and rearranging gives
E [ig(a)ig(®)] = {q®’[\(a)+ 21,1+ 2% } 8(a-8)

+ q° [xs(a)xs(a) + xn[ks(a) + ks(B)] + X’n} (141)

The covariance of the filter output is given by




Cy (t,t') = Ry(t,t') - Ely(t)] E [y(t")] (142)

Substituting Eqs (138) thru (141) into Eq (142) and simplifying yields

Cy(t,t') = J—da [ ds {q°[xs(a)+xn]+ 2%} 6(a-B) (143)

e

Therefore, zero mean additive noise model may be represented by letting
the input be E [i (t)] and the additive noise be n(t) with R (t, t) = Cy(t, t').

The schematic of the resulting noise model is shown in Chapter II (Fig 1).
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