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PREFACE
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ment of the Distributed/Processor Memory (DP/M) system. This is a system

to integrate the avionics on board an aircraft with a group of processor!

memory elements (microprocessors) in a distributed (decentralized) network.

The purpose of the study is to design the Bus Interface Unit (BIU) for

the processor/memory element. The BIU is designed as an interrupt driven

microprocessor.
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ABSTRACT

This report describes the design of the Bus Interface Unit for the

Distributed Processor /Memory ( DP/-M) System. The DP/M System, which is

being developed by the Air Force Avionics Laboratory , is a concept to

integrate avionics on board an aircraft by utilizing a number of program-

mabl e processor/memory elements (PE’s) in a distributed (decentralized)

network . All the PE’s in the system are interconnected by a pair of

redundant global buses and PE’s in an affinity group are additi onally

interconnected by a local bus.

This effort involves the design of the Bus Interface Unit (BILl)

of the PE. The BIU interfaces the parallel-data PE processor wi th the

two redundant serial global buses and the serial local bus . The BIU

has been designed as an interrupt driven microprogrammed processor.

The design uses a bipolar bit-sl ’ice microprocessor , specifically the

Am2900 Bipolar Microprocessor Family, for emulating the BILl functions.

This report starts with a brief description of the DP/M System,

followed by a detailed description of the BILl functions. Then the hard-

ware, the rnicroword format, and the microroutines are described . A

discussion on the design effort is presented at the end , and recommenda-

tions are made for system improvement.
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BUS INTERFACE UNIT DESIGN

FOR THE DISTRIBUTED PROCESSOR/MEMORY SYSTEM

I Introduction

Background

The complex avion ic and control systems requi red for modern Air

Force aircraft have requi red the development of new concepts for inte-

grating these systems. Modern sophisticated aircraft require a large

amount of in-flight data processing for effective mission performance.

Previously, most avionic systems on an aircraft operated independently

of each other and employed analog devices . As aircraft became more com-

pl ex, the onboard systems became integrated , and these systems increased

aircraft weight and required more space and electrical power. Better

methods were needed to process and to provid e the data required to

achieve optimal aircraft and missi on performance. This resulted i n new

concepts using digital processors for integrating these aircraft systems.

The devel opment of Large Scale Integrated (LSI) circuitry and small

digital processors has led to many new methods for integrating aircraft

avion ics. These new processors provide fast, accurate, rel iabl e, and

light weight systems which are i deal for avionics use. To meet the size,

weight, and power requirements, many current avioni c systems are hi ghly

central ized, relying on one central computer to process and di stribu te

information to various actuators, sensors, and disp l ays. Thi s concept

relies heavily on the central computer, and if it fails or the interface

to it fails the aircraft mission performance may degrade drastically.

5 -— —  —— ——__ - —-- — 5- — — __S_fI i
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If the system coul d be decentral ized by usi ng a group of smaller

processors (microprocessors), the resul tin g system woul d not be hig hly

dependent on one special ized central computer. Each m icroprocessor or

group of microprocessors would recei ve raw data from one aircraft sensor

(e.g., ai rspeed, loran , radar, doppler), process it , format it, and make
- it availa bl e on a “global ” bus to all the other microprocessors that

need it. This system concept should be highly reliable , since the loss

- ‘ 
of one microprocessor would not result in total system failure . System

performance would be degraded but sti l l hi ghly effecti ve and the mission

could continue.

To overcome the l imitations of the centralized digi tal processor

system and sti l l meet the requirements for reduced size, weight, and

power for airborne equipment , the Air Force Avionics Laboratory formal-

ized the concept of the Distributed Processor/Memory (DP/M) System.

This system uses a number of programmable processor/memory elements in a

distributed (decentralized) system to integrate the avionics on board

an aircraft. As part of the development program , the A ir Force Av ioni cs

Laboratory awarded a contract to Texas Instruments (TI) Incorporated to

determine whether this type of decentralization was functionally feas-

ible. The TI program consisted primarily of four major objectives:

(1) functional design of the DP/M hardware and high level simulation

analysis, (2) functional design of the DP/M executive software, (3)

study of the possibl e construction methods for the system hardware and

software, and (4) fault tolerance analysis. The DP/M System concept as

L 

conceived by the TI program is presented in the next section (Ref 1).
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DP/M System Concept

The DP/M System concept uti l izes a varyi ng number of simple proces-

sor/memory elements (PE) for a wide range of avionic system processing

appl ications. These PE ’s can be used as stand alone un ip rocessors, or

they can be configured in a distributed network as shown in Figure 1.

The network consists of two l evels of busing between PE’s. A dual-

redundant global bus is used to interconnect each PE in a system comuni—

- -
I 

cation network. A local bus i s used to interconnect mult i ple PE ’s

clustered together to perform a gi ven function. A cluster of PE ’s,

called an Affinity Group, would be required when a single PE could not

process all the data avai labl e from one ai rcraft sensor or actuator

(e.g., hydraulic system, control surface). Both the global and local

buses use a serial time-division-multiplex (TOM) communicati on system

with a distributed round-robin bus protocol scheme where each PE has a

predefined bus allocati on . This allocati on mechanism is programmable ,

which allows super-commutation (multiple bus access time slots within one

round—robin cycle) of bus transmissions . Each transmitted message

begi ns with a message identifi cation header , which allows all recipient

PE’s to determine whether the message is for them.

Since the global busin g faci l ity is the only “central” resource of

the DP/M system, dual-redundant TDM communication lines interconnect

each of the PE’s. Every PE on the global bus can participate in primary

bus transfers and simu l taneously l isten on the secondary bus for a

“switch to back-up ’bus ” command when a fault or error is detected on the

primary bus.

As shown in Figure 1 , each PE is made up of four functional modules :

the Bus Interface Unit (BIU), the Central Processor Unit (PE CPU), t
he3



-5-- -5- ----5 ~- -- 
— - - -5-- -- -- — ——-5- — —-5-—— - -5-

AFFINITY GROUP I

SENSOR I/O

GLOBAL BUS A

J

___________ ___________ 

GLOBAL
CPU 1 I~
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MEMORY 1 [ ioiu fSENSOR

(Ref 1:14
Figure 1. DP/ M System Architecture
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PE memory , and the Input/Output Interface Unit (b ILl). The BIU is the

basic TOM data transfer interface to the PE CPU and PE memory. It

translates bit serial data into parallel data words , and transfers data

and status information to the PE CPU and PE memory. The PE CPU is the

instructi on-sequencing and data processing portion of the PE. Its compu-
- tational capabilities are equivalent to present minicomputers . The PE

memory provides the necessary program instructi on and data storage.

Memory access is local to a PE; it can be accessed by the other modules 1 ’
of the PE but not by another PE. Shared memory is not part of the DP/M

concept. The IOIU i s the interface between the PE and external devices

in the avionic system. It permi ts digital data , command , and status

information transfers between the PE and the external devices.

The four PE modules are interconnected with an Internal Bus (I-BUS).

It provides intra-PE communication for data, address , and various con—

trol , status , and clock signals.

BILl Functional Descri pti on

The BIU design is based on functional modul arity to provide the two

levels of interfacing required (global and local). The unit is divided

into six functional modules for global bus management, fi ve of whi ch are

dupl icated for local bus management. As shown in Figure 2, these func-

tional modules are the Bus Data Translation (two required in the global

area), Message Reception Control , Message - Transmission Control , Redun—

dant Bus Management (global only), Bus Access Control , and the Processor/

Memory Interface Control (Ref 2).

The BILl contains the necessary functions to support a distributed

round-robin bus scheme with message broadcast capability to other PE’s.

5
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It contains the necessary hardware to match associatively logical input

message identifi cation headers and to vector automatically these messages

into software-selectable PE memory locations . This data vectori ng

feature (Direct Memory Access) relieves the CPU from continually setting

up and servicing the BIU hardware. This significantly speeds up the

- response time wh ich is important when both the global and local buses

are processing messages.

In addition to providing an interface with the global and local

buses, the BIU is instrumental in ai di ng faul t recovery in the DP/M

System. Since the integri ty of various system processing functions is

dependent ‘upon the correct transmittal of data between PE’s, the BILl

contains certai n fault-detection mechani sms to monitor all communications

between PE’s and to alert the system upon the detection of data errors

or faul ts.

The Problem and Approach

The TI study on the DP/M concept was completed in February 1975.

The Air Force Avionics Laboratory then modified the TI functional

design and issued a preliminary design specifi cation (Ref 3). In 1976,

a prel iminary design of the BILl was made in a Master ’s thesis (Ref 2).

In the TI study, the BIU was to be realized with random logi c hardware.

However, the feasibility of using bipolar bit-slice microprocessors for

emulating the hardware functions of the BIU was demonstrated in Refer-

ence 2.

~~~ The work done in Reference 2 is primarily a feasibility study, and

as such the design presented does not provide the detail required to go

directly into system implementati on. Devices from the Am2900 Bipolar

7
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Microprocessor Fami ly were used in the design , and there were several

areas in the application of the chip set that could not be covered

thoroughly because of lack of detailed specifications and functional

descriptions on these new devices. Functional flowcharts for the BIU

were developed, arid the design provides a basic configuration on which

a final design of the BIU can be based.

The objective of this thesis is to perform a complete design of

the BIU using the Am2900 Bipolar Microprocessor Family. In addition to

the hardware des ign, the thesis includes the functional flowcharts for

all the BILl microrout ines , the register transfer language (RTL) descrip-

tion for each of the microroutines , and the microcodes (in Mnemonic

form) for these mi croroutines.

The deve lopment of the thesis involved seven major tasks. The

first task was to study the functions of the BILl and to define the de-

tailed BIU requirements. The second task was to evaluate and to modify

or add to the functional BILl microroutine flowcharts that are presented

in Reference 2. The third task was to develop a register l ayout for

the BILl. The fourth task was to research the Am2900 Bipolar Microproces-

sor Family. The fifth task was to design the BIU hardware . As part of

this task, the microword was developed and a decision was made to di vi de

the global and local functions into separate units . The sixth task was

to develop the Rh descripti on for the BIU mi crorouti nes, and the seventh

task was to develop the microcodes for the mi croroutines.

Thesis Outline

The body of this report represents a sequential description of the

tasks performed in designing the BIU. Chapter II and Appendices A and B

8
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provide a detailed descripti on of the BILl functions. Chapter III

details the hardware design . Chapter IV describes the microword and

discusses the mi croroutines and mi crocodes presen ted i n Append ices B

and C. Chapter V summarizes the work done, identifi es additional work

that needs to be accomplished , identifi es departures from the BIU
- specification , and di scusses recommendations for system improvement.
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II BIU System Description

Introduction

This chapter provides a general descripti on of the BILl functions as

specified in Appendix C, Bus Interface Unit Specif ication , of Reference 3.

Departures from the specification , which were required during the design ,

are identified in the discussion.

The BIU provides the interface between a PE and any of three data

buses--a redundant pair of global buses and a local bus. As stated -in

Chapter I, the BILl performs the following primary functions :

a’. Bus data transla tion

b. Message reception control

c. Message transmission control

d. Bus access control

e. Redundant bus management (global only)

f. Processor/memo ry interface

With the exception of the redundant bus management function, the above

functions are identi cal for the global and local bus interfaces. There-

fore, the descriptions that follow apply to both global and local bus

interfaces. Prior to the functional descripti on , the global/local mes-

sage structure wi ll be discussed.

Global/Loc al Message Structure

The message routing procedure of the DP/M System requi res that each

transmitted message be recognized by all PE’s on the bus . To accomplish

this , each message transmitted on the bus is preceded wi th a message

header which i dentifies the message. Each potential receiver on the bus

10
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actively checks the message header to determine if the message is one

which is to be received. A Message Identity Associativ e Address tech-

nique is used to decode the message header and identify the messages to

be received.

Due to considerations of physical distribution of bus wiring, dis-

tance variations between PE’ s (bus lengths up to 300 feet), and to con-

form to the data code specifi ed in Military Standard 1553 , Manchester II

binary data encoding is used for global/local communications. The

message synchronization signals and data format are shown in Figure 3.

Unique invalid Manchester waveforms are used for synchronization signals

so that synch ronization information can be discriminated from data

patterns (Ref 1:40).

The message format of the DP/M System is shown in Figure 4. The

Message Header Synchronization (MI-IS) denotes the start of a message

(required for Manchester II decoding). The message header (MH), which

has the same length as the basic data word (17 bits), contains all the

message routing and control information . It is divided into four fields .

The 1-bit High Priori ty Message fiel d (H-field) alerts the message

recipient(s) that the message requires immediate attention . The 5-bit

General Control field (GC-field) allows specification of special control!

status information wh i ch further defines or alters the interpretation of

the message. The 10-bit Message Identify field (MID-field) specifies the

identi fy of the associated message data. This field specifies the trans-

mitter/receiver link during message data transmissi on . The Pari ty field

(P- field) determines odd-parity for the MH. The MH fields are shown in

Figure 5.

11 
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H GC MID P Data
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The actual data of the message immediately follow s the MH. Message

transfers are block ori ented ; accordingly, the message data content is

organized into fixed-length , 16-bit data words . A pari ty bit is added

to each data word , resulting in an overall 17-bit message data word

length . Each message may contain a variable number of data words. Global

bus messages , however , can be optionally limi ted to a maximum length of

eight data words to guarantee global communicatio n responsiveness. The

unique length of each message is placed in main memory during system

impl ementation (Ref 1:51).

Message transmission termination is denoted by the End Message

Synchronization ( EMS). This signal is used as the dynamic cueing mechan-

ism which acti vates and controls sequencing of the distributed bus con-

trol logic throughout the DP/M System. If a PE has no data to transmit

when given bus control , it “passes on” the bus control by emitting a

“zero-length” message represented by an iso1a~.d EMS signal (Ref 1:51).

Bus Data Translation Function

The portion of the BIU which performs the bus data translation func-

tion was named the Bus Translation Unit (BTU) in Reference 2. The Air

Force Avionics Laboratory is working on its design ; accordingly, the BTU

design was not included in this desi gn effort .

The BTU is responsible for providing the interface between the

global/local serial data buses and the parallel -data oriented BILl.

During message reception, the BTU detects the synchronization signals MHS

and EMS and notifies the BIU of an incoming message or of message termina-

tion. It converts the bi-phase encoded serial data into parallel binary

14 
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data which is placed in the Input Data Register. It notifies the other

parts of the BILl that a word has been received (WR signal) when its

Input Data Bit Counter counts the last data word bit , bit 17. During

this time , the BTU also performs erro r detection functions. It noti fies

the BIU of Manr~iester II encoding errors , pari ty errors , and word length

errors.

Duri ng message transmission , the BTU converts the parallel binary

data in the Output Data Buffer (Output Data Register in the BIU Specifi-

cation) to bi-phase encoded serial data and appends MHS, parity bits ,

and EMS to the outgoing message. The BILl transmi ts the outgoing message

when the PE’ s allocated time slot arrives on the bus . If the BTU is not

ready to transmi t or does not have anything to transmi t , it passes con-

trol of the bus by immedi ately issui ng an EMS .

Also included in this funcitonal area are two “watchdog timer ”

mechanisms . The Bus Quiescence Watchdog Timer (BQWT ) monitors the

presence of data transfer activi ty on the bus . If a “no-acti vi ty” time

of 50 microseconds occurs , an interrupt stimulus is generated and bus

access is disabled. The Bus Quiescence Watchdog Timer can be indirectly

enabled or di sabled by its associated interrupt mask , which is under

PE CPU contro l .

The Bus Dominance Watchdog Timer (BDWT) monitors the length of each

message on the bus . If a PE transm its a message of more than eight words ,

an i nterrupt stimulus i s generated and bus access is disabled. Li ke the

bus Quiescence Watchdog Timer , the Bus Dominance Watchdog Timer can be

enabled or disabled by its associated interrupt mask , which is under

PE CPU control.

L
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The signal transfers between the BTU and the other parts of the BIU

are shown in Table I.

TABLE I

BUT Interface Signals

Signals from BTU to BIU
Message h eader Synchronization
Word Received
Parallel Data
Message Encoding Error Interrupt
Message Pari ty Erro r Interrupt
Message Word Length Error Interrupt
End Message Synch ronization (Received)
End Message Synchronization (Transmitted)
Bus Quiescence Interrupt
Bus Dominance Interrupt

Signals from BIU to BTU
Parallel Data
Output Pending
Transmit Message Command
Switch to Al ternate Bus Command
Clear Message Encoding Error Interrupt
Clear Messa ge Parity Error Interrupt
Cl ear Message Wor d Length Error Interrupt
Clear Bus Quiescence Interrupt
Clear Bus Dominance Interrupt
Di sable Bus Quiescence Interrupt

-

‘ 
Disable Bus Domi nance Interrupt

_ _
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In the BILl Specification , the serial-to-parallel data convers ion,

parallel-to-serial data conversion , and the watchdog timer mechanisms

are part of the message reception contro l function , message transmission

control function, and bus access control function respectively. These

tasks have been included in the BTU by the Air Force Avionics Laboratory.

Message Reception Control Function

After the message header (fi rs t message word) has been assemb led in

parallel-data fo rm, the message header is transferred from the BTU

Input Data Register to the Input Data Register. If a message header

error (word length , pari ty , or encoding error in the message header

word) is detected duri ng the assembly and transfer of the message

header , a message header error interrupt stimulus is generated. The

complete message is then ignored and further BILl message reception

activity is deferred unti l the next message header is detected. If

there are no message header errors , the BIU decodes the message header

to determine if the message is for the PE. This is accomplished by

extracting the six most significant bits of the Message Identity field,

appending a leading 2-bit binary constant to generate a BIU PROM address

which is placed into the PROM Address Register , PAR , (Figure 22) .  This

address is used to access a word in a 64-word area defined as the Message

Identi fy Associative Match MAP (MIAMM) . Each MIAMM word consists of

16 bits and each bit is associated with a unique message header (64 words

x 16 bits represent 1 ,024 uni que messages). The appropriate response

bit (RB) is determi ned by the binary value of the four least signifi cant

bits of the Message Identi ty field. The response bit of the MIAMM word

17
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is tested and if “set,” the message is received , if the response bit

is “not set,” the message is not relevent to the PE, and the remainder

of the message is ignored and further BIU message reception activity is

deferred until the next message header is detected (Ref 1:64). The

message identity operation is illustrated in Figure 6.

The BIU Specifi cation requires that the MIAMM be located in the

PE memory . This design places the MIAMM in the BILl PROM to increase

BIU speed and to reduce traffic on the I-bus . Further discussion of

this change is presented in Chapter V.

Follow ing message recogniti on , the BILl places the message header

into a Message Header Input Queue , a first-in-fi rst-out modulo-8 queue

located in PE memory. This action provides automatic hardware queue

posting of input message identities , which are subsequently scanned

and processed by the PE CPU local executive software at its convenience

and throughput capability . This operation eliminates interrupt resp6nse

execution time overhead whi ch would otherwise be incurred after each

individual message reception (Ref 1:64).

The address of the Message Header Input Queue is obtained from an

Input Queue Pointer which is a 3-bit modulo-8 counter appended wi th a

leading 13-bit constant. The Input Queue Pointer is incremented after

each message input . The message header input operation is illustrated

in Figure 7.

The data words of the incoming message are transferred to the PE

memory using a procedure called “message vectoring ” (Ref 1:52). Basic-

ally, each identi fied message is passed or “vectored” to an area in PE

memory (data buffer) where it is stored for later use by an applications

18
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software process. Data bufferi ng is reuqired since the DP/M System

operates in a loosely—coupled , asynchronous mode with respect to inter-

process communication .

Message vectori ng is accomplished using a hardware message vectoring

technique similar to a conventional direct memory access (DMA). Conven-

tional DMA data channels require processor (program) initialization ,

or “set-up” of the channel before beginning data transfers to memory.

In the hardware message vectoring technique , the BIU derives a buffer

storage area in PE memory from information in the message being received

and then autonomously transfers the message data content to this area.

No program intervention is required in setting up the input channel

before each transfer (Ref 1:53).

The BIU deri ves the indirect address of the message buffer space

by appending a leading 6-bit constant to the 10 bits of the MID-field

of the message header. The deri ved address is placed in the Input

Address Register (IAR ) and a message Buffer Vector word is accessed from

the PE memory. The Message Buffer Vector word is placed in the Input

Address Register and is used as the PE memory address which corresponds

to the first location in the message buffer space. The first word in

the bu ffer is then accessed. This word contains the expected length of

the incoming message and is placed in the Input Length Register , (ILR)

(Figure 8). The Input Address Register is then incremented , preparing

the BIU for the first message data word input. The BIU transfers the

incoming message data words conti guously into PE memory, incrementing the

Input Address Register and decrementing the Input Length Reqister as each

word is stored. The message data input operation terminates when the

In put Lenqth Register decrements to zero.

21
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INPUT DATA REGISTER

Message Header

O 56 15
________ _________ r-.rt. i iemory
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I Iessage(n)
V INPUT LENGTH REG m words ~uffer;pace

Length (m)

O 15

Figure 8. Message Input Initialization (Adapted from Ref 3:C-20)
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Message Transmission Control Function

The message transmission control function retrieves output message

data from PE memory and transfers them to the Output Data Buffer. This

function effectively operates as a conventional direct memory access

output channel . The operation is set up and initiated under program

control by means of a Command Address Word (CAW) sent from the PE CPU

which loads the Output Address Regi s ter wi th the beginning address of the

block of data to be sent on the global/local bus . The first word

accessed contains the message length wh i ch is placed into the Output

Length Register. The actual output message fol l ows, wi th the initial

word in the message being the message header. This operation is illus-

trated in Figure 9. After each word is transferred from PE memory, the

Output Address Register is incremented and the Output Length Register is

decremented. The message transmission operation terminates when the

Output Length Register decrements to zero (Ref 1:69).

The message transmission operation is under program control . Trans-

mission is allowed when the PE CPU sets an Output Enable flag in the BIU

(Ref 3:C—28).

Bus Access Control Function

The bus access control functi on controls PE access to the global !

local bus for data transmission . Bus access control is based on a hard-

ware implemented round-robin circular priority sequence which allows the

PE to control the bus when its appropri ate allocation slot is detected .

Bus access control i s program initi al i zed by a Command Address Word from

the PE CPU. A Command Address Word tells the BILl to load two BIU 8-bit

23 
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registers, the Bus Length Register and the Bus Position Register , with

the values it is sending on the I-Bus . The Bus Length Register contains

the “length” in un i ts of allocation time—slots between the PE’s allocated

time slot. The Bus ’ Positi on Register contains the current position of the

PE’s allocated time slot in the bus control chain. The Bus Pc~ition

Register is decremented after each EMS and when decren-tented to zero, it

generates a Transmi t Message Command signal to the BTU. The Bus Position

Register is then reinitialized with the va l ue in the Bus Length Register

and the cycle is repeated.

With 8 bits , up to 256 bus allocation time slots can be defined.

Since most envisioned systems will contain fewer than 32 PE’s, a satisfac-

tory degree of supercommutation (multiple allocated time slots within

one round—robin cycle) is provided. This characteristi c is important in

reduc ing bus access la tency time for “high-priori ty” bus users (Ref 1:69).

Redundant Bus Management Function

The redundant bus management function provides the necessary control

elements required to interface a single BILl to dual-redundant Global

buses. The redundant bus management logic continuously monitors the

currently designated “alternate” bus (i.e., the bus not currently in use)

for a valid switchover comand issued by the Global Executive . (The

Globa l Executive , which resides in a monitor PE , is the system monitor

and schedul er.) The command is a fixed-value message , one data word in

length . When the switchover command is detected , the BILl immediately

terminates any message reception activity in progress by internally

generating an EMS signal and a Message Encodi ng Error signal to the

(

25
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message reception function . The BTU input is transferred to the alternate

bus and all future message receptions are received on this bus which now

becomes the primary bus . The BILl output is under PE CPU control and is

swi tched when the appropriate Command Address Word is issued. The

switching activity can be performed as many times as directed by the

Global Executive . Thus “primary ” and “alternate ” Global bus identities

can be established dynami cally and interchanged as many times as required

during system operation. This swi tching activity is used to remove a mal-

functioning PE from the primary bus (Ref 1:72; 2:29).

As stated previously, this function has been incorporated by A-FAL

into the BTU. Therefore , except for the function of decoding the Command

Address Word for swi tching the output to the ~lternate bus , this function

was not incl uded in this design.

Processor/Memory Interface Function

The processor/memory interface performs the necessary control opera-

tions associated with providing interface protocol compatibility between

the BIU and the I—Bus , which interconnects each functional unit of the PE.

This function performs DMA operations and recognizes , decodes and exe-

cutes Command Address Words from the PE CPU. A l i st of the Command

Address Words i s shown i n Table II , page 34. This function also contains

the logic required to retain and present the various BIU interrupt

stimul i to the PE CPU via the I—Bus . Table III , page 35, lists the

global/local interrupts generated by the BIU and sent to the PE CPU (CPU

interrupts). Subfunctional responsibiliti es of this function are dis-

cussed in the following paragraphs. Before their discussion , a brief

description of the I-Bus is given .

26 
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I—Bu s Description. The I-Bus serves to transfer data between all

modules of the PE (BIU , PE CPU, PE memory , and IOIU). Data transfers

are handled as demand/response sequences. As such , all signals are

transmitted and rece-i ved between ~n I-Bus master device , which controls —

data transfer, and an I-Bus slave device , which generates or accepts

data in response to the master device.

The modules of the PE compete for I—Bus access on a priority basis.

the BIU is assigned the highest priority and the CPU the l owest priority .

The I-Bus consists of control lines , information lines , and general

facilities lines . There are seven lines for bus control activities ,

three control lines and a set of four identification lines. The three

bus control signals are Bus Request (BRQ), Bus Release (BREL), and Bus

Grant (BGR). The Bus Request signal is used to initiate a bus master

assignment, while the Bus Release signal is used to terminate the assign-

ment. The Bus Grant line is threaded through each module (daisy chain)

and is used to resolve conflicts when two or more masters request the

bus simul taneously. The four identification lines , Bus Master Identifi-

cation (-BMID) , are associated wi th the maintenance function , and are used

to identify the module in control of the bus .

Thirty—seven lines are utilized for data transfer operations on the

bus. Si xteen lines are used for address (ADDR) , 16 lines for data (DATA),

and the remaining lines for data transfer control . These control lines

are 1/0 Select (IOSL), Data Receive (DRCV), Transfer Request (TRQ),

Transfer Acknowl edge (TACK), and Transfer Time Out (TTO).

There are three 1-Bus control lines associated wi th CPU interrupt

activities . They are Interrupt Request (IRQ), Interrupt Inhibit (INHB),

27
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and Interrupt Acknowledge (IAK). The Interrupt Acknowledge line , like

the Bus Gran line , is threaded through each module in a daisy chain

fashion and is used to resolve conflicts when two or more modules attempt

to interrupt the CPU simultaneously.

The general facilities lines are composed of a free running clock

(FCLK), a master clock (MCLK), a Master Stop (MSTP), a Clear/Reset

(MRESET), power, and ground .

Wi th the exception of the BMID , IOSL , and DRCV , all signals on the

I-Bus are transmi tted as complements . Posi ti ve logic is empl oyed , i.e.,

a high voltage ‘is a logic “1” (True) and a low voltage (ground) is a

logic “0” (False).

The I-Bus is asynchronous . The speed of data transfers over the

bus is determined by the speed of the modules interfaced to it.

Di rect Memory Access Function. The BIU requests PE memory access

on a cycle—stealing-by-priority basis in response to the memory requests

of the message reception control and message transmission contro~ activi-

ties . As stated previously, the BIU possess the highest memory access

priority (I-Bus access) among all the modules of the PE. Within the

BIU , the BIU specification establishes the following priority in decen-~

ding order:

1. Global Bus input activity

2. Global Bus output activity

3. Local Bus input activity

4. Local Bus output activity

In this design , the global and local functions have been separated into

separate modules . The Global BIU has the highest priority and the Local

BIU has the next highest priority .

28
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In performing direct memory access (DMA), the BIU acts as a master

device on the I-Bus . It initiates bus control by issuing BRQ (BRQ low

designates bus request). When it receives BGRI (Bus Grant signal into

the BIU), it becomes ’ bus master , and it blocks the Bus Grant signal from
— propagati ng to any lower priority module which may also be requesting the

bus . This is done by making the Bus Grant line high beyond the BIU

(Bus Grant signal out of the BIU is redesignated BGRO). After obtaining

control of the bus , the BIU issues BMID and waits until the previous

data transfer is completed (TRQ and TACK lines high) before it starts

its data transfer operation .

For a write—into-memory operation , the BILl initiates the data

transfer operation by issuing BMID , TRQ (TRQ low designates transfer

request to the slave , wh i ch is memory), IOSL (IOSL low desi gnates

memory), DRCV (DRCV low designates master to write , send operation),

ADDR , DATA , and BREL (BREL low designates bus release). When ~~~ ~s

issued , all bus masters , incl uding the BILl, remove their bus requests.

Wtih the BIU’s bus request removed , BGRO goes low (Bus Grant signal now

available to all masters), and BREL is then released, allowing all

mas ters incl ud ing the BIU, to request the bus . This sequence of releas-

ing the bus at the start of an I—Bus data transfer operation allows bus

mastership resol ution to be overlapped with I-Bus data transfers . The

BIU performs block transfers by immediate rerequest of the bus. When

a lower priori ty module is performing a block transfer, the BIU can

always pre-empt between transfers by requesting the bus when BREL goes

high .

L 
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When the BIU issues T~~, T~ t, DRCV , ADDR , and DATA, the PE memory

receives TRQ and decodes 1051 and ADDR to dete rmine if it is being

addressed. The PE memory internally delays the T1~ signal to allow for

valid address data reception and worst case address decode time . The

internally delayed T~~ signal and a valid address code is then used to

generate a memory start signal. When the memory wri te cycle is complete

the PE memory issues TACK (TACK low designates transfer acknowledge).

The BIU receives the asserted transfer acknowledge and it removes

IOSL , DRCV , ADDR , and DATA . When the PE memory detects the removal of

i~~, it removes TACK , at which time the I—Bus is relinquished to the

next I—Bus master. The DMA wri te operation is illustrated in Figure 10.

For a read-from-memo ry operation , the BILl, after obtaining bus

access and after previous I-Bus operations are complete , issues 1~~,

IOSL , DRCV ( DRCV high designates master to receive , read operation),

ADDR, and BREL. The PE memory , after it determines that it is to be

read , starts a read cycle. When the data (DATA) is valid , the PE

memory issues TX~~. The BIU receives the asserted transfer acknowledge

and after a delay to assure receipt of valid data , latches DATA and

removes 11~1, IOSL , DRCV, and ADDR . When the PE memory detects the

removal of T1~~, it removes TACK and DATA, at which tir .e the I—Bus is

L 

relinquished to the next I-Bus master . The DMA read operation is

illustrated in Figure 11 .

In addi tion to the normal transfer request/acknowledge sequence ,

there is one way in which the DMA operation can be terminated abnormally.

A Transfer Time Out (ITO) is generated by a watchdog time r on the

memory controller when the BIU (or any master) attempts to address a

30 
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Figure 10. Timing for DMA Write Operation (Adapted from Ref 1:160)
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Figure 11. Timing for DMA Read Operation (Ac!apted from Ref 1:161)
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nonexistent memory location (or slave). When the time out occurs , the

BIU uses the time out signal in the same manner as a transfer acknow l-

edge signal , except it sets the Transfer Time Out interrupt and proceeds

(Ref 3:C—34, 8—3 to B—6). The Transfer Time out Interrupt has been

added in this design and is discussed further in Chapter V.

Program-Command Response Function. This function deals with proces-

sing program commands which the PE CPU issues in the form of Command

Address Words (CAW), Table II. In performing this function , the BIU

-
~ acts as a slave device on the I—Bus .

In a write-into-B IU command , the BIU receives T~~~ (TRQ low desig-

nates transfer request to the slave), IOSL (IOSL high designates input!

output device), ~~~~~, (DRCV low designates master to write), ADDR

(contains the CAW), and DATA . The 131U decodes these signals and i-f it

is determined that the CAW is for the BILl, the content of the I-Bus

Data Register is clocked into the BILl and Transfer Acknowledge (~i~C’R)

is issued . When the PE CPU removes TRQ , the BIU remo ves TACK.

In a read-from—BIU command , the procedure is similar to the above

except that DRCV (DRCV high designates master to read) is received

instead of DRCV. If it is determined that the CAW is for the BIU , the

requested information is clocked onto the I-Bus and TACK is issued.

When the PE CPU removes TRQ, the BILl removes TACK .

Interrupt Interface/Control Function. This function deals with

CPU interrupts , interrupts generated wi thin the BIU which are passed to

the PE CPU (See Table III). This function performs program-controlled

masking of each of the interrupts for the PE CPU and provides protocol

compliance with the CPU interrupt—related operations.
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TABLE III

CPU Interrupts 
____

CLASS INTERRUPTS IN DESCENDING PRIORITY
- -- -= _ _ _ _ _ _  _ _ _ _ _

Arm/Disarm Global Hi gh— Priority Message Received (G}-IMR)

Enable/Disable Global Bus Quiescent (GBQ)

Enable/Disable Global Bus Dominance (GBD)

Arm/Disarm Global Message Length Violation (GMLV)

Arm/Disarm Gl obal Message Header Error (GMHE)

Arm/ Di sarm Gl obal Message Word Count Error (GMWCE)

Arm/Disarm Global Message Word Length Error (GMWLE)

Arm/Disarm Global Message Parity Error (GMPE)

Arm/Disarm Global Message Encoding Error (GMEE)

Arm/Disarm Global Transfer Time OUt (GTTO)

Enable/Disable Global Message Received (GMR)

Arm/Di sa rm Glo ba l Transm i ss ion Completed (GTC)

Arm/Disarm Local Hi gh-Priori ty Message Received (LHMR)

Enable/Disable Local Bus Quiescent (LBQ)

Ena ble /D i sab le Loca l Bus Dom inan ce (LBD)

Arm/Disarm Local Message Length Violation (LMLV)

Arm/Disarm Local Message Header Error (LMHE)

Arm/D i sarm Loca l Mess age Wor d Coun t Erro r (LMW CE)

Arm/Disarm Local Message Word Length Error (LMWLE)

Arm/Disarm Local Message Parity Error (LMPE)

Arm/Disarm Local Message Encoding Error (LMEE)

Arm/Disarm Local Transfer Ti me Out (LTTO )

Enable /D i sa bl e Local Messa ge Rece i ved (LMR)

Arm/Disarm 
— 

Loca l Transm ission Completed (LTC)
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In the present DP/M scheme , the BIU does not simultaneou sly relay

all perding CPU interrupts to the PE CPU. As shown in Table III , the

interrupts are prioritized. They are serially relayed to the PE CPU

wi th the highest priority interrupt being relayed first. Before relay—

ing an interrupt , the BILl must first determine if the PE CPU is presently

accepting the specific interrupt. This is done by checking an interrupt

mask wh i ch the PE CPU sets under program control . The PE CPU places the

mask in the Interrupt Status Register, ISR (Figure 12). In addition to

the interrupt mask , the BILl Specification requires three other bits of

information in the register: an Output Pending Flag and Output Acti ve

Flag, both of which the BIU sets , and an Output Enable Flag which the

PE CPU sets .

If the mask for a particular pending interrupt is set (Interrupt not

allowed), the BIU does one of two things depending on the class of the

interrupt. If the interrupt is of the enable/disable class , the interrupt

is disca rded; the interrupt stimulus is cleared and the BILl proceeds with

its other operations. If the interrupt is of the arm/disarm class , the

interrupt is retained by the BIU unti l the interrupt’ s associated mask is

cleared by the PE CPU, at which time the interrupt is processed to the

PE CPU (Ref 3:C—35 to C-38).

In relaying an interrupt to the PE CPU , the BILl fi rst checks the

status of the I-Bus interrupt Inhibit (INHB) line , which is used by the

PE ma intenance panel to inh ibit all PE modules from interrupting the PE

CPU when the PE CPU is operating in the maintenance panel mode . If there

is no Inhibit signal (INHB high), the BIU proceeds with interrupting the

PE CPU by issuing an on the I-Bus (IRQ low designates interrupt
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request). When the PE CPU completes the execution of its current macro

instruction , it detects an interrupt , then gains control of the I—Bus

and honors the interrupt by issuing TAlK (IAK low designates interrupt

acknowl edge). When the BIU receives T~~, it inhibits the T~~ signal

from propagating to the l ower priori ty modules. It then removes

and places the interrupt trap vector address on the data lines , DATA.

After at least a 150 nano second delay , the BILl indica tes that it has

placed the trap vector address on the lines by issuing TACK (TACK low

designates transfer acknowledge). The processor latches the trap vector

address into an internal register and then removes TAI~. When the BIU

detects the removal of T7Vi~, it com pletes the interrupt operation by

removing the trap vector address from the data lines and removing TACK

(Ref 3:B—6). The interrupt ope .ation is illustrated in Figure 13.

The BIU Specification requi res the BIU to provide the PE CPU with

an interrupt level trap vector address instead of the trap vector address

for the specific interrupt. The specification change to provide the

specific interrupt trap vector address is discussed in more detail in

Chapter V.

Sunmiary

This chapter presented the functional description or ’ the BIli.

Functional requirements definition was the first steo in the design of the

BILl. The next step was to define the hardware and microword required to

implement the BILl functions. These are presented in the next chapter.
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Figure 13. Timing for Interrupt Operation (Adapted from Ref 1:165)
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III BILl DESIGN

Introduction

The BIU designed is a laboratory test model to be used in demon-

strating the DP/M concept. This design uses a bipolar bit -slice micro-

processor, specifically the Am2900 Bipolar Microprocessor Family, for

emulating the BILl functions. In the TI DP/M report , the BIU was to be

realized with random logic hardware , and the unit was divided into func-

tional modules (Ref 1:72—94). The feasibility of utilizing a bipolar

bit-slice microprocessor for the BILl has since been demonstrated (Ref 2).

With a microprocessor , it is not possible to phys ically maintain the

functional modules proposed in the TI DP/M report, but the functional

modularity is maintained in the software. Table B-i lists the micro-

routines that were developed to perform the primary functions of the

BIU.

Although this desi gn uses a bit -slice microprocessor as proposed

in Reference 2, a different design philosophy is used . In this design ,

more functions are accompl i shed in hardware to meet the timing require-

ments of the system. In the design presented in Reference 2, most of the

BIU operations are accomplished in software. The philosophy was that

software implementation provided greater flexibility during initial

system construction and testing. Most changes could be made in software

which would not require major engineering redesign . If the required

speed could not be obtained , the laboratory DP/M system could be slowed

down to demonstrate the feasibility of the DP/M system. Since the sys-

tem was envisioned for the 1980 time-frame, it was felt that the state-
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of-the-art would advance sufficiently at that time to provide a micro-

processor to meet all BIU timing requirements (Ref 2:11 , 12 , 76).

A more convincing demonstration of the DP/M concept can be made if

the laboratory system operates at its specified speed. In this design ,

the use of a microprocessor is maintained because of the flexibility

feature that it provides. To meet the speed requirements , it was

necessary to implement some of the functions in hardware . In addition ,

it was necessary to have two separate BIU’s, one for global operations

and one for local operations (Ref 1:93; 2:73). The BIU is required to

simultaneously transmi t and receive on one global bus , monitor the

alternate global bus , and transmit and receive on the local bus. In

addition , communication with the PE CPU and PE Memory must be performed

on a common (shared) I-Bus. Since it appeared to be impossible to per-

form these functions simul taneously, separate global and local BIU’ s are

proposed .

With the e~ception of th~ redundant bus management function , the

Local BIU is identical to the Globa l BIU. In the remainder of the chap-

ter, only the Global BIU will be described. The hardware design and

software apply to both units . For the Local BILl, where the term

“Global” is used , the term “Local” can be substituted.

Because the global bus interface operations and internal bus inter-

face operations are asynchronous operations (essentially demand/response

operations) the BIU is designed as an interrupt driven microprocessor .

Its detailed description is presented in this chapter. First a genera l

description of the Am2900 Fami ly is given , then the BILl arch i tecture is

discussed . The detailed system descri ption begins with the Control

4’
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Section then continues wi th the Data Manipulation Section , I—Bus In ter-

face Sec ti on , and the Global Bus Interface Section. Descriptions of the

microroutines required to operate the BIU are presented in Appendi x B.

Am2900 Bi~p2]~~ Microprocessor Family General Description

The Advanced Micro Devices Incorporated Am2900 Bipolar Microproces-

sor Family is a group of large scale integrated (LSI) circuits designed

for use in microprogrammed computers and controllers . They consist of

4-bit bipolar bit-slice devices , each device designed to be expandable

and flexible to allow constructi on of a wide variety of machine architec-

tures. Designed to be fundamental system building blocks , the Am2900

Family corsists of circuits designed to perform data manipulation , micro-

program control , macroprogram control , priority interrupt , direct memory

access, input/output control , memory control , and front panel control .

Utilizing Low-Power Schottky IlL Technology , these devices are very

fast. See References 4, 5, 6, and 7 for technical data on the Am2900

dev ices used in this design . 
-

BIU Architecture

The block diagram of the BIU is shown in Figure 14. The BIU is a

microprogrammed processor. Each BILl component performs a basic function

and is driven by a set of control lines from a microinstruction in the

Pipel ine Register. The microinstruction is obtained from the Micro-

program PROM .

The BILl can be divided into four major sections. First is the

Gl obal Bus Interface Secti on , which consists of the Bus Translation

Unit (BTU), Bus Length Register (BLR), Bus Position Register (BPR), and
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The Output Data Buffer (0DB). As the name implies , this section inter-

faces the BILl with the two global buses.

The second section is the Control Section (Figure 15). which

consists of the Interrupt Control Unit (ICU) , Vector Mapping PROI~1 (VMP),

Condition Code Mul tiplexer (CCM), Condition Code Flags (CCF), Condition

Code Latch (CCL), CAW Mapping PROM (CMP), CAW Mapping PROM Register

(CMPR), BIU Stack (SIK), Microprogram Controller (MC), Microprogram

PROM (MP), Pi peline Register (PR), and the Set/Clear Decoder (SCD). This

section determines which microroutine is to be executed. Specifi cally,

it selects the microinstruction to be executed wh i ch contains the bits

to control each of the data handling components in the BILl.

The thi rd section is the Data Manipulation Section , which con-

sists of the Ari thmetic Logic Unit (ALU), Status Register- (SR), BI U P ROM

(PROM), PROM Address Register (PAR), and the Response Bit Register (RBR)

and decoder (RBRD). Data is processed by moving it from a register

onto the D-Bus and into a working register in the ALU , performing the

required operations on the data , and outputting the results onto the

V—Bus .

The four section is the I-Bus Interface Section , wh ich cons i sts of

theBMID register (BMIDR), I-Bus Fl ag Register (IBFR), I-Bus Address

Register (IBAR) , I-Bus Data Register (IBDR), I-Bus Sl ave Control Logi c

(ISCL), I-Bus Master Control Logic (IMCL), and the CPU Interrupt Control

Logic (d cl). Two other components associated wi th this section are the

Input Queue Pointer Register (IQPR), and the CPU Interrupt Vec tor Buffer

44
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(CIVB). As the name of the section implies , this section interfaces the

BIU with the I-Bus.

There are two major buses internal to the BIU; a 16-bit wide D-Bus,

primarily used for inputting data into the ALU , and a 16—bit wide V—Bus ,

primarily used for outputting data from the ALU. All data transfers

between registers are done via these two three-state buses .

First level pipelining is emp loyed to improve the BILl performance.

This is a technique in which the microinstruction for the next cycle is

fetched from the Microprogram PROM on an overlapping basis wi th the

execution of the current microinstruction . In this technique , the

microprogram fetch, the current microinstruction being executed , and the

resul ts of the previous microinstruction are simul taneously avai lable

with respect to each other. The key hardware componen ts are the Pipeline

Register at the output of the Microprogram PROM which contains the micro-

instruction currently being executed and the Status Register at the out-

put of the ALU which contains the results of the previous microinstruction .

Being an interrupt driven microprocessor , the BIU does not operate

from a set of machine instructions (rnacroinstructions). It is driven by

interrupt stimuli which select the beginning address of the appropriate

interrupt microroutine. Referring to Figure 14, the general operation of

the BIU follows . When interrupt stimuli are received by the Interrupt

Control Unit , the hi ghest priori ty interrupt is determined , and an inter-

rupt request si gnal is sent to the Condition Code Multiplexer and an

associated 4—bit vector address is sent to the Vector Mapping PROM , which

fetches the starting address for the appropri ate interrupt microroutine

in the Microprogram PROM. When the currently executing microinstruction
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checks the Condition Code Multiplexer for interrupts , the interrupt is

detected , the current microinstruction plus one is stored in the Micropro-

gram Controller stack , and an interrupt service routine is executed. This

routine stores, in the BIU Stack , the Interrupt Control Unit interrupt

mask and status and the contents of the CPU Interrupt Vector Register (See

Table IV). The last microinstruction of the interrupt service routine

obtai ns from the Vector Mapping PROM the address of the first microin-

struction of the appropriate interrupt routine. The microinstruction is

fetched from the Microprogram PROM and placed in the Pipeline Register for

execution . The mi croroutine may cause data to be obta i ned from the BUS

Translation Unit , processed in the ALU , and sent to the I-Bus interface

for processing to the PE memory .

Control Section

Interrupt Control Unit. The interrupt Control unit structure is shown in

Figures 16 and 17. This unit accepts interrupts from the BILl, I-Bus

Interface Sec tion , and the Set/Clear Decoder (program generated inter-

rupts), selects the highest priority unmasked interrupt , acknowledges the

interrupt , and generates a 4-bit vector for the Vector Mapping PROM,

wh i ch provides an 8-bit interrupt vector address for an interrupt sub-

routine in the Microprogram PROM. The interrupt request is processed by

two Am29l4 Vectored Priority Interrupt Encoders which are supported by an

Am2913 Priority Interrupt Expander.

The Am29 l4 is a high-speed , 8-bit priority interrupt unit that is

cascadable to handle any number of priority interrupt request levels.

Two Am29l4 ’s are used to provide 16 levels of interrupts .

Each of the Am29l4’s receives interrupt requests on eight interrupt

input lines , P0 — P
7 
. A low level is a request. An internal latch is
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available at the input to catch low pulese on the lines . An 8-bit mask

register is used to mask individua l interrupts . Requests in the interrupt

register are ANDed with the corresponding bits in the mask register and

the results are sent to an internal 8-input priori ty encoder , which deter-

mines the highest priority nonmasked interrupt input and forms a binary

coded interrupt vector. (In the 16 interrupt level configuration ,

the Parallel Disable (PD) output of the higher priority group serves as the

high order vector bit.) An internal status register is used to point to

the lowest priori ty at which an interrupt will be accepted. The contents

of the status register are compared wi th the output of the priori ty

encoder , and an interrupt request occurs if the vector is greater than or

equal to the status . When a vector is read from the Am29l4, the status

register is automatically updated to point to one level higher than the

vector read (Ref 5:2-3).

The am29l3 Priori ty Interrupt Expander , an 8-line-.to3-line priori ty

encoder, is used to ecicode the high order bit of the status when the

status register is read. The Am2913 is gated by the Am29l4 instruction

lines so that its output is enabled only during a Read Status instruction .

An inverter at the input to the Group Enable (GE) decodes the high order

status bit during loading of the status register.

The Am2914 is controlled by a 4-bit instruction field , Io~ I3, which

allows 16 instructions (Table XII , Chapter IV), associated with interrupt

control , vec tor read , mask regi ster control , and status register control .

The con~iiand on the instruction line is executed if the Instruction Enable

Input (IE) is low and ignored if JE is high .

As shown in Figure 16, there are 14 interrupt signals to the Inter-

rupt Control Unit. They are the 11 CPU interrupts , whi ch were discusse d

in Chapter II (the Global Message Received interrupt is not shown

_________
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because it is handled in software and not processed through the Inter-

rupt Control Un i t), and three BIU interrupts , the Word Received (WR)

interrupt , the Gl obal Interrupt Acknowledge (CIA) interrupt , and the

Global CAW (Gd ) interrupt. The Word Received interrupt is generated

when the Input Data Bit Counter in the BTU counts the 17th bit of an

incoming word , des i gnating that a word has been assembled in the BTU’s

Input Shift Register. The Global Interrupt Acknowledge interrupt is

generated by the I—Bus Interface when the PE CPU acknowledges an

interrupt request. The Global CAW interrupt is generated by the CAW

Mapping PROM when a CAW for the BIU is identifi ed.

The Word Received interrupt and five of the 11 CPU interrupts are

received from the BTU. The interrupts are in the form of hi gh-level

signals , and they require a clear signal after being serviced . The

interrupt signals are fed through inverters to the Am2914 “P’ inputs .

When these interrupts are serviced by thei r respective interrupt rou-

tines , they are cleared in the Am29l4 with the Clear Interrupt, Last

Vector Read (CILVR) instruction and they are cleared in the BTU with

microprogram generated clear interrupt signals.

The other six CPU interrupts are software generated and are proces-

sed through the Interrupt Control Unit only when they are being masked

out by the PE CPU (see discussion on the arm/disarm interrupts in the

Interrupt Interface/Control Function Section of Chapter II). These

interrupts and the two interrupts from the I-Bus Interface are in the

form of low-level signals that trigger monostable mul ti vibrators

(54LS221) wh i ch generate low-leve l pulses to the Am2914 “P” inputs . The

L 

reason for us ing pulses i s to el imi nate the need to i ssue clear interrupt
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signals when servicing the interrupts. All that is required to clear

an interrupt is to issue the Clear Interrupt , Last Vector Read instruc-

tion to the Ani2914.

The Global Transmission Completed interrupt (GTCI) is a software

generated interrupt that occurs under two conditio n s (refer to the

Gl obal Activate Output and the Global Transmission Completed routines in

Appendix B). The first condition occurs when the last message word is

placed in the Output Data Buffer and the message is not transmitted

because the allocated time—slot has not yet arri ved . Under this condi-

tion a GTCI signal is issued wh i ch sets a 0-type flip-flop (Figure 16).

The ~~output of the flip-flop is ORed with an EMS(T~ signal , which is

issued when the message is transmi tted. When the EMS (T) is issued , a

monostable mu ltiv ibra tor at the Am29l4 input is tirggered. The second

condition occurs when message transmission is completed and the Global

Transmission Completed interrupt is masked out by the PE CPU. Under

this condition , a GTCI signal is issued to the mul tivibrator. When the

mask is cleared, the interrupt is detected.

Vector Mapping PROM. One Am2975l 32-word by 8-bit PROM with three-

state outputs is used to map the Interrupt Control Unit vector outputs

to the “0” inputs of the Am29l0 Mi croprogram Controller. The interrupt

vector address i s used as the starting microprogram PROM address of a

microprogram interrupt service routine.

Microprogram Controller. One Am2910 Microprogram Controller (Figure

15) is used to select the source of the address of the next mi croinstruc-

tion to be executed. During each microinstruction cycle , the Micropro-

gram Controller provides an 8-bit address to the Microprogram PROM from
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one of four sources : (1) a microprogram counter (PC), which usually

contains an address one greater than the previous address; (2) an

external “0” (direct) input; (3) a register/counter (R) retaining data

loaded during a previous microinstruction; or (4) a five-deep last-in ,

first—out stack (MC STK). (The Am29l0 actually accepts a 12-bit address

at the “0” input and outputs a 12--bit address at the NY” output. Because

only an 8-bit address is requi red iii this design , the four most signifi -

cant address bits are made permanently low.)

The Microprogram Controller generates three enable signals , P[,
VECT, and 11AP, to allow three sources to be fed into the “iY’ input. In

this design , PL selects the next Address Field of the Pipeline Register

as the direct input source ; VECT selects the Vector Mapp ing PROM as the

direct input source; and MAP selects the CAW PROM register as the direct

input source . For each t4icroprogram Controller instruction , one and

only one of the three enable signals is low .

The Microprogram Controller Stack is used to provide return address

linkage when executing mi crosubroutines or loops . Anytime the stack is

full , a FULL warning output occurs . When additional information is pushed

onto a full stac k, the information at the top of the stack is overwritten

and lost. The FULL warning output is used to set a warning light on the

PE control panel (not part of this design). The warning output could have

been used to set an interrupt , but this was not done because this condition

has not yet been considered in the software developed by AFAL . If it is

desirable to make this an interrupt condition , the FULL signal can be

sent to one of the two unused inputs in the Interrupt Control Unit.
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The Am29l0 is controlled by a 4—bit instruction field , I,, — 1 3,

which selects the address of the next microinstr uction to be executed

(Tabl e V , Chapter IV). Four of the instructions are unconditional.

Ten of the instructions have operations which are partially controlled

by an external ,data-dependent condition . Three of the instructions

have operations which are partially controlled by the contents of the

internal register/counter.

In the ten conditional instructions , the data-dependent condition

is applied to the Condition Code Input (~~). If the ~~ input is low

the test is considered to have passed, and the action specified in the

instruction occurs; otherwise , the test has fai l ed and the next sequen-

tial mi croinstruction occurs . Testing of the ~~ input is enabled when

the Condition Code Enable (CCEN) input is low. In this design CCEN is

connected to ground. Conditional instructions are executed uncondi-

tionally by selecting a Condition TRUE input , which is connected to —

ground. The signal to the ~~ input is obtained from the Condition Code

Mul tiplexer.

Condition Code Multiplexer. The Condition Code Multiplexer is a

32-line—to-i—line Mul tiplexer composed of two 54150 16-input multiplexers

(Figure 18) . A 5-bi t microinstruction field is used to select one of

the 32 inputs (five are not used at this time). The first “0” input

(DO) is connected to VCC and is the TRUE condition . Ten other si gnals

are direc tly conne cted to the “D” inputs ; one signal from the Interrupt

Control Uni t, three signals from the Status Regi ster, three signals

from the I-Bus Master Control Logic , two signals from the I—Bus Inter-

rupt Control Logic, and one signal from the CPU Interrupt Vector Buffer.

L
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Nine signals are sent to the “0” inputs through the Condition Code Flags ,

five 541174 dual 0-type positive—edge-triggered flip-flops with preset

and clear. Three signals from the BTU and six signals from the Set!

Clear Decoder. Seven other signals to the Condition Code “0” inputs are

from the Condition Code Latch , one 54116 dual 4-bit latch wi th clear,

which latches seven bits of data from the ALU output.

CAW Mapping PROM. The CAW Mapping PROM , which is used to decode

CAW ’s from the PE CPU, consists of two Am29760 256-word by 4-bit PROM’s 
—

with open col l ector outputs (Fi gure 19). When a CAW is recognized as

being for the BIU, an 8-bit starting address for a servicing mi cro—

routine is sent from the CAW Mapping PROM to the CAW Mapping PROM

Register for transfer to the Microprogram Controller “0” input. The

CAW Mapping PROM output is also sent to an 8-input NAND gate . When a

CAW is i denti fied, the output of the NAND gate goes high tri ggering a

pulse generator at the Interrupt Control Unit input indi cating a CAW

interrupt.

As shown in Table II, the BIU is presently required to execute

six CAW ’s, words with decima l values three, five , seven , nine, 11 , and

13. In this design the seven least significant bits (LSB) of the CAW

are decoded , allow ing for 128 CAW ’s with decimal values between zero and

127. The seven bits are connected to the seven least significant bits

of the address (A) inputs to the CAW Mapping PROM. The most signi ficant

address bit is connected to the I-Bus DRCV line. As seen in Table II ,

the same CAW can require either a wri te or read operation . The lower

hal f of the CAW Mappi ng PROM i s used for CAW ’s i nvol ving CPU Write and

the upper half is used for CAW ’s involving CPU Read. Address locations
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not corresponding to an applicable CAW are loaded with all ones. The

PROM ’s Chip Select (
~~

) signal is obtained from the I-Bus Slave Control

Logic.

Microprogram PROM. The Microprogram PROM consists of 23 Am2976l

256-word by 4-bit PROM’ s with three state outputs . The configuration

used provides a 256-word by 92-bit memory which contains the microin —

structions required for operating the BIU. The addresses for the mi cro-

instructions are provided by the Microprogram Controller , and the fetched

microinstructions are placed into the Pipeline Register.

Pipeline Register. Twenty two Am29l8 quad 0 registers wi th standard

and three-state outputs and one Am25LS175 quad 0 register with common

clear make up the 92-bit Pipeline Register (Figure 20). The standard

output is used in all the Am29l8’s except for two, which use the three-

state output. These two Am29l8 ’s are one of two sources for the BIU

PROM address. The Am25LS175 is used for the Next Address Control

Instruction Field of the microinstruction . Its use is required for

system initialization. During the power-up sequence , a Master Reset

signal is issued by the PE CPU. This signal is used to clear the

Am25LS175 which then presents the Zero instruction to the Am2910 Micro-

program Controller. This instruction forces the microprogram location

counter to address Zero in the Mi croprogram PROM wh ich contains the

power-up microinstruction .

The microinstruction format employed in this design consists oi’

12 fields . These fields are discussed in detail in Chapter IV . Wi th

the exception of two fields , no attempt was made to overlap fields or

L 
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encode control signals to reduce the microinstr uction length . Since the

design is for a l aboratory development model , it was felt that opera-

ti onal speed and system flexibility was more important than a short

microinstruction . Reformatting of the microinstruction woul d be appro-

priate after the BIU is operating and all timing requirements satisfi ed .

-
~ Set/Clear Decoder. As mentioned above , one mi croinstruction field

does encode a group of control signals. This field is the 5-bit Set!

Clear field which encodes 32 control signals for the BTU, Condition

Code Flags , Interrup t Control Unit , and the I-Bus Interface . The Set!

Clear Decoder which decodes this field is composed of four Am25LS151

8—input multiplexers (Figure 21).

BIU Stack. The BIU Stack is required when servicing an interrupt

to save the current Interrupt Control Unit mask and status and to save

the current contents of the CPU Interrupt Vector Register (see Table IV) .

The stack is provided by four Am2930 Program Control Units . These units

contain a 17-word by 4-bit last—in-fi rst-out stack (plus other functions

not used in this design), which operates with the instructions shown

in Table XI.

Data Manipulation Section

Ari thmetic Logic Unit. The Ari thmeti c Logic Unit consists of four

Am2901 ’ s and one Ani2902 (Figures 22 and 23). The unit is actually a

16-bit microprocessor. Each Am290l is a 4-bit microprocessor slice con-

sisting of a 16-word by a 4-bit 2-port RAM (providing 16 general pur-

pose register), a Q Register , a high-speed arithmetic logic unit, and

associated shifting, decoding, and multiplexing circuitry . The Am290l
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is controlled by a 9-bit microinstruction field organized into three

groups of three bits each (Tables VII , VII I , X). These groups select

the ALU source oepr ands , the ALU functions , and the ALU destination

register. The Am2902 hi gh-speed look-ahead carry generator is used to

provide faster ALU operation . It accepts the propagate and generate

signals from each 4-bit microprocessor slice and provides the carry—in

singal to the next stage and an anticipatory signal to successive

stages.

The BIU registers required for processing messages are located in

the 2-port RAM . These registers are listed in Table IV. Data in the

RAM is read from an A-port of the RAM as controlled by a 4-bit “A”

address field input and by a B-port of the RAM as controlled by a 4-bit

“B” address field input. New data is wri tten into the RAM by the “B”

address field.

TABLE IV

Registers in ALU RAM

Mnemonic Register

ACC Accumula tor

ALU (CISR) CPU Interrupt Status Register

ALU (CIVR) CPU Interrupt Vector Regi ster

ALU(ILR) Input Length Register

ALU(IAR) Input Address Register

ALU(IDR) Input Data Register

ALU(OLR) Output Length Register

ALII(OAR) 
- 

Output Address Register 
- —
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The ALU data output is routed to several destinations. The data

can be sent out of the Am2901 (three-state output) and it can also be

stored in the RAM or Q Register. As seen in Table X, eight possible

combinations of ALU destination functions are available.

The ALU has four status-oriented outputs . These are carry-out

(C n+4), most signifi cant bit or sign (F3), overfl ow (OVR), an d zero

detect (F = 0). These status outputs are sent to the Status Register.

Status Register. The Status Register consists of one Am29l8 quad

0 register with standard and three—state outputs . This register is

required for the one level pipelining which is used in this desi gn. It

presents the results (status) of the previous microinstruction operation

to the Microprogram Controller.

BIU PROM and PROM Add ress Re giste r. The BIU PROM which consists

of four Am29761 256—word by 4-bit PROM’s with three—state outputs , is

used to store the constants and masks required for processing messages

and to store the CPU interrupt vector words and Message Identi ty

Associative Match Map words (Table XI). As shown in Fi ugre 22, there

are two sources for the 8-bit address inputs . The PROM Address Register,

which consists of one Am25LS374 8—bit register with three-state outputs ,

is used when addressing Message Identi ty Associati ve Match Map words.

The addresses for these words are calculated in the ALl.). The Pipeline

Register PR9 is used to address all other words .

Response Bit Register and Decoder. As discussed in Chapter II,

dur i ng mess age rece pti on , the response bit of a particular Message

Identity Associati ve Match Map word is determined by the binary value

of the four least signifi cant bits of the Message Identi ty Fielo of the
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Message Header word . In this design , these four bits are extracted from

the Message Header word and placed in the Response Bit Register , one-

half of a 54116 dual 4-bit latches with clear. The response bit is

determi ned from these four bits by the Response Bit Register Decoder,

which consists of two Am25LS138 3-line to 8-line decoder/demul tiplexers .

The output of the decoder is sent to the ALU for comparison against the

Message Identi ty Associative Match Map word (Figure 22).

I-Bus Interface Section

I-Bus Registers. There are six registers associated with this

section . Four registers that interface directly with the I-Bus are the

BMID Register , I-Bus Flag Register , I-Bus Address Register , and the I-Bus

Data Register. The other two registers of the section are the Input

Queue Pointer Register and the CPU Interrupt Vector Buffer, a first-in

first-out memory.

The BMID Register (Figure 24) is used to place the BIU’s 4—bit bus

master identification (BMID) code onto the I-B us. The register consists

of one Am29l8 quad 0 register wi th standard and three-state outputs.

Only the three-state outputs are used. The output enable signal is

obtained from the BMID Register Flag which is set by a ~~Tsignal from

the Bus Request Fl ag in the I-Bus Master Control Logic. The inputs to

the BMID Register are hardw i red to provide the appropriate BMID code.

The I-Bus Flag Register (Figure 24) is used to place the appro-

priate TRQ, IOSL , and DRCV si gnals onto the I—Bus . The signals are

received at the register inputs from the BIU PROM via the D-Bus . The

I-Bus Fla g Register consists of one Am2907 quad open—collector bus
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transceiver with three state receiver and pari ty (pari ty not used).

The bus enable signal is obtained from the I-Bus Flag Register Flag

which is set by an IBFRB E signal from a microinstruction (PR12).

The I—Bus Address Register and I-Bus Data Register (Figure 24) are

used , respectively, to place address and data information onto the I-bus .

Each of these registers consist of four Am2917 quad three-state bus

transceivers with interface logic. Data is entered into the “A” input

from the BIU V-Bus on the low-to-hi gh transition of the System Clock

when a t~ signal is issued by the microinstruction . The data is trans-

mitted onto the I-Bus when a ~~ s~~nal is recei ved from the respective

register flag which is set by a ~T signal from the microinstr uction .

Data from the I-Bus is received into the registers when an ~t! signal

is issued by the microinstruction. The data is then sent onto the BIU

D—Bus when the mi croinstruction issues an OE signal .

As seen in Fiugre 25, the Input Queue Pointer Register is a 16—bit

register consisting of four Am29]8 quad D registers with standard and

three-state outputs . Inputs to the 13 most significant bits of the

register are hardwi red to a set value. The inputs to the three least

significant bits are connected to the three least significant bit outputs

of an Am25LSl6l synchronous 4-bit binary counter with asynchronous

clear . The counter is being used as a modulo-eight counter. (Note that

in the DP/M system, bit—O is the most signifi cant bit and in the AMO

devi ces, bit-O (or A) is the least signifi cant bit.)

The CPU Interrupt Vec tor Buffer is used to temporar ily store a CPU

interrupt vec tor address unti l the PE CPU ac knowledges the interrupt

request. Two Am2812A 32-word by 4-bit first-in first-out (FIFO)
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memories are used for the buffer (Figure 26). The use of a FIFO memory

permi ts more than one interrupt vector address to be held while awaiting

PE CPU acknowledgement , which may take a while. The PE CPU does not

check for an interrupt request unti l it completes executing the current

macroinstruction , and then it must gain control of the 1-Bus for which

it has the l owest bus access priority .

Data from the V-Bus is written into the CPU Interrupt Vector Buffer

when CIVBPL is issued by the microinstruction . Data is read from the

buffer when CIVBPD is issued by the microinstr uction. An output ready

signal (CIVBOR),which indi cates that data is available at the output ,

is connected to the Condition Code Multiplexer. After an interrupt

vector is read from the buffer, the output ready signal is checked to

see if another interrupt request to the PE CPU is required. A Flag

signal indicates when the buffer contains more than 15 words. Since the

stacking of 15 interrupts is not expected , the Flag signal is used to

set a warning light on the PE control panel (not part of this design).

I-Bus Master Control Logic. During a di rect memory access opera-

tion (refer to the Di rect Memory Access Function paragraph in Chapter II

for a description), the BIU acts as a master devi ce on the I-Bus . The

I—Bus Master Control Logic (Figure 27) is used to perform this function.

There are four flags , 54LS74 0-type flip-flops , associated wi th this

circuitry . They are the Bus Request (BRQ) Flag, Bus Releas e (BREL)

Flag, Transfer Acknowledge (TACK) Flag , and the Delayed Transfer

Acknowl edge Flag. The Bus Reques t and Bus Relea se Flags are used for

bus control. The outputs of these two flags are sent through buffers

wi th open col l ector outputs to provi de wi red-OR signals as specified in

Reference 3.
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The TACK Flag indicates whether the TACK line is high or not.

After obtaining control of the bus , the BIU mus t wait until any pre-

vious data transfer is completed (TACK line high ) before it starts

its data transfer operation. The flag is cleared by either the Master

Reset (MReset) signal from the PE CPU or by a low—level pulse generated

by a monostable multivibrator when the TACK line goes from low to high.

The Del ayed TACK Flag indicates transfer acknowledgement from the

PE memory (slave), and is set by a TACK signal from the memory. The

Del ayed TACK Flag can also be set by a Transfer Time Out signal which

is sent by the PE memory when a nonexistent memory location is addressed.

I-Bus Slave Control Logic. The I-Bus Slave Control Logic (Figure

28) is used when the BIU responds to Command Address Words . During

this operation (refer to the Program Command Response Function para-

graph in Chapter II for description ), the BIU acts as a slave device

on the I-Bus . There are two flags , 54LS74 D-type flip-flops , associated

wi th this ci rcuitry , the Transfer Reque~t (TRQ) Flag and the Transfer

Acknow l edge Out (TACKO) Fl ag. When the TRQ Flag is set by a T~ .f signal
from the I-Bus and the I-Bus IOSL line is high , a chip select signal

(CMPCS) is generated and sent to the CAW Mapping PROM. - If the Command

Address Word appli es to the BIU, the appropriate action is initiated

and the TACKO Flag i s se t, wh i ch places a transfer acknow ledge s igna l

(TACK) onto the I-Bus to the PE CPU. Both the TRQ and TACKO Flags

are cleared by either the Master Reset signal from the PE CPU or by a

low—level pulse generated by a monostable multivibrator when the TRQ

line goes from low to high . The DRCV signal is sent directly to the

most significant bit address input of the CAW Mapping PROM.
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CPU Interrupt Control Logic. The CPU Interrupt Control Logic

(Figure 29) is used to process interrupts to the PE CPU (re fer to the

Interrupt Interface/Control Function paragraph in Chapter II for the

interrupt operation description). After checking to see that there is

no interrupt inhibi t signal (INI-I B signal sent di rectly to the Condition

Code Multiplexer) , the BIU makes an interrupt request on the I-Bus by
setting the Interrupt Request (IR Q) Flag, 54LS74 fl-type flip—flop. As

stated earlier , an interrupt request is not immediately acknowledged

by the PE CPU. Therefore, in this design , the BIU continues on with

its other operations after setting the IRQ Flag. When an interrupt

acknowledge signal (IAKI) is received from the PE CPU, a GIA signal

is sent to the Interrupt Control Unit which sets a GIA Interrupt (an

interrupt internal to the BIU). When this GIA Interrupt is detected

by the BIU , it completes processing the CPU interrupt. After the inter-

rupt trap vector address is placed on the I-Bus Data lines , the Inter-

rupt Transfer Acknowledge (ITACK) Flag is set, which issues a TACK

signal onto the I-Bus to the PE CPU. A nionostable mul tivibrator is

used at the input of the ITACK Flag to provide a delay of the TACK

signal as specified in Reference 3. The flag is set on the rising edge

of a low-level pulse generated by the monostable multivibra tor. The

outputs of both the IRQ and ITACK Flags are sent through buffers wi th

open collector outputs to provide wired-OR signals as specifi ed in

Reference 3.

Globa l Bus Interface Sec tion

The Global Bus interface section consists of the Bus Length

Register , Bus Position Register , Output Data Buffer, and the Bus
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Translation Unit. The Bus Translation Unit was not part of this design

and will not be described.

Bus Length Register. The Bus Length Register consists of one

54S373 octal 0-type transparent latch with three-state outputs (Fi gure
30). Inputs to this register is from the 0-Bus , bits zero through seven .

The output of the register is used to load the Bus Position Register

down counter , and is enabled when the counter decrements to zero (Min/

Max output goes high).

Bus Position Register. The circuit referred to as the Bus Position

Register actually consists of three units , the Bus Position Register (In),

a down counter , and the Bus Position Register (Figure 30). The Bus Posi-

tion Register (In) is an 8-bit register consisting of two Am29l8 quad D

registers . Inputs to this register come from the D~-Bus , bits eight

through 15. The three-state output, which is used to initially load the

counter with the preset bus position , is enabled when a BPRIOE is issued

by the microinstruction .

The down counter consists of two Am25LS191 synchronous 4—bi t binary

up—down counters. It is initial ly loaded with the contents of the Bus

Position Register (In) when a BPRLD signal is issued by the microinstruc-

tion. The coun ter is decremented each time an EMS s ignal is rece ived

from the BTU. When the counter decrements to zero, a high si gnal is

issued from the Mm /Max output which is a Transmi t Message command to the

BTU. The Mm /Max output also causes the contents of the Bus Length

Register to be loaded into the counter. The Mm /Max signal goes to the

Output Enable input of the Bus Length Register through an inverter ,

54S04. The s ignal also triggers a monos table multiv ibra tor , 54LS221 ,

which generates a low-level pulse to the Load input of the counter.
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This pulse is delayed approximately 35 nanoseconds wh i ch allows enough

time for the contents of the Bus Length Register to reach the counter

input. When the Mm /Max signal is sent to the Bus Length Register , there

is approximately a fi ve nanosecond delay through the inverter and approxi-

mately an 18 nanosecond delay for the contents of the register to be released.

The Bus Position Register consists of two Am29l8’s. Its input is the

output of the counter. Its three-state output goes to bits eight through

15 of the Y-Bus when a BPROE signaVis issued by the microinstruction .

Output Data Buffer. The Output Data Buffer i~ ~sed to transfer out-

going messages to the Output Shift Register in the BTU. The buffer con-

sists of two Am28l2A 32-word by 8-bit fi rst-in first-out (FIFO) memories

(Figure 30). The FIFO memory is used because of the asynchronous opera-

tion between the BIU and the Global Bus and of the BIU’s requirement to

simul taneously transmit and receive on one global bus and monitor the

— - alternate bus . With the use of a FIFO memory (buffer), the BIU can place

the outgoing message in the memory when the F3IU is ready and the BTU can

output the message when it is ready. The Am28l2A allows the BIU to wri te

new data into the buffer at the same time that the BTU is reading from

the buffer without requiring any synchronization between the two.

A 16—bit parallel word is written into the buffer from the D-Bus

wh en the microinstruction issues an ODBPL signal. The word is read from

the buffer when the BTU issues a PD signal . (If desired , the buffer can

be configured for serial output.)

Summary

Th is chapter presented a genera l descr ipti on of the BIU hardware

design . The next step in the BIU design was to define the microword and

-
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to develop the RTL description of the BIU microroutines . These are

presented in the next chapter. Al though these design steps are presented

sequentially in this report, there were many iterations between the hard-

ware and software developments .
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IV MICRO CODING

In t roduc t ion

After the BIU hardware was defined , the microwrod required for the

BIU operation was developed. This chapter describes the microword

format and introduces the microroutines and mi crocodes presented in

Appendices B and C.

Microword Forma t -

The mi croword is a 92-bit word consisting of 12 fields (Figure 31).

The first field , Next Address Select Instruction Field , is used to pro-

vide a four-bit instruction to the Am29l0 Microprogram Controller

(Table V). The instruction selects the source for the Am2910 “Y”

outputs (Microprogram PROM address) and controls the three enable sig-

nals ~t, ~~~ and VECT. For each instruction , one and only one of these

enable si gnals is low. These signals are used to enable the outputs of

the Next Address Field of the Pipeline Register , the CAW Mappi ng PROM

Register, and the Vector Mapping PROM, respectively.

The second field , Condition Code Mul tiplexer Select Field , is a

5—bit field used to select one of 27 inputs to the Condi tion Code Mul ti-

plexer. Table VI lists the inputs to the multiplexer.

The third field , Next Addres s Field , is a 12-bit field used to

provide an address for a microprogram jump .

The next three fields are used to provide the ALU (Am290l ) instruc-

tion . The 3-bit ALU Source Field is used to select one of the eigh t

source operand pairs available to the ALU (Ta5le VII). The 3-bit ALIJ

Function Field is used to select the function to be performed , five

L 
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Next Addr Cond Code Next Address
Sel Instr flux Sel (PR3)

(PR1 ) (PR2)
13 1k 18 19 - 116

ALU ALU CM ALU Des t ALU ALU
Source Function, Control A Addr B Addr

(PR4 ) (PR5) (PR6 ) (PR7) (P R 8)
117 119 ‘20 122 I23 ‘2k 126 127 130 13) ‘3k

PROM Addr/STK Instr ICU Ins tr Set/Clear
(PR9) (PR1O) (PRll)

135 “ .2 I’.3 I’.6 I’.7

Control
(PR12)

152 192

Figure 31 . Microword Format 

-
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TABLE VI

Condition Code Mul tiplexe r Select Field

Micro Code
(Decimal ) Mnemonic Description

~~l+

0 TRUE True Signal
1 INTR Interrupt request
2 NEG ALIJ output negati ve
3 ZERO ALU output zero
4 ZERO ALU output not zero
5 BGI Bus Grant (In) signal low
6 TACK Transfer Acknowledge signal high
7 DTACK Delayed Transfe r Acknowle dge signal low
8 IAK Interrupt Acknowledge signal high
9 INHB Inhibit signal high

10 CIVBOR CPU Interrupt Vector Buffer output read.~11 MHS Message Header Sync received
12 EMS(R) End Message Sync received
13 EMS(T) End Message Sync transmitted
14 GMHE Global message header error
15 OP Output pending
16 RB Response bit set
17 GI-IP Global high priority message
18 GBDD Gl obal bus dominance disabled
19 OE Output enabled
20 GHPMRM GHPMR interrupt masked
21 GMLVM GMLV interrupt masked
22 GMHEM GMHE interrupt masked
23 GMWCEM GMWCE interrupt masked
24 GTTOM GTTO interrupt masked
25 GMRM GMR interrupt masked
26 GTCM GTC interrupt masked

a-
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logic and three ari thmetic (Table VIII ). Added to this field is another

bit (
~~2 3)  for the ALU carry input , CN. This input affects the ALL.)

resul ts when in the arithmetic mode as shown in Table IX . The 3-bit

Destination Control Field selects the ALU destination register (Table X).

The seven th and eighth fields are used to provide the addresses

for the A and B ports of the ALU RAM. The 4-bit ALU A Address Field is

used to select one register whose contents are brough t to the A—port.

The 4-bit ALU B Address Field is used to select one register whose con-

tents are brought to the B-port. The ALU B Address Field is also used

to select the register into which new data is to be written . The

registers in the ALU RAM were listed in Table IV (Chapter III).

The ninth field , PROM Address/Stack Instruction Fiel d, is a shared

field used to provide either the address for the BIU PROM or the instruc-

tion for the BIU Stack (Am2930). The PROM addresses and the stack

instructions are given in Table XI .

The tenth field is a 4—bit field used to provide the instruction

for the Am2914 Interrupt Control Unit. The instructions for the Am29l4

are gi ven in Table XII.

The last two fields are used for control . The 5—bit Set/Clear

Field encodes 32 control signals used to set and clear various flags in

the BIU (Table XIII). The 40-bit Control Field is used to provi de the

control signals listed in Table XIV . As stated in Chapter III , to pro-

vide system flexibility and maximum operational speed (features of prime

importance during the development of this system), no attempt was made

to shorten this field by encoding or overlapping with other mi croinstruc-

tion fields . Optimi zation of the microword should be accomplished after

the BIU is operating and all timing requirements satisfied.
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TABLE VI I

‘
~ ALU Source Operand Field

Mi cro code
(Decimal) ALU Source Operands
I~7 I~9 R S

0 A Q
1 A B

2 0 Q
3 - 0 - B

4 0 A

5 D A

6 D Q
7 D 0

Motes: “A” designates RAM A-port
“B” designates RAM B-port
“Q” designates Q Register
“D” designates direct data input

TABLE VIII
ALU Function Field 

—

Mi croco de
(Oecimal) ALU Functi on Symbol
1
20 

I2~2~

0 R P1us S R + S

1 S M inus R S - R

2 R M inus S R - S

3 RO R S R v S

4 R AND S R A S

5 k AND S R A S

6 R EX-OR S R v S

7 R EX-NOR S R v S
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TABLE IX

ALU Arithmetic Mode Functions

CM 0(Low) c~i = 1 (High)

I17..lcJ, 1 20..22 Group Functi on Group Func tion

0 0 A+Q A+Q+l
1 0 ADD A+B Add plus A+B+1
5 0 D4-A one D+A-i-1
6 0 DfQ D+Q+1

2 0 Q Q+i 0

3 0 PASS B Increment 8+1 
0

4 0 A A+l 0

7 0 D D+i

2 1 Q-l Q
3 1 Decrement B-i PASS B
4 1 A-i A
7 2 D l

2 2 -Q-i -Q
3 2 l’ s Comp . -B-I 2’s Comp. -B
4 2 -A-i (Negate) -A
7 1 -li-i -D

0 1 Q-A-l Q-A
1 1 Substract B-A-i Substract B—A
5 1 (l’ s Comp) A-D-i (2’s Comp) A—D
6 1 Q-D-- i Q—D
0 2 A- Q-i A-Q
1 2 A-B—i A-B
5 2 D-A-1 D-A
6 

- 
2 D-Q-l 

_____________ 

D-Q
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TABLE X

ALU Destination Control Fi eld

Microcode RAM Q-Reg.
(Decimal) Function Function Output
‘24 126 Shift Load Shift Load Y

0 X None None F-Q F

1 X None X None F

2 None F-B X None A

3 None F-B X None F

4 Down F/2—B Down Q/2-Q F

5 Down Ff2-B X None F 0

6 Up 2F-B Up 2Q-Q F

7 Up 2F-B X None F

Notes : “X ” designates Don ’ t care
‘tF” des ignates internal ALU output
“Up” is towards most signifi cant bit
“Down” is towards least significant bit
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TABLE XI

____________ 

PROM Addr/Stack Instruction Field 
0

PROM Addr Value
Mnemonic (Hexidecimal) Function 

0

OCon 0000 Constant, O~

8Con 0008 Constant, 8~

WIBF 0007 Word used for Di rect Memory Access Wri te
operation . Three least significant bits
contain complement of TRQ, IOSL, & DRCV .

RIBF 0006 Word used for Di rect Memory Read Opera-
tion . Three least ~f~nifi cant bits con-tain complement of TRQ, IOSL , & DRCV.

BDM D777 Constant used to clear OBO mask

MIDZC 003F Constant used to clear ten most signifi-
cant bi ts

MIDC To be deter. Constant used to obtain MIAMM address.
Seventh and eigh th least signifi cant
bits contain value , other bits are zero.

MBZC 03FF Constant used to clear six most signifi-
cant bits

MBC To be deter. Constan t used to obtain Message Buffer
address. Six most significant bits con-
tain va l ue, other bits are zero.

BDM 2000 Constant used to set GBD mask

GBQIV To be deter GBO Interrupt vector

Gt’Tt4LEIV GtvTWLE interrupt vector

GMPEIV GMPE interrupt vector

GMEEIV GMEE interrupt vector

GTTOIV GTTO interrupt vector

GHPMRIV GHP~’~ interrupt vector

GMLVIV GMLV interrupt vector
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TABLE XI
___________ _______________ 

(Continued)

PROM Addr Value
Mnemonic (Hexidecimal) Function

GMHEIV To be deter. Gt4HE interrupt vector

GMWCEIV GMWCE i nterrup t vector

GMRIV GMR interrupt vector

GTCIV 
— 

GTC interrupt vector

IM 7FFO Constant used to process interrupt mask

OAFW 0002 Constant used to set Output Acti ve Flag

OAFW FFFD Constant used to clear Output Active
Flag

OPFW 0004 Constant used to set Output Pending
Flag

FFFB Constant used to clear Output Pending
Fla g

OECon 0001 Constant used to set Output Enable Flag

OECon FFFE Constant used to clear Output Enable
Flag

MIAt4MOO To be deter. MIAMM addresses

MIAMM63

STK Instr

PD 000C Push 0, push “0” input onto stack

PS 000D Pop S pop stack
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TABLE xii
Interrupt Control Unit Instruction Field

Mi crocode
(Decimal) IE Functi on
I~3 ~~

0 0 Master Clear

1 0 Clear All Interrupts

2 0 Cl ear Interrupts via V-Bus

3 0 Clear Interrupt via Mask Register

4 0 Clear Interrupt , Last Vector Read

5 0 Read Vector

6 0 Read Status Register

7 0 Read Mask Register

8 0 Set Mas k Registe r

9 0 Load Status Register

10 0 Bit Clear Mask Register 0

11 0 Bit Set Mask Register

12 0 Clear Mask Register

13 0 Disable Request

14 0 Load Mask Register

15 0 Enable Request

X 1 Instruction Di sable

Note: “X” designates Don ’t Care
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TABLE XIII

t - Set/Clear Field Signals

Mnemonic Name

WRCL Word Received Interrupt Clear

GMWLE CL Global Message Word Length Error In tr Ci r

GMPECL Global Message Pari ty Error Intr Clear

GMEECL Global Message Encoding Error Intr Clear

STAB Swi tch to Al ternate Bus

MHSCL Message Header Sync Cl ear

EMSTR)CL End Message Sync (Received) Clear

EMS(T)CL End Message Sync (Transmi tted) Clear

GMHE Gl obal Message Header Error

OP Output Per ding

OPCL Output Pending Clear

O RB Response Bit

RBCL Response Bit Cl ear

GHP Global Hi gh Priori ty

GHPCL Global High Priori ty Cl ear

GBDD Global Bus Dominance Disabled

GBDDCL Global Bus Dominance Disabled Clear

O OE Output Enable

OECL Output Enable Clear

GHPMRI Global High Priori ty Message Received Intr

GMLVI Global Message Length Violation Interrupt

Gt fEI Gl obal Message Header Error Interrupt
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TABLE XIII

(Continued)

Mneomon ic Name

GMWCEI Global Mess age Word Count Error Interrupt

GTCI Global Transm ission Completed Interrupt *

GTCI Global Transmission Completed Interrupt

GTCCL Global Transmission Completed Clear

BRQ Bus Request

TACK Transfer Acknowledge

IRQ Interrupt Request

IRQCL Interrupt Request Clear

ITACK Interrupt Transfer Acknowledge

ITACKCL Interrupt Transfer Acknowledge Clear

0 

Li’
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TABLE XIV

Control Field Signals

Mnemonic Name

BTUOE Bus Translati on Un it Output Enabl e

BLRG Bus Length Register Enable

BPRIOE Bus Position Register (In) Output Enable

BPRLD Bus Pos iti on Register Load 
0

BPROE Bus Position Register Output Enable

ODBPL Output Data Buffer Parallel Load

SCDG Set/Clear Decoder Enable

ICLJIE Interrupt Control Unit Instruction Enable

CCLG Condition Code Latch Enable

MCRL D Mi croprogram Controller Regi ster Load

MCCI Mi croprogram Controller Carry-In

PR9OE Pipeline Register 9 Output Enable

PROMCS BIIJ PROM Select

PARLE PROM Address Register Later Enable

PAROE PROM Address Register Output Enable

ALUOE ALU Output Enable

RBRG Response Bit Regi ster Enable

RBRDOE Response Bit Register Decoder Output Enable

STKIEN BIU Stack Instruction Enabl e

STKOE BIIJ Stack Outpu t Enabl e

CIVBPL CPU Interrupt Vector Buffer Parallel Load

L i  ~~~~~~~~~~~~~~~~~~~~~~~~ _  
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TABLE XIV
____ _______ 

(Continued)

Mnemonic Name

C1VBPD CPU Interrupt Vector Parallel Dump

IQPRCP Input Queue Pointer Register Clock Pulse

IQPROE Input Queue Pointer Registe r Output Enable

IBFRL E 1-Bus Fl ag Register Latch Enable

IBFRBE I—Bus Fl ag Register Bus Enable

~~FRCL I-Bus Fl ag Register Fl ag Cl ear

IBARLE I-Bus Address Register Latch Enable

IBARBE I-Bus Address Register Bus Enable

IBARCL I-B us Address Register Flag Clear

IBARRLE I-Bus Address Register Rcvr Latch Enable

IBARO~ I-Bus Address Regi ster Output Enable

IBDRLE I-Bus Data Register Latch Enable

IBDRBE I-Bus Data Register Bus Enable

IBDRCL I-Bus Data Register Flag Clear

IBDRRLE I-Bus Data Register Receiver Latch Enable

IBDROE I-Bus Data Register Output Enable
NOTE: Three bits of the field are not used .

Microroutine s

The microroutines and associated mi crocodes required for the BIU

operation are presented in Appendices B and C respecti vely. Table 8-1

lists the microroutines under the six primary BIU functions that they

support. Table B-2 lists the microrouti nes under four categories :

95



I

(1) service routines , (2) external interrupt routines , (3) program

generated interrupt routines , and (4) CAW routines .

The service routines are used for system initia lization and for

supporting the other routines. During power-on , the PE CPU issues a

Master Reset (MReset) signal which clears the various BIU Flags and

registers incl uding the Pipeline Register 1 (PR1 ) which contains the

instruction for the Microprogram Controller. When PR1 is cleared , it

presents the Zero instruction to the Mi croprogram Controller which

causes a jump to the Power-Up routine , a one-word routine located at

address Zero in the Mi croprogram PROM . This routine performs a master

clear in the Interrupt Control Unit , clears the CPU Interrupt Status

Register in the ALU RAM , and performs a jump to the Wait for Interrupt

routine.

As stated in Chapter III , the BIU is an interrupt dri ven mi cro-

processor. The Wait for Interrupt routine keeps’ the BIU in a loop

waiting for an external interrupt. When an external interrupt occurs ,

a jump is made to the Service Interrupt routine which saves certain

information (Figure B-3) and performs a jump to the appropriate external

interrupt routine. The external interrupt routine may call on a servi ce

routine or may perform a jump to a program genera ted interrupt routine

or a CAW routine (Table B-2). At the end of these routines , a jump is

made to the Return routine which returns the BIU to the state at which

it was at the time of the interrupt. Prior to the actual return , a

check is made for the occurrence of any higher priori ty interrupts .

These interrupts are serviced before returning to the ori ginal state.
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The structure of the program generated interr,ipt routines should

be noted. Fi ve of the routines service interrupts of the enable!

disable class (see Chapter II , Interrupt Interface Control Function)

and have two entry points . As an example , refer to the Gl obal High

Priori ty Message Received (GHPMR) routine (Figure 8-16). When the

message reception mi croprogram detects that a high priori ty message has

been rece i ved, it calls on the GHPMR routine (jumps to GHPMROO) to

process a GHPMR interrupt to the PE CPU, if the interrupt is not masked .

If the interrupt is masked , the GI-IPMR routine presents a GHPMR interrupt

0 to the Interrupt Control Unit. When the PE CPU clears the mask , the

GHPMR interrupt is processed through the Interrupt Control Unit and the

GHPMR routine is entered at the second entry point GHPMRI (a jump to

GHPMRIOO). The PE CPU is then interrupted.

Summary

This chapter described the mi croword format and the microroutines

and microcodes developed for the BIU operation . Microcoding was the

last step in the design . The next chapter presen ts the discussion and

conclusions of this design effort.
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V. DISCUSSION AND CONCLUSIONS

0 Dis cuss ion

Design Summa~y. The BIU is desi gned as an interrupt dri ven micro-

processor. As such , it does not operate from a set of rnacroinstruction s ,

but is driven by interrupt stimuli which cause-the BIU to execute the

appropriate interrupt mi croroutine. To improve the BIU performance in

the execution of these routines , first leve l pipeli ning -is employed.

This is a technique in which the microinstruction for the next cycle is

fetched from mi croprogram memory on an overlapping basis wi th the execu-

tion of the current microinstruction .

The BIU is divided into four major sections. Fi rst is the Global

Bus Interface Section which interfaces the BIU wi th the two Global

buses (in the Local BIU , the corresponding unit interfaces the BIU with

only one Loca l Bus). The second section is the Control Section . Two

major units of this section are the Interrupt Control Unit and the

Mi croprogram Controller. The Interrupt Control Unit receives the inter-

rupts, masks the appropriate interrupts , determines the highest priori ty

interrupt , produces an appropri ate interrupt vector, and noti fies the

0 
Mi croprogram Controller of the interrupt. The Microprogram Controller

selects the mi croinstruction to be executed. It consists of one Am29 l0

40-pin chip which is an address sequencer with the capability to provide

conditional branching to any microinstruction within a 4O96-microword

range. It has a last—in fi rst-out stack which provides microsubroutine

return linkage and looping capability . It also contains a mi croin-

struction loop count control . The third section is the Data Manipula-

tion Section . The major unit of this section is the Ari thmetic Logic
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Unit which performs the data manipulation required for i dentifying

messages and for determining memory addresses. The registers required

for processing messages are located in this unit. The fourth section is

the I—Bus Interface Section whi ch interfaces the Bill with the I-Bus .

This design uses TTL logic. A bipolar bit-slice mi croprocessor

family is empl oyed . To improve system efficiency , combinations of

O standard , high-speed, and l ow—power devices are used in the various BIU

sections. Timing was taken to be the driving factor in device selection.

When timing was cri ti cal , high-speed devices were selected; otherwise ,

standard and low-power devices were selected. Approximate ly 130 inte-

grated circuit chips are used in the design .

The minimum system clock cycle that can be used in the BIU is 201

-~ nanoseconds. This value is determined by the componen t delays along

the longest “pipeline register clock to logic to pipelin e register

clock” path (Ref 8:Sec 1 , 20). The longest signal path is determined

to be from the Pipeline Register 2(13 nsec), through the 54SO4 inverter

(5 nsec) at the Condition Code Multiplexer select input , the Condition

Code Mul tiplexer (35 nsec), the 54S08 AND gate at the mul tiplexer out-

put (8 nsec), the Microrpogram Controller (60 nsec), and the microprogram

PROM to the Pipeline Register 9 (80 nsec), refe r to Fig ures 20, 18, and

15. To be conservative , it is recommended that during imp lementation ,

L

a system clock period of 250 nanoseconds be used.

Specification Deviations. As stated in the previous chapters ,

the BIU design contains some deviations from thes peci fi cati on. These

deviations resulted from changes made by the Air Force Avionics
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Laboratory, need for improved performance , and new requirements resul-

ting from the use of a bit-slice mi croprocessor rather than random logic

for the design . This section will summarize these specifi cation devia-

tions.

In this design , the serial-to-parallel data conversion , paralle l-

to-serial data conversion , and the watchdog timer mechanisms are not

• included in the message reception control function , message transmis-

s-ion control function , and bus access control function respectively,

as called for in the specificati ons. The Ai F Force Avionics Laboratory ‘

incl uded these tasks in the Bus Translation Unit (bus data translati on

function) which they are designing.

The Message Identi ty Associative Match Map (MIAMM) is placed in

the BIU PROM rather than the PE memory. This is done to increase BIU

operational speed in message recepti on and to reduce I-Bus utilization ,

which provides more bus access time to the other PE modules . If the

MIAMM was left in the PE memory, whenever a message header is received ,

either glo ba l or local , the appropriate BIU would have to gain access

to the I-Bus and then fetch the MIAMM word from PE memory . If the bus

is in use , a slight delay would be incurred waiting for the bus to

become available. Also , accessing the I-Bus to fetch a MIAMM word for

each message header received (the BIli must process all message headers

transmi tted on the Global/Local bus), may mean poor uti l i za tion of the
0 I—Bus since it is conceivable that most of the messages on both the 

-

Glo bal and Loca l Buses are not for the PE.

As a resul t of p lac in g the MIAM M i n the BI U PROM , it was necessar y

to make a slight change in the way the address for the MIAMM word is
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obtained . Only an 8—bit address is requi red for the PROM. Therefore,

to obtain the address , a 2-bit , instead of a 10-bit , constant is appended

to the six most significant bits of the message header ’s Message Iden-

tity field.

For message transmission , an Output Data Buffer is utilize d

rather than an Output Data Register. The BIU Specifications specify the

use of an Output Data Register to provide single-word buffering for

message transmission. More than a single-word buffer is required in

this design because a microprocessor is employed and there are requi re-

nients for simultaneous operations. The operation between the BIU and

the Global bus is asynchronous and the BIU is required to be abic to

simultaneously transmi t and receive on one bus and monitor an alternate

bus . A fi rst-in first-out memory is used as the buffer. The buffer

allows the BIU to load the outgoing message when the BIU is ready and

allows the BTU to output the message when it is ready (when the PE’s

allocated time slot arrives). Data can be written into the buffer and

read from the buffer at the same time without any kind of synchroniza-

tion between the two (Ref 9:Sec 7, 28).

The Output Data Buffer also provides more flexibility when trans-

mitting messages. With a single-word buffer, the PE CPU mus t i ssue the

Activate Output CAW just prior to the arri val of the PE’s al loca ted time

slo t. The Output Data Buffer allows the PE CPU to issue the Activate

Output CAW at any time. The complete message can be written into the

buffer and stored unti l the arri val of the PE’s a l loca ted time s lo t.

In this design , during a CPU interrupt operation the BIU provides

the CPU wi th a trap vec tor address for the s pec ifi c interru pt ins tead of

a trap vector address for an interrupt l evel. In the BIU specifi cations ,
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the BIU is to provide the CPU with an interrupt level trap vector address

when interrupting the CPU. The BIU specifications categorize CPU

- interrupts under primary level and sub-level interrupts , with a trap

vector address assigned to each level . To process interrupts to the CPU,

the specifi cations call for (1) a program-controlled interrupt mask

logic for each sub-level interrupt , (2) an Interrupt Flag Register ,

(3) primary level interrupt priori ty resolution , generation , and I-Bus

interface control logic, and (4) primary level interrupt trap vector

address generation logic. The Interrupt Flag Register is to record and

retain the occurrence of each interrupt stimulus unti l the register is

read by the PE CPU or a Master Reset is issued by the PE CPU. The inter-

rupt operation is specified as follows . The PE CPU sets the primary

level ititerrupt masks in the primary level interrupt generation control

logic (item 3 above) with a Primary Level Interrupt Mask CAW (a hexideci-

mal 00 word). With the Interrupt Status CAW , the PE CPU loads the sub-

level interrupt masks in the Interrupt Status Register. When interrupts

occur , the BIU i dentifi es the hi ghest priori ty interrupt and checks the

primary level masks and sub-level masks . If the interrupt is not masked ,

the appropriate interrupt flag is set in the Interrupt Flag Register

and an interrupt request is made to the PE CPU. When the PE CPU corn-

pletes executing the current macroinstruction , it detects the interrupt

request and acknowledges by issuing an Interrupt Acknowledge signal .

The BIU then prov ides the PE CPU with the i nterrupt leve l trap vector

address in PE memory, which the PE CPU uses to fetch the interrupt hand-

ling routine . The PE CPU then reads the contents of the Interrupt Flag
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Register in the BIU , and polls the various interrupt flags , servicing

those interrupts whose flags are set. It should be noted that each

time the PE CPU communicate s with the BIU or PE memory, it must gain

H control of the I-Bus , for which it has the lowest bus access priori ty.

If the other PE modules are utilizing the bus , processing of interrupts

is delayed .

In the above interrupt scheme , a considerable amount of overhead

is involved in processing interrupts to the PE CPU. In the design

developed here , most of the overhead has been elimi nated to expedi te

the processing of interrupts . The Primary Level Interrupt Mask CAW ,

Input High-Priori ty Interrupts CAW (a hexidecima l OD word), and the

Interrupt Flag Register are not utilized. The Interrupt Status CAW is

used to set the interrupt sub—level masks in the BIU. When interrupts

occur , the highest priority interrupt is identified and if the inter-

-
~ rupt is not masked , an interrupt request is made to the PE CPU. When

the interrupt request is acknowledged , the BIU provides the PE CPU with

the interrupt trap vector for the specific interrupt . The PE CPU can

then access the specifi c interrupt routine in the PE memory. (The

interrupt trap vector address is the same address that the primary level

interrupt handling routine would have provided to the PE CPU after

identifying the interrupt in the original interrupt handling scheme.)

As seen in Tab le I I I , a Transfer Time Out interrupt was added to

the CPU interrupts . The Transfer Time Out error is mentioned in the

I—Bus Specifi cations (Ref 3:8-5) but is not listed as an interrupt in

the BIU specifications (Ref 3:C-36). It is felt that the PE CPU should

be notifi ed when a Transfer Time Out condi tion occurs .
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Due to the addi tion of the Transfer Time Out interrupt, the con-

tents of the CPU Interrupt Status Register had to be changed to include

the mask bit for the Transfer Ti me Out interrupt. As seen in Figure 12 ,

the mask bit is located between the Message Encoding Error and the

Message Received mask bits . Another change made to the CPU Interrupt

Status Register (Figure 12) is the grouping together of the interrupt

mask bits and the groupiAg together of the flags associated with

message transmission . In the BIU Specifications , the Output Pending

Flag bit , which is set by the BIU , is grouped with the interrupt mask

bi ts (Ref 3:C-46).

Additional Work Required. Prior to actual implementation of this

BIU design , some additional tasks must be accomplished. First, the

interface with the BTU must be finalized. At the time of this desi gn ,

adequate documentation on the BTU design was not availabl e. The inter-

face signals must be verified and modified as required.

Due to the time constraint on this desi gn effort, detailed timing

and loading analyses could not be accomplished. These analyses should

be performed to verify that all timing and loadi ng requirements are

satisfied and to determine the power requirements of the system. With

regard to circuit loading, one of the i tems that must be considered is

the pul l —up resistors for all the open collector lines . For the I-Bus

open collec tor l ines, all the devices tied to these lines must be

identified before the values of the resistors can be determined .

An analysis shoul d also be performed on the operational timi ng

regarding the Global/Local Bus operations and the I-Bus operations . The

analysis is requied to verify that all tasks can be accomplished within
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the specified time under various conditio ns. To perform the analysis , an

estima te must be made on the number and frequency of messages to be

received and transmitted. Also , the amount of util ization of the 1-Bus by

the other PE modules must be estimated. One result of the analysis may

indicate that the system operates with enough speed to allow the Message

Identi ty Associative Match Map (MIAMM ) to be left in the PE memory . If

this is the case, and it is still desirable to have the MIAMM in the PE

memory, the BIU design is such that the change can be made without

-
~ requiring any hardware redesign . All that is required is to change the

val ue of the constant stored in the BIU PROM which is used to obtain the

MIAMM address and to rewrite the Message Reception routine .

During system implementation , some other factors that must be con-

sidered are noise prob l ems, grounding problems , and termination of unused

inputs . This desi gn effort did not reach this level of detail.

This design did not incl ude an interface with a maintenanc e panel.

This feature may be desired to aid in the debugging of the BIU micro-

routines . It would provide the capability to manually set different

interrupt conditions and to manually sequence through the various mi cro—

routines . It would also provi de the capability to inspect the contents

of the various BIU registers .

Recommendations . As a result of this design effort, three recommen-

dations are made to improve system performance . The fi rst recommendation

concerns the format of the Command Address Word (CAW), the second con-

cerns a prob lem associated with the CAW 00, and the third concerns the

• processing of interrupts to the PE CPU.

The DP/M software should be analyzed to determine whether the CAW ’s,

— which are sent over the Address lines of the I-Bus , could be forma ted so

,

d 

105

-  
•



- ~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ I

the receiving PE modules can use then as addresses . It should a lso be

determined whether the CAW ’ s for each particular PE module can be assigned

consecuti ve numerical va l ues . These changes would simplify the proces-

sing of a CAW , which , in the case of the BIU , would reduce the CAW proces-

sing hardware . Presently, the CAW ’s are command words , and for each PE

module or function , the CAW ’s may not have consecutive numeri cal va l ues

which make them impractical to use as memory addresses . As an example ,

the BIU Specifi cations assign hexidecimal values of 00, 03, 05, 07, 09,

OB, and OD to the CAW ’s for the Global BIU function (Ref 3:C-37). Also ,

the CAW ’s have different meanings depending on the value of the DRCV

line (read/wri te line) of the I-Bus . For CAW ’s 00, 03, 05, and 07, the

DRCV line determines whethc~’- a register is to be wri tten into or read

from. However , for CAW ’s 09, OB , and 00, the DRCV line gi ves the CAW a

di fferent and unrelated meaning. As an example , CAW 09 wi th the DRCV

line high designates that the CPU is to read the contents of the Bus

Position Register. CAW 09 with the DRCV line low designates that the

BIU is to swi tch to the alternate bus .

If the CAW format can be changed , it is recommended that the two or

three most sign i fi cant bits be used to identi fy the PE module being

addressed and that the other bits be used as an address word . (If de-

s i red, they could be used as a command word for the other PE modules.)

It is not felt that a 16-bit address will be required by any PE modul e

except the PE memory. In this case, as is done now, the IOSL l ine will

be used to designate the PE memory and all 16 address lines will be

used for memory address. For the BIU , the two or three most signifi cant

bits and the eight least signifi cant bits of the CAW shoul d contain

valid data wi th the other bits filled with zeros. In processing the CAW ,

• ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



the BIU would decode the two or three most significant bits and if the

CAW is recognized , the eight least significant bits would be gated to

the “0” inputs of the Microprogram Controller and be used as an indirect

address for a microroutine to perform the required task.

There is a potential problem in the use of CAW 00 as specifi ed in

the BIU Specifi cations and the I—Bus Specifications . This CAW is used

to command more than one PE modu l e. When the PE CPU issues thi s CAW ,

the first PE module to decode and identify the CAW will issue a transfer

acknowledge signal (TACK). Upon receipt of this signal , the PE CPU will

not know that the other modules have not yet sent their acknowl edge-

ments and it will continue on with the I—Bus transfer operation . This

problem has been resolved in this design by not utilizing CAW 00.

During this design , the Am2914 Vectored Priority Interrupt Encoder

was found to be a very powerful chip for handling interrupts. Because

of the availability of this chip, the following change is proposed to

increase the speed of processing interrupts and to reduce the interrupt

related hardware and software. The CPU interrupt operation should be

revised to allow PE modules to send interrupts directly to the PE CPU

without having to mask certain interrupts and without having to serially

process the interrupts . If the PE CPU des-ign uses the Am2914 for proces-

sing interrupts , the recommended change will involve very little hard-

ware change within the PE CPU. Although the change will increase the

number of lines on the I-Bus , it will reduce the hardware in the PE mod-

ules and will considerably reduce the supporting software in both the PE

executi ve program and in the BIU rnicroprograms .
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In the proposed change , the existing interrupt circuitry on the I-Bus

is replaced wi th interrupt lines from each of the PE modules. This means

that there will be 12 lines from each BIU and some other , not yet speci-

fied , number of lines from the other PE modules. Since the PE modules

should be located together in the operational PE unit , the additional

lines on the I—Bus should not create any problems . However , if the number

of I-Bus lines must be minimized , the number of interrupt lines can be

reduced by encoding the interrupt signals from each PE module.

The following specifi c advantages are achieved by processing all CPU

interrupts through the Am2 9l4’ s in the PE CPU. Fi rst , CPU interrupts are —

processed faster since the “back-and-forth ” transfer of signals between

the PE CPU and the PE module is eliminated. Second , the software required

to process the interrupts is reduced. All the software associated with

loading and reading primary and sub-level interrupt masks are el iminated ,

most of the PE module software associated wi th masking and processing

the CPU interrupts are eliminated , and all the software associated with

reading the Interrupt Flag Register and polling the contents of the regis-

ter are eliminated. With regard to the BIU, this means the elimination of

CAW ’s 00 , 02 , 03 , 04(R) , OB(R) , OC(R) , and the elimination of the micro-

routines listed in Table XV. These routines make up 52 percent of all

the BIU microroutines and account for 29 percent of all the BIU micro-in-

structions . The final advantage is the reduction in hardware in the PE

modules . In the BIU , hardware reductions are realized in the Interrupt

Control Unit , Condition Code Multiplexer , and Pipeline Register. Also ,

the BIU Interrupt Vector Buffer and the I-Bus CPU Interrupt Control

Logic can be eliminated . These reductions reduce the total number of
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TABLE XV

BIU Microroutines to be Eliminated

Service Routines

Interrupt CPU

External Interrupt Routines

Global Bus Quiescent

Global Bus Dominance

Gl Obal Message Word Length Error

Global Message Pari ty Error

Global Message Encoding Error

Global Transfer Time Out

Program Generated Interrupt Routines

Global High Priori ty Message Received

Global Message Length Violation

Globa l Message Header Error

Global Message Word Count Error

Global Message Received

Global Transmission Completed

Global Interrupt Acknowledged

CAW Routi nes

Global Output Interrupt Status

Global Input Interrupt Status
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chips by about 10 percent. Because of all these advantages , it is

strongly recommended that the CPU interrupt processing operation be

revised .

Conclusions

The BIU has been designed as an interrupt driven microprogrammed

processor. The one major advantage the design provides over the random

logic unit originally proposed in the TI DP/M study is flexibility.

Since the BIU will be used in the laboratory to demonstrate a new con-

cept, it is likely that changes wi ll be required in some of its operations .

By emulating the BIU functions with a microprocessor , it should be pos-

sible to make most changes in software and not require major engineering

redesign.

The emulation of the BIU functions was made possible by the use of

the Am2900 Bipolar Microprocessor Family. This 4-bit bipolar bi t-slice

family provided the speed and flexibility required to perform the BIU

functions . It allowed the use of a rnicroword length that provided the

required instruction execution throughput.

This design provides enough detail to start system implementation .

All required microroutines have been developed and coded in mnemonic

form. Recommendations have been made to improve system performance.

_ _  - 0 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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Appendix A

Glossary of Abbreviations

ADDR - The 16 address lines of the I-Bus

ALU(CISR ) (CPU Interrup tus Register) - a 16-bit register, located in

the BIU Arithmetic Logic Unit RAM , that contains the interrupt masks ,

which are set by the PE CPU, and the Output Pending flag, Output

Acti ve flag, and the Output Enable flag.

ALU (CIVR) (CPU Interru~pt Vector Register) - a 16-bit register l ocated in

the BIU Arithmetic Logic Unit RAM , that contains the trap vector

address in PE memory for the interrupt being processed .

ALU(IAR ) (Input Address R~~isterj - a 16-bit registe r’, l ocated in the BIU

Ari thmetic Logic Unit RAM , that contains the PE memory address during

the message reception operation .

ALU(IDR ) (Input Data Register ) - a 16-bit register , located in the BIU

Ari thmetic Logic Unit RAM , used to hold incomi ng message words before

they are processed to the PE memory.

AL U(ILR) (Input Length Register) - a 16-bit register , located in the BIU

Arithmetic Logic Unit RAM , that contains the length (number of words)

of the incoming message .

ALU(OAR ) (Output Address Register) - 16-bit register , loca ted in the BIU

Arithmetic Logic Unit RAM , that contains the PE memory address during

the message reception operation.

ALU(OLR) (Output Length Register) - a 16-bit register, located in the BIU

Arithmetic Logic Unit RAM , that conta i ns the length (number of words)

of the outgoing message.
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BDWT (Bus Dominance Watchdo~ me.r - a mechanism in the BTU that monitors

the length of each message on the Global/Local bus . It generates an

interrupt stimulus if a PE transmi ts a message of more than eight

words .

BGR (Bus Grant) - an I-Bus control signal used to noti fy a PE module that

the module has control of the I-Bus . The Pus Grant line is threaded

through each module in a daisy chain configuration. The Bus Grant

signal into a module is designated BGRI and the Bus Grant signal out

of a module is designated BGRO .

BGRI (Bus Grant In) - See BGR.

BGRO (Bus Grant Out ) - See BGR.

BIU (Bus Interface Unit ) - the PE module that interfaces the PE with the

Global and Local buses in the DP/M System.

BIU PROM - a PROM used to store the CPU interrupt trap vector address

words, Message Identity Associati ve Match Map words , and constants

and masks required for processing messages.

BLR (Bus Length Register ) - an 8-bit register that contains the number

- of allocation time slots between the PE’s allocated time slot.

BMID (Bus Master Identi fication) - four I—Bus identi fication lines used

to identi fy the module in control of the bus .

BPR (Bus Position Register ) - an 8-bit register that contains the current

position of the PE’s allocated time slot in the bus control chain.

BQWT (Bus Quiescence Watchdog Timer) - a mechanism in the BTU that moni-

tors the presence of data transfer activity on the Global/Local

bus. It generates an interrupt stimul us if a “no-activity” time of

50 microseconds occurs.
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BREL (Bus Release) - an I-Bus contro l signal which is used to terminate

bus master assignmen t.

BRQ (Bus Request) - an 1-Bus control signal which is used to initiate a

bus master assignment.

BTU (Bus Translation Unit) - the portion of the BIU which performs the

bus data translation function .

CAW (Command Address Word) - a 16-bit command word issued to a PE module

by the PE CPU. The word is issued on the address lines of the

I-Bus .

CISR (CPU Interrupt Status Register) - a 16-bit register that contains

the interrupt masks , whcih are set by the PE CPU , and the Output

Pending flag, Output Active flag, and the Output Enable flag. See

ALU(CISR).

CIVR (CPU Interrupt Vector Register) - a 16-bit register that conta ins

the trap vector address in PE memory for the interrupt being

processed . See ALU(CIVR).

CPU Interrupts — interrupts generated by the BIU that are sent to the

PE CPU.

DATA — the 16 data lines of the I-Bus .

DP/M System_(Distributed Processor/Memory System) - a system to integrate

• the avionics onboard an aircraft by using a number of programmable

processor/memory elements in a distributed (decentralized) network .

DRCV (Data Recei ve) - an I-Bus control signal that designates whether

the bus master is preparing to send data (DRCV low) or receive

data (DRCV high).

- - - 
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End Message~~~nchronizat ion) - an invalid Manchester II waveform

used to denote the end of a message .

GBD (Global Bus Dominance Interrup t) - a G l o b a l  i n te r rupt  c o n d i t i o n

indicating that a PE has transmi tted a message of more than eight

words on the Global Bus . A similar interrupt condition exists for

the Loca l Bus.

GBQ (Global Bus Quiescent Interri~pt ) — a Global interrupt condition

indicating that a “no-activity ” time of 50 mi croseconds has

elapsed on the Global BUS. A similar interrupt condi tion exists

for the Local Bus.

GC-field (Genera l Control field ) - the second field of the message

header. A fi ve—bit f ield which contains special control /status

information used to define or alter the interpretati on of the

message.

GHPMR (Global High-Priority Message Rece i ved Interrupt) — a Global

interrupt condition indicating that a high priority message has

been received on the Global Bus and requi res immediate attention .

A similar interrupt condition exists for the Local Bus .

SMEE (Global Message Encoding Error Interrupt ) - a Global interrupt

condition indicating that a Manchester II encoding error exists in

the incoming message word . A similar interrupt condition exists

for the Local Bus .

GMHE (Global Message Header Error In~ upt) - a Global interrupt con-

dition indicating that a word length , parity , or encodi ng error

exists in the message header. A similar interrup t condition exists

for the Local Bus . 



-
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GMLV (Global Me~ Vio lation_ Interruj.~1 - a Global interrup t

condition indicating that the BIU is attempting to transmit a mes-

sage of more than eight words on the Global Bus . A similar

interrupt condition exists for the Local Bus .

GMPE (Global Messa g~ Pari ty Error Inte~~~p~~ - a Global interrupt con-

diti on indicating that a parity error exists in the incoming mes-

sage word . A similar interrup t condi tion exists for the Local Bus . —

GMR (Global Message_Received) - a Gl obal interrupt condition indicating

that a Global message has been received. A simi lar interrupt

condition exists for the Local Bus.

GMWCE (Global Message Word Count Errorj ru t)- a Global interrupt
• condition indicating that an incoming message on the Global Bus

does not contain the correct number of data words . A similar

interrupt condi tion exists for the Local Bus .

GMWLE (Global Mess~g~ Word Length Error Interrupt ) - a Global interrupt

condition indicating that an incoming data word has an incorrect

number of bits . A similar interrupt condition exists for the Local

Bus .

• GTC (Gl obal Transmission Completed ) - a Global interrupt condition indi-

cating that the BIU has transmitted a message on the Global Bus .

A similar interrupt condition exists for the Local Bus .

GTTO (Global Transfer Time Out) - a Global interrupt condition indicating

that the BIU attempted to address a nonexistent PE memory location

or slave . A similar interrupt condition exists for the Local BIU.
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H-field (High Priority Message fieldj , - the first field of the message

header. A 1-bit field that signifies a high priority message ,

which requires immediate attention by the PE.

¶ IAK (Interrupt Acknowled,g~~ - an I-Bus control signal issued by the PE

CPU acknowledging an interrupt request.

JAR (Input Address Registej) - a 16-bit register that conta i ns the PE

memory address during the message reception operation . See ALU( JAR) .

I-Bus (Internal Bus] — a communication bus , internal to a PE, that con-

nects all the modules of the PE.

IDR (Input Data Register ) — a 16-bit register used to hold incoming

message words before they are processed to the PE memory . See

ALU(IDR).

ILR (Input Length Register~ - a 16-bit register that contains the length

(number of data words) of the i ncoming message . See ALU(ILR).

INHB (Interrupt Inhibit ), - an I-Bus control signal issued by the PE

maintenance panel to inhibit all interrupts to the PE CPU.

IOIU (Input/Output Interface Unit) - the PE module that interfaces the

PE with the aircraft sensor.

IOSL (Iflput/Output Select) - an I-Bus control signal that designates if

the module being accessed is PE memory or another PE modu le. IOSL

low designates that PE memory is being accessed .

IQPR (Input Queue Pointer Register) - a 16-bit register that conta i ns

the address for the Message Header Input Queue in PE memory .

IRQ (Interrupt Request) - an I-Bus control signal issued by a PE module

to notify the PE CPU of an interrupt.
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MH (Message Header) - the first word of each message wh i ch contains the

message routing and contro l information.

MI-IS (Message Header Synchronizati on) - an invalid Manchester II waveform

used to denote the start of a message .

MIAMM (Message Identi ty Associative Match Map) - a 64-word area in the

BIU PROM . Each MIAMM word consists of 16-bits and each bit is assoc-

lated wi th a unique message header.

MID-field (Message Identi ty field ) - the third field of the message

header. A 10-bit field which specifies the i denti ty of the assoc-

iated message data .

MReset (Master Reset) — an I—Bus control signal used to initialize all

PE modules. In the BIU, this signal clears all registers and flags .

This signal is called Clear/Reset (CLR) in the BIU Speci fication .

OA (O~~put A c t i v e )  - a flag in the CPU Interrupt Status Register (CISR).

When set, it signifies that message transmission is in progress.

OAR (Qutput Address R~ j)~~~~ - a 16-bit register that contains the PE

memory address during the message reception operation. See ALU(OAR).

0DB (Output Data Buffe r) - a fi rst-in first-out memory used to trans fer

outgoing messages to the Output Shift Register in the BTU.

OE (Output Enable ) - a flag in the CPU Interrupt Status Register (CISR).

This flag is controlled by the PE CPU and when set, it signifies

that the BIIJ is allowed to transmit messages.

OLR (Output Length Register) - a 16-bit register that contains the

length (number of words) of the outgoing message. See ALU(OLR).

OP (Output Pending) - a flag in the CPU Interrupt Status Register (CISR) .

When set , it signifies tha t the BIU is ready to begin message

transmission .
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PAR (PROM Address Register ) — an 8-bit register used when addressing

message Identi ty Associative Match Map words in the BIU PROM .

PE (Processor/Memory Element ) -- a processing element in the DP/t’1 System

which consists of a centra l processor unit , memory, bus interface

unit , and input/output interface unit.

PE CPU (PE Central Processor Unit ) — -the central processor unit of the PE.

P—field (Parity Field ) - the last field of the message header. A 1-bit

field that determines odd-parity for the message header.

Sys CLK (System Cl ock) — a master clock signal that is avail able on the

I-Bus for any device that needs a clock signal . This clock is

controlled by the Master Stop signal and is called the Master Clock

(MCLK) in the I-Bus Specifi cation.

TACK (Transfer Acknowledg~~ - an I-Bus control signal sent from a slave

to the master indicating that data has been received or sent ,

depending on whether a Write or Read operation was in progress.

TDM (Time Division Multiplexing) - the transmission of information from

several signal channels through one communication system with dif-

ferent channel samples staggered in time to form a composite pulse

train.

TRQ (Transfer Request ) - an I-Bus control signal that the master sends

to a slave indicating a request to read or write .

ITO (Transfer Time Out ) - an I-Bus control signal which is issued when

a nonexistent memory location or slave is addressed.

WR signal (Word Received signal ) - a signal generated by the BTU indi-

cating that a message word has been received.
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Appendi x B

BIU Microrout ines

This appendix presents the functional flowcharts and RTL descriptions

of the BIU microroutines . Table B-l categorizes the microroutines under

the six primary BIU functions (see Chapter II) that they support. The

table also includes a seventh category, the service routines required for

the BIU operation .

Since the BIU was designed as a microprocessor and not as functional

hardware modules , the microroutines are reorganized in Table B-2 under

the fol lowing four types of routines : serv ice routines , external inter-

rupt routi nes, program generated interrupt routines , and CAW routines .

The microroutines that follow are presented in the order listed in

Table B—2 .

The figures describing the microroutin es have two parts , A and B.

Part A is a functional flowchart of the routine. Part B is the RTL

description of the routine. The codes in the right margin of both

parts refe r to the Microprogram PROM address of the associated mi croin-

structions . Listings of the mi croinstructions for the various routines

are given in Appendix C.
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TABLE B-I

Primary BIU Functions and Supporting Microroutine s

Bus Data Translation
Global Bus Quiescent (GBQ, Figure 8-9)
Global Bus Dominan ce (GBD, Figure B-b )

Message Reception Control
Message Reception (MR, Figure B-8)
Gl obal Message Word Length Error (GMWLE , Figure B-ll)
Global Message Pari ty Error (GMPE, Figure B-l2)
Global Message Encodi ng Error (GMEE , Figure B-l3)
Global High Priority Message Received (GHPMR , Figure B-16)
Global Message Header Error (GMHE , Figure B-18)
Glo bal Message Word Coun t Error (GMWCE, Figure B-l9)
Global Message Received (GMR , Figure B-20)

Message Transmission Control
Global Message Length Violation (GMLV , Figure 8-17)
Global Transmission Completed (GTC, Figure B-2l)
Global Acti vate Output (GI\O , Figure B-25)
Global Enable Output (GEO, Figure B—29)
Global Disable Output (GDO , Figure B-30)

¶ Bus Access Control
Globa l Output Bus Control (GOBC , Fi gure B-26)

Redundant Bus Management (Global Only)
Switch to Alternate Bus (STAB, Fi gure B-3l )

Processor /Memory Interface
In terrupt CPU (IC, Figure 8-5)
Direct Memory Access Write (DMAW, Figure B—6)
Direct Memory Access Read (DMA R, Figure 8-7)
Global Transfer Time Out (GTTO, Figure B-14)
Global CAW Interrupt (Gd , Fi9ure B-l5)
Global In terrupt Acknowl edge (GIA, Figure B-22)
Gl obal Output Interrupt Status (GOIS, Figure B—23)
Global Input Interrup t Status (GIIS , Figure B-24)
Global Inpu t Present Positi on (GIPP, Figure B-27)

• Global Input Queue Pointer (GIOP, Figure B-28)

Service Rou tines
Power Up (PU, Figure 8-1)
Wa it For Interrupt (WFI, Figure B-2)
Service Interrupt (SI, Figure 8-3)
Return (RTN, Figure B-4)
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TABLE B- lI

BIU Mi croroutines

Service Routines
Power Up (PU , Figure B-i)
Wait for Interrupt (WF I , Figure B-2)
Service Interrupt (SI , Figure B-3)
Return (RIM , Figure 8-4)
Interrupt CPU (IC, Figure B—5)
Direct Memory Access Wri te (DMAW , Figure B-6)
Direct Memory Access Read ( OMAR , Figure 8-7)

External Interrupt Routines
Message Recepti on (MR, Figure 8—8)
Global Bus Quiescent (GBQ, Figure 8—9)
Global Bus Dominance ( GI3 D, Figure B-~1O)Global Message Word Length Error (GMWLE , Figure B-li)
Global Message Parity Error (GMPE , Figure B—12)
Global Message Encoding Error (GMEE , Figure B-l3)
Global Transfer Time OUt (GITO , Figure B-l4)
Global CAN Interrupt (Gd , Figure B-l5) 

-

Program Generated Interrupt Routines H

Global High Priori ty Message Received (GHPMR , Figure B-16)
Global Message Length Violation (GMLV , Figure 8—17) H
Global Message Header Error (GMHR , Figure B-l8)
Global Message Word Count Error (GMWCE, Fi gure 8—19) - —

Global Message Received (GMR, Figure B-20)
Global Transmission Completed (GTC, Figure 8—21)
Global Interrupt Acknowledge (GIA , Figure B—22)

CAW Routines H

Global Output Interrupt Status (GOIS, Figure B-23)
Global Input Interrupt Status (Gu S, Figure B-24)
Global Acti vate Output (GAO, Figure B-25)
Glo bal Output Bus Control (GOBC, Figure B.-26)
Global Input Present Posi tion (GIPP, Figure B-27)
Glob al Input Queue Pointer (GIQP , Figure B-28)
Global Enable Output (GEO, Figure B-29)
Global Disable Output (GDO, Figure 8-30)
Switch to Al ternate Bus (STAB, Figure 8-31 )
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L~ D
Clear all interrupts in ICU

• Clear ICU Mask Re~ ister
Clear all flags ~

Clear CPU Interrupt  Status 00
Reg ister in the .ALU , ALU ( CISR )

TEnable interrupts  GoI _ _ _ _ _ _ _

- 

C WFI D 
*During power up, the FE CPU issues a Master Rese t  signal.
_ Throu ph h~~rdw ar,~~ thi J i ~ c J x~~all .~ LU f1a~ s.

Fig. B -l . A. Functional Flowchart for  Power Up Routine (PU)

Cru D
Master Clear

Instr ,JCU
PROM(0CON)_~. 

00
ALU ( CIS~ J

~~~~~WFI9 

~ 0 

Fig . B-i .  B. RTL for  Power Up Routine (PU)
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CWF1 
)

No ~~~~~~~rupt Yes -WFIOO

U si
.
~
_____

_______ 1__ 
•

Jump to WFIO 1
WFIOO

Fig. B-Z .  Functional Flowcha r t for Wait for
Interrupt Routi ne (WF I)
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C~~’ D
5—

Save ICU interrupt
mask in BIU stack

Save ICU status in
B]iJ stack J

_ _ _ _

Save contents of CPU
Interrupt  Vector S102

Registe r , ALU ( CIVR),
in BIU Stack

• r-

_ _ _ _ _ _ _  7 _ _ _ _ _ _ _

Obtain st ar t ing ac1dres~
interrupt routine f rom

the Vector  Mapping
PROM

(Service

~4nterrupt

Fig. B-3 .A .  Functional Flowchart for  Service
Interrupt  Routine (SI )
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~~ICU Interrupt Mask Reg} STK SLO G

[[ICU Status Reg]—i.STK~ Sb 1

[ALU(CISR)~~—I.STK
VMP(Addr) —~MC SIO2

(~~ervice
~~Interrupt

Fig . B-3. B. RTL for  Service Interrupt Routine
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RTN

Yes 
Request 

No 
- - - -

~~~ 

- RTNOO

SI
Pop CPU Interrupt Vecto r from
BIU Stack into the CPU Interrup t -- RTNO 1

Vector Regi ster in the ALU ,
ALU ( CI VR )

_ _ _  I
Pop ICU Status from 11113 Stack

• into the IO U Statu s Reg ister - - R T N O Z
__________________________ 

RTN O 3

Pop ICU Interrupt Mask from BIU
Stack into the ICU Ma sk Register - - RTN O4

• RTNO S

Pop Return Address from the MC 
- RTN O~$tack into the MC Program Coun~~~j

~~ ntinu)~~~~

Fig. B- 4 .A .  Functiona l Flowchart for Return Routine (RTN)
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- C RTN D

I J J Y
1POP STK

~~
ALU(CIVR

~ 
RTNO 1

Pop STK _PA LU(AC ~~ RTN OZ

{ALU(ACC)} ~ICU Status Reg . 

F

RTNO3

_ *_

Pop STK— ~ALU(ACC ~ R TNO4

[ALU(ACC)) ,ICU Mask Reg.
MC Stack —.~MC Prog Cntr -R TNO 5

EICont1~ED
Fig. B-4. B. R TL for Return Routin e

128

- -- - -~~~~~~~
_ - ----- - - - - • --— 

- --- --- ._---- - --- -- ---- —-



-~
-

~ -- -5 5-- -.555—- • --5--~~~~~~ - -

C1c D

[~~o ~~~~~~~ bit~~~~~~~~e s IC 00

Put CPU Interru pt Vector
Address (contents of ALU(CIVR))
into CPU Interrupt Vector Buffer I CO 1

[ Make Interrupt
Request to CPU IC O 1

L

I

- - C Retur ~9 

Fig. B -5 . A.  Functional Flowchart for Interr upt
CPU Routine (IC)
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CIC D

ENO ~~~~~~~~~~~ Yes ICOO

[[A LU(CIVR)] —+CIVB ICO1

~~~~~~~IRQ Flag (I-Bus
~1 

C RTN D 

Fig. B-5.  B. RTL for Interrupt CPU Routine
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Load _I-Bus Flag Register wit~~~~~~~~~~~~~~~~~~~~~~~~~ DM AW OO[ TRQ , IOS L, DRCV I

Issue Bus Reque s tj  DM AWOOonto the I-Bus I

No Bus Yes
Grant 1 DMAWO O

_______t 
*Issue Bus Master Ident ification

onto the I-Bus

- I No~~~~~~~~~~s Yes 
~~MAWO1

Issue the following
onto the I-Bus :

TRQ /IOSL/ DRCV - DMAWO Z
Memory Address , Data

**Wo rd , Bus Release

Bus Master Identification is issued by hardware upon recei pt of
Bus Grant.

‘~~Bus Release is issued by hardware when TR Q is issued.
Fig. B - 6 . A .  Functional Flowchart for Direct Memory

Access Write R outine (DMA W)
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I

L)~
Remove Bus Maste]~~~

~~dent ificaUon from the

[ NO~~~~~~~m~~~~~~Yes ** DM~~WO2

Remove the following
from the I-Bus: TRQ I

- 

~~SL/1)RCV, Memory DMAW O3
Address , Data Word

(~~etur n to
\c~ fling Pj~~ )

~Bus Master Identification is rem oved by hardware when Bus
Releas e is issued.

TTO occurs , the YES condition will be met. The TTO
Interrup t will be set and will be detected at the next check for
Interrupt.

- Fig. B- 6 .A .  (continued)
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C~MAWD

PROM(WIBF) ’ —..IBFR -DMAWO O

I— I

I I

I I

BRQ , BRQ Flag ]
(I—Bu s)

LI

~~~~~~~~~~~~~~~~~~

No 13Gb Yes I

TACK 
Yes DM AWO 1

[IBFR} ~I-Bus~~ 1
[IBAR] ,I- Bus - DMAWOZ
{IBDR] WI- B u s

______ 

____ **No AC~~ Yes 
Delaye 1*WIBF A 16-Bit Word with three 1

least significant bits containing the ‘Vcomp lement of TRQ , IOSL , DRCV . Onl y
these bits go to IBFR .

**Other hardware operations occurring,
see functional flowchart.

Fig. 13-6. B. RTL for Direct Memory Access  Write Routine
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IBFRCL —’ IBFR
I IBAR CL ~—~-I BAR

~~~~~~~~~

~~~ p MC S ~ac k.._i.PC J 

~~~~~~ntinue )

Fig. B-6 . B .  (continued)
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j

CDMARD

( Loa d I-Bus Flag Register with

L TRQ , IOSL , DR CV DM ARO O

It
fi sue Bus Request on~~

L the I-Bus DMAROO

~~ 
- -   DMA R 00

Issue Bus Master Identification
onto the I-Bus

~~~sue the following onto the I-Bus~~
I TRQ /I0SL/DR CV , Memory

L Address , Bus Release 

DMA RO Z

*Bus Master identification is issued by hardware upon receipt of
Bus Grant .

Fig. B- 7 .A .  Functio nal Flowchart for Direct Memor y
Access Read Routine (DMAR)

135

L__. i -.— .—• ----- --- - - — - -------.-.----- —-•-• —.- ~--•-—-—--~.—-- -



----5 ~~~~~~~~~~~~~~~~~~ Pr - ---—-_ 5-
~~~~ --

- - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
-.- •

— -----.-

___ ~~~~~~~~~~~~~~~~~~~~~~~ 
th~ L 

CJ) 
~~~~~~~~~~~~~~~~~~~~~~~~~ 

.s.- 
-
~~~~

- W r—.. ~~~~~—. ~ U6 ~~~~!~!) / ~~- I _

~~

_
Thf ¶

/

/ 

-~~~ ~~~~~~~~~~ 
~~ 

- s -

-

/ 
•

•

~~

• 
- 

~~
-

I -I 1.~ 1-.
~I . a~/ to .,,

- - - - - - I
I - 

~
—.--~! 

‘
~~~O3 /

I _ ‘ - ( _
H 

•

~~~~~~
- -

C/ L,~

. 
- ‘s~~t~us:

~ M~1 ,  /_ 
-~~~

,

~~~~

, 

- - 
~~~~~~~

- 
- -..------------- 

~~ 

b •

~~~~~~~~~~~~~~~~~~~ dete e l
~~et - 

.
-

a~ th0 ~~

,1’ 
- 

~
.; (c~~~~~~~~J 

-
~~



________

_ _  *
(Remove Bus Master Identif icat i~~~ j

L from the I-Bus J 

DMA R 02

Latch data from I-Bus
into I-Bus Data DMARO3

Register

Remove the follo.wing
from the I-Bus : TRQ / DMAR O3
IOSL /DRCV , Memory

Address

(~~~i~irn to
\~ a~~ing ProjT

‘~Bus Master Iden t ification is removed by hardware when Bus
Release is issued.

TTO occurs , the YES condition will be met. The TTO
Interrup t will be set and will be detected at the next check for
Interrupt.

Fig . 13-7.A. (continued)
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___________________________ - -

DMAR

PROM( RIBF)~~~ ’IBFR - DMAROO

}Ic~ —~BRQ Flag (I-Bus) 

No Yes 

No Yes
TACK DMARO1

F[IBFR] I-Bus~~~ (-_ DMARO2
LmARI —*I..Bus I :

No ~~~~~~~~~~~~~~~~~es**
Delayed)

*RIBF = A 16-bit word with three least
significant _bits containing the comp lement
of TRQ , IOSL , DRCV . Onl y these bits go to IBFR.

**Other hardware operations occurring, see func tional flowchart.

Fig . B-7 .  B. RTL for Direct Memory Access Read Routine
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- 5- -—--- _ -----_ -~~~~  
-_ - -~~

I-Bus Data —,IBDR DMARO3

IBFRCL ~ IBFR 
IBARCL —k IBAR]

I

Pop MC Stack ___s.PC[ 

_ _ _ _ _  

• 1

(~~~
ntinueD

- - 

Fig. B - 7. B .  (continued)
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C D
Clear WR Interrupt in
ICU. Is sue Clear Word MR O O
Received Interrupt
Signal to B TU.

Put incoming word ,
contents of BTU (IDR), MR OO
into A LU (IDR )

essage

1 (}feade r Word )~~~~]~ MROO

I
L.) M~~~~~~~~~

1 

MRO1

Return

No espouse Yes 
MR O Z

Bit Set

Return MRO3

Yes nt errup t No 
MRO4

equest

SI 2.

Fig. B - 8 . A.  Fun c tional Flowchart for Message 
-

Reception Routine (MR )
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- -.

Li)
[~~ rite word into PE 1

Memory Message ( MR O 5,
— Buffer Space _J MR O6

Increment ALU (IARJ~ 
~~~~O7Decrement .A LU( ILR) J  
MRO8

ILR = 0 Yes MRO9

3
- nd

No Message Yes 
-MIUO

Sync
-

~ 

- 

14 1
Return 

- - ~~~ MR1 1

MR 12

Enable Bus Dominanc e by Clear RB Flag

removing Bus Dominanc e at CCM Input MR 13

Disable Signal to BTU and MR 15 ,
clearing Bus Dominance Y MR 16 ,
Interrup t Mask. Als o, clear Increment MR 17
Bus Dominance Disable Flag llnput Queue
at CCM input. 1’ointe r Twice MR I 3 ,

~~~ 

[

~~~~~HW CEj 

L Fig. B- S .A .  ~continued )
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3

No 
Message 

Yes -MR18

4 -MR19

Clear EMS Flag MRZOat CCM Input

BusYes Dominanc e No MRZO

6

-
~ _________ __________  

Clear RB Flag MRZ 1
Enable Bus Dominance at CCM In put

by removing Bus Domi- 
-

nance Disable Signal to _________ _________

BTU and Clearing Bus Increment Input MRZ1
Dominance In t errupt L Queue Pointer
Mask. Also , Clear Bus - _ _______

Dominance Disable MRZ4 ,
Flag at CCM Input. MR 25 ,

MR26

6 No - - MR2Z
Msg.

GHPMR I

GMR

‘- - - -MR 2 3

Fig. B- 8.A. (continued)
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-

[ Clear MN Flag i
t at CCM Input I MR 27

Yes In terru p No
Re que st MR27

SI

GM}IE MR28

Return

Determine MIAMM
Add ress from MID- - -  MRZ9,
field of MN. Extract MR3O,
6 MSB’ s of MID-field MR3 1 ,
and append leading 2- MR3Z
bit binary constant.
P lace address in P A R .

Obtain MIA MM word  1
from PROM and p lace I
in A LU(ACC)  

J ~~~ MR33

Fig. B - 8 .A .  cont inued~
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_ _ _ _  
_ _ _ _ _ _ _  

____

L)~

Determine Response Bit from the
4 LSB ’s of the MID-field of MH.
When the MIAMM address was
bein g determined from the MI D-
field , the 4 LSB ’s of the MID-
field were sent to the RBR.  The MR Z 9,
output of the R BR goes to the MR34
RBR Decoder whose output is
enabled at thi s time. This output ,
which identifies the Respons e Bit ,
is compared with the MLA MM
‘word in the ALU(ACC). The cor-
responding bit in the MIA MM
‘word is checked to see if set.

No~~~~~~~~~~~~~~~~~~~~ es pouse 

_ _ _

r [~~ t RB Flag at CCM 1
~~~~ eturn ) input. Place MN into L - - - M R 3 7MN Inpu t Queue in ~~~ MR 38

’

Determin e indirect address
for PE Memory message buf - MR39 ,fer space. A ppend leading
6-bit constant to the MID-field
Place indirect address in
IBAR.

H
Fig . B - 8 . A .  t con tinued )
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8

Fetch starting address of messag e 1
buffer s ace and lace in ALU EAR 

~ 
MR 4O ,
MR4 1

Fetch first word (expected message MR4Z
length) from message buffer s ace

Load .A LU (ILR) with
message leng th value MR43

Increment ALU(I AR) MR44

- 
Yes essage No MR45 ,

Length MB46
>8 9

igh
Yes riority ° MR47 ,

essag MR 48

~ et HP Flag
j at CCM InPut]~~1 -MR49R eturn 

MR5O

(ReturnD-- ’

Disable Bus Dominance by issuing Bus
Dominance Disable signal to BTU and
setting Bus Dominance Inte r rupt Mask. M R 5 1 ,
A lso , set Bus Dominanc e Disable Flag MR5 Z ,
at CCM input. MR53

Fig . B - 8 . A .  continued )
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~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~ 

- -- -- ----

~~

- - -

~

- - -.5 -- —.5 - —---5----- - “l

MR

Clear Intr , Last _Vector Read
Instr _,ICU , WR C1 BTU MR OO

Yes essa g No
eader Word I

(MN )

1
Yes No

GMH E MR O 1

RTN 
I

- 
No esponse Yes

Bit Set - MRO?

RTN MR O 3

Y es nt e r rupt No
equest ~I1yIR04

C+l-.--.MC St 

SI

Fig. B-S. B. RTL for Message Reception Routine
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_______ —

~~~~~~~~ I

2 

-

(.A Lu(L~R )] -.IBAR - MR O 5

[ALU(ID R )} -‘IBDR MR O6

PC+l _
MC 5La(~~~~- 

DMA W

ALU( IA R) ]+ 1—.A LU( L A R )  MR O 7

.A LU( I LR)] - 1 -~ALU( I LR)  MR O 8

No ILR = 0 Yes MR O9

3
End

No Message MR 1O
Sync

RTN MR1I

4

Fig . B - 8 .B .  ~continued~
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I

4

v Bus
Dominance -MR 12

Disabled
5

RBCL —.CCM MR 13

[IQPR)+l —+ IQPB -- -- i

[IQPR }+l _,IQP R MR 14

GMWCE I

BDDCL —..BTU & CCM
*PROM(BDM) -..ALU(ACC MR15

[ICU MRJ , 
ALU(D)1

ALU(D J% ACC) ._ STK] MR 16

STK -_., ICU MR J MR 17

*BDM = Clear Bus Dominance Mask word . A 16-bit word with the
Bus Dominance bit equal to zero and the othe r bits equal to one.

Fig. B-8.13. ~continued )
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___________ 
- - - — -

3

nd
No Message Yes -MR 18

Sync
I MR 19

EMSCL —‘CCM MR2O

Bus
Yes ominanc e No

Disabled
6

O —,RBR MRZ1

[IQPR]+1 —, IQPR ..J

igh
Yes Priority No 

MRZ2-. Message

GHPMR 
GMR - -MR23

BDD~~L-’BTU & CCM I
ROM(BDM)- .ALU MRZ4

ALU(DAA CC) _,STK J MR Z 5

op STK—.ICU MR - MR 26

Fig. B - 8 . B .  continued )
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_

(

1 

1

MNCL —.I.CCM - 4 -MR27

Yes terrupt No
Request

PC +1 ... .MC Stk 

SI 

r - - - - MR 28

EI~D
[ALu(IDR )] — øALU( A CC)
IDR[4LSB ] —...RBR - .MR2~
03 10 —‘MC Counter

Shift ALU (ACC) down j
4 times J - - -  -MR3 O

IP ROM(M I DZC ) ’—, V
j. ALU( D-), AL U ( D A.ACQJ~~~ -MR3 1
~—‘ALU(ACC) J

*M.WZ~C = Message Identification Zero Constant word ,
0000000000111 111.

F ig. B - 8 .B .  ~con t inued)
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7

PROM(MIDC) — .ALU(D)
ALU(DvACC) —, PAR MR3 Z

PROM(PAR Addr) 
~~~ 33—.~ALU ACC

[RBRD]—.~ ALU(D)  MR34ALU DAACC

No DAA CC Yes MR35 

MR36
RTN j R B — ~ CC M

V[ALU( IDR )~—’IBDR MR37

I [IQPR] — ’IBAR 1
L MC +l— ,MC Stack r MR

I
[J DMA W J]

~~~~~~~~~~~~~~~~~~~~~~~~~~ MR39
LALU (DAIDR) — ‘ALULIARjI

L~)
*MI DC = Messa ge Identification Constant , 00000000xx000000
*MBZC = Messa ge B uffer Zero Constant , 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1

Fig. 13-8.13. continued~
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5-5-~ 
-

L~
)

IPROM(MBC)~—,ALU(~ 1
IA LU (DvIAR)_ ,I BAR - - --r  - MR4O
jPC -F 1 —‘MC Stack I

_ _

II DMAR I! I

~IBDR]—~ AL U (LAR ) 1 MR 41

I
[[ALU (IAR)}—~IBAR

[ PC +l —‘MC Stack MR42

_ _  

I

U DMAR 11 I

[[IBDR]—’ALU(ILR) 1 MR43

~ALU(IAR) ]+ l _ .ALU (IA~~
J 

MR44

PROM(8Co n ) *_,ALU (D) MR45
ALU(D - ILR )

*MBC = Message Buffer Con s tant , xxxxxx0000000000
*8Con = A 16-bi t  word constan t with a decimal value of eig ht.

Fig. B -8 .B.  ~cont i n u e d )
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9

Yes 8 - ILR No 
- MR46

= Ne
10

[ALU(IDR)] + 0
—~ALU(IDR ) MR47

IDRYes 
Neg No 

MR48

HP —’CC
RTN MR49 

MR5O
RTN .1

LPROMBDM
~~~~

ALU
~~ CC1. MRS1

-t([ICU MR] — ,ALu (D) 1
IAL U(D vACC) _,STK ~ MR52
~~~~~~~~~~~~~~~~~~~~~~~ I

[Pop STK —.-...ICU M~] MR53

*BDM = Bus Dominance Mask word , a 16-bit  wo rd wi th  the BD bit
equa l to one and the other bits equal to zero.

Fig.  B - 8 . B .  (continued )
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--

CGBQ D

I
Clear GBQ In terrupt in ICU I GBQOO

I,
Obtain GBQ Interrupt Vector f rom BIU PROM
and place in CPU Interrupt Vector Registe r GBQOO
in the ALU , ALU (CIVR) 

Fig. B-9 .A.  Functional Flowchart for Global Bus
Quiescent Routin e (GBQ)

C GBQ D

[Clear Intr , Last Vector Read Ins t r —..ICU I
PROM (GBQIV)—.~ ALU (CIVR) J GBQOO

L’~~ 
)

Fig . B - 9 .B .  RTL for Global Bus Quiescent Routine
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— 

¶ 

C GBD
D

-~~ I
H Clear GBD Interrupt in ICU ] GBDOO

Obtain GBD Interrupt Vector from BIU PROM
and place in CPU Interrupt Vecto r Reg ister in GBDOO

the A LU , A LU (CIVR)
- 

It

H 
( IGD 

Fig. B - l 0 .A .  Functional Flowchart for Global Bus
Dominance Routine (G BD)

CGBD D
1~ _______Clear In tr , Last Vector Read In str , ICU 1

PROM(GBD IV ) ~ALU(C I VR)  (- - - r -GBDOO

L1c )

Fig. B - l 0 . B .  RTL for Global Bus Dominanc e Routine (G BD)



_ _ _ _ _ _ _ _  5- -

CGMWLED

[Ci.ear GMWLE Interrup t

L Clear GMW LE Interrupt in ICU F GMWLEOO

ye!~~~~~~~~~
H

~~~~~~~~ No 

I GMWLE OO

[GMHEJ 

Obtain GMWLE Interrup t Vector
from BIU PROM and place in CPU GM WLE O1
Interrupt Vector Register in the
ALU. ALU~CIV R~

C I D  

Fig . B - 1 1 . A .  Functional Flowchart for Global Message
Word Length Error Routine (GMWLE)
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C GMWLE~~

_ _  
I

OMWLECL—.BTU
Clear InLr , Last Vector Read
Instr ~ICU -. GMW LEOO

[

~~~~~~~ i~~~~~et
N0 

C GMNED 

[ PROM( GMWLE I V)_ALU(C IVR ) 1; GMWLE O

C ’~~~ 
)

Fig. B - l l. B.  RTL for Global Message Word
Length Error Routine
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___  -

CGMNED

_ _ _ _ _ _ _ _

Clear GMP E Interrup t 1
Clear GMP E Interrup t in ICU GMPE OO

I GMP E 00

CGMNED 

Obtain OMP E Interrupt Vector
from BIU PROM and plac e in CPU GMP E O1
Interrup t Vector Register in the
.A LU, ALU (CIVR )

_ _  

Fig. B - l 2 . A.  Functional Flowchart for Global Message
Parity Error Routine (GMP E)
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-5- ---— - —‘- -5- -.- - - - -  5.— —_~
_ _________ _ _ _  _____‘—_--‘;-—-,- -— .5-— — - -

C G ~~~D

___________ 

1
GMPECL —~BTU 1
Clear Intr , Last Vector Read GMP EOOIn str ‘ICU

_ _ _ _ _  

T° 

I
I

CGMH )

IPROM(GMPE IV)_.ALuicIvR I- -GMPE O 1

Fi g. B- 12.  B. RTL for Global Message Parity
Error Rou tine (GMPE)
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~~~~~
GMEE

D

Clear GMEE Interrupt 7
[~~lear GMEE Interrupt in ICU GMEEOO

~~~~~~~~~~~~~~~~~~~~~~~ GMEE OO

C GMNE )

Obtain GMEE In t errup t Vector
from BIU PROM and plac e in CPU
Inte rrup t Vector Register in the GMEEO 1
ALU , ALU(CIVR 1

C~cD 
Fig. B - l3 . A .  Functional Flowchart for Global

Message Encoding Error Routine
(GMEE)
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LGMEE 
)

I_
I GMEECI ~BTU

Clear In tr , Last Vector Read Inst GMEE OO

L , ICU a

Yes Set N
2 

C GMN ED 

[~ iOM (GMEE IV )__~ALU(C I VR ) J - - r - GMEE O1

C 1 c D 

Fig. 1 3 - 1 3 . 1 3 .  RTL for Global Message
Encoding Error Routine

-  
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GTTO

Yes 
ask Set by No 

- GTTO O (
cpu CGTTOI )  1

Clear GTTOI in ICU ]-- -GTTOI O( -

Obta in GT TO Interrup t Vector from BIU 1 

-

PROM and place in CPU Interrupt GTTO O1Vector Register in the .A LU , ALU(CIV R ) : -

1 1 -
CIC )

F Set GTTO Interrupt 1
[(GTT OI) in ICU I GTTO OZ -

C~t~D 
Fig. B - 14 .A .  Functional Flowchart for Global Transfer

Time Out Routine GTTO and GTTOI)
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__ - s ’- -— -_~ .5
__

~~~—,___-- 5-~~~ ~ 
- -

c~~D

- GTT 000
- 

C~
GT TOl -5)

I
lear Intr , Las t Vecto r f

Read Instr , ICU]-. - GTTO IOO

I I
fPR0M (GTTow )___

~~~~ U(cI~~~ ) j -- r GTTO O 1

C’L )

[~~TTOI ’ICUJ GTTOO2

___  

Fig. B-14.B. RTL for Global Transfer Time
Out Routine
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5

C~~i)
‘I,

LClear CAW Interru pt in ICU -
~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

GCIO O

III
Obtain starting address for CAW 1
routine from the CAW Mappin g GCIOO
PROM Register

1
rExecute
~~~~~ CAW

Fig. B - 1 5 . A .  Functional Flowchart for Global CAW
In terrupt Routin e (GCI)

CG~I D

Clear Interru pt , Last Vector Word Instr — ICU 1
[CMPR] *MC J GCIOO

r Execute m
~~~~CAW J

Fig. B- 15. B. RT L for Global CAW Interrupt
Routine
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C GHPMR )

.1
Clear HP Flag at CCM Input~ - GHP MBOO

Yes GHP MR No
~~~ Mask Set bv? GHPMROO

~~~~~~~ MRI )

~1rclear GHP MRI in ICU I~~~~~M~~00

I—

Obtain GHPMR Interrupt Vector from
Bill PROM and place in CPU Interrupt GHP MROIVector Register in the ALU , ALU ( CIV R

I I

C I C T~ 

Set_GHPMR Interrupt1
(GHPMRI) In ICU GHP MR OZ 

—

___  

Fig. B - 1 6 .A .  Functional Flow chart for Global High Priority
Message Received Routine (GHPMR and
GHPMRI)
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. _ -  
~~~

- —.-.- --
~
-- - --— 

___

_ _ _

~
__‘-__ i 5-5-_

CHPMRD
_ 4

~ IPCL —b CCM j -GHPMROO

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
CPU 

~~~~
HPMRID

H 4
IClear Intr, Last Vectoi]
[Read Instr ~~~ICU I.GHPMRIOO

I- I
— fPROM(GHPMR IV) — .ALU(C I VR) 1 GHP MR O1

C’~D 
LGHPMRI -_~I C U j  GHP MR O2

I

C__
RTN_) 

Fig. B - l 6 . B .  RTL for Global High Pr ior ity Messag e
Received Routine
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_.. ., 

-

GMLV

Yes Mask Set by 
No 

- GMLV OO
CPU 

CGMLVID

[Clear CMLVI in ICU

JObtain GMLV Interrupt Vector from BIU1
ROM and place in CPU Interrupt Vecto ij GMLV O 11Register in the ALU , .A LU(C IVR) 

jI I
.1 I

(~~~~~IC 
~) 

~ 
Set CML V Interrupt

in ICU GMLVOZ
- — I I

______________ 1

J Cetu
~~) 

I.-

Fig . B - 17 . A .  Functional Flowchart for Global Message
Length Violation Routine (GMLV and
CMLVI)
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___________
- - .-—~~

--—— -
~~
5-•

~—• I

Y
~~~~~~~~;~~~~by

No 
-~~~~~~- -GMLV00

[Clear Intr , Last Vector l

~~ead Instr ~ ICU j .~ GMLVI00

LPROM(GMLVIV ‘ALU(CIVR) 1 GMLV OI

C1~~ 
)

GMLV I ... ,ICU 
j  

GMLVOZ

I

E RTND 

Fig. B - 17 .B .  RTL for Global Message Length Violation
Routine -
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“ 
- 

I

~~~~
MHED 

-

I
Set GMHE Flag * at CCM Input J- GMHEOO

Yes 
Mask Set by 

No 
GM H EOO

CGMHED

II
[Clear GMHEI in ICU 

~

Obtain GMHE Interrupt Vec tor from
BIU PROM and place 1~ CPU Interrupt 

- GMHEO1Vector Reg ister in the ALU , ALU ( CIVR) -

C icD 
Set GMHE Interrup t 1 GM H E OZ
(CMHEI) in ICU

( Return ) 
*OMN E Flag us ed in Message Reception Routine (MR ) to stop
message processin g . G MI-IE Flag is cleared with MHS of next
message. 

-
~

Fig. B -18.A.  Functional Flowchart for  Global Message
Header E r r o r  Rout ine  GMHE and GMHEI)

168 

5-~~~~~~~~~~~~ -



I

CG~~ED

4
~~MBE —‘CCM j -GM BEOO

MNYes Mask Set by No

CPU 
~~~~MHE~~~)

I
~~lear Intr , Last Vector }

Instr ~ICU ~- -GMHEI00

[PROM(GMHEIV) ’ALU(~~IVR) 
~~~~~~~~~~~~~~~~~~~~ ~~GMNE0l

( l C D  

[GMHEI .—,ICU J GMI-1E02

RTN
_) 

Fig~ B-18.B. R T L  for Global Message Header
Error  Routine

-j
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GMWCE

es Ma~~ Set by No 
- GMWC EOO

~~~ WCEID

[Clear UMW L ~ d in ICUI~ GMWCEIO~

Obtain GMWCE Interrupt Vector from 1
BIU PROM and place in CPU Interrupt I - - r - - -G M WCE O1

- Vector Register in the ALU , ALU(C IV R) I
4 I

( icD  

Set GMWCE Interrupt
[(GMWCEI) in ICU GMW CEOZ

It
~~~~Retur~~

Th

J 

Fig . B - l9 .A .  Functional Flowchart for Global Message
Word Count Error Routine (GMWCE and
GMWCE I)
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I

_ _ _  - GMW CEOO

Clear Int r , Last Vect~~~
Read In st r —‘ ICU

(PROM (GMWCEIV)— ..ALU(CIVR) GMWCEO 1 

~~~~~~ —b ICU ] GMW CE 02

( L N)  J

Fig. B- l9 .B.  R T L  for Global Message Word Count
Error  Routin e
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_ _ _ _ _ _ _ _  

__________ 
-

— GMR

Yes No
Mask Set by -GMROO

CPU

Return J

Obtain GMR Interrupt Vector fro mi
BIU PROM and place in CPU GMROI
Interrupt Vec tor Register in the
ALU , ALU(CIVR~~

Cf D  
Fig. B-20 .A .  Functional Flowchart for Global Message

Received Routine (GMR)

GMR

GMR
Mask Set by No GMROO

RTN 

[~~RoM;G~~~Iv~~~~ A LU CIvR~ GMRO 1

LicD 
.

Fig. 13-20 . B. R T L  f o r  Global Message  Received  Rout ine
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L yc)

Clear EMS(T) Flag at
CCM Input GTCOO

Yes Mask Set by No GTC OO
CPU 

EIIGTCI D

Clear GTCI in ICU j -- - GTC IO0

-5]

~~btain GTC Interrupt Vector from BIU
PROM and place in CPU Interrupt -- -GTC O1
Vector Register in the ALU , ALU(CIVR)

C ICD 

[~ et_GTC Interrupt GTCOZ
[ (GT CI) In ICU

C Return )

Fig . B-2 1.A.  Functional Flowchart for Global Transmission
Completed Routin e (GTC and GTCI)
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CGTC D
-

~~ 4
(EMS~T~~ L __.,CCM ]- GTCO O

Yes ask Set by No

C~ ’ DI
Clear Intr , Last Vect orj
R ead Instr ,ICU ~--GTCI00

- GT~~~i’_1IC U I

4 ~
PROM(GT CI V)__

~
AL tJ (C I VR )1 GTC O1

11

C I C ~~~ 
)

LcTcI_-~1cu1 GTC OZ

~~~~~RTN )

Fig. B-21 .B.  RTL for Global Transmission
Completed Routine
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- [ Clear IA Interrupt in ICU J- IAOO

II
Output Interrupt Vector Address
from CPU Interrupt Vector LAOO
Buffer into I-Bus Data Register

~1Output contents of I-Bus Data
Register onto I-Bus. Clear
Interrupt Request IAOl

‘P

[ Issue Transfer Acknowledge I LAO 2

____  IA 02

Disable Outpu t of I-Bus Data Regis te r  1
Remove Transfer Acknowled ge I 1A03

~~~~~~~~~~~~~~~~~~~~~~ es IA 03 

IC 
~~~~~~~~~~~~ 

IA 03

( R etur~~) LA 04

Fig . B - 2 2 . A .  Funct ional  Flow cha r t  fo r  Global
Interrupt  Acknowled ge Routine ~GIA)
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I

CGM D
4

Clear Last Vector Read Instr —..ICU
[clvB] u IBDR LA00

[IBDRJ , l-Bus J J.A0i
IRQCL —‘IR Q Flag (I~Bus )j

[ITACK —+I TAC K Flag (I-Bus] LAO Z

_

I IBDRCL PIBDR
[ITACKCL_-_ ..ITACK Flag ~~~~~~A03

No~~~~~~~~~~~~~~~~~ Yes 

_ _  

Cic )~~i 

LAO4

Fig. 13-22 . B. RTL for Global Interrupt
Ac knowledge Routine
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I

( G o )~~~~~

II
[Input CPU Interrupt Status Word from
I the I-Bus Data Register into the CPU
1 Interrupt Status Register in the ALU , GO ISOO ,
LA LU(CISR) - GOISO1

4
L Issue TA CK on I-Bus ) GOISOl

I
Extrac t High Priority Message Received Mask ,
Message Length Violation Mask , Message Header
Error Mask , Message Word Coun t Error Mask ,
Transfer Time Out Mask , Message Received Mask ,
Transmission Comple ted Mask , Bus Quiescent GOISO1
Mask , and Bus Dominance Mask Bits from the CPU
Interrup t Status Word and Latch at the CCM Input

I
Extract Interrupt Mask from CPU 1
Interrupt Status Word , Comp le- GOIS O2
ment , * and load into ICU Mask
R egister

Cetur
~D 

*DP /M Ma sk (not allow) bit is a 0-bit . Am 2914 mask bit is a
1-bit. Therefore , must  complement mask received from PE
CPU before loading ICU mask register.

Fig. B-23.A. Functional Flowchart for Global Output
In te r rup t  Status CAW Rout ine  iGOIS )
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I ~~~~~~~~~ 

--~~~~ -. 1

CGOIS
D

.1
I [IBDR ] .ALU(D)
J ALU (D vCISR) —i ALU(C I SR)
I I SR [10 bits } —~ . CCM GO IS O 1

LTACK — ‘I-Bus SCL

______ 

1!
[ALU(CISR) shifted down once —‘ ALU (ACç4 GOISOI

I .
[PRoM(IM) **—~ ALU (D)

I ALU (D4ACC) —~ICU Mask Reg. GOISOZ

L
RtN

D 
J

*The .A LU (ISR) contains two bits which are set by the Bill
(Specification of the BIU). The CPU Interrupt Status Word
conta ins 0’ s in these two bit positions.

**IM = Interrupt Mask Word , 0111111111110 000.

Fig. B-23.B . RTL for Global Output Interrupt
Status CAW Routine



-

~~~ LG~~~~D

I
Output contents of the CPU
Interrupt Status Register ,
ALU(C ISR) , into the I-Bu GIISOO
Data Re gister

It
[i

~
sue TACK on I-Bus ~

. GUSOO

(
Return  )

Fig. B-24.A.  Functional Flowchart for Global Input
Interrupt Status CAW Routine (GUS )

C GIIS D

[A LU(CISR)] — ‘IBDR
TA( 1c —..I-Bus SCL T GIISOO

LRTND 

Fig . 13-24. B. RTL for Global Input In ter rupt
Status CAW R outine
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LGAOD

[~ssue TACK on I-Bus J -GA000

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

Tset Global Output Active Flag in
ICPU Interrupt Register in the ALU GAOOZ
LA LU(CISR)

4
Obtain starting address of PE

Memory da ta buffer space f rom
I-Bus Data Register and place in GAOO3
Output Address Register in the
ALL ALU (OAR)

4
fr etch message length from startin~
address of data buffer space and GAOO3

place in Output Length Register in GAOO4
Ithe ALL ALU (OLR)

GML
Int:rrupt GAOO4

_____________________ GAOO5 ,

______________________________ 11 
GAO 06

[Clear Global Output Active Flag in CPU N-’
I Interrupt Status Register GAOZZ

E~~~
ML\D 

Fig. B - 25 .A .  Functional Flowchar t  fo r  Global Act ivate
Output CAW Routine ~GAO)



L~)

lIncrement Output Address Register~ -G~~OO7

Fetch first  message word
from PE Memory and place GAOO7 ,
in Output Data Buffer (0DB) GAOO8

Set Output Pendin g Flag (OPF)~ at CCM
input. (Signal from this flag also goes to
BTU to inform it of pending message.) GAOO8
Also , set OFF bit in CPU Interrupt 

_____

Status Regis ter in the ALU 4

[Decrement Output Length Registe r (0ii~J 

Yes - No
010

Yes OPF No
Set GAO11

~~ iear OPF bit in CPU

[ Interrupt Status Reg. GAO1Z

*This flag is normally cleared by a signal f rom the BTU when it
fetches a word from the Output Data Buffer. This routine clears
the flag when the output is disabled , and clears the OPF bit in the
CPU Interrupt  Status Regis te r .

Fig. B - 2 5 . A .  (cont inued)
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‘

2

Yes Interrupt No -GAO 13
equest

SI

Yes~~~~~~~~~~~~~~~.jjQ GA0 14
Enabled

Clear Output Active
lag in CPU Interrupt GAO 15
tatus Register

Clear Output Pending Flag at
CCM input. Clear Output Fend GAO 16
lug Flag in CPU Interrup t
Status R e is ter

Return

L Inc rement Output Address Register  J GAO 17

IL
Fetch message word from PEj
Memory and place in Output GAO 17
Data Buffer

4
Decrement Output Length Register~ ] GAO 18 

Fig. B - 2 5 . A.  (continued)
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• 

L~~~
)

Clear Output Active Flag B1~]
in CPU Interrupt Status J GAO 19
ReEister 

GAOZO

LGTC~~~ 
)

• 
lSet GTC Interrupt j r GAO21

(~~Return~). 

Fig. B-25 .A .  (continued)

I
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C~ AOD

1TACK _
~~~I~

Bu s i 5  1 - ~~~~~~~~~~~~~ - GA000

No .~~~~~~~~ ut Y2, 

C R TN~~~) 
GAO 01

(~~ROM(OAFW ) C —,ALU(D) - - - - - - - - - - - - - -  GAOOZ
JALU(DvCISR) —s.ALU(CISR)

I
[IBDR ] —.ALU(D)

ALU (DvO) —,A LU(OAR) GAOO3ALU(Dv O) —‘IBAR
PC+ 1 —.ML Stack

LI DMA R fl -‘
• J [LBDR]— .ALU (OLR) - - - - - - -- - -- - -- -G A OO4

*oAFw = Output Active Flag Word. A 16-bit word with the OAF
bit equal to one and the othe r bits equal to zero.

Fig . B -25 .B .  RTL for Global Activate Output CAW Routine
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Lj)
PROM(8 Con) .—.ALU(D) I
ALU(D-OLR) J- GAOO5

GAOO6

J~ ROM(OAFW ) * __ ALU(D
[A LU (D4~CISR) _ .ALU(CISR -~ • GAO22

C G M ~V D  

[[ALU(OAR) 1+ 1_-~ ALu( OAR) GAOO7

ALU (OAR) ~ IBAR I
PC+1 -’MC Stack F 

LI DMA R Ii 
I~I

fIBDR] —.~ODB GAOO8

OP —.CCM
PROM(OP FW ) ** — ,ALU(D)
ALU(Dv CISR)— ..A LU(CISR) 

*OAFW = Clear Output Active Flag Word. A 16-bit word with the
OAF bit equal to zero and the other bits equal to one.

- 
**OpFw = Output Pending Flag Word. A 16-bit word with the OPF

bit equal to one and the other bits equal to zero.

_________— Fig. B-2 5.B.  tcontini~d) 
—____
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-

~~~~~

-

3 7

• [ALU (OLR))-1_ , ALU (OLR) -GAOO9

Yes O L R = 0  No GAO1O

OPFYes Set 
No GAO11

PROM(OP FW ) — .ALU(D) GA 12ALU(DACISR)—. .ALU(CISR)

Yes nterrupt No GAO 13Request

SI

es Output No
Enabled GAO 14

5
PROM(OAFW) **~.~0ALU(D) ----GAO 15
ALU(DA CISR)-’~ALU ( CISR )

6

*OPFW = Clear Output Pending Flag word. A 16-bit word with the
OPF bit equal to zero and the other bits equal to one.

~~OA.~ W = Clear Output Active Flag word. A 16-bit word with the
OAF bit equal to zero and the other bits equal to one.

Fig. B-25 .B .  (continued)
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OPCL _—‘CCM
PROM(OPFW ) __ ,ALU(D) GAO16
ALU(D CISR ) —,ALU(CISR) :

C RTN)~~~~~

L~
) 

.

[[ALu (oAR)]+l_ ~ALU (OAR ) ]- GAO17

ALU(OAR) —.~IBAR
PC-F l —‘MC Stack -~

‘I
I I D M . A R I I  

Jr
[JA Lu(0LR)]-l--- ..ALu(0LR) J. GAO18

L\~) 

Fig. B-25.B.  (continued)
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[PROM(OAFW) ._ ,ALU(D)
ALU(D CISR) —~ALU(CISR) GAO19

~~~~~~~~~~~~~~~~~~~~~~~ GAO2O

(__
GTC

__)

[GTCI _.~ ICU I- GAOZ1

II

C RTND 

Fig . B-2 5.B.  (continued)
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( GOBC)

Load Bus Length Register with contents of
I-Bus Data Register bits 0 through 7 GOBCOO

‘Jr
Load Bus Position Regis ter with contents of
I-Bus Data Register bits 8 through 15 f GOBCOO

J r
[Issue TACK on I-Bus ] GOBCOO

IL
Load Bus Position Registe r Counter GOBCO1

C RetarnD 
Fig. B-26.A. Functional Flowchart for Global

Output Bus Control CAW R outine
(GOBC)

C GOBCD

1
(IBDR (bits 0-7) ] —,BLR

RIBDR (bits 8-15)] — BPR(In) GOBCOO

L
[[BPR(In)] — BPR Counter 1 GOBCO1

Fig. B-16. B. R T L  for Globa l Output Bus Control
CAW Routine
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C GIPP)~~~~~

~1Output contents of Bus ~osi-1
tion Register into I-Bus Dat~ GIPPOO
Register Bits 8 thru 15

[ Issue TACK on l-Busi I 

Return ). 

Fig. B-27. A. Functional Flowchart for Global Input
• Present Position CAW Routine (GIPP)

[[BPR] -_, IBDR(Bits 8-15)
[TACK —.1-Bus SCL GIPPOO

C
RTN )

Fig. B-27. B. RTL for Global Input Present
Position CAW Routine
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C GIQP
~DI

Output contents of Input Queue Pointer
Register into I-Bus Data Register 

~

_ GIQPOO

‘I
[~~sue TACK on I-Bus 1 GIQPOO

CRet~~~~ 
)

Fig. B-28.A. Functional Flowchart for Global Input
Queue Pointer CAW Routine ( GIQP)

C 
GIQP
j

Jr
j IQPR] —,IBDR GIQPOO
TACK —.1-Bus SCL

C R ~~ND 

Fig. B-28. B. RTL for Global Input Queue Pointer
CAW R outine

~
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C
GEO

D
I

Issue TACK on I-Bus j . GE000

IL
Set Output Enable Flag at CCM Input.
Set Output Enable Flag in CPU Interrupt GEOO 1
Status Register in the ALU , ALU(CISR )

‘II
( Return )

Fig. B-29.A.  Functional Flowchart for Global Enable
Output CAW Routine

(
GEO

9

_  IL
I TACK —. L-Bus SCL GE000

IL
O E —~ CCM

PROM (OECon) *~ .~,ALU(D) GEOO1
ALU(DvCISR) —.ALU(CISR)

C RTN D 
*OEC0n = A 16-bit constant with the Output Enable bit equal to

one and the other bits equal to zero.

Fig. B-29 .  B. R T L  for  Global Enable Output
CAW Rout ine
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C
GDO

D

1
Issue TA CK on I-Bus I- GD000

Clear Output Enable Flag at CCM Input
Clear Output Enable Flag in CPU GDOOL
Interrupt Status Register in the ALU ,
ALU(CISR)

‘I
(~~~etur~~~~~ 

Fig. B-30.A. Functional Flowchart for Global Disable
Output CAW Routine (GDO)

C
GDO D

_________ 

‘p

TACK —‘ I-Bus SCL F GD000

‘Jr
5~~t•—.

PROM(OECon) *~~~ALU(D)
ALU(DACI SR) — .ALU(CISR) -, GDOO1

Jr
LRTN )

4OECon = A 16-bit constant with the Output Enable bit equal to zero
and the other bi ts equal to one.

Fig. B-30. B. R T L  for  Global Disable Output
CAW Rout ine
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~11

I

( STAB9

~1Issue TACK on I-Bus J -STABOO
1~Issue Switch to Alternate 1

Bus Signal to BTU I STABO1

Jr
C ReturnD :

Fig. B-3l.A. Functional Flowchart for Switch to
Alternate Bus CAW Routine (STAB)

STAB 
~)

_  
4

[ TACK —,I-Bus SCL STABOO

_______ 
‘Jr

I STAB —.BTU STABO 1

IL

C RTND 

Fig. B-3 1.B . RTL for Switc h to Al te rnate Bus
CAW Routine
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Appendix C
U

BIU Mi crocodes

This appendix presents the mi crocodes for the BIU mi croroutines.

The microcodes are organized under the following categories: (1) Mi cro-

codes for Service Routines , (2) Microcodes for External Interrupt

Rout ines , (3) Microcodes for Program Generated Interrupt Routines , and
(4) Mi crocodes for CAW Routines.
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Appendix D

Microword Fields

The tables for the various microword fiel ds presented in Chapter IV

are compi ’ed in this appendix for the convenience of the reader.

I 

‘ ‘
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TABLE D-II

Condition Code Multiplexer Select Field

Mi cro Code
(Decimal ) Mnemonic Description

I~~~I 8

0 TRUE True Sig nal
1 INTR Interrupt request
2 NEG ALU output negative
3 ZERO ALU output zero
4 ~~RO ALU output not zero
5 Bus Grant (In) signal low
6 TACK Transfer Acknowledge signal high
7 DTACK Delayed Transfe r Acknowledge signal low

• 8 IAK Interrupt Acknowledge signal high
9 INHB Inhibit signal high
10 CIVBOR CPU Interrupt Vector Buffe r output read~11 ~I-lS Message Header Sync received
12 EMS(R) End Message Sync received
13 EMS(T) End Message Sync transmi tted

- 14 GNHE Global message header error
4 15 Op Output pending

16 RB Response bit set
17 GHP Global high priority message
18 G800 Global bus dominance disabled
19 QE Output enabled
20 GHPMRM GHPMR interrupt masked
21 GMLVM GMLV interrup t masked

• 22 GMHEM GMHE interrupt masked
23 GMWCEM GMWC E interru pt maske d
24 GTTOM GTTO interru pt mas ked
25 GMRM GMR interrupt masked
26 GTCM GTC interrupt masked
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TABLE 0—Ill

ALU Source Operand Field

Microcode
(Decimal) ALU Source Operands
1171119 R $

o A Q .
1 . A B

2 0 Q
3 0 B~~~

• 4 0 A -

5 D A
6 -  0 Q
7 0 0

Notes: “A” designate s RAM A-port
NBN designates RAM B-port
“Q” designates Q Register
NUN designates direct data input

TABLE D-IV
. ALU Function Field

Microcode
(Decimal ) ALU Function Syntol
120 —I 

~~

0- R P1us S R + S

1 S Minus R S — R

2 R Minus S R - S

3 R O R S R v S

4 R AND S R A S

5 L AND S ~~A S

-

• 

( •  6 R EX—OR S R v S

7 R EX-NOR S R v S
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TABLE 0-V

ALU Destination Control Fiel d

Mi crocode RAM Q-Reg.
(Decimal) Function Function Output
I24 I1

~ I~ Shift - Load Shift Load V

0 X None None F-’~ F

1 X None X None F

2 None F-B X None A

3 None F-B X Ncne F

4 Down F/2-B Down Q/2-Q F

5 
• 

Down F/2—B X None F

6 Up 2F-B Up 2Q-Q F

7 Up 2F—B X None F

Notes : “X ” designates Don ’t care
“F” designates internal ALU output
“Up” is towards most signifi cant bitNDownl

~ is towards least signifi cant bit
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TABLE fl-VI

____________ 

PROM Addr/Stack Instruction Field

PROM Addr Value
Mnemonic (Hexidecimal) . Function

OCon 0000 Constant , O io

8Con 0008 Cons tant, 8i~
WIBF 0007 Word used for Direct Memory Access Wri te

operation . Three least signifi cant bits
contain complement of TRQ, IOSL, & DRCV .

RIBF 0006 Word used for Direct Memory Read Opera-
• tion. Three least ~jj~nifi cant bits con-tam complement of TRQ, IOSL , & DRCV .

0777 Constant used to clear GBD mask

MIDZC 003F Constant used to clear ten most signifi-
- cant bi ts

MIOC To be deter. Constant used to obtain MIAMM address.
Seventh and eigh th least sign i ficant
bits contain value , other bits are zaro .

MBZC 03FF Constant used to clear six most signifi-
cant bits

MBC To be deter. Constant used to obtain Message Buffer
address. Six most sign i ficant bits con-
tain value , other bits are zero.

8DM 2000 Constant used to set GBD mask

G8QIV To be deter GB0 Interrupt vector

GI4tILEIV G~44LE interrup t vector

GMPEIV GMPE interrupt vector

GMEEIV GMEE interrupt vector

GTTOIV GTTO Interrupt vector

GHPMRIV GHPMR interrupt vector

GMLV IV I GMLV interrupt vector -
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TABLE D-VI
___________ ________________ 

(Continued)

PROM Addr Value
Mnemonic (Hexidecirnal ) Function

GMHEIV To be deter. GMHE interrupt vector

~44CEIV GZ44CE interrupt vector

GI’~ IV GMR interrupt vector

GTCIV 
— 

GTC Interrupt vector

IN 7FFO Constant used to process interrupt mask

OAFW 0002 Constant used to set Output Acti ve Flag

OAFW • FFFD Constant used to clear Output Active
Fl ag

OPFW 0004 Constant used to set Output Pending• Flag

OPFW FFFB Constant used to clear Output Pending
Flag

OECon 0001 Constant used to set Output Enable Flag

OECon FFFE Constant used to clear Output Enable
Flag

MIAI’VIOO To be deter. MIAMM addresses

MIANI~ 3

STK Instr

PD 000C Push D, push “0” input onto stack

PS 000D Pop S, pop stack
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- TABLE D-VII

Interrupt Control Unit Instruction Field

Microcode
(Decimal) IE Function
1k3 ~~‘,6 

______ _________________________________________________

0 0 Master Clear
‘I - 0 Clear All Interrupts

2 0 Clear Interrupts via V-Bus

3 0 Clear Interrupt via Mask Register

4 0 Clear Interrupt, Las t Vector Read.

5 0 Read Vector

6 0 Read Status Register

7 0 
- 

Read Mask Register

8 0 Set Mask Register

9 0 Load Status Regi s ter

10 0 Bit Clear Mask Register

11 0 Bit Set Mask Registe r

12 0 Clear Mas k Register

13 0 Disable Request

14 0 Load Mask Registe r

15 0 Enable Request

X 1 Instruction Disable

Note: “X” designa tes Don ’t Care
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TABLE D-V III

Set/Clear Field Signals

Mnemonic N ne

WR~L Word Recei ved Interrupt Clear

GI’VLECL Global Message Word Length Error Intr Cir

GIPECL Global Message Pari ty Error Intr Clear

~ IEECL Global Message Encoding Error Intr Clear

STAB Switch to Al ternate Bus

MHSCL Message Header Sync Clear

EMS(R) CL End Message Sync (Received) Clear

EMS(T)CL End Message Sync (Transmitted) Clear

GI4IE Global Message Header Error

OP Output Pending

OPCL Output Pending Clear

RB Response Bit

RBCL Response Bit Clear

GHP Global High Priority

GHP~L Global High Priori ty Clear

GBDD Global Bus Dominance Disabled

GBDDCL Global Bus Dominance Disabled Clear

OE Output Enable

OECL Output Enable Clear

Global High Priori ty Message Received Intr

~ EVT Gl obal Message Length Violati on Interrupt

— Global Message Header Error Interrupt
( )
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TABLE D-vIII -

(Continued)

Mneomonic Name

GI4~ICEI Global Message Word Count Error Interrupt

GTCI Global Transmission Completed Interrupt

GTCI Global Transmission Completed Interrupt -

GTCtL Gl obal Transmission Completed Clear 
1

BRQ Bus Request

TACK Transfer Acknowledge

IRQ Interrupt Request -

!RQCL Interrupt Request Clear -

ITACK Interrupt Transfer Acknowledge -

ITACKCL Interrupt Transfer Acknowledge Clear .
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TABLE D-Ix

Control Field Signals

Mnemonic Name

BTUOE Bus Translation Unit Output Enable

BLRG Bus Length Register Enable

BPRIOE Bus Position Register (In) Output Enable

BPRL D Bus Posi tion Register Load

BPROE Bus Position Register Output Enable

ODBPL Output Data Buffe r Parallel Load

SCDG Set/Clear Decoder Enable

TCUIE Interrupt Control Unit Instruction Enable

CCLG Condition Code Latch Enable

MCRLD Microprogram Controller Register Load

MCCI Microprogram Controller Carry-In

PR9OE Pi peline Register 9 Output Enable

PROM CS BIU PROM Select

PARLE PROM Address Register Later Enable

PAROE PROM Address Register Output Enable

ALUQE ALU OUtput Enable

RBRG Response Bit Register Enable

RBRDOE Response Bit Register Decoder Output Enable

STKIEN 8111 Stack Instruction Enable

STKOE 311.1 Stack Output Enable 
- •

CIVBPL CPU Interrupt Vector Buffer Parallel Load -
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TABLE D-IX

_____________________ 
(Continued)

Mnemonic Name

CIVBPD CPU Interrupt Vector Parallel Dump

IQPRCP Input Queue Pointer Register Clock Pulse

IQPROE Input Queue Pointer Register Output Enable

IBFRLE I—Bus Flag Register Latch Enable 
•

IBFRBE I—Bus Flag Register Bus Enable

IBFRCL I-Bus Flag Register Flag Clear
4 

IBARLE I—Bus Address Register Latch Enable

IBARBE I—Bus Address Register Bus Enable

IBARCL I—Bus Address Register Flag Clear

TBARRLE I—Bus Address Register Rcvr Latch Enable

IBAROE I—Bus Address Register Output Enable

T~DRLE I—Bus Data Register Latch Enable

IBDRBE I—Bus Data Register Bus Enable

IBDRCL I-Bus Data Register Flag Clear

IBDRRLE I-Bus Data Register Receiver Latch Enable

IBDROE I-Bus Data Register Output Enable
NOTE: Three bits of the field are not used.
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