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EVALUATION CRITESIA FOR PROCESS SYNCIG~ONIZATION

R. J. Lipton~
L.  Snyder~~

Computer Science Department
Yale University

New Raven , Connecticut 06520

1. Za1cstein’~~
Computer Science Department

State University of New York
Stony Brook , New York 1l79I~

Abstract —— While there are ~y mow veil— required to accomplish a task does not reflect the
established criteria for evaluating serial a].go— utiliz&tion Of multiple processors. Are algo—
rithnts , such as space and time measures , these rithms requiring more steps —— which can be done
criteria c5r.n~t be readily applied to asynchron— in parallel —— to be preferred over those requir-
ous algorithms . We propose a method for the ing fever steps —— whi ch cannot be done in
evaluation of the performance of an asynchronous parallel? Similarly , algorithms requiring less
algorithm. This method is based on the study of m~~ ory are not clearly superior if referencing
delays that are often introduced when one solves this n~~ory causes processor interference.
a synchr~nIzat ton problem . We then illustrate
this method by proving results about the efficien— Since we are mainly cor.cerned with synebron—
cy of various solutions to synchronization ization, the questions of efficiency can be
problems. stat ed as: Bow much overhead is required (and how

much is acceptable) to accomplish process synchron—
1. ~n~roduction izatton? Will the method we chose to solve our

synchronization problem cause delays or interfer—
A centrsl rroblem In computer science is that mmcc which are unaccept.ble?

of evaluat.ng cempetir.~ algorithms for the sane
task. In t~ c~~ e that the aleorlthms are to be In this paper ye present a criter ion for my—
executed s’quentially, several evaluation criteria aluating asynchronous algorithms . Rather than
are co~~ cnly urs i .  FIrst , i t  Is easy to express attempt to assIgn atsoluee measures of resource
tho 1d~a th t t  t~ r algorIthms “do the sam e thIng” utilization —— a tack that may veil te impossible
by the req.1~rtment that they have the same input — to do in a useful way —— we define , relative to a
output behavior . Secondly, given that two algo— suitable measure of time , f or each ron—negative
rithm s have t~e sae input—output behavior, they integer k, a relation , simulatek b,tveen asynebron-
ma~’ be cc’mpsrcd by considering the execution time oiis algorithms. For asynchronous algorithms Q and
required , !sororj space required , numer ical (or P
Other t y pe of) .~tatiljty and so on. By contrast Q simu1ate~ Pasyrchronoue n]gor ltbm s cannot be evaluated so
easily , due to several important reasons, will mean that there is a mapping from computa-

tions (state changes ) in Q. to computations In P .
First , asynrhr caious algorithm s —— especially This consideration of state changes avoids the

those used in operat i ng systems —— are not nec- difficulty of non—halting algorithms not being
essarily supposed to halt. Indeed , considerable input—output comparable. The eff ic iency of this
effort is often required to guarantee that they correspondence (i.e. the amount of overhead Q
do not halt, i.e. do not deadlock or crash, requires to accomplish the sam e effect as P~ isTher’~fcr~ , It cf tcr .  malces no sense to discuss the measured by the integer k. k measures how close—
input—outp~. behavior of these asynchronous algo— ly the “parallelism ” of  Q mcd F are related . Whe n
rlthm s. ‘Ihus it is not at eli clear when two such k 0, Q uses multiprocessors as efficiently as F ,
algorithms “do the same thing’ , but as k .. .Q  uses multiprocessors less and less

efficiently. Thus there will be a sequence of
Another difficulty is that of c~easur ing relations

efficiency . Simply count l r .g the number of steps simulate0, simulate1,...

Par t of  this work was done while at ~~ 
which allow increasing freedom with a correspond—

Research Center at Yorktown Heights , and ing decrease in efficiency.
part war eupported by ~FR under Grant 

2 ~“e ModelN000l 1t—75—C—0752,

Supported in part, by ONB under Grant We have used a more “program oriented ” model
N0001 14_7c C—O7~2 

to study related prot’l~ r.s ( [5~ — ( 6 ) ) .  however,
exoerience has shovn that , as far  as the analysis

•
~~ • G of synchror.izat icr , Is ccr ce r r .ed , i t Is p ess i t ie  to...u~ pcrted , in par~ , by rant abstract the model turt~ er to the language theo-

retic one wh ich we present below.
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The model will ignore such issues as what expanded” version of P . One can then consider a
kind of languag e the algorithm is specified in ,
how the actual scheduling is determined , and , most mapping M from P to Q representing this compila—
importantly, how the algorithms are actually in— tion process . In the model presented here, it will
plemented. These are , of course , important consid— 

be more convenient to consider the “inverse”, sayerations , but it is our contention that a study of
the logical implementation of asynchronous programs b , of P4 , from Q to P . Thus a sequ ence of actions
is of prime importance. 

at B in Q will be the “expansion” of a single action
Let t be a finite set, Elements of I will be g in P. The action f  will be considered to imple—

thought of as actions (instructions or statements), ment the action g while m and B will be considered
Informally, a computation is any sequence of as bookkeeping operations or overhead.
actions that respects the control flow of an
asynchronous program P (we assum e fixed initial Our model also requires that h be a homo—
values of all variables so that different sequences morphism which simply means that flow of control

in Q is a copy of the flow of control of P.represent true asynchronous behavior and are not
merely a reflection of different inputs to F).

Formalizing the discussion above, we obtainClearly, if x is a computation , then so is any
prefix (initial subsequence) of x. We formalize the following
this notion as follows.

Definition: Let Q and P be asynchronous
Definition: Let E be a finite non—empty set, programs, i.e. Q c E~ and P C L~. Then h is aAn asynchror.ous program is a subset P of E~ , the decoder from Q to P provided h is a string nor—set of all sequences of elements of I, which is

closed under the operation of taking prefixes. phism from E~ into E~, i.e., h(xy) h(x)b (y) for
Elements cf E are called actions and elements of P
are called ccr.cutatlons. all x ,y in and h ( f ) 5 t ~Ll(~~} for all f(EQ where

A is the empty string and h(Q) = P. f tZQ is• Definition: Let P CE~ be an asynchronous called er~rable if h(f) ~ ~~, 
otherwise it is

program . A cost function is a function c:1 + N, 
called a bookkeeping action.

where U is the set of non—negative integers which

is additive with respect to concatenation, i.e. We can now define simulatek.
c(xy) = e(x) + c(y). Intuitively , c measures Definition: Let Q and P be asynchronous
“time”, programs over alphabets E,.,~ and E

~
, respectively,

Let P C E
~ 

be an asynchronous program and c and let c be a cost function on E~ . Then
be a cost function. Define a ~~~~~~~~ function.

Q simulate~ P
x E~, • NV( ’.} by

provided that there Is a decoder h from Q to P such
= mm ( e (y ) : y c~; and xytcP), where 

that for all XEZ~ and fCE Q, f observable ,
dc (X i f )  ~ if there is no such y. If h ( x ) h ( f ) sP  implies d

~
(x ,t’) k.

c (x )  lengt h ( x )  we will denote dc by d. 
Intuitively , if , after a sequence of actions

d (x,f) measures the minimal amount of “time” h(x) , P is not “stepped ” i.e. some action B may
c proceed , then Q may be stopped at x but only

a t~ measured by c that must elapse befere f can cx— temporarily, in the sense that there is a bound k
ecute following x. This quantity is important for on the amount of time, as measured by c , that must

elapse before the action f corresponding to a can
c,veral  reasons . In a rcal time system , the value be “released” . This is our measure of efficiency .
of d ,, (x ,f)  nay be c r i t i ca l  to the correctnesc of 

The smallest k euc~ that Q simulate.
~ P will

the syrt ein . Ai~ o , given adflticnaj. structure in be denoted by delay (Q ,P ) .
the model , tho del ay fu~~ t ion act s as a quant lta— 

3. ~~amples and discussiont ive  measur e of how well multiprocessors can be
In this section we Il lustrate the precedingt i t 1l i~ od .

definitions by exerp)cs frcti the literat~re. To
When comparing two asynchronous programs simplify the discussion , we will use a suggestive

informal notat ion , as is coemonly employed in
P C E~ and Q c T~ , it is convenient to think of the synchronization literature, It should be

pointed out that the advantm ~ e of th e  ah rt rac tcm” of th ’~~, s~ y Q , as ir ]er:~ -.tir.g the e f f o c t  of
d e flr . l t jon  of an asynchronou s pr c.zr or~ is its con—

P by u s ing  rc~re p r imi t ive  o~ ”ratior.s.  According ceptual econocy and aid in simplifying proofs .
to th i s  view , Q is the “compiled ” or “macro For describing particular examples , a “program

• oriented ” notation is clearly preferable. This is

246 
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quite analogous to the description of languages by We will. now study the relationship between
grammars , 

and P. First let Ps be the mapping defined by:

Consider the following asynchronous programs
which we take as defining the semantics of the h(Ci) =

“first reader—writer problem” of Cl] (for a dii— h(E
1) e~cussion of the semantics of synchronization prob-

lems see [5], [6]). • h(H~) h
i

h(J) — 3
reader-i (i ~~ i ~~, it) writer

b(1c) — k
c~: P(S) 3: P(SJn) h(L) 1
e1: read k: write h(x ) = A for all other actions X.
h
i
: V(s)  1: V ( S I n )

• It is not difficult to verify that h(Q) = P. For
vhere S is a global variable (semaphore) whose in— instance the computation
itial value is n and P,V are Dijkstra ’s primitives,
while P(SIn), V(SIn) are the generalizations of A1B1C1D1A2B2C2D2
these primitives [9]. P(SIn) is an indivisible

maps under h to c• action of the form lC2~

when S > n do S • S — n We wish to measure the efficiency of this

solution. First, we claim that for the given dc ..the assignment S 4- S — n is executed only when
S > is , otherwise, control is interrupted until coder h , Q1 simulatek P implIes k > 3, To see
such time as S > n is satisfied. v(sk) is an in— this , take x = A131C1 and f C2, then the short—divicible action of the form

est y such that xytsQ is D1A2B2, which exits from
when true do S d- S + n,

the ~~iti~al section of reader—i restores the sam—
Each of the processes reader i and writer Is aphore M to 1 and then enters the critical section

cyclic so that for example, j can proceed after A
2—D2 of reader—2. Thus d(x,f) — 3, while

exe~uticr nf ‘~i. Let us denote the set of compu— h(x)h(t) = c1c2~P. Ly a straightforward analysis

tations of this program by P. For example , of cases , based on the observation that one need
c1o2 ~ F, while 3c2 t P. execute at most three &etioiss between two “succes—

• a ive” observables , it fcllows that, for this de—
Now Je t  Q~ be the asynchronous program of coder , k < 3. Next, we claim that under no de—

figure 1. This program corresponds to the solution coder h1, can either A
i 

or B
i be observableto the first reader—writer problem found in Ci]. actions. Assume the contrary and let h1

(A
1
) a ci.

j.~~~.er r”adcount ; (initial value 0) Since A1J5Q and since clearly h1
(J) a

semaphcre M ,W ; (In itial value 1) h(A
1
J) • h(A

1)h(.T) • c1j j F, which is a contra-

diction since h maps computations into computations.
‘ render-i I ~~, I ~ 

n 
Similarly, h1

(B~) ~ 
c~ . Thuc either h

1
(C 1) = C

1
for all I and we can argue as before that k ~ 3,Ri : readcount • readcoun t 4- 1 
~~~
,
, for some I, hi

(Di
) = c1, but , in the latter

C . : i f  reatcourt 1 t~.~r P(W)
case d(A , D1) — !A~B1~ 1 I = 3 so l~ ~ 3 in all oases.

v(~1) Hence delay (Q1,P) 3.
rea l Thus Q1 introduces new delays, but delay VP(M) (Q1,p) iB fixed , independently of the number n of

G . : rt’adcount reedcount —l
readers.

H1 i~ 
rtal”o’ir t C ~~~n v ( w)  

Let us now compare with  an a l ternat ive
V(M)

solut ion , Q2, represented lit figure 2.

writer

J : P(W)
K : wr ite Figure 1. First Solution
I : VIW) to reader—writer problem.
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— ,=S = 1 initially “sImulate” , LV systec.~ are too we&k and cannot
~l 

p
2’’ ~

simulate even rather simple synchronization prob—reader i l c i < n  writer
• lems. Many readers of our work objeoted to “sin—

C1: 
i’(s1) 

j
1 ulate” as being too strong , ta~ed on the intuitive

feeling that LV is “universal”. Using the “simu—
V E1: read J :  P(S ) latek

” relation , we now show that LV is “universal”

in the sense that for any asynchronous program F,
V H1: 

V ( s 1 ) K: write 
there is a F” r r or r a : ~ such that Q simulatek F,

L1: 
V (S

1) for some k. However, k grows unboundedly as a

function of the size of P.

1.. : 7(S ) In the folloving, ‘.‘e will use the when.. .dois it
notation introduced in [5]:

Figure 2. Second solution to reader—writer when B do 8
problem.

where 8 is a predicate and 0 is a statement means
that 0 is executed only If B is true. Otherwise,
control is interrupted until such time as B isClearly any decoder h from to P will have 
true.

to map h(C1
) = c1, h(E1) e , h(H1) hi and

Definition : A LV chronousp~p~ran is art asyn—h ( K )  — k . If h(J~) a j~ 
i ~ 1, then for x 

~~ronous rrogra~~
’P such that there ~s a distjn—and f — C1, d(x,f) = is + 1 and h(xf) = c1sP, while guisned subsetA of the program variables (the

elements of VA are called semaphores) which canif h(J
1
) 3, for x = J2 and f = C2, d(x,f)  = 

only be used by action s of the form 9(5) or
+ ~~. Thus delaj (Q2,F) > n + 1. v(:), S c,~, ([2)) where

Thus ~~. introduces delays that are unbounded
V P(S) is w h e n S > O d o S~~~S — l  arid

a~ a function of the number of readers present.
V(S) is when tr,ie do S • S + 1Therefore, delay (Q,P) is a quantitative measure

of efficiency which agrees with the intuition that Theorem 1. For ~~~~~ asynchronous program F,

is a better solution than Q2. ~~~~ exists a non—~ec~tlve integer k and a LV
The above differences become even more inter— asynchronous ro~-raz ~ ruc~i that Q _________eating if we allow different  cost fun ct ions. 

mU~!~~~ ~~.,

with length as cost function.
For example , we may wan t to use a weighted

Proof. Let P be an asy:~chronous program and sup—• length function c, Observing that most of the pose P consists of n actions of the form
t ine  i s  act ually spent in the “read” and “write” (1) when do
sections of the program, we may assign to the
“read” and “write” actions weight t ‘ 1 while all

(it) when B do 8• other actions in Q. and P get assigned weight 1. n it

We construct Q as sn asynchronous programWith r~.spect to this cont function , delay containing n + 1 processes, where the first is are
• (Q1,P) is still 3. However, delay (Q2,P) > n  + t constructed from the n actions of P and the

n + 1 —at is a “monitor . The monitor can act—since for the above values of x and f , the program• ually be incorporated into the individual process—
has to go through the “write” section in order to as , but its isolation as a separate processes en-

hances the efficiency and readability of therelease the reader.
program.

i , Existence Theorems
For the i—tb action of F, construct the

following process in Q~In this section we give proofs of various
~1mu ation results concerning Dhjkstra ’s P and V
r r i mit i v e s ,

In our previous work [f), [6), (8), we have
shown that with respect to a suitable notion of

248
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process-i the critical section it acknowledges that It is
ready to execute and waits on (6) for release. t

(1) L1: F(S1) all pending processes have so acknowledged , one of
them is enabled in line ( i t ) .  Note that the ached—

(2) F(S) uling responsibility has not been usurped by this
simulation in the sense of deciding which process

(3) v i- w + 1 will execute next.

(4) if w = op then V(E) Asst~ Ing process 3 is the first to execute

(5) u (s) beyond line ( f ) , and si nce ok will be 1, it will V

execute 0~, disable all others from executing (9)
(6) P (E )F (since executing 0 . could have changed which pro —
(7) if ok = 1 

~~~~~~~~ cesses may now proceed), acknowledges that it has

(8) passed (10) and then releases another process if
not all have been released (11), otherw ise it(9)
releases the monitor (12).

(10) v ÷ w — l
Let h ( ( 8 ) . )  = j an~I h ( f )  A for all other

(j~) if w > 0 then V ( E )  actions in ~~ . Evidently h (Q) — P. To bound the

(12) else V (M) efficiency of the simulation , observe that be-

tween arty two consecut~ vs obse rvable actio~’s (8)~(13) 
~~~ 

L1; 
and (8)~ . r bookkeeping actions are executed ,
whereWhere S Is a mutual exclusion semaphore (In-

itial value 1) used to protect the critical section r < 5u + 2n + 8 + 5v
(2)— (5), E is a semaphore (initial value 0) used to
release all actions that ray execut e at a given where u is the number of processes that may axe—
step (the “ready—set ” in the terminolo~~’ of [5)). cute after (8)I and v the number that may executeM is  a serr a~hore (inItIal value 1) used for co.’~ un—
j ca t io~ w i t h  the n~n i t c r .  C~ is a local semaphore after (8)~. finc, u,v < n , k is bounded by
(initial value 0) which is enabled at a given step l2n + 8.if the i -th action may execute at that step. The
variable w is a counter , np is a variable giving
the nurit’er of actions that may execute at arty step 

The proof of  Theorem 1 suggests another costend Ok is a flag .
function —— the number of observable action s in a

The monitor process is given by
word . Let us denote this cost function by c

1.
t M :  P( M)  Then we have the following :

Ok • 1 
• 

Corollary. For every a~ynchronous program F,

isp + ,... ~~ 
there exists a LV asynchronous program Q such that

Q simu1a~~0 P with cost f nctiw~ c1.t + w (s~,... ,B~)

if q(t,1) then v(s1) 
~~~~~~~~~~~ lantediate from the proof of Theorem 1,

si n ce the re are only bookkeeping actions between

if q ( t ,n ) th en V ( S  ) 
(8)~ and (8)~.

n
In (8], we have shown that LV systems with£2~.2. ~~~~ ‘ only binary (~ O ,1)—v alued) semaphores are strictly

weaker than PV systems in the sense that +here are
Jo s :‘u :~c t io n th ’~ cor~utes the number of ~V systems thit canr,ot ~~‘ simulated by &-y F’. sys—

procec. ; ’:; t~~i. may exe:utc ~Lven t~e values of the ten with only binary semaphores . However, we have V

Bj ’s a~td ~i is a function that figures out which the following
processes may execute and encodes this information
into t .  q (t , l ) w i l l  d ”~ ede t and enable S~ accord— Th=~ r”n . .  For CV ~~~~chronous rro~rar F,ii.,.’ly .

the re is a C’.’ nsr o:~r~~~ou~ rr~Jrv.ri Q vit~ ‘.~

The monitor starts and enables some pro cess—i binary semaphores •uch that Q simulate.. F, !~ •then enter s it s  c r i t ica l  section (2)— (5), Inside• length as cost function .

• 249
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(F . Cenuys ,
mutual exclusion semaphore E (initial value 1) and ed.), Academic Press , pp. 4i 112.
a new integer variable x (initial value 0). Q Is
o b t a in e d  from P by replacing each F(S) by (3) R.M. Karp and R.F. M u i r , “ I ’ r~.po r t i e9  of a

• mode l for  para l le l  c~ .iu~ ’lI ,,~ i , i ’ ~ : I)eterlfltflacY,
P (E) termination , queueln g ” , I ! AM I .  ~j !p~~ed 

~~~~~~~~~

14 (1966) pp. 1390—14J1.
x ’ - x - l
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