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Abstract

The problems of developing computerized systems, particularly
management information systems (MIS), are discussed frequently in the
literature. However, there is little agreement on the reasons for
failure or the important factors for success. One study using survey
data, performed by D. M. Carter, et al, in 1975 found four factors
critical to MIS: Planning and Control, Expertise, Attitudes and Involve-
ment. For several reasons, a new study appeared desirable. A new sure
vey was developed and administered to 456 computer specialists at three

Alir Force bases. Analysis of the data found the survey samples of this

-

and the Carter study similar, although not the same statistically. ké:::#
number of the factors important to MIS were found to vary with System
Size, Difficulty and Contractor Involvement. Factor analyses of the
sample and two subsets each revealed three factors: User Involvement;
Capabilities of the Project Organization; and Planning and Control,
Several predictive models were developed for system success, the best of
which explained 43% of the variance in success for the total sample, and
52% of the variance in more strongly contracted efforts. It was cone
cluded that six factors are critical to MIS, the three factor analysis
factors plus: Size and Difficulty; Criteria for Continuing the Project;
and Test Time. A process model, consistent with the data, of the initial

stages of a MIS was proposed, -




A STUDY OF
CRITICAL FACTORS IN THE DEVELOPMENT OF

AIR FORCE COMPUTERIZED MANAGEMENT INFORMATION SYSTEMS

I. Background

Introduction

Delays, from various causes, arose in the progress of
the work, and great expenses were incurred. The machine was
altogether new in design and construction., . . "It involved,"
to quote again from the Report of the Committee of the Royal
Society, "the necessity of constructing, and in many instances
inventing, tools and machinery of great expense and complexity."
e o o Similar circumstances will, I apprehend, always attend
and prolong the period of bringing to perfection inventions
which have no parallel in the previous history. . . . The
necessary science and skill speclally acquired in executing
such works must also, as experience is gained, suggest devia-
tions from, and improvements in, the original plan of those
works. . . . From whatever cause, however, the delays and expenses
arose, the result was that the government was discouraged and
declined to proceed further with the work (Ref 1:2305-6).

The above quote is an excerpt from a letter from Charles Babbage to
Lord Derby, written June 8, 1852, explaining the problems encountered in
constructing a "Difference Engine," the first mechanical calculator.
Such were the troubled beginnings of what is now a major industry world-
wide, the processing of data and information by machine. The industry
has undergone tremendous changes since Babbage. Inexpensive handheld
calculators now perform calculations far more sophisticated than Babbage
would have dreamed possible. Manufacturing organizations now spend more
money on information than on direct labor, according to one expert

(Ref 2:257). The problems which frequently accompany large projects,




however, have apparently undergone little change. Frederick Brooks,
for example, compares large scale software projects to the tar pits
which ensnared dinosaurs millions of years ago (Ref 3:4):

Large-system programming has over the past decade been
such a tar pit, and many a great and powerful beast have
thrashed violently in it, Most have emerged with running
systems--few have met goals, schedules, or budgets. Large
and small, massive or wiry, team after team has become
entangled in the tar. No one thing seems to cause the diffi-
culty=-any particular paw can be pulled away. But the accumu-
lation of simultaneous and interacting factors brings slower
and slower motion.

This paper seeks to investigate the problems involved in developing
one particular class of computer systems, computerized management in-
formation systems., Specifically, the objectives cf this study are:

1. To determine what factors are most important to the successful
development of Alr Force computerized management information
systems,

2. To determine if and how the important factors vary with a.
number of system and project attributes,

3. To attempt to develop a predictive moael which may be of some 1
use in evaluating and managing future development efforts.

In pursuit ot those objectives, this chapter discusses the nature of 1

management information systems (MIS), research into critical factors for
developing MIS, and summarizes the literature on important factors for
MIS. The second chapter describes the methodology that was followed in
surveying computer systems personnel at three Air Force installations,
and in analyzing the results of the survey. The third chapter presents
the results of the analysis, and the final chapter, conclusions and

recommendations for further research.




The Nature of MIS

Experts have sought to segregate the problems involved in develop=-

ing management information systems from those involved in other kinds
of systems for a number of years. One of the central problems involved
in such an approach is that choro. is no single, common definition for
MIS, Most writers avoid defining MIS at all. The definitions available
range from purely on-line interactive computer systems that provide
information only on request (Ref 4:54) to the notes that the owner of a
small business might carry in his hat (Ref 5:2). Clearly the two extremes
involve completely different problems. Based upon research used in de-
veloping this paper, this writer contends that the broader definitions
are closest to what practitioners think of when they hear the term MIS.
For purposes of this study, a management information system is de-
fined as: the total collection of resources and procedures used to
collect, process and disseminate the information used by managers to make
the decisions required to further the objectives of the organization.
Given this definition it is apparent that any organization has such a
system. It is also apparent that any such system also has two basic
parts: a formally sanctioned or "official” part and an informal part.
Many organizations have in some form or another, taken a further subset
of the formal information system and automated it., This is the computer-
ized management information system., For purposes of this study, a
computerized management information system is defined as: a computer
system which is used as part of the total collection of resources and
procedures used to collect, process and disseminate the information used
by managers to make the decisions required to further organizational

objectives.
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What is it then, that makes developing a computerized MIS different
from developing any other computerized system? 1 contend that the main

differences arise from the fundamental nature of MIS in general and to a

|
i
:

:g' wvhich is used by non-computer specialists,

lesser extent to the inherent difficulties involved in any computer system

In any MIS where personnel other than the using managers are made
responsible for collecting or reporting information, it is necessary to
identify some form of an information requirement. This is a fairly

trivial step for the small businessman mentioned earlier, but more diffi-

cult in more complex organizations. It requires that the responsibilities
" of related departments be somehow delineated. It requires that the de-

cisions required by each be identified. The information which is needed

to support those decisions must then be identified in terms of level of

aggregation, timing, and currency. This is not possible if the managers

cannot identify what information is needed to make the decisions, if the

problem is not easily solved by analytical techniques.

The difficulties of MIS become compounded in any organization which
operates in a changing environment, is characterized by frequent internal
organizational changes, or in which some departments make decisions re-
quiring information which is the "property” of other departments.

A changing environment demands different decisions which requires that
the cycle of identifying the information and defining the requirement
must be repeated. Internal organizational changes create confusion over
roles and responsibilities making it difficult to determine "who" makes
"what" decisions. When information is shared or passed between departe-
ments, it is necessary to establish the authority and the priority of the

using department to have the information.




MIS are also often beset by any number of human behavioral problems,
especially when the system is used for performance evaluation and control.
It is frequently the case in such systems that the personnel whose activi-
ties are to be controlled with the system are the same personnel required
to prepare inputs to the system. In these cases it is very difficult to
establish the motiva:ion.nocossary to insure accuracy, and the system may
even be "sabotaged” with inaccurate inputs. In the case of using a system
for performance evaluation, it is very difficult to develop performance
measures which cannot be "gamed" nor result in dysfunctional behavior.
That is, to the extent that the performance measure is a substitute for
organizational objectives, the individual's or the department's goal
becomes the substitute measure rather than the real organizational goal.

Given the problems inherent to MIS in general computerized MIS are
subject to additional problems due to their use by non-computer special-
ists. Among these are communication between user and computer personnel
and resistance to automation and change. As indicated earlier, any time
the information needed to make a decision is to be collected by other than
the using manager, it is necessary to develop some form of an information
requirement. This problem is compounded in computerized systems for at
least two reasans. First, the using manager probably does not understand
what the computer can and cannot do for him and therefore does not know
what to ask for. Second, the computer specialist probably does not
understand what the user needs and therefore what to give him,

The problems of resistance to change and automation have received a
great deal of attention in the literature. However, these problems are
probably greatest for MIS because of the closer interaction with none

computer personnel than in most other computer systems, and because of

i i
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the use of the system as a medium for control and performance measure-
ment, as discussed earlier.

The differences between computerized management information systems
and other computerized systems can be summarized as follows:

l. Management information systems have as an objective providing
information to managers for decision-making, but the decisions
and the information required to support the decisions are
often difficult to identify.

2. The decisions made by managers may easily be changed by changes
in either the external or internal organizational environment.
Thus the MIS is in turn easily affected by organizational
changes. These two effects interact with each other.

3. MIS frequently require inputs from departments other than the
departments using the information., This creates organizational
conflict and lack of support by the "input" organizations,

4. MIS are often used for performance measurement and control.
This may result in inaccurate inputs.

5. Computerized MIS depend upon the ability of user managers and
computer speclalists to communicate very effectively to over=
come the lack of a common background.

6. Computerized MIS are probably more affected by resistance to
change and automation than are other systems,

Of the differences listed, the MIS objective of assisting and supe-
porting the decision making activities of managers has probably received
the most attention in the literature. Perhaps this is due in part to the
inherent difficulties involved in defining and quantifying the inputs and

parameters to many management decisions. Were all such decisions capable




of complete definition, automation would probably be possible and
managers unnecessary. In any case, it is those undefinable decisions
which may be most important to the continued prosperity of the organiza-
tion. One example can be found in the conduct of war, which few would
argue could ever be completely automated. On that subject, former
Deputy Secretary of Defense William P. Clements, Jr. stated, "Throughout
history, the outcome of conflict has been determined as much by the col-
lection and proper use of good information as it has been by the quality

and quantity of weaponry” (Ref 6:10),

Background of Critical Factors Research
The inadequacies in computer system development projects have been
stated time and time again in the literature:

Many organizations have experienced serious difficulties
in developing complex computer-based systems, especially their
software components. The problems include large cost overruns,
schedule slippages, inadequate performance, and inability to
use the system as envisaged (Ref 7:1).

Both surveys and practical experience have indicated overe
wvhelmingly that most computer systems installed during the
fifties and sixties have failed in at least some important
respect (Ref 8:3).

e« « « Software {s often excessively costly, late {n com=
pletion, poor in performance, and "unreliable" (Ref 9:296).

As indicated earlier, the lack of any uniform definition of the
term MIS, makes it difficult to determine specifically what the problems
of developing MIS are. One result of this situation is that when viewing
quotes such as those listed above, it is impossible to determine to what
extent the problems in the past resulted from MIS, and to what extent

the problems resulted from other systems. The problems of MIS have
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received specific mention on a number of occasions, however:

Abandoning multimillion dollar MIS efforts is a relatively
common place occurrence today (Ref 10:29),

Management information system projects generally have

two distinguishing characteristics: 1) they are late, and 2)

there is usually a significant cost overrun (Ref 11:73).

e o o most information systems have failed . . . (Ref 12:6),

Not all of the authors agree on the magnitude of the problem. Long
contends that while the problems have been widely publicized, some firms
have successfully been developing MIS quietly under wraps (Ref 13:25).
The Air Force however had a very visible example of failure with the
cancellation of the $800 million Advanced logistics System in 1975 by
Congress (Ref 14:68). The problems of that system, as reported in the
ALS Assessment, are in my opinion remarkably similar to the problems
encountered by Ba'obago and his "Difference Engine" cited at the begine
ning of this study, and of course both systems met the same fate at the .
hands of the legislature. Although the degree of schedule slippage
cannot be determined from the ALS Assessment, the initial contract cost
at award was to be $80 million over the life of the system (Ref 15:22).
This cost cammot be compared with the cost at cancellation, because that
higher cost included substantial amounts for in-house programming efforts,
However, it does give at least a sense of the probable magnitude of the
overrun.

Despite general agreement that MIS projects have been less than
completely successful, there is very little agreement concerning the
reasons for failure and the most important factors for success. A few
authors have cited a single most important reason., Axelson states that

success depends on all levels of the organization recognizing the

e skt i shidias < Al N 50 s e




importance of the system and that most failures were due to lack of
management involvement in the project (Ref 15:26), Lucas says the most
important reason for failure is that ". . . we have ignored organizational
behavior problems in the design and operation of computer-based informa-
tion systems"” (Ref 12:6). Turn says "One major reason for such lack of
success has been the inability of management of the organization or the
development effort to understand the need for a total-system management
approach" (Ref 7:1). Donelson says "With better project management tools,
virtually all DP [:Da:a Processtng] system implementations can be success-
ful and cost effective" (Ref 11:73). Brooks says "More software projects
have gone awry for lack of calendar time than for all other causes
combined” (Ref 3:14). The important factors and relative lack of agree-
ment are more fully discussed in the next section. However, at this
point the following conclusions can be drawn:

p i Successful management of MIS projects is a complex and
little understood subject,

2, There is a need for empirical research into what factors are
most important to the successful development of MIS, so that
future projects can be enhanced by concentrating on the most
important 1lssues.

One such research effort was undertaken by a team of researchers

at Colorado State University (CSU), led by D. M. Carter. The effort was
performed under contract with the Alr Force Office of Scientific Research
during the period September, 1972, to March, 1975 (Ref 17:1«5), The
purpose of the CSU study can be summarized (Ref 17:1):

The effectiveness of computer=based information systems
undoubtedly is dependent upon many factors. Factors usually

REPEUIE N
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discussed are: hardware, systems personnel, operating manage=- 1
ment . . . and so forth, to an almost inexhaustible list. A
major question, however, has not been answered: what are the
most critical factors that contribute to the successful de=
velopment of an information system? In addition, can the
factors be measured? If an organization could measure the

| value of each factor and obtain a statistical composite value
| of all factors, predictions could be made as to the probable
; success or failure of a proposed system effort,

The methodology followed by the CSU researchers was to first de-
termine what factors were potentially most important, and then to reduce
these factors to the critical factors. This was followed by efforts to
develop survey and other measuring instruments to determine the level of
attainment of each factor in a given systems effort., The researchers ]

then developed an interactive goal programming model to assist project

personnel in detcminlng what variables and factors needed increased

attention in order to achieve project success (Ref 17),

In order to determine which factors were important, the CSU re-
searchers first interviewed a total of 40 systems and general management
personnel in business and government agencies in Colorado, Based upon
: the interviews, a 20 factor checklist was developed and tested on the
same personnel. Based upon these results, a refined 14 factor checklist
] was sent to 200 systems analyst and management personnel throughout the
U, S. The researchers received 120 usable returns and the results are

shown in Table I,

/
/

The rosurch‘gés performed an analysis of the ten factors common to
the two chocku‘és using the Spearman rho statistic to verify that the
rankings were from the same population. Additionally, analysis of
variance was used to verify that the means of the factor ratings did not
vary significantly by industry type. The researchers then used factor

analysis to group the 14 factors into four "critical"™ factors, These

10
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Table I
Results of the CSU Critical Factors Checklist
; Std.
~Rank Mean Dev, : Factor
1 .89 .15 Definition of the objective of a specific
: information system
2 .88 .13 Identification of the information needs of
management
3 .81 .17 Attitude of management toward a given system
L effort
4 .80 .16 Communication abilities of design team
5 72 .20 Expertise and creative ability of design team
6 .72 .30 Determination of company objectives
7 .68 27 Justification of system cost
8 .66 - 29 Participation of management on design team
9 .65 .23 Adequacy of time frame for system effort
10 .64 22 Attitudes of design team toward user department
11 .61 . .26 Attitudes of user department toward design team
" F
12 .60 23 Resistance to change by management ]
13 .50 .23 Resistance to change by employees 4
14 .47 .26 Sophistication and ambitiousness of project
(From Ref 17:10) 1

factors were named plamning and control, attitude, expertise and involve-
ment. The researchers then use "selected systems educators and prace
titioners” to weight each of the factors in terms of importance to
project success (Ref 17:7-16).
The procedures used by the CSU researchers in determining the im=

portant factors were critical to all of the subsequent work performed by

the team, The use of factor analysis to determine the "critical" factors

11 "




was an abstraction from the original data, The efforts to determine
appropriate weights for the critical factors and ways to measure the
level of attainment of those factors were both further abstractions.
Thus the accuracy of the original data was critical if the subsequent
work was to be usable. However, the writer found a number of potential
problems with the original data, such that a further survey effort ap-
peared desirable, These problems are:
) Although the research was to determine factors critical to
the development of Air Férco systems, only non-Air Force
agencles wvere surveyed.
2. The survey asked each respondent to rate each of the factors
for systems in general.
3. The survey gave no indication of the appropriate level of
attention that should be given each factor.
4, The survey did not appear sufficiently inclusive,
With respect to the first point, the CSU researchers surveyed non-
Alr Force institutions because of the accessibility of those institutions.
The researchers "believed a high degree of correlation to exist between
critical factors in Air Force systems and factors in none-Air Force
systems” (Ref 17:7). This hypothesis was at least partly supported both
by findings that the two survey groups rated the factors the same in a
statistical sense, and that the means of the factor ratings did not vary
significantly with industry type (Ref 17:11-12),

However, this researcher feels that there are a number of reasons
wvhy critical factors in the Alr Force may be significantly different.
Most authors, for example, place considerable emphasis on determining

the objectives of the organization. This process is complicated in the




Alr Force by at least three 1ssues: the fact that the Air Force is a
government organization and must satisfy a multitude of goals beyond the
basic mission; the absence of an easily definable and measurable product
(combat capability); and the absence of a profit motive. Other potential
reasons vhy the Air Force may be different include the size, nature and
intended use of Alir Force systems, as well as the complex organizational
relationships that frequently occur in the Air Force. The last point
will be discussed in the next chapter. With respect to the other issues,
the Air Force has been involved in a number of extremely large projects,
such as the ALS and the Worldwide Military Command and Control System,
Alr Force projects since the Semi-Automatic Ground Environment system
have frequently been on the forefront of the state-of-thee-art. Also in
command and control systems, for example, speed, reliability and flexie
bility become far more critical than in most business-oriented systems,
Therefore, I contend that it may be very useful to know not only if the
factors vary for Air Force versus non-Alr Force systems, but also whether
the important factors vary significantly across a number of other param-
eters. These include the intended use, size, sophistication, project
organization, maintenance arrangements and contractual arrangements.

The problem with asking survey respondents to rate the factors in
terms of importance to systems efforts in general is that there may be a
tendency to rate according to some theory or teaching, rather than by
experience, The opposite problem may be encountered by those respondents
who attempt to rely on experience. The factor checklist asked the re-
spondents to rate each factor in terms of importance ", . . to the systems
effort"” (Ref 17:82). The problem is that importance to success does not

necessarily equate with level of effort or attention. For example, a

13




factor may be critically important if completely ignored, yet only
slightly important if given minimal attention. The opposite situation
could also occur, if a factor was accorded too much attention. Thus, it
may be important and useful to both tie the ratings to specific develop-
ment efforts, and to achieve some sense of the appropriate level of
effort for each factor.

The final point, that the critical factor checklist was not suf=
ficiently inclusive, will become more evident in the next section. In
summary the writer believes that, while the CSU study was enlightening
and a valuable effort, that a new survey is needed to overcome some of
the potential difficulties of the CSU critical factor checklist. The
survey instrument developed by this researcher (discussed in the next

chapter) attempts to overcome these difficulties,

Literature Search

As a first step in this effort, a literature search was performed
in order to obtain an improved list of factors important to the success-
ful chQIApncnt of MIS. The search was broadly based, both because of
the lack of a uniform definition of MIS and the fact that MIS development
inherently involves problems of both software development and project
management. Relevant articles and rtﬁorts were found under such classie-
fications as: automation, computers, electronic data processing,
management, management systems, planning and control, project management
and software development. A total of over 150 significantly different
and potentially important "factors" or "problems" were listed by the
more than 50 references surveyed, Despite the numbers involved, the

writer was only reasonably confident that the full breadth of opinion

14
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had been determined. As an indication of the diversity of opinion, at
least eight distinct and well-developed models of the steps involved in
developing MIS or software were located (Refs 7,8,19,20,21,22,23),

As shown earlier, a few authors did list a single most important
factor. In addition, several listed a relatively manageable number of
important factors. A few of these are shown in Table II. This table
also gives a little better feel for the possible existence of some truly
common factors. These might include management involvement and user
needs. By looking at the important factors listed by the 50 plus authors,
the writer was able to pick out some candidate critical factors, simply
by finding the factors listed most often. These were (followed by the
nuubcr.of authors specifically listing the factor):

Management involvement (13)
User involvement (13)

Some form of disciplined project management approach,
characterized by phased reviews (9) :

Some form of formalized change control or configuration
management (8)

Information needs of users (7)
€"Total” needs also listed by 2)

Human factors (5)
System objectives (5)
Adequacy of planning (4)
System requirements determination (4)
("Complete, unambiguous, testable” requirements also
1isted by 3).
A variety of project management approaches were proposed, Of these,

however, nine authors specifically stressed the need for periodic manage-

ment reviews (generally including user representatives) during the project.
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Table II
Factors Listed by Selected Experts

Joseph Orlicky (Ref 4:4):

1. Understanding of the business function to be automated...

2, Motivation to innovata,

3. Competence in design and ability to relate the system's
functions to operating needs.

4. Authority and prestige (of project persommel).

5. Insight into how human factors affect the success of a
computer=-based system.

John V., Soden (reasons for failure) (Ref 10:29):

l. User needs not fully understood before systems design.

2., Alternative system designs not evaluated for costs and
benefits,

3. Performance due to technical design.

4, Capability to perform within budget.

5. Scheduling of potential MIS not based upon organizational
objectives,

Joel E. Ross (reasons for failure) (Ref 24:36):

1. Lack of management involvement.

2. Too much useless data.

3. The communications gap (between users and systems),
4, Lack of planning.

5. Failure to identify information needs.

6. Reliance on manufacturer or consultant.

Martin J. Shio (reasons for failure) (Ref 25:38«9):

1. lack of proper objectives and goals for many MIS projects,

2. Lack of management participation and development.

3. Control measures and evaluative criteria are inadequate
or absent,

4, False assumptions are used in designing MIS,

5. Inability of many system designers to identify information
needs for managers.

6. lack of flexibility in many MIS.

7. Poor implementation plan.

8. Too much emphasis is placed on technical aspects while
placing relatively little emphasis on human factors.
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Information needs of users was listed by seven authors, and an additional

two felt it important to stress the "total™ needs of users. System re-
quirements determination (or phase) was listed by four, and three others
indicated the attributes of requirements shown.

The critical nature of user involvement is further demonstrated by
Table III, which consists of a partial list of other factors l!isted by
the authors relating directly to user involvement. As can be seen from
the list, user involvement is far more important than the 13 "votes™
would indicate; furthermore, the authors disagree substantially on the
best way to achieve user involvement. The critical nature of user
involvement was particularly well-demonstrated by the results of a study
of 56 systems performed by Alter (Ref 27:103):

Intended users neither initiated nor played an active

role in implementing 11 of the 15 systems that suffered sig-

nificant implementation problems. Conversely, there were

relatively few such problems in 27 of the 31 systems in which

users had a hand in initiating and/or played an active role in

implementing.

Although maragement involvement also received 13 "votes," far fewer
factors were specifically related to management involvement than were to
user involvement., Perhaps this is due in part to some conceptual diffie
culty on the part of some authors in differentiating users from managers.
Generally speaking, the writer found the issue clearest when "managers"
wvas used to refer only to "top management." The factors relating to
management involvement were (not direct quotes):

Management knowledge and experience with computers (Refs 4,7)

Task force of top management used in problem definition (Ref 32)

Tep management control of system development efforts (Refs 8,13,34)

Removal of the human and organizational barriers to system
development (Ref 5)
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Table III
Factors Relating to User Involvement*

1.
2.
3.
4,
3.

6.
8.
9.
10,
11.

12.

13.

14.
15.

16.
17.
18,
19,
20,

21,

22,
23,

24.

25,

Quality of user team members (Refs 4,8).

User experience and knowledge of computers (Refs 4,21,26).
Promoting the system to users (Refs 8,27,28),

Users perform testing (Refs 7,8).

Continuing MIS education of users (Ref 13).

Project managed by users (Refs 29,30).

System goals same as user goals (Ref 29).

Final decision belongs to the user (Refs 8,26,29).

User responsibility of project success (Ref 27),

Communications between users and systems personnel (Refs 7,24).

Systems personnel knowledge of user goals and operations

(Rafs 26,31).

User control of requirements, but with the use of an independent
validation agency (Ref 7),

Continuous evaluation (during operation) of user satisfaction
with the system (Ref 28).

User training begun early, performed intensively (Refs 4,8,32).
User should participate, but design and develop independently
to control changes (Ref 7).

Full-time systems representatives in user departments (Ref 29).
Training of employees performed by users (Refs 4,8).

Total needs of users (Refs 10,28),

Information needs of users (Refs 4,8,24,25,29,33,34),

User commitment to achieving the benefits of the system

(Refs 4,8).

User acceptance and commitment to implementing the operation.l
changes required by the system (Refs 8,21,34),

Evaluation of the impact of the system on users (Refs 8,21). |
Identification of organizational responsibilities and support

tasks that will be required (Refs 29,34).

Systems personnel respect for the users as "owners" of the

system (Ref 8).

User participation in project reviews (Refs 7,35,36).

e el o e

*Factors are not direct quotes.

Treating information as a major business function (Ref 16)
Ability of top management to evaluate the system (Ref 33)

Direction from top management on development policy and procedural
changes (Ref 32),
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Given the complex, contradictory and apparently unlimited advice

in the literature, the question posed by the CSU researchers remains:
", « o what are the most critical factors that cantribute to the suc=
cessful development of an information system" (Ref 17:1)? If the CSU
researchers were correct, there should be a relatively manageable number
of truly common and critical factors. Shaw tends to agree when he says
(Ref 8:26):
Experience, then, has proved that there are certain common
denominators involved in planning, developing, and implementing

a computerized data processing system. These common denominators,

as far as can be determined, apply to virtually all system

development situations.
Although Shaw does not distingulsh MIS from other systems, in my opinion
the development process propounded by Shaw appears specifically geared
toward MIS. Regardless of whether the factors are common to MIS or all
systems, the sheer number of factors alleged to be applicable to MIS
presents a real problem in terms of developing a methodology for deter-
mining the truly critical factors. Obviously it would be impractical to
design an effective survey for measuring 150 factors.

As an initial step in reducing the number of factors to a manageable
number, the writer developed the list shown below. This list is a
synthesis of the more prevalent views in the literature. Further re-
finements were made in developing the survey and are discussed in the
next chapter. The categories under which each of the factors is listed
are not intended as steps in a development process, but rather as a class

of activities. Even this distinction is somewhat arbitrary, since many

of the factors apply to several activities.
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Environmental Factors
1.

Information treated as a major function,

Formalized organizational goals.

Use of long-range organizational planning.

Use of long=-range systems planning to support

organizational plans,

Management and user knowledge/experience with computers.
Attitude of users toward systems personnel/projects.

Attitude of systems personnel toward users.

Involvement and support by top management in system development,

f Project Management Factors

! 1. Quality of project managers.
| 2 Use of a disciplined development approach with periodic
reviews involving users and top management.
He Emphasis on the planning aspects of projects,
4, Use of formalized change control procedures.
S. Commitment by users to the success of the project.
6. Management control system (e.g., PERT).
Project Initiation Factors
1. Identification of system requirements.
26 Identification of system performance and acceptance criteria.
3. Identification of project success criteria.
4, Identification of milestones.
b i Definition of the size and scope of tho project,
7 6. Identification of system objectives.
5 7. Justification of system cost,
8. Relationship between system goals and longerange plans.
9. Prioritized development of systems.
10, Integration of systems,
11, Identification and documentation of the assumptions of
the project.
12, Adequacy of calendar time for the project.
13, Assignment of adequate resources to the project.
14, Identification and adequacy of the authority and responsibility
of the project manager.
15. Use of a project organization.
Analysis Factors
1., Objectives of the user organization,
Ze Analyst knowledge of user operations,
3. Evaluation of the impact of the system on users.
4, Information needs of users.
5. Experience and creative ability of analyst personnel,

20
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Design Factors

16.

Use of a disciplined design approach.
Thoroughness of design.

Ability to view the system as a complete entity.
Use of automated software development tools,
Specification of run, module and interface requirements.
Abilities of design personnel,

Continuity of work force.

Evaluation of alternative designs.

Quality, timing and usability of output,.
Simplicity and logic of the system design.
Responsiveness of the system to special requests.
Adequacy of hardware.

Staffing of the design team.

Management and user involvement in design.
Communication abilities of the design team.

Use of a prototype.

Erogramming Factors

1. Use of a standard higheorder language.
2. Modularity of programs,
3. Maintainability, reliability and adaptability of programs.
4, Documentation.,
S. Identification and control of work assignments,
6. Use of methods and work standards.,
Iest Factors
1. Adequacy of calendar time for test.
. Use of a formal test plan and methodology.
3. Availability of hardware and software for debugging programs.
4. Adequacy of test data.
5. User involvement in test.

Implementation Factors

Commitment by users to achieve the benefits of the system.
Commitment to implement the procedural and organizational
changes required by the system.

Education and training of users.

Use of a formalized problem reporting system.

Promotion of the system to users,

Formallzed turnover or transition.

Performance of a poste-implementation review.

This chapter has discussed the nature of management information

systems and a literature review of the research addressing the factors

critical for development of MIS. The second chapter describes the
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methodology that was followed in surveying computer systems personnel

at three Air Force installations, and in analyzing the results of the

Gughia i oa aire

survey. The third chapter presents the results of the analysis, and 3

1 the final chapter, conclusions and recommendations for further research.




II. Methodology

e Su Instrument
As discussed earlier, the survey used in this study attempts to

overcome four potential problm with the CSU 14 factor checklist,

These were:
1. Administering the survey to only noneAir Force agencies.

2. Not tieing the factor ratings to specific systems,

3. Not obtaining a measure of the appropriate level of attention
that should be given each factor.

4, Not including enough factors in the checklist.
A copy of the survey developed and administered for this study is shown
in Appendix A. The survey consists of three parts. Part A measures 7
demographic variables, Part B 12 system attributes and Part C the importe
ance of 40 different factors. The first problem was overcome simply by
giving the survey within Alr Force organizations. The second and third

were more difficult. The fourth was solved by reducing the number of

factors shown at the end of the first chapter using criteria discussed
later in this section.

One problem with asking respondents to rate a specific system is
that a number of respondents may have no experience with a specific MIS.
To overcome this, the survey allows respondents with no experience to
rate the factors for systems in general, and those with experience to

rate a specific system. This design permits testing the hypothesis that




it makes no difference which way the factors are measured. This may be

useful for evaluating the CSU study and in gulding future efforts.

The third problem, obtaining a measure of the appropriate level for
each factor, is more difficult to addrese. The main problem is that
there are too many potentially useful dimensions (factors) relating to
project success. One factor used in this study, and essentially the same
as one used in the CSU study, was "identification of the information
needs of users." There are several useful things to know about this
factor. First, how "well"™ should it be accomplished? How much does the
factor contribute to project success compared to other factors? Is the
factor critical in the sense that, if it is not attained at a minimum
level, the project will fail? How "important” is the factor to project
success?

Consideration was given to measuring each of the dimensions listed.
One of the early test versions of the survey attempted to have the

respondent first indicate if the factor was present in the project at

‘about the level indicated (by the wording of the factor). The respondent

was then to indicate how important the presence or absence of the factor
was to the success of the project. A pretest of that design yielded that
it vas extremely time consuming for respondents to complete, and that the
use of adjectives to describe the level of fulfillment both offended the
respondents and yielded vague results,

The design settled upon through six different test version: of the
survey is shown in Figure 1. The dimension to be measured by this design
is "how important each factor should be treated in order for a project to
be successful."” Respondents who have no experience with specific MIS

development efforts rate only the right column, based upon what they
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[ : Importance Ideal

‘. E Given on Import-
This Project  ance

56. Control and coordination of changes.

57. Identification of the information needs
of users.

58, Commitment and support by users,

RATING SCALE:

A L] E2 L] . L] é L] Ll L L] L] g L] ® L] . L] 2 L] L] L] e . L] L] E
Critically Very Important Somewhat Not Important or
Important Important Important Not Applicable

Fig. 1. Design of Survey Part C i

think is most important for the successful development of MIS in general,

Respondents with experience rate both how importantly each factor was

treated during the project in the left column, and how important the ‘
_ factor should have been considered to make that project more successful
in the right column. I considered this dimension to be probably the most
beneficial to project managers, since it attempts to answer "how much
attention should I give to factor X" and "how much more important is
factor X than factor Y?" This measurement form, If successful, should
have the end result of allowing project managers to concentrate their
efforts on the factors most requiring their attention.
The problem of including enough factors was addressed in Chapter I,

The list presented at the end of that chapter was viewed with two objece
tives when constructing the survey: (1) choose only the apparently most

important factors (since the average time to complete the survey should
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not exceed 30 minutes or response rate will be low), and (2) avoid
choosing factors that appear to be some expert's technique or a contro=-
versial issue. The final version of the survey measured a total of 40
factors. It vas found in pretests that 40 were as many as respondents
could rate (in addition to the preliminary questions in the first two
parts) in the allotted average 30 minutes. With respect to techniques
and controversial issues, the use of top=down structured programming,
standardized highe-order languages and a number of other potential factors
were not surveyed. Since there is currently some controversy over the
use of these techniques, it was felt that a survey would reveal primarily
that opinion is polarized. Modularization and integration were included
since these approaches have been espoused for some time in the literature.

Certain of the factors are common (with some rewording) to both the
CSU study and this survey. These are shown in Table IV, Part of the
revording consists of changing "management" in the CSU factors rated
second and eighth to "user™ on this survey. It was felt that the CSU
study implicitly equated the two terms in those two factors. That is,
in many ciﬂlian institutions, the most relevant managers are users,
This may not be the case with all Air Force development agencies. The
use of common factors should allow evaluating the hypothesis that the
survey populations are the same (discussed in the section on methods of
analysis),

One of the study objectives stated in the first chapter was "to
determine if and how the important factors vary with a number of system
and project attridbutes.,” The attributes measured in Part B of the

survey were!

System success




Table IV
Factors Common to the CSU Study

Ranking on
CSU Study Wording on CSU Study*
1 Definition of objectives of a specific info, sys. iJ
2 Identification of info. needs of mgt,
3 Attitude of mgt. toward a given sys. effort,
4 Communication abilities of the design team. 1
5 Expertise and creative abilities of the design team.
6 Determination of company objectives,
7 Justification of system cost,
8 Participation of mgt. on the design team.
9 Adequacy of time frame for system effort. J
10 Attitude of design team toward user dept. ‘#
11 Attitude of user dept toward design team,
Equivalent
to CSU Factor Wording Used Survey*¥
1 Definition of the objectives of the system (38).
2 Identification of the information needs of users (57).
3 Involvement and support of top management (33).
4 Personal communication ability of the designers (43).
5 Expertise and creative ability of the designers (21).
6 Determination of the objectives of the user organization 1
(25).
7 Justification of system cost (55). 1
8 Involvement in system design by users (47). ;
9 Scheduled time for the project, excluding test (40, '
test time measured by 42). |
10 A positive attitude by the designers toward the users !
i (28). :
11 A positive attitude by users toward designers (49).

* (Ref 17:10)
** Number in parentheses after each factor s the question number
as used on the survey.
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Project size

Single versus multiple installation

Softwvare-only projects, versus software and hardware

Number of user organizations, and similarity of their

requirements
Application type (accounting, command and control, project
management, research)

Technical difficulty

Contractor participation

Use of long-term warranties (on contracts)

Maintenance arrangements

Time since project completed

Whether the system is still in use.
The "system success" variable was included to provide a criterion vari-
able for use in regression analysis in developing a predictive model.
Size was included since many experts have argued that there are problems
involved in large projects that are not important in smaller ones. The
number of installations and user organizations, as well as the similarity
of user requirements was measured because these factors would appear to
impact both on the ease with which users may be involved in the project,
and the need for involvement. Other hypotheses to be tested include that
the factor ratings vary significantly for software-only projects, with
application type, with the degree of contractor participation, and with
the degree of technical difficulty.

Maintenance arrangements, use of long-term warranties and project
organization were included primarily as candidate regression (independent)
variables. A number of experts have cited both project organization and
maintenance arrangements as important factors, However, since it is not
well agreed what form of organization or maintenance arrangement is best,
these factors are best measured as nominal variables rather than cone

tinuous ordinal factors, This is why the two were included in Part B

of the survey. The use of long-term maintenance warranties was included
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since that procedure was strongly recommended by a study performed for

the Department of Defense in 1974 (Ref 9:17).

Description of the Population

Software development and the development of MIS in the Air Force
are performed by a wide variety of organizations for many different pur-
poses. Figure 2 is intended to illustrate this variability by showing
some of the Air Force agencies involved in MIS development. Individual
bases, on the one extreme, develop systems for local users. At the other
extreme, the Air Force Data Systems Design Center (AFDSDC), under the
Air Force Data Automation Agency (AFD.AA) is responsible for developing
and maintaining standard automated data systems for use throughout the
Alr Force. This currently involves 196 systems operating on 350 come
puters worldwide (Ref 38:1), The Air Force Military Personnel Center
(AFPMC) i3 responsible for all common use personnel systems., The Elec-
tronic Systems Division (ESD) of Air Force Systems Command (AFSC) becomes
involved in many larger projects. Each major command (MAJCOM) develops
systems for its own unique requirements.

mo«' systems also vary considerably both in size and use. For
example, in a survey of 25 System Development Corporation and Department
of Defense project managers, "Project size varied from 2 persons and
5000 object instructions to 200 persons and 1.2 milllon instructions . . .
Projects ranged from 8 months to 6 years in length™ (Ref 35:2),
Additionally, systems in the Alr Force vary from relatively familiar
accounting and inventory applications to extremely sophisticated command

and control applications,
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AFSC AFMPC AFDAA MAJCOMs
ESD AFDSDC BASES
Fig. 2. Some Alr Force Organizations Involved in MIS Development

Thus one problem in determining the survey sample was to obtain data
from the full range of development types and system uses., Additionally,
it would have been ideal to obtain responses from users as well as
developers of MIS,
an adequate sample of "experienced users.™ Therefore the approach taken
was to select development agencies to be surveyed. The agencies selected
were the AFDSDC at Gunter AFS, Alabama, Alr Force Logistics Command (AFLC)
activities at Wright-Patterson AFB, Ohio and Air Force Systems Command
activities (Aeronautical Systems Division, Foreign Technology Division

and others including the Air Force Avionics Laboratory, Air Force

(Not an official listing or organizational chart)

Unfortunately it is probably impossible to identify

Materials Laboratory and Aero-Propulsion laboratory) at Wright-Patterson

AFB, Ohio.

Also surveyed was Data Automation at Headquarters, Strategic

Alr Command (SAC), Offutt AFB, Nebraska.

Although this sample is blased toward agencies with a large investe~

ment in software development, responses indicated a fair percentage of

smaller efforts, and several of the units surveyed at Wright<Patterson
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are involved in base~level type activities., These units also reflect a
complete cross section in terms of systems application. SAC is heavily
involved in command and control, AFIC in accounting-type applications,

and AFSC in project management and research. AFDSDC was included to

find the, possibly unique, problems of a developer of standardized
systems.
The next problem was to identify the personnel to be surveyed. It

was decided at this point to survey only personnel of a rank high enough
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so that they would probably be aware of managerial problems as well as
technical issues. For that reason the sample was limited to Air Force
officer personnel and civil servants in grades GS=9 and above. It may
have been, in retrospect, desirable to include senior noncommissioned
officers (grades E-8 and E-9). The AFDSDC, in particular, has a number
of highly qualified personnel in that category, some in policy making
positions,

Because there is no single pool of personnel working in systems de-

velopment at WrightePatterson AFB, personnel selected to participate at

that base vere limited to “computer specialists.,” These were Air Force
specialty codes 51XX and civil service codes 33X and C1520 (C1520 is
mathematician, but most at Wright-Patterson work primarily with computers).
The sample was not limited by specialty code at AFDSDC and SAC, since
personnel working with systems development at those locations are prie-
marily all in one organization, and therefore easily identified. Also,
since both of those organizations have chosen to facilitate user involve-
ment by including functional specialists, this gave the opportunity to

gain more of a "user's perspective" in the data. The AFDSDC, in
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particular, makes a practice of obtaining highly qualified functional

(for example accounting, logistics, operations, medical) personnel. These
personnel often serve a tour of duty at AFDSDC working in system develop-
ment, and subsequently spend much of their careers alternating between
their functional specialties in the field and AFDSDC. SAC also has a
number of personnel who are highly qualified in both a functional specialty
and systems development,

Approximately 407% or 750 of the nearly 1900 persommel working in
computer=-related duties (in the appropriate grades) at the three loca-
tions were chosen to participate in the survey. Selection was made
randomly. The sample size was large because of the need to maintain an
adequate cell count throughout the analysis, If, for example, the opinions
of inexperienced personnel (in terms of either MIS projects or years
working with computers) are significantly different when other variables
are controlled, it may be necessary to segregata those responses from the
rest of the data. The seven demographic questions of Part A of the survey
provide a capability to segregate the data based upon command, years ex-
perience, specialty, job orientation, grade, user contact, and MIS pro-
ject experience, or any combination of these variables.

One problem in designing Part B of the survey originated from the
inclusion of relatively lower-grade, technicallye-oriented personnel in
the sample. It would have been ideal, for example, to obtain relatively
precise measures of system size and cost. It was found during the pre-
test however that the technically-oriented respondent had little idea of
system cost, and often a not much better idea of system size in terms of

precise measures like lines of code, or man-years, A related problem

32

4 _—




was found when using relatively precise measures of size with respondents
whose experience involved only small projects. Size is not logically
measured on a linear scale. Recalling the project manager survey cited
earlier, the largest project included in that survey involved 200 people,
for example (Ref 3532). A linear scale with five possible responses and

a maximum value of "200 or more” would have responses at 40, 80, 120 and
160, Well over 90X of Air Force projects would fall into the first cate-
gory, but a few extremely important projects would be included in the last,

Thus a nonlinear scale with intervals at 5, 10, 20, 50, 100 and 200 (for ¢

contractor personnel) was attempted on the first pretest. The use of

such a scale made the survey seem very imposing to those involved in :
only very small projects and they were then ummotivated to complete the \
survey. That experience also taught that technicallye-oriented personnel 1
often have very little idea how many personnel a contractor had working
on a project., .The final version of the survey utilized subjective
judgment of size, based upon the number of people and the duration of

the project, These were some of the considerations which led to the
final design of survey Part B.

The surveys were administered during September, 1977, The surveys
were hand carried to most of the organizations at Wrighte-Patterson AFB,
and 1 gained the support and cooperation of the appropriate supervisor
at each organization visited. Although participation was voluntary, past
survey efforts have found that response rates are higher when supervisors
indicate that they support the project., The surveys administered at Hq.
SAC were mailed to a project officer who made distribution. Respondents

returned the surveys directly through the mail upon completion., The
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researcher was able to personally visit the AFDSDC. That organisation
had appointed a central project officer to assist in making necessary
arrangements, and each Directorate had in turn appointed a project
officer to distribute and explain the survey to the respondents. This
left the researcher relatively free and the opportunity was taken to
visit each of the Directorates and conduct personal interviews,

Nearly all of the AFDSDC Directorate chiefs or their deputies (in

some cases both) were interviewed during a three-day period. A list of

personnel interviewed is contained in Appendix B. The interviews were
performed with the understanding that the interviewees would not be
quoted directly, specific systems would not be mentione# by name and
that only summary information would be presented in this study. The ‘
questions asked are shown in Figure 3. |
There were three objectives in performing the interviews: to obtain
the views of top-level managers concerning what factors are most impor-
tant for developing Air Force MIS, to obtain information about what
factors emerge as most important outside the confines of a highly
structured survey, and to obtain a better idea if and in what ways MIS
development in the AFDSDC and the Air Force may vary from MIS development
in the civilian community. The results of the interviews are contained

in the next chapter along with the results of the survey.

ods of Analysis
The analysis plan followed can be divided into four parts: initial

investigation of the data, analysis of the factor ratings, factor
analysis (in the statistical sense) and regression analysis. During the

initial investigation of the data a simple cross-tabulation technique was




1. How would you compare computerized management information systems
in the Air Force to those in civilian organizations?
a. In terms of the nature of the systems?
b. In terms of the development process?

2. Do you think that the development of Air Force systems requires the
use of procedures, management emphasis or skills which are dife
ferent from those required to develop civilian systems? If so,
in what ways?

3. Has your Directorate ever been involved in the development of
management information systems? If so, were there any problems
which you think were peculiar to your particular mission or
organizational structure?

4. what "factors" are most important to the successful development of
Alr Force management information systems? Are these factors
different for AFDSDC?

5. Recall the most successful management information system develope
ment effort with which you are familiar. Briefly describe the
project in terms of size, intended use, technical difficulty,
organizational structure and contractual arrangements,

a. What "factors" were most important to the success of that
system? Please rank-order the factors (lst, 2nd, ...) in
terms of importance.

3 6. Recall the least successful management information system develope

ment effort with which you are familiar. Briefly describe the

3 project in terms of size, intended use, technical difficulty,

organizational structure and contractual arrangements.,

a. What "factors' were most important to the failure, or lack of
success of that system? Please rank-order the factors (lst,
2nd, ...) in terms of importance.

Fig. 3. Format Used in Interviewing AFDSDC Personnel

used to determine the cell counts for various combinations of demographic
variables and system attributes (Parts A and B of the survey). A typie-
cal output of this analysis would be that there were n "very large,"
"technically difficult,” "successful" systems included in the survey

responses (n respondents indicated that particular combination in Part B).
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This also gave some initial feel for any trends (correlation or biasing)
in the data.

Cross-tabulation was followed by the use of the Automatic Inter-
i action Detection (AID) algorithm with System Success as the criterion
z variable. The AID algorithm operates by dividing the total sample into
I the most statistically homogeneous groupings possible relative to the
criterion variable. The measure of homogeneity is the sum of the squared
differences between the response for each individual in the group and the
group mean (called the sum of squares). For example, if Size were used
as the independent variable for a split, the algorithm might split the

total sample into two groups: Group 2 consisting of responses A through

D ("very small” to "fairly large"); and Group 3 consisting of responses

E and F ("large™ and "very large")., The mean value of Success is calcu-
lated for each group, and then the sum of squares for each group is cal-
culated (Ref 40:24-26),

i The algorithm operates in a twoestage process to determine the "best"
split of a group. First it determines the best split for each independent

variable by calculating the sum of squares for all possible splits,

wvhere a "possible” split is one which results in twvo mutually exclusive
groups that are exhaustive of all available responses, The sum of squares
is then calculated and the split resulting in the smallest sum of squares
is selected as best. The algorithm then repeats the procedure for the
remainder of the independent variables and the variable with the best
split of the entire set is selected to split the group, The procedure

is repeated until preset limits, such as group size, are reached. For

example, if the first split were made on Size as described above, Group 2
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might subsequently split on Preliminary Design into Groups 4 and 5, and
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Group 3 might split on Education and Experience of the Project Manager
into Groups 6 and 7, The results of the process may be displayed, if

E | desired, as a tree diagram (Ref 40:24-26).

One advantage of AID in this particular application is that it 1
allows the use of nominal variables (such as a number of the questions
on Part A and B of the survey) without requiring the analyst to identify 5
and campute dummy variables. One potential drawback is that AID may re-

sult in idiosyncratic results in smaller samples such as the one used in

this survey, as found by Gooch (Ref 41:71). The intent of using AID in

this particular application is both to provide an initial indication of

any unproductive paths planned a priori in the remainder of the modeling
effort and to discover trends which may not be apparent from a cursory
examination of the data.

Three different techniques were used in the investigation of the
factor ratings., These were t-tests, analysis of variance (ANOVA) and
the Spearman Rank=Order Correlation coefficient. Given the aggregate
factor ratings (Part C of the survey) for the entire sample, the mean
and variance for each factor was computed. The sample was then broken
down into groups to test the hypothesis that the mean ratings for each
group for each factor were equal, For those independent variables used
to divide the sample into groups which could logically be divided into

only two groups, the tetest was used. This was used, for example, to

determine if those respondents who rated the factors for a specific
system differed significantly from those who rated the factors only in

general,
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It was necessary to use ANOVA ‘for those independent variables that
logically had to be divided into more than two groups, such as command
of assignment of the respondent. The ANOVA procedure is based upon
decomposing the variance in the dependent variable (the factor ratings
in Part C of the survey) into the portions due to the presence of the
independent variable, say command, and that due to random effects or
error. The Festatistic is then used to test the hypothesis that the
means are equal. This procedure was used carefully, however since the
FPestatistic will permit the hypothesis that there is no difference to be
rejected even If only one category is significantly different. For
example, if information needs were the dependent variable, and each of
the commands placed about the same mean importance on information needs
with the exception of AFLC, the F-statistic causes the hypothesis to be
rejected, If this hypothetical situation were found for a number of the
factors when evaluated by command, it would be an indication that fur-
ther analysis was needed to determine why AFLC was different,

It vas necessary to use the Spearman rank-order correlation coe-
efficient, a nonparametric statistic, to test the hypothesis that the
Air Force population included in this survey is the same as the non-Air
Force population surveyed by the CSU researchers. This procedure is used
by treating the two sets of results (CSU and this study) as variables
and the ranks of the 11 common factors (Table IV) as cases. For example,
of the common factors, information needs might be ranked 1, and objec-
tives 2. The data is paired rank against rank for both studies (for
example (1,3),(2,4),(3,1) for all 11 factors), and the correlation coe

efficient is a measure of how well the rank on the one study predicts the

rank on the other study. This procedure also produces a statistic which
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is tested for significance against the T-distribution with n-2 (9)
degrees of freedom. In the event that little correlation exists between
the two studies, the analysis can also be attempted without factors 3, 8,
and 9 since the difference in wording between the two surveys is greatest
for those factors. It should be added that this procedure cannot prove
conclusively that the two populations are truly different, only that the
populatioys are the same (as far as how the factors were ranked) or that
the factor ranks are not the same. This is due both to the nature of the
hypothesis and because the survey designs are completely different.

~The third and fourth steps in the analysis were the use of factor
analysis and multiple regression. Factor analysis was used both as a
data reduction technique and to search for underlying relationships in
the data. For example, the CSU researchers used factor analysis to re-
duce the 14 varlaslcs on their factor checklist to four "critical"
factors which they call plamning and control, attitude, expertise and
involvement (Ref 17:14). The procedure operates by finding associn:ions
between the variables. Each set of associations is developed such that
it is statistically independent from every other set of associations
built by the procedure. These associations are used to define the
resultant factors. Recalling Table III in Chapter I, "Factors Relating
to User Involvement,™ it is relatively apparent that a number of poten=-
tially important factors relate to this potential "critical™ factor.
This researcher felt a priori that factors 31, 33, 37, 47, and 58 re-
lated to user involvement, Other potential critical factors hypothesized
a priori related to the "front end" of the project (requirements defini-
tion, initial analysis, determination of user objectives, system defini=

tion), control, attitude, planning and expertise. The underlying
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rationale for using factor analysis is that, given the underlying
relationships between the variables which define the factor, the really
critical thing for the project manager to concentrate is the level of
the factor, The results of the factor analysis were used in multiple
regression, along with a number of other potential independent variables,
in the effort to develop specific models for predicting system success.
Further discussion of the modeling effort is reserved for the next

chapter, along with the results of the analysis.




II1. Results

ervi esults

As discussed in the last chapter, a series of personal interviews
were performed while administering surveys at the AFISDC, Gunter AFS,
Alabama, using the format shown in Fig. 3 (Page 35). The objectives in
pcrtornin; the interviews were: to obtain the views of top level
managers concerning what factors are most important for developing Air
Force MIS; to obtain information about what factors emerge as most ime
portant outside the confines of a structured survey; and to obtain a
better understanding of how MIS development in the AFDSDC and the Air
Force differs from MIS development in the civilian community.

The views of the interviewees with respect to the most important
factors are summarized in Table V. The classification of these factors
into the areas of user involvepent, requirements definition, development
approach, resources, organization or technical issues is based upon the
perceived intent of the interviewees. The factors listed are those
mentioned by two or more interviewees. The numbers listed in the first
column to the right of each factor indicate how many interviewees cited
the factor as being important to the successful development of systems
in general, The second and third columns indicate respectively, the
number of persons listing the factors as of primary importance for the
success of specific successful systems and the lack of success of
unsuccessful systems. The results of the interviews were surprising to
this researcher in terms of the amount of emphasis placed upon require-

ments definition activities and upon the use of a structured development




Table V
Summary of Interview Results

Number of Interviewees Citing as

important:
To To
In Successful Unsuccessful

Factor ' General Systems Systems

, olvement

I throughout the project 4 4

during requirements definition 3

I by including functional users in

| development team 4 2

?f in planning 2
determining the information needs

of user management 1 2

! Requirements Definition
clear, formal 5 5
understanding of requirements 1 1 2
Development Approach
formalized, with reviews 5 2
reviews at all levels, involve user 1 2
formalized change control 3 3
incremental development 2 2
control, visibility 1 2

ou 1 3

ability, attitude of the developers 6 3
ability of the project manager 4
top management support 2 3 1
Orzanization
centralized development 2 1
single managership 2 2
Technical Issues 5
size 2 ¢ o
difficulty 4

approach., The emphasis placed upon requirements definition at AFDSDC

may be somevhat greater, in my opinion, than that given to that activity

elsevhere because of the mission of the AFDSDC of supporting many diverse,




geographically separated users. The use of a structured development
approach has been receiving increased attention in the literature in
recent years. The AFDSDC has developed and applied one such approach
through the medium of AFDSDC Manual 300-3, Although some of the per-
sonnel contacted considered the manual as somewhat controversial, a
number of the directorate chiefs and their deputies indicated that the
concepts and procedures involved were critical to systems success. The
manual was a point of pride among some of the interviewees who considered
it revolutionary in terms of disciplining the development process.
Another point of interest concerning the interview results was the
relative distribution of the factors between those important to success
and those causal of failure. Although the classification scheme is somee
what arbitrary, it is interesting to note that user involvement and
resources were associated primarily with successful efforts and the
(lack of) requirements definition and a disciplined development approach
with unsuccessful efforts. Additionally, the "technical issues” arose
only in conjunction with less successful systems, This finding provides
some indication that it may be useful in future efforts to take a two
model (success and failure) approach to modeling MIS efforts, This is
discussed more fully in the section on the "Predictive Modeling Efforts,”
The interviewees in ‘general felt that there were few significant
differences between system development in the Air Force or at the AFDSDC
and in the civilian community. The most frequently cited sources of
difference between the Air Force and the civilian community were

(followed by the number of personnel citing the reason):
1. Civilian project managers are less constrained, given greater
flexibility, (4)




2. The Air Force must make resource decisions further in advance,
making long range planning more important. (3)

3. The Air Force project manager has less control over personnel
resources, in terms of both availability and quality. (2)

4. The Air Force is less concerned with cost than with mission
effectiveness, as opposed to business organizations that
attempt to quantify benefits in terms of more measurable
profits. (2)

Similarly, the interviewees felt that the AFDSDC was not significantly

different from the rest of the Air Force. No single reason was cited by

more than one person,

Summary Data from the Survey

A total of 456 of the original 75C surveys were returned in a form

suitable for inclusion in the data, This represents a 60,8X return rate

with 'ictle followup and no second mailing., Of the total, 176, 146, 87,
and 4's respectively were received from A!'ISDC, AFLC, SAC and AFSC,

Command could not be determined on three forms. The average respondent

had at least 10 years experience in the computer systems career fleld, ?
and 123 respondents indicated that they had more than 15 years experie
ence. The average civilian grade was GS=12 and the average military
respondent was somewhat above 0=3, A total of 280 respondents were
civilian and 166 military. A total of 79 respondents formally belonged
to a specialty not designated as a fulletime computer specialty. This
gives some idea of the degree of "user" participation in the survey.

The respondents were about evenly split between managers and technicians,

although only 126 classified their jobs as involving primarily new b

B
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(as opposed to existing) systems. The average respondent felt that
their jobs brought them into contact with users at least "often” and had
been involved in at least two MIS development efforts in the last ten
years. A total of 126 indicated no experience with MIS development and
therefore did not complete Part B, and completed Part C only for systems
in general. The distribution of the responses to Part A and Part B
questions is shown in Appendix C.

As discussed in the last chapter, the design of Part C of the survey
is such that respondents who have not been involved in one or more MIS
development efforts rate each of the factors in terms of how important
that factor should ideally be treated for the successful development of
MIS in general. Respondents who have been involved in specific efforts
rate each factor in terms of how important the factor {deally should
have been treated for a specific effort, and how important they feel it
actually was treated., The means and ranks of the top 30 variables on the
ideal plane are shown in Table VI, The possible range for each variable
is from 5.0 or "Critically Important" to 1.0, "Not Important or Not
Applicable” (zero was reserved for missing data not included in the
calculations), The left column shows the means and ranks for the total
sample, the middle the ratings by experienced respondents, and the right
the ratings by inexperienced respondents.

As is apparent, the ratings are fairly close between the two groups.
Using the t-test of significance for differences between means, only 10
of the entire 40 variables and 7 of the 30 shown in Table VI vary
significantly at the .05 level, These are (question number shown in
parentheses):

User Experience with Computers (26)
Use of Automated Development Tools (27)




" 92 6S°¢ ¥4 sL'e 144 1L°e (8y) sasuByseg jo A3j[iqy UoJIvdjunumo)
w Lz 96°¢ %z 6L°¢E Y2 YA (6y) SiouByseg PAPMOL SpNI[IIV IS(lyy
m [ 44 6L°€E TT 78°¢E | %4 €8°¢ (c%) sauswu3[ssy dJIoM @[qe]joliuc)
61 »xx 06°C €T 8°¢ T %8°¢ (Z2) 3%8foag eyl jJo smajAdY djpojIeq
%2 oL'e (1} 4 6°€ 1z €8°¢ (62) uovoaddy jusudoyeasg paujididosig ¥ jo esq
12 €8°¢ | &4 16°€ 02 68°¢ (15) sauemeajnbey weisds jo A3jjqeas
“ 81 xxx 06°C 6Texx Y6°€ 61 6°¢ (9y) 3eBwuwy 302f{034 jo UojlwdNpy ‘edusjiedxy
! €1 76°€ Slyns 96°€ 81 »xx 76°€ (g%) I°3vuwy 309foxg Jo AJjioyany
: (1}4 18°Y A 9°¢ LT xux %6°C (g€) IuswdAjoAu]l *3doddng JusweBwuwy dOLyy
4 | 76°¢ 91 S6°€ 91 S6°€ (6S) ®iIeljI) souvuIOjIeg WelsAg
€2 8L g 11 0°Y 9 S6°€ (82) saesn pPIvAOL OpPni1jlly JeuB|seQyy
A § 16°¢ ¢t L6°€ 71 96°€ (%7g) uByseq [(vaaAg Jo di807 ‘Aajoyydugs
6 00°% €1 00°Y €1 00°% (vg) wee] uByseqg Jo Bujjjeas
L L0y 1 86°¢ 4 10°Y (1€) SM3]A®Y U} JUBNBATOAU] Jes(
LT xxx 06°C 6 €0°% 11 10°Y (8¢) saesn Aq 3xoddng ‘juemyymwo)
1 86°¢ ot %°Y 01 €0°Y (vZ) ©3ed Yaia ueld Is3] eAjsusyesdwo) 1
9 o1’y rA ¢ 10°% 6 €0°Y (7€) uojawvausumdo(q uUSIIN) ‘oajsueyaadwo)n
91 06°¢ 4 'y 8 S0y (1%) uByseq Aavujujyasag ysSnoloyl
8 0°Y 9 60°Y L LYy (9¢) saesn Uo weisds jo jowdug
ot 66°¢ Y 1ty 9 to°y (12) saesuBjseq jo Sa}ITTIqY dAJIve) *9813I0dXTyy
S 71°y 8 Loy S 60°Y (07) ueigd auewdoyeaAeq jJo yjeieq
] Lty L Y ] o1’y (9¢) seBuwy) Jo [033uU0)
€ 7e'Yy z 92°Yy € 62°Y (LS) SIes JO SPeSN UO|IVWIOJUyy
4 ey € 9Z°y z 62°Y (8€) ®9A13d%efqQ WeISAS JO UOTITULJeOxy
1 'y 1 LE"Y 1 6E°Y (SZ) S9A13199fqQ JoS( JO UOJIVUJWISIS(yy
yuey v Vo  Juvy  UweN m
-

paoueijaadxeug peousjaedxy ojdues (w30l

sjuopuodsay pedsusjledxsuy puw pesusjiedxy SIW
‘ojdweg w30l Joj ‘sBujjwy jeep] ‘se(quiIwA ) IINVg of dol JOo FUWY puv Uwel
IA °19qv]1

a - w . D L




T

“SHURY PATLyxx

*Apn3s sy oYyl 031 UowWWOD OIqUIIVA
‘dequnu uojisanb sejwdjpuj suwu J03do®3 Yowe epjsaq saseyjueawd Uj I9qunN,

8¢ 16°¢ 62 29°¢ (1] 6€°¢ (sg) uopawziuesip joefoxg Jo yiSueaas
(1] 9% e Le 69°¢ 62 29°¢ (0%) 399foag J03 ewWl] POINPOYISyy
L YA £9°¢ 8¢ 79°¢ 8¢ €9°¢ (Lg) saesn Jo Bujujeaiesy ‘uojivonpg
6¢ 8%°¢ 9¢ SL°¢E Lz L9°€E (L%) uB seq U} JUDWRATOAU] JOS(iyx
<1 16°¢ (114 19°¢ 9z 0L°¢E (0S) 399foxg aya Bujnujluo) J0j wIIjI)H
Nuwy UBe JUEY uwel  juwy ueel »(3N) eumy eoIqujliep
pasusjaadxeug padusjaedxy ojduwg jwyol

‘ejduws [e3ol Joj ‘s3ujjwy [wep] ‘sayquiam) 9 aeg 0€ dol Jo jyuwy puw uwel

sjuepuodssy pedusjiedxeu] puv pesusiIedxi SIK

(penugauod) 1A 21981

Gl

47




Designer Attitude Toward Users (28)

Use of a Disciplined Development Approach (29)

Scheduled Time for the Project (40)

Thorough Preliminary Design (41)

User Involvement in Design (47)

User Attitude Toward Designers (49)

Criteria for Continuing the Project (50)

Contractor Responsiveness (52)
The inexperienced respondents rated 26, 27, 28, 50 and 52 higher and
the remainder lower. Variable 52, Contractor Responsiveness, cannot be
appropriately compared since only about half of the experienced respon=
dents rated systems in which contractors were involved. Using the
Spearman Rank Order Correlation as a summary comparison of the
inexperienced and experienced groups (across all 40 variables), a cor-
relation of .8584 was found, which is significant at the .001 level,
Thus the hypothesis that it makes no difference which way the entire set
of variables (as a group) is measured on the ideal plane is acceptable.
This is somewhat more significant given the relative compression of most
of the variables on the rating scale, The minimum rating of the 30
variables shown (for the total sample) is 3,59, or more than half way
between "important"” and "very important." Only three (30, 26 and 27)
of the variables were rated less than 3.0 for the total sample, and four
(same three with 52) for the experienced group,

Those variables common to both this effort and the CSU study are
indicated by asterisks next to the factor name in Table VI. As can be
seen, the CSU researchers independently identified the three most
important variables which emerged from the results of this survey; and
the top four which emerged from the experienced respondents., The

remainder of the CSU variables are scattered throughout the remaining

ranked variables used in this study.
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The Spearman Rank Order Correlation was used to compare the results
of the two studies over the 1l common variables, as discussed in Chapter
11. The results of this procedure are shown in Table VII for the total
sample, experienced and inexperienced respondents. As can be seen, none
of the correlations are significant at the .05 level, and the correlation
worsens when only the eight "most common” are examined. Other groups
were examined for closer correlations. One of these, the ideal ratings
for systems that were single (as opposed to multiple) installationms,
correlated significantly at the ,048 level, which makes sense intuitively
in that most of the CSU respondents were probably involved in single
installation projects., However, given that the correlation is close to
statistical significance and that only 11 variables are involved, the
search for closer correlations is a dubious procedure. For example,
while exaninjng the hypothesis that accounting systems would correlate
more closely, this researcher instead found that the opposite was true
and that command and control systems correlated at the .028 level. In
summary, it cannot be concluded that the two populations are the same or
that the method of measurement does not matter.

However the correlations are relatively close to significance, so
that it probably can be concluded that there are strong similarities.
Examining Table VII, the primary areas of difference concern (question
numbers in parentheses) User Objectives (25), Attitudes (28,49) and
Justification of Cost (55), The Objectives of the User Organization were
rated first of the Part C variables by nearly all groups analyzed by this
researcher. This corresponds nicely with my hypothesis stated in Chapter
I that the process of setting objectives is more difficult in the Air

Force than in civilian organizations. One counter explanation might be
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Table VII
Comparison with the CSU Study

KNPV

Rank by Rank by Rank by

Variable Name(Nr) CSU Rank Total Exper Inexper ;
System Objs (38) 1 2 3 2 ]
Info Needs (57) 2 3 2 3

*Top Mgt Supp (33) 3 6 6 5
Comm Ability (48) 4 8 8 1
Design Expert (21) **§ 4 4 4
User Objs (25) bl 1 1 1
Justif of Cost (55) 7 11 11 9 i

*Users Design (47) 8 9 9 10

*Project Time (40) 9 10 10 11 3
Designer Att (28) 10 b1 5 6
User Attitude (49) 11 7 7 8
Spearman correlation for 11 vars: .506 515 465

Significance: . 057 .053 . 075 s

Spearman corr for 8 most common: <491 <467 431

Significance: .109 122 144

*Three factors excluded in the analysis of the 8 most common variables.
**Tied ranks.

that the respondents associated or confused System Objectives (38) with

User Objectives (25). Were this the case, it would be expected that the
two variables would load on the same factor during factor analysis.
However that was the case in only one of three primary factor analyses,
as is discussed in that section., The fact that Justification of Cost
(55) was rated as less important in these results than in the CSU results
corresponds with the views of some interviewees discussed earlier. It
may well be that the emphasis on mission effectiveness and the relatively
unquantifiable nature of the benefits of that goal override the Justifie

cation of Cost in the Air Force. One explanation for the greater emphasis




placed upon Designer and User Attitudes by the Air Force respondents
might be that the greater physical separation between developer and user 3
organizations in the Air Force requires greater use of informal rather
q than formal authority. That is, since it would usually be necessary to
appeal t; a very high organizational level in most Air Force develop=-

ments to find an individual with authority over both users and developers,

the emphasis is placed upon avoiding being forced to make such an appeal.

I The developers prefer to rely on informal authority and good relationships.

Analysis of Svstem Attributes {

One of the objectives of this study was to determine if and how the

e iy

| important factors vary across a number of system attributes. These

| attributes were measured by the questions in Part B of the survey. Three
; i of the most important attributes in that part concerned the Success (8),
' 5 Size (9) and Technical Difficulty (13) of the project. The responses to
each of these questions were approximately normally distributed, although
there were relatively too many "“very large™ and "unsuccessful™ systems
for a normal distribution. The mean rating for Success (9) was
"successful” (3,96), for Size "fairly large” (3.91) and for Technical
Difficulty "difficult” (2.77). As might be expected, there was a nega-
tive correlation between both Size and Technical Difficulty and System
Success, This is discussed in the section on the "Predictive Modeling

Efforts.”

One advantage to the design of Part C of the survey is that it

permits analysis of each of the variables from three perspectives: how
important the variable was treated (Actual), how important it should

have been treated (Ideal), and the difference between the two (Delta).
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Each of these perspectives was taken while analyzing the variables
across the range of System Success, As would be expected, few of the
Ideal ratings vary significantly with Success. It was interesting to
note however that three variables, Use of a Prototype, Integration of
Systems and Contractor Responsiveness (questions 30, 44 and 52) were
significantly more important for unsuccessful systems than for those
systems on the remainder of the range of Success, This is a possible
indication that these variables might be causes of failure when not
applied where needed.

A total of 29 of the variables for the Actual ratings and 19 of the
Delta ratings vary significantly with System Success, These were used
as variables in the regression models discussed in the last section of
this chapter. Of the variables that vary significantly, all of the
Deltas and all but one of the Actuals correlate positively., That is,
as System Success increases, the Actual ratings increase and the Delta
ratings become more positive (Deltas are Actual ratings less Ideal
ratings). The question with the negative correlation was 52, Contractor
Responsiveness. This was due, in my opinion, to the confounding effects
Size, Difficulty and Contractual Involvement (question 14) and not from
a fundamentally negative relationship. This is discussed more fully
later in this section.

The Ideal variables which vary significantly with Size and Technical
Difficulty are shown in Table VIII, That table includes only those
variables which also display some organized pattern across the range of

the two variables, be that pattern linear, curvilinear or twoetiered as

indicated in the notes at the bottom of the table. Of the variables
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F Table VIII
"‘ Ideal Variables Varying Significantly with System
Size or Technical Difficulty

System Size Technical Difficulty ]
High Low High Low 3

Variable Name (Nr) Mean Mean Sig* Mean Mean Sig*

t Design Expert (21) 4,25 3.78 . 024 4,28 3.90 .024

* & Reviews (22) 4,10 3,40 . 000 4,19 3.47 .015

L Modularization (23) 3.70 3.33 . 005 3.61 2,86 %+ 031

' Automated Tools (27) 2,69 2,24 . 000 2,78 2,20 *** (003

| Prototype (30) 3.52 2,90 . 000 3,50 2.62 . 007
1

1 Top Mgt Supp (33) 4,25 3,96 ** 000 4.37 3.50 . 000

i Design Staff (34) 4,12 4,00 ** 002 N.S.

Str Proj Org (35) 3.78 3.15 *%* 018 4,00 3,21 .024

2 Ed, Tng Users (37) 3.83 3.48 .010 3.97 3.20 . 008

Career Mgt Des (39) 3.76 2,64 .000 3.66 2,80 . 000

1 Project Time (40) 3.87 3,09 .003 N.S.

E | Proj Mgr Auth (43) 6,28 2,61 .000 N.S.

| Integration (44) 3.96 3,13 .000 4,09 2,55 .000

: Proj Mgr Ed, Exp (46) 4,31 3.04 . 000 4,31 3.63 . 003

Proj Criteria (50) 3.93 3,52 ** 047 4,22 3.03 . 005

Stab Reqmts (51) 4,06 3,65 *** 002 N.S.

Abil to Track (53) 3.72 3.23 . 000 N.S.

Justif of Cost (55) 3.85 3,30 . 001 4,06 3,41 .018

Change Control (56) 4,16 3,72 . 009 N.S.

*N.S. indicates not significant.
**Non-linear, middle values rated lowest,
***Varies only at the low or high end of the scale.

shown, only four (21, 39, 43, and 46) display a strongly linear trend
when viewed across system Size and only two (30 and 33) across the range

of Technical Difficulty. The high and low means are the mean of the

dependent variables for the high and low values of the independent
variable (Size or Difficulty). Interestingly, a combined Size Plus
Difficulty variable (recoded from the maximum possible 11 categories to

only 6 categories) did a better job of discriminating for 10 of the
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variables (23, 27, 30, 33, 35, 37, 44, 50, 52, and 55) and a Size Times
Difficulty variable (similarly recoded) a better job of discriminating
groups for Designer Expertise (21).

A number of the ideal variables vary significantly across the range
of Contractor Involvement (question 14) with the clearest difference
occurring between answers B and C ("Contractor provided hardware only"
and "Air Force and contractor each developed portions of the operating
system(s) . . ."). The ideal ratings were reexamined using question 14
to split the sample into two groups called "Weakly Contracted"
(consisting of responses A and B) and "Strongly Contracted” (responses C
through F). The tetest of significance for differences between means was

applied and the 16 variables varying significantly are shown in Table IX.

Table IX
Ideal Variables Varying Significantly Between
Weakly and Strongly Contracted Efforts

Mean for Mean for

Strongly Weakly
Variable Name (Nr) Contracted Contracted Sig
Development Plan (20) 4,21 3.96 .011
Reviews (22) 3.99 3.69 . 004
Modularization (23) 3.63 3.37 047
Automated Tools (27) 2.39 2.12 . 035
Designer Att (28) 3.88 4,12 .013
Prototype (30) 3.20 2,65 .001
Top Mgt Supp (33) 4,12 3.8 .011
Ed, Tng Users (37) 3.82 3.50 .008
Career Mgt Des (39) 3.61 3.17 .001
Project Time (40) 3.82 3.57 . 009
Integration (44) 3.63 3.23 . 008
Contractor Resp (52) 3.61 2,17 . 000
Abil to Track (53) 3.65 3.23 . 000
Justif of Cost (55) 3.63 3.38 .040
Syst Perf Critr (59) 4,06 3.86 .037
Development Approach (29) 4,06 3.79 .015
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One difficulty with distinguishing between strongly and weakly contracted
efforts is the degree of association between contracts and Size, Technie
cal Difficulty and Success. The strongly contracted efforts were some=
what less than "successful®™ (4.27) while the weakly contracted were
halfway between "“successful"” and "mostly successful® (3.45). Addition=-
ally, the strongly contracted systems were close to "large" (4.67) while
the weakly contracted were closer to "medium" (3.33). Finally, the
strongly contracted were more than "difficult” (3.25) while the weakly
contracted were more than "somewhat difficult" (2.39). Given these
associations it is difficult to say to what extent the variables in
Table IX vary due solely to Contractor Involvement. However, the table
does present the relative importance of Contractor Responsiveness (52),
given that the project strongly involved a contractor, Given that
Contractor Responsiveness is much more important for strongly contracted
efforts, and that contracted efforts are generally less successful (due
at least in part to size and technical difficulty), the slight negative
correlation between Contractor Responsiveness and Success for the total
sample is not surprising. Given that the system is contracted to some
degree, Contractor Responsiveness has a slight positive correlation
(zero order is ,02),

The explanatory power of the remainder of the Part B variadbles is
somevhat less than those discussed thus far. Concerning the Nature of
the Development as measured in question 10, it was found that single
installations of software and hardware were most successful (3.34) and
multiple installations of hardware and software least successful (4.67).

Size, Difficulty and Degree of Contractor Involvement all increased
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almost linearly across the four responses with Size varying from 2.6 to
4.8, Difficulty from 2.15 to 3.27 and Contractor Involvement from 1.56 to
2,78, Only two of the Ideal ratings varied significantly in light of
this covariance. Test Time (42) varied from a low of 3.3 for single
installations of software to 3.78 for single installations of software
and hardware. Information Needs (57) were by far most important for
single installations of software (4.52).

Analysis of question 11, Nature of the User Organization(s). found
that projects involving only a single user organization were most suce
cessful (3.0), smallest (1.73) and easiest (2.37). Given this relation-
ship, a number of variables were significantly less important to the
single user type project, however all were easily explained by the co=-
variance of Success, Size and Difficulty. None of the factors varied
significantly across the other responses.

Little analysis was performed of question 12, System Use, since the
vast majority (194) of the responses indicated accounting type applica-
tions, It was found hovever that command and control systems were more
Difficult and required greater User Experience with Computers.

It was necessary to group some responses to question 15, Maintenance,
since there were sSo few responses indicating answers C through F (a total
of 36). These could be logically grouped as those cases in which a
different organization than the developers or a contractor performed
system maintenance. Given this still small cell count, System Success
was least for that group, or 4,75 versus 3,96 and 3,58 for the other
responses., Contractor Involvement was also highest (3.33) for that

group, None of the factor ratings varied significantly, other than
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to the extent that would be expected from the variance in Contractor
Involvement and Success,

It was found that Success, Size, Difficulty and Contractor Involve=-
ment all varied quite significantly with the Use of Long-Term Maintenance
Warranties (question 16), with the 67 systems that used such warranties
the largest, most difficult, most contracted and least successful.

Given the variance with Size, Difficulty and Contractor Involvement, it
cannot be éoncludcd that long-term warranties make projects less successe-
ful. On the other hand, this study found no evidence to indicate that
such warranties make systems more successful,

Analysis of question 17, Project Organization, discovered a number
of interesting relationships. Generally it was found that projects with
no formal organization were smallest (2.9) and those organized into two
or more independent teams under no single manager (response E, with only
23 responses) were largest (5.18), followed by two or more teams under a
single manager (4,61). Technical Difficulty followed a similar pattern.
Success was greatest for those efforts in which there was a project
manager and loaned resources (3.58), followed by those with a formal
project organization (3.90), two or more teams under a single manager
(4.01) and those with no formal project organization (4.10), and finally
those with two or more independent teams under no single manager (5.13).
Since the efforts using a project organization were significantly larger
(4,25) than those using a project manager with loaned resources (3.25) or
those with no formal organization (2,90), it can be concluded that the
use of a formal project organization contributes materially to project

success (given the negative relationship between Size and Success).
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Similarly, the projects with no formal organization were less success-

ful than the small size would tend to predict, and in general a case can
be made for single project leadership.

Another point of interest concerning this question is that both
Project Time and Test Time (questions 40, 42) were observed to follow a

curvilinear pattern across the various organizations, being rated most

important for those projects with a formal project organization (3.87 and

3.78) and least important for the projects at either end of the scale.
One explanation for this might be that the tighter control associated
with a formal project organization allows greater emphasis to be placed
upon schedule. The variance of the other Part C variables was well exe
plained by the variance in Size and Technical Difficulty.
Questions 18 and 19, Years Since the System was Completed and

whether the System i{s Still {n U;Q, provided little explanatory power
other than the somewhat obvious observation that systems not still in

use were less successful (since this group included the total failures).

Factor Analysis

A number of different directions were taken in the course of per-
forming the factor analyses, the most important of which were the
analysis of the Actual ratings of the Part C variables for all systems,
and subsequently for strongly contracted and for weakly contracted
systems (where partitioning was based on the same criteria as was used
in the preceding section), The Actual ratings were used rather than
the Ideal ratings because of the intent to use the factors as indepen=
dent variables in the models for predicting System Success. Principal

component factoring with {terations and orthogonal rotation using the
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varimax criterion was used for all analyses. The factors were ortho-
gonally rotated in order to derive maximally independent, interpretable
factors, The varimax criterion was used to derive the simplest factors
by causing the factors to load on as few variables as possible (Ref 41:
468-485).

Factor analysis was first run with all 40 variables. The general
procedure was then to delete any variable not loading .30 or greater on
one or more of the significant (eigenvalue greater than 1.0) rotated
factors and rerun the analysis. This iterative procedure was followed
until only variables loading .30 or better on the significant factors
were included. The variables then not included in any of the factors
were run separately (from the variables already used) to determine if
any further interpretable factors could be derived. The final results
are shown in Table X.

The initial analysis for all systems yielded a total of four sige
nificant factors. The fourth loaded on the four lowest ranked variables,
and those variables were therefore discarded from the analysis. The
first factor consisted primarily os User Involvement in reviews (31),
Identification of Information Needs (57), Determination of the Objectives
of the User Organization (25) and User Involvement in Design (47). This
factor was highly significant (eigenvalue 9,61 and explained S$1.4% of
variance in the sample) and makes sense from the literature. The other
two factors were tentatively called "Control" and "Capabilities of the
Project Organization.” The final factor loadings, eigenvalues and per
cent of variance explained are shown in Table X. The previously excluded

variables were then included in a separate analysis, This ultimately
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Table X
Summary of Results of Factor Analysis on Actual Ratings

Factor Loadings (Greater than ,30
User Involv Capabilities Plan, Control
Strong Weak Strong Weak Strong Weak
Variable Name (Nr) jAll Contr Contr | All Contr Contr{All Contr Contr
User Objs (25) .69 .59 .75
Users Review (31) [.58 .59
System Impact (36) [.51 <59 .51
Users Design (47) [.64 .61 St
Info Needs (57) .72 .65 .79
User Support (58) .66 .43 .54
Designer Att (28) [.53 .59 .39 .47
Comm Ability (48) |[.38 .43 .50 .45 .46
User Attitude (49) |.53 «35 «JL
Designer Expert(21) .54 .60 .48
Design Staff (34) .39 .85 .72
Str Proj Org (35) .59 .46 .62
Proj Mgr Exper (46) <39 087 71
Career Mgt Des (39) .49 .50
Proj Mgr Auth (43) .51
System Objs (38) 57 42 .57
Prelim Design (41) .33 .43 .64 41
Simp,Log Des (54) 37 .57 .43
Syst Perf Crit(59) .48 .61 .58
Dev'pt Plan (20) .39 61 &7 .64
Documentation (32) .53
Reviews (22) .54
Test Plan (24) .53
Proj Criteria (50) .43
Abil to Track (53) .59 .45
Stab Reqmts (51) .50 .59
Change Control (56) .62 .54 .67
Justif of Cost (55) .62
Initial:
Eigenvalue .6 11,0 8.9 1.2 1.1 1.8[2.0 1.7 1.1
Per Cent Var .51 S1 43] .07 .05 .09] .11 .08 .05
*Pinal:
Eigenvalue r.a 8.8 &35.3 1.3 140832 1.2 20
Per Cent Var .80 .69 L7080 .20 ,13 .2311,0 .12 1.0
(Relevant Vars Only)
*See Text
60
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resulted in a single factor, "Planning and Control." The use of a second
analysis explains why the final per cent of variance explained by Plan-
ning and Control is 100%. It was the only factor in that analysis.

The analysis for strongly contracted systems yielded similar results,
The first run on this analysis disclosed a total of seven significant
factors., The first was again highly significant with an eigenvalue of
11 and explained 51X of the variance in this subesample, There was
again a User Involvement factor consisting primarily of Information
Needs (57), User Support and Commitment (58), Impact of the System on
Users (36) ana System Objectives (38). This was the only factor in
which User and System Objectives both appeared, which tends to discount
the irgument mentioned earlier that the two may have been erroneously
associated by the respondents. Two of the other initial factors ree
emerged: "Planning and Contr~." and "Capabilities of the Project
Organization.” The remalning factors were generally uninterpretable.
The procedure of eliminating variables was followed until the final three
factors shown emerged. No second analysis was required in this case,
and further analysis ylielded uninterpretable results,

The analysis of weakly contracted systems was similar. The initial
User Involvement factor (eigenvalue 8.90 and explained 43.4% of the
variance) consisted primarily of User Objectives (25), User Involvement
in Reviews (31) and Information Needs (57). For reasons unexplainable
by this researcher, the Attitude (28, 49) and Communication (48) varie
ables did not enter or load on this User Involvement factor., It may be
that attitude is a separate dimension for weakly contracted efforts, but

such a factor failed to emerge. The final factors were User Involvement
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and Capabilities of the Project Organization. An analysis of the

remaining variables disclosed the Planning and Control factor shown.

; This particular analysis demonstrated the sensitivity of factor analysis
(given a relatively small number of cases, 147) to the variables included
in the analysis., It was found that when the System Performance Criteria
variable was inadvertantly dropped from the variable set that the User
Involvement factor dropped to second after Capabilities. Whichever
variable set was used, the first factor tended to be quite significant.
Given that User Involvement had been by far the most significant factor
r§ until that point, I elected to retain the System Performance Criteria

,Z even though it had been subsequently included in the Planning and

’? Control factor.

Thus the factors which evolved were consistent across the three

analyses. It is interesting to note the comparison between these three
factors and the four found by the CSU researchers, The four factors
found in that study were Planning and Control, Attitude, Expertise and
Involvement (Ref 17:14). No indication was found of an Attitude factor

in this study. This may be due in part to the fact that fewer attitude

variables were included in the survey. Two variables used in the CSU

study, Management and Employee Resistance to Change, were rated 12 and

13 (out of 14) on that study and therefore not included in this survey
(Ref 17:10). The naming of the Expertise factor in the CSU study was ;
probably again, in my opinion, the result of the variables included in

the survey. The Capabilities factor in this study involves the same

variables, plus a number of others relating to the total human resources

of the project organization., This is particularly the case if attitudes

62

il tunsdin dati i




S i e s

such as good will are considered an asset. The fourth factor, User
Involvement, was the same although it apparently emerged much more
strongly in the data from this survey. As stated by the CSU researchers,
"In the early phases of this study, interviews with the Colorado business
community had established 'user involvement' as a very critical factor”
(Ref 17:15). This study has found that, at least from the factor
analytic standpoint, User Involvement is by far the most critical factor.
Other factor analyses performed included an analysis of the Ideal
ratings by both (separately) experienced and inexperienced respondents,
the Delta variables and the Actual ratings for more successful projects,
Of these attempts, only the analysis of the Ideal ratings by the experie
enced respondents yielded interpretable results, That analysis found
two factors in lebarate increments of the variables interpreted as User
Involvement and Plamning and Control, The User Involvement factor
emerged first and consisted primarily of User Support (58), User
Attitude (49), Information Needs (57), User Involvement in Reviews (31),
User Objectives (25) and Designer Attitude (28). The Planning and
Control factor consisted primarily of Periodic Reviews (22), Documen-
tation (32), Development Plan (20), Preliminary Design (41) and Work

Assignment (45).

Predictive Modeling Efforts

As discussed in the last chapter, the Automatic Interaction
Detection (AID) algorithm was used both to indicate trends in the data
and to point out any unproductive paths planned a priori in the regres-

sion modeling efforts. At one point, the AID models appeared to be

indicating that less experienced personnel, both in terms of years and
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number of MIS efforts, held different opinions than more experienced
personnel. This split occurred at the third or later levels, however,
and given the small sample size (for AID) was probably indicative only
of idiosyncracies in some fairly small subset of the data. Modeling
efforts without the less experienced personnel failed to yield more
consistent models. Similarly the exclusion of responses relating to the
ALS (discussed further later) made little change in the model. The use
of the AID‘aIgori:hn was generally unproductive for other purposes. The
sample size was too small to allow this analyst to draw any conclusions
after the third level, and the relationship between the independent
variables and the criterion (success) were consistent with theory to
that point,

Multiple regression, both with and without dummy variables, was
used for the remainder of the modeling effort., Stepwise regression with
the algorithm selecting on each iteration the variable with the greatest
contribution toward total explained variance in the criterion (Success),
was used for all models. Listwise deletion of cases with missing data
was used for all models. If a respondent falled to answer any of the
questions used as variables in the model, that entire set of responses
was ignored for that nodql. Because it seemed desirable to determine
if different variables became important for predicting success for
different levels of success, each model was run for at least three
ranges of success. The numerical assignment for responses to success
used in regression is reversed from that used in the analyses presented
earlier., Highly succos;ful systems were assigned a value of 7,0 and

unsuccessful systems a value of 1,0, All models were run for the full




range of Success, The models for the total sample (called all systems)
and strongly contracted efforts were then run for Success better than
"unsuccessful®™ (Response G) and for Success better than "somewhat
unsuccessful"” (F). Since only three weakly contracted efforts were
rated "unsuccessful,” those models were run for Success better than
"somewhat unsuccessful™ (F) and for Success better than "mostly
successful” (E).

Most of the models for all systems and for strongly contracted
systems were also checked with and without responses identified as prob-
able ALS responses, on the theory that the ALS may have been such a
unique and strong experience that it would bias the models. The criteria
used for identifying the ALS responses was any questionnaire indicating
AFLC as command, an unsuccessful system, a very large systq;l, and Technie
cal Difficulty as either very difficult or extremely difficult. Ninee
teen responses fell into this category for the total sample, and after
listwise deletion, 12 ALS responses wvere identified in the models for
all systems, and 11 in the contracted systems models.

Models were created using the Actual ratings, Delta ratings, and
selected Part B variables as well as factors. In cases where both the
Actual and Delta ratings for a variable appeared as potential variables
in a regression, only the stronger predictor was retained in the final
models, Where factor analysis factors were used as variables, neither
their component Actual variables nor the associated Deltas were used.
Further, other variables which seemed related to the factors were not
used in those cases where there was a strong correlation, Factors were

calculated for each case from the formula

Factor 1 = FS1(X1-X1)/SDl & PS2(X2-X2)/SD2 ¢ ... FSn(Xn=Xn)/SDn (1)
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where FS1 to FSn are the factor score coefficients for each component
variable of the factor, X1 to Xn the values of the variables for the
case, and X1 to Xn and SDL to SDn the mean and standard deviation for
the variables. For ease of presentation, the factors in this section
are shown simply as Factors 1,2, and 3, where Factor 1 refers always
to User Involvement, 2 to Capabilities, and 3 to Planning and Control,
In all cases the factors were calculated based upon the factor analysis
performed for the same sample being used in the model. That is, the
Factor 1 v=ed in the regression for strongly contracted efforts is the
Factor 1 which emerged in the factor analysis of that subesample.
Selected Part B questions were included in the regression models
as either continuous or dummy variables. Size and Technical Difficulty
(questions 9 and 13) were used as continuous variables, as were two
combined measures, Size Plus Difficulty and Size Times Difficulty.
Part B 3gcstlons 10, 14, 15, and 17, Nature of the Development, Cone
tractor Involvement, Maintenance and Project Organization were used as

dummy variables. The notation used in this section is:

Question Nr Response(s)
Development 2 10 B
Development 3 10 c
Development 4 10 D
Contractor 2 14 B
Contractor 3 14 c
Contractor &4 14 D,E,F
Maintenance 2 15 B
Maintenance 3 i5 ¢,D,E,F,G
Organization 1 17 A
Organization 2 17 B
Organization 4 17 D
Organization 5 17 E

In each case, as is required for the computation of the regression model,

one response is omitted such that all correlations are relative to the

e
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response(s) not included in the model. These reference responses were
the development of software only for a single installation for the
Development variables, maintenance by the same Air Force personnel who
developed the system for the Maintenance variables, no contractor ine
volved for the Contractor variables, and a formal project organization
for the Organization variables. Two of the variables use combined
responses. Contractor 4 represents the cases where a contractor pro-
vided at least part of the operating system and Maintenance 3 the cases
vhere maintenance was performed by a contractor or an Air Force organie
zation other than the developers.

The results of the modeling efforts are summarized in Table XI.
The general criteria followed in determining the models presented was
that each independent variable must contribute at least 1.3%X to total
explained variance (Rz) and that each variable must be significant at
the .05 level or better. These criteria were extended in the cases
vhere dummy variables were included in the regression to allow a lesser
contribution to explained variance and significance somewvhat less than
.05 (the lowest significance actually used was .082). 1In all cases, the
adjusted R2 was checked for an increase with the addition of each inde-
pendent variable. All significances shown in the tables are for the
contribution of the variable, given that all of the other variables are
in the equation. As can be seen from the table, the best models were
found for strongly contracted efforts, and the models for weakly cone
tracted efforts were the least successful, Additionally, the use of
factors in lieu of raw variables improved the model in only one case
(Factor 1 and variables, over variables only in the regression for all

systems).
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Table XI ;
Summary of Regression Analyses E

Per Cent Variance Explained 5822

Better than
For All Without Better than Somewhat

s

All Systems: Success ALS Unsuccess Unsuccess
Variables only .33 .25 .25 .18
Vars, Dummy Vars .43 .37 .30 .25
3 Factors only .19(4) .20(4) .14Q2)
3 Fac, Vars, Dummy Vars «39(2) .33(2) .24(2) .19(Q2)
3 Pac, Vars .31(1) .23(2) .17(2) .12(2)
Factor 1, Vars,

Dummy Vars .43 .35 .26 .21
Factor 1, Vars <35 .24 .21 .14
Approx Samp Size 264 252 230 210

Contracted:

Variables only .42 37 25 .14
Vars, Dummy Vars ; 52 43 <37 .37
3 Pactors only .13(4) .17(2) .11Q2)
3 Pac, Vars, Dummy Vars 41(4) .25(2) «29(2)
3 Pac, Vars .34(4) .15(2) L11(Q2)
: Facs 1,3, Vars,
' Dummy Vars A4(1) .32 .24(1) «.26(1)
Facs 1,3, Vars .35 22 .17(1) .11(1)
Approx Samp Size 118 107 91 78

Better than Better than

For All Somewhat Mostly |
Noncontracted: Success Unsuccess Success |
Variables only .24 22 .20 |
Vars, Dummy Vars .28 3) (3) ;
3 Factors only .15(2) .15(2) .13(1) |
3 Facs, Vars .19 .20 .30(Q2) -
3 Facs, Vars, Dummy Vars «.25(2) .20 ) i
Fac 1, Vars .19 .23 .30 ;
Fac 1, Vars, Dummy Vars .25 .26 3) ‘
Approx Sample Size 143 129 116

Notes: (1) Factor 3 did not enter; (2) Factors 2,3, did not enter;
(3) No dummy vars entered; (4) Factor 2 did not enter.




Selected regression models for all systems are presented in Table
XII. From this table, it is apparent that Size and Difficulty are very
important in predicting unsuccessful efforts, but not nearly as important
once the unsuccessful efforts are excluded. The reasons for the small
magnitude correlation coefficient for Size Times Difficulty is that the
maximum value was 30, Conversely, the coefficients for the dummy vari-
ables are large in magnitude because the maximum value is 1,0, The more
appropriate measure of contribution is the Beta Weight. Test Time (42)
and the Delta for Stability of Requirements (51) are also important pre-
dictors of unsuccessful efforts. As only more successful efforts are
included, Designer Attitude (28) becomes relatively more important than
User Objectives (25)., The other variable which seems to increase in
relative importance with success is Preliminary Design (41). when
Factor 1 is used in lieu of raw variables, it enters second in place of
User Objectives and Designer Attitude, two of the main components of the
factor. The main effect of removing the ALS from consideration seems to
be to decrease the importance of Size and Difficulty in predicting
failure. The particular model shown also demonstrates the effect of
excluding the combined Size and Difficulty variables. As is shown, Size
continues to enter with a negative coefficient, although it would enter
sooner with greater significance if the ALS were not excluded, In those
models in which the ALS was excluded and the combined Size and Difficulty
were variables included, the Size Plus Difficulty variable normally
entered second and added about .05 to explained variance (RZ)., When all

three factors are regressed without any other variables, the result is:

Regr Coef sig B
Factor 1 51 . 000 17
Factor 3 .28 . 064 .19
Factor 2 .17 .186 .20
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Table XII
Selected Regression Models for All Systems

Succes Vars

1 vars: Regr Beta Change

3 Variable Name (Nr) Coef wt Sig R? R?

E

| Size X Difficulty -.04 =21 ,000 .16 .155

User Objs (25) .31 .20 .000 25 . 096

i Development 2 1.01 .28 . 000 .30 .034
Designer Act (28) .24 .16 . 005 .34 .038
Delta Proj Criteria (50) .20 .16 .002 .37 .028
Maintenance 3 =75 -.13 . 008 .39 .020
Test Time (42) .20 12 .013 &l . 015
Maintenance 2 .40 .10 .043 .42 .011
Development 3 .52 .10 . 047 .43 . 009
Constant 1.79

Better than Unsuccess,
Vars, Dummy Vars:

User Objs (25) .29 24 . 000 .15 . 149
Designer Att (28) 022 .18 . 005 .20 .053
Development 2 .59 21 .000 .25 .043
Delta Proj Criteria (50) .17 .16 . 005 .27 . 026
Maintenance 3 -,67 -, 14 .015 .29 .021
System Impact (36) .16 .12 .047 .30 .012
Constant 2,10
All Success, Variables Only:
Sllt x Ditf‘e“lty ..“ .027 oooo 015 0153
Designer Att (28) .27 .18 .003 .25 .09
Delta Stability Reqmts (51) .18 .12 . 026 .28 . 036
User Objs (25) oD <16 . 009 .30 .020
Test Time (42) .19 .12 .030 32 .016
Delta Proj Criteria (50) .16 .12 .030 33 .013
Constant 2,70
All Success, Factor 1,

Yars, Dumgy Vars:
Size X Difficulty -,05 -, 26 . 000 .16 .161
Factor 1 66 35 . 000 .28 .120
De7elopment 2 <99 .28 . 000 .34 . 055
Delta Proj Criteria (50) 24 .19 . 002 .36 . 022
Maintenance 3 -,83 -.15 .003 .38 .22
Test Time (42) .23 .14 . 006 .39 .014
Development 3 <61 <12 .20 Al .013
Average Delta -, 62 -, 20 . 008 42 .008
Delta Stability Reqmts (51) .20 .14 .016 43 .013 |
Constant 3.66 ,




Table XII (continued)
Selected Regression Models for All Systems
*All Success, Factor 1,
Vagiables: Regr Beta Change
Variable Name (Nr) Coef Wt Sig R? R2
Size X Difficulty -.07 .33 .000 .16 .161
Factor 1 .62 .33 .000 .28 121
Delta Proj Criteria (50) .23 .18 .004 .30 ,018
Test Time (42) .21 .13 .018 .31 .015
Proj Mgr Ed, Exper (46) .19 .12 .027 .32 .010
Average Delta -, 71 -,23 . 005 «33 .010
Delta Stability Reqmts (51) 23 .16 . 007 .35 .019
Constant 3.59
All Success, Variables,
Dupmy Variables,
Without ALS:
Designer Att (28) 27 .18 . 002 .12 .120
Development 2 .81 24 . 000 .20 .076
Delta Stability Reqmts (51) .17 .12 .24 24 . 049
Contractor & -,48 -.10 . 069 .28 .032
Maintenance 2 A al2 <026 .30 024
] Delta Proj Criteria (50) .15 .12 . 029 .32 .021
: User Objs (25) 22 .15 .014 .34 .01S
: Maintenance 3 -,65 .12 .028 .35 .013
Test Time (42) .21 .13 .012 .36 .014
Size (9) -,13 -, 12 .026 .37 .013
Constant 2.39

*It was decided to extend this model beyond Test Time, in spite of the
low contributions by Proj Mgr Ed, Exper and Average Delta because of :
the larger contribution by Delta Stability Reqmts. ;

As can be seen, of the three factors, only Factor 1, User Involvement,
is an important predictor of System Success, although Factor 3 was sig-
nificant at better than .05 prior to the entry of Factor 2, The effect

of the dummy variables is discussed at the end of this section,
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Selected regression models for strongly contracted efforts are
shown in Table XIII. The same general observations made for the models
of all systems apply equally well here. One of the main differences is
that User Objectives (25) are considerably less important for predicting
Success in strongly contracted efforts and the attitude "side" of User

Involvement, as well as the Impact of the System on Users (36) are rela-

tively more important. Test Time seems to he considerably more important
in strongly contracted efforts. Two additional predictors of failure

emerge in this set of models, the Experience and Education of the Project
: Manager (46) and Career Management of the Designers (39). The Delta for

3'., Project Criteria (50), although an important predictor for all systems,

is considerably stronger for strongly contracted efforts. The "Average

Delta" variable is a simple unweighted average of all of the Delta vari-

>

ables in a case. When it enters, it always has a negative coefficlent,
simply indicating that, on the average, the respondents tend to over=
estimate the magnitude of the Delta variables. The mean Average Delta

was =,67, The results of regressing only the three factors were:

; Coe sig ] ‘
Factor 1 «31 .112 .10
Factor 2 36 .057 «13

i Factor 3 .08 .682 .13 i

FPactors 1 and 2 were significant at ,000 and .042 until Factor 3 entered

the model, In general however User Involvement is least important as a

predictor in strongly contracted efforts than for either the total sample
or for weakly contracted efforts.
Selected models for weakly contracted efforts are shown in Table XIV,

As indicated earlier, the modeling effort for weakly contracted systems
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Table XIII
Selected Regression Models for Strongly Contracted Efforts

All Success, Vars,

Vars: Regr Beta Change

Variable Name (Nr) Coef Wt sig g2 R?
=
Size X Difficulty -,07 -, 31 . 000 21 .208
Test Time (42) 46 27 .000 .31 104
Delta Proj Criteria (50) 27 23 . 002 .37 .058
Development 2 1.42 <32 .000 .44 . 069
Delta System Impact (36) .29 .17 .016 47 .029
Contractor 4 -,51 =-.13 . 062 .49 .017
Proj Mgr Ed, Exper (46) .22 +13 . 060 .50 .016
Development 3 .54 .12 . 082 052 .013
Constant 2,62
Better than Unsuccess,
Vars, Dummy Vars:
Delta Proj Criteria (50) «23 .24 .015 .16 .158
Designer Att (28) .31 .26 . 007 .22 . 060
Development 2 .75 24 .008 .27 .057
Delta System Impact (36) .23 .17 .067 .32 . 064
Maintenance 3 -,67 -,18 .050 .34 . 022
Delta Stability Reqmts (51) .22 .18 .056 .37 .027
Constant 3.61
All Success, Vars Only:
Size X Difficulty -.08 -, 40 .000 .22 220
Test Time (42) .38 .22 .005 .32 .103
Delta Proj Criteria (50) .22 .19 .019 .37 .051
Career Mgt Design (39) .22 .16 . 042 .40 . 025
Delta System Impact (36) .24 .15 .048 42 .021
Constant 3.39
All Success, Vars only,
Without ALS:

Test Time (42) 37 .35 . 000 .14 .140
Size ¢ Difficulty .24 -,29 .001 .23 .085
Delta System Impact (36) .40 .26 .007 .28 .059
Delta Stability Reqmts (51) .25 .19 .037 .32 . 034
Delta Proj Criteria (50) .29 23 .016 «33 .015
Average Delta -, 77 -,25 . 042 .35 .016
Proj Mgr Ed, Exper (46) 27 .16 050 .37 . 025
Constant 3.12
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Table XIII (continued)
Selected Regression Models for Strongly Contracted Efforts

*All Success, Factors 1,3,

Vars, Dummy Vars: Regr Beta Change
Variable Name (Nr) Coef We Sig r2 R4
Size X Difficulty -, 07 -.35 . 000 .22 .225
Factor 1 .48 .28 .000 «31 .087
Development 4 =55 -, 16 .072 .37 .054
Career Mgt Design (39) 25 .17 .020 .39 .027
Maintenance 3 -.74 -, 16 .027 .42 . 026
Development 2 .68 .15 . 064 A .026
Constant 4,17

Better than Unsuccess,
Factor 1, Vars, Dummy Vars:

Delta Project Criteria (50) 29 .31 . 004 .15 146
Factor 1 29 .22 .038 .20 .052
Development 2 .71 .23 .016 .25 . 049
Organization 1 -, 86 -.19 .041 .28 .032
Maintenance 3 =-,68 =17 .057 .31 .030
Constant 4,34

*Factor 3 did not enter. The reascn this model is presented rather
than Factor 1 plus vars and dummy vars is that Factor 1 does not enter
into the contracted all success levels model when the component varie
ables of Factor 3 are included.

was least successful., One general observation is that the attitudinal
variables seem to be of considerably greater importance for predicting
Success in weakly contracted efforts than for either of the other groups.
As mentioned in the section on the factor analysis, the attitude vari-
ables did not enter the User Involvement factor in the factor analysis
for weakly contracted efforts. The zero order correlation between the
User Involvement factor and Designer Attitude is .43 and .28 for the
Delta for User Attitude (the stronger predictor when Factor 1 is used in

the model). Although the first is a relatively high correlation, it is
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Table XIV
Selected Regression Models for Weakly Contracted Efforts

All Success, Factor 1,

Vars, Dummy Vars: Regr Beta 2 Chaxzxgo
Variabis Name (o) Cost Wt sig ® R
Factor 1 .43 .28 . 001 .15 .155
Development 2 .61 .21 . 005 .19 .037
Designer Attitude (28) 29 21 .011 .23 .034
Maintenance 2 .50 .15 . 047 .25 . 022
Constant 3.10
All Success, Vars,

Dummvy Vars:

User Objs (25) .34 .26 .001 .15 .151
User Attitude (49) 27 .19 .011 .20 . 045
Development 2 «62 .21 .003 .24 .041
System Impact (36) 23 i .033 27 .028
Maintenance 2 .46 .14 060 .28 .018
Constant 1.30

Better than Mostly

Success, Factor 1,

Vars, Dummy Vars:

Prelim Design (41) 25 .28 .002 .09 . 091
Designer Attitude (28) .16 .18 .049 .15 .063
System Integration (44) .17 .25 . 005 .19 .038
Average Delta -,58 -.30 . 002 .22 . 032
Size (9) -,17 -,26 . 007 «25 .026
Factor 1 .23 .21 . 039 .28 .027
Difficulty (13) .18 .19 . 044 .30 .027
Constant 3.01

not high enough to say that the two measure the same dimension. One

reasonable hypothesis may be that there is yet another dimension to

human behavior not found by this study that is important to success in

weakly contracted efforts,

It is also interesting to note that, for weakly contracted efforts,

the highest R2 was found for Success better than "mostly successful.”

This particular model strengthens the observation made earlier that
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Preliminary Design (41) is a predictor of Success for more successful
efforts., System Integration (44) emerges as a predictor in this model,
although not near as strongly as Preliminary Design or Designer Attitude
(28). This variable also emerged at higher success levels for some of
the models of strongly contracted systems not shown., System Size (9)
emerges in this model with a negative coefficient, and in general, Size
only entered the models of the weakly contracted efforts at higher levels
of Success, and always with a negative coefficient. Although Size did
not enter the models of more successful efforts for the other two groups
at a significant level, it would eventually be included with a negative
coefficient if the algorithm was allowed to continue. Thus Size appar~
ently continues to have a negative impact, even after the very large,
difficult systems have been excluded from the data, This was not the
case with Technlical Difficulty which emerged as a predictor of Success
(with a positive coefficient) in this and some of the weakly contracted
system models for higher levels of Success. For the other two groups,
Difficulty, when it entered, always had a negative coefficient. One
explanation might be that for weakly contracted efforts, given that the
effort is mostly successful or better, increased difficulty becomes a
measure of the sophistication or challenge associated with the system.
In general dummy variables were found to add considerably to the
predictive quality of the models for both the total sample and for
strongly contracted systems, but not the weakly contracted systems,
This is probably because there is in general less variability in the
ways in which weakly contracted systems are developed and maintained.

e strongest predictor among the dummy variables was Development 2, the
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development of software and hardware for a single installation, which
always entered with a positive coefficient., This was followed by Maine
tenance 3, maintenance performed by a contractor or organization other
than the developers, which was negatively correlated with Success in all
cases. As was mentioned earlier, this variable was comprised of only 36
cases. The third most powerful was Development 3, which entered posi-
tively., Contractor 4, those cases in which a contractor provided at
least the operating system, entered negatively when observed, as did
Organization 1, no formal organization, The zZero order correlations for
each group of systems at all levels of Success are shown in Table XV.
Although not conclusive, this table does provide some implications for

policies concerning project organization and maintenance.

Table XV
Zero Order Correlations for Dummy Variables

Strongly Weakly
All Systems Contracted Contracted
Development 2 .31 26 .18
3 .00 +13 .00
4 .03“ '035 "09
Maintenance 2 .16 .16 .19
3 ‘.22 .021 .-16
*Contractor 2 .04
3 -,23
4 -.19 ..05
Orglnizatﬂm 1 -om ., 15 .om
2 .13 .14 .02
4 .om ..10 001
5 -, 14 «,08 .04

*Only Contractor 4 is available in strongly contracted efforts (since
strongly contracted efforts are defined as those contracted to a degree
at least equivalent to 3), and no contractor dummy variables are

available in weakly contracted efforts,
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Concerning the distorting effects, 1f any, of the ALS, the choice
of a "best”™ model depends on two issues which cannot be resolved by this
study. The first is whether or not the 19 cases identified as referring
to the ALS included all or at least enough of the ALS responses to test
the models adequately both with and without the ALS, If the ALS was
properly identified, then the main effect of removing that system from
consideration is to make the Size and Difficulty variables somewhat less
powerful predictors. The second issue becomes, given that the ALS was
adequately segregated, to what extent do the distributions of the
Success, Size and Difficulty variables with the ALS included reflect
reality? Recalling the discussion of these variables earlier in this
chapter, each was approximately normally distributed, however there was
an excessive number of "very large" systems, as well as an excessive
number of "extremely difficult" systems and similarly too many
"unsuccessful"” systems. In terms of the number of systems in the popu-
lation, these distributions are very likely inaccurate. In terms of
both the "kinds of systems people have mostly worked with" (given that
the larger the project, the more people involved) and in terms of "total
dollar investment,"” these distributions may more closely reflect reality.
Thus if the ALS was adequately segregated, then the choice of model
depends upon the purpose to which it is to be applied. If the purpose
is to attain the greatest number of successful systems, then it is best
to select a "without ALS" model, or a model for Success greater than
unsuccessful, If the purpose is to attain the greatest success per
dollar invested, then the most appropriate model includes the ALS and

all levels of Success.,
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Concerning the development of two separate models for predicting
success and failure discussed at the beginning of this chapter, it was
interesting to note that some of the interview results were confirmed
by the survey analysis. The "technical issues," Size (9) and Technical
Difficulty (13) did prove to be strong predictors of failure. Similarly,
requirements definition, as it was phrased in the discussion of the
interview results, and Stability of Requirements (51), the logical corol-
lary of the Part C variables, both proved to be predictors of failure.
Unlike the interview results, the survey analysis found the User Involve-
ment factors to be of importance throughout the range of success. This
may be due in part to the dependence of good requirements definition upon
user involvement. The requirements must reflect what users need, a; is
reflected by the strong loading by the User Involvement factor on both
User Objectives (25) and Information Needs (57). In summary however
this study did find some evidence of two separate models at work. The
strongest predictors are classified as predicting "regardless of success
level,” "of failures," or "of success given more successful efforts" in
Table XVI,

This study was generally unable to develop separate success and
failure models, however. That is, the factor analysis of more successful
efforts did not yjeld interpretable results, and despite the classifica-
tion scheme of Table XVI, the predictor variables (with the exception of
some of the failure predictors), tended to act as if on a continuum. For
example, as Success increased, Preliminary Design became gradually more
important. This does not exclude however the possibility that there are

really two potential criterion variables, a success criterion and a




Table XVI
Classification of Strongest Predictor Variables

Strongest Predictor Variables:

Regardless of Of Success, Given More
Success level Of Failures Successful Efforts
Factor 1 Size (9)* Preliminary Design(4l)
Designer Att (28) Difficulty (13)* User Attitude (49)
User Objs (25) Test Time (42)
Proj Criteria (50)** Stab Reqmts (51)** To a Lesser Degree:
System Impact (36)** Proj Mgr Ed, Exp (46)

Career Mgt Des (49) Integration (44)

Design Expert (21)
Test Plan (24)
Design Staff (34)

*Most powerfully, a combination of Size X Difficulty or Size ¢
Difficulty, depending if the ALS was included.

**Used in the regression models as either an Actual variable or as a
Delta variable, depending on the model.

failure criterion. These might be normally distributed adjacent to each
other along some grand continuum with an overlap between the two curves
such that most systems were operating somewhere on both curves at the
same time., This might explain the excessive number of systems in the
survey data at the lower end of the success scale. !t would require two
criterion variables and a complete set of "success" variables as well as
a set of "failure" variables to test this idea, and these were not availe

able on this survey,

Critical Factors

Although it is beyond the scope of this study to develop a concep-
tual model of the MIS process, the Ideal variables rated as "Very
Important™ or higher by the experienced respondents (Table VI, page 46)

suggested the partial process model shown in Fig. 4. "“Steps" or

o " b fide dnickd,
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Fig. 4. Ideal Variables Rated as Very Important by Experienced
Respondents Shown as a Process Model,

"activities" are shown in boxes in the model, while attributes and items
to be emphasized in order to be successful are shown without boxes, The
dashed lines are used, in the case of items to be emphasized, to indicate
the portion of the project during which the item must be cons_ldorod to
achieve success. The Impact of the System on Users for example should

be considered right from the outset and then throughout the project.




The dashed lines in the case of activities indicates that other activities
not shown would be performed between the two activities shown. The first
three activities were in fact worded as activities on the survey, as in
"Det:ermination of . . ." or "ldentification of . . . ."

Perhaps the greatest difference between this (partial) model and
the models in the literature is that it does not begin with a "Requiree-
ment."” That activity was not included in the survey other than in the
form of Stability of Requirements. However the first three steps in
Fig. 4 constitute one way to go about defining the requirement. In my
opinion, two of the main problems of development efforts listed in the
literature (constantly changing requirements and not delivering what the
user really needed) may be due to not tollowlhg a basically similar pro=-
cedure. It may or may not be coincidental to this model that those three
steps were rated first, second and third in the order shown. However
much of the literature is in agreement that the earlier that a factor
becomes important to success in a project, the more critical it is in
the sense that it is fundamental to all that follows,

Another point of interest concerning this model is that it consists
almost entirely of what some call the “front end" or initial project
definition stages of a project. In the interviews performed at AFDSDC,

a number of personnel mentioned the critical nature of the front end.
The front end was not discussed in that section however because it is

a combination of many other variables, But with the exception of Change
Control and possibly Test Plan, all of the top 13 variables are related
to the front end. Test Plan may or may not be, as there is disagreement

in the literature about when test planning should be performed, however
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nearly all of the authors agree that at least some test planning should
be done in the initial stages of the project.

Fig. 5 adds the strongest predictor variables to the Ideal variables
in Fig. 4. The predictive modeling effort disclosed that Size and

Difficulty, (especially Size Times Difficulty), Stability of Require-

ments, Test Time, Impact of the System on Users, Designer Attitude,
Career Management of the Designers, Criteria for Deciding to Continue J
the Project, Education and Experience of the Project Manager, User Atti-
tude and Staffing of the Design Team were all critical to system success.
It is reasonable to add highly ranked Ideal variables to predictor varie-
ables in this conceptual model since an Ideal variable which is being
given about the right level of attention in the sample will not emerge

as a predictor variable, even if it is critical, The Ideal variables in

a sense represent critical factors that have been recognized and accounted
for, while the predictor variables have not been adequately treated in at

least some subset of less successful efforts., User Support, Documenta=

tion and Change Control are three variables that fall into the category
of being ranked highly on the ideal plane but not emerging as predictor
variables, The model continues to be a model of only the front end of a
project, with the exception of Test Time.

The three primary factor analyses performed in this study (for the
total sample, strongly and weakly contracted efforts) each revealed the
same three factors. The first factor, User Involvement, was highly sig-
nificant in all cases. The second and third factors, Capabilities of
the Project Organization and Planning and Control were less (although

still) significant., When the User Involvement factor was used in lieu
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Fig. 5. Ideal Variables and Strongest Predictor Variables from
Regression Models Shown as a Process Model.




of component variables in regression modeling it generally emerged as a
very strong predictor of success. The three factors are shown in Fig. 6
in place of component attributes, but not in place of component steps or

activities, This considerably simplifies the model.
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Fig. 6. Process Model of a Project Uslng Factors in Place of
Component Variables.
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Using only the independent (versus component) variables from this
model, the "Critical Factofs in the Development of Air Force Computerized
Management Information Systems" evolving from this study are:

1. User Involvement.

2, Size and Difficulty.

3. Criteria to be Used in Deciding to Continue the Project.

4, Capabilities of the Project Organization.

5. Planning and Control,

6. Test Time.

The component variables shown in Fig. 5 can of course be substituted for
the factors in the list, and in general the component variables when
used in Regression resulted in a more powerful model in terms of per cent
of explained variance. However the underlying dimensions, that is the
factors, are of sufficient clarity that little information is lost and
much conceptual clarity is gained by using the factors in lieu of varie
ables in a list of Critical Factors, The front end of a project may
also be considered a critical factor in that all of the other critical

factors (with the exception of Test Time) relate closely to the front

end.
Recalling that the development of a conceptual model of the MIS

development process is beyond the scope of this study, I would however

P

like to propose a model of the froat end which is consistent with my

data. This is shown in Fig. 7. The model consists of the same five

first steps shown in the models presented earlier. Each step is followed

by a informal review and approval of the outputs of the step. For

e

example, the question to be asked in review of Information Needs is "Do

the Information Needs specified meet the stated User Objectives, and if

E
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[ Y
Information
System
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3 Preliminary
] Design \
Q | Development
Review Plan
Products of the Review: :
1. Commitment by Users to the Project as :
Outlined.
2. Evaluation of Feasibility (Size, Difficulty,
Time).
3. Evaluation of the Impact of the System
on Users.
4, Criteria to be Used in Deciding to Continue/ 1
Terminate the Project. ‘
. 5. Evaluation, Commitment of Resources.
] 6. System Performance Criteria.
7. Essential Elements of the Test Plan.
8. Configuration Management Plan (Change Control),
9. Documentation Standards.

*RA Stands for Review and Approval.

Fig. 7. Proposed Process Model of the Front End of a MIS Development.
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not which (needs or objectives) should be changed?" The Development
Plan is followed by a formal Review involving top and working level
managers from both the user and developer organizations. The products
to be approved in the Review are shown. These products address all of
the critical factors not otherwise shown in the model, plus the System
Performance Criteria.

This model formalizes User Involvement in three essential ways.
First, requirements definition is considered as three separate user=-
oriented activities. Second, reviews involve the user. Third, the
products of the formal Review represent a formal commitment by the user
to: what the system is to do; how well the system must do it; and how
well the project team must perform in order to be successful., This
model does not rule out long range planning as a medium for overall
system development, but rather can be used to support and extend the
planning process., Nor does the model rule out incremental development,
vhich may be deemed essential if considerations of feasibility or objec=
tives, which are particularly difficult to specify, are encountered.
The model in itself does not show, however, that User Involvement cannot
be completely formalized. User Involvement depends a great deal upon
Designer Attitude toward Users and on User Attitude toward Designers.
The model also cannot guard against changes imposed at a level higher
than the user or unforeseen occurrences. But it can, in my opinion,

make MIS development more successful,




IV. Conclusions and Recommendations for Further Research

Conclusions

As stated in Chapter I, the objectives of this study were:

1. To determine what factors are most important to the successful
development of Air Force computerized management information
systems.

2. To determine if and how the important factors vary with a
number of system and project attributes.

3. To attempt to develop a predictive model which may be of some

use in evaluating and managing future development efforts.

Taking the second objective first, it was found that Size, Diffi-

culty and Degree of Contractor Involvement were major determinants of
how a number of the Ideal variable ratings varied in importance. These
variables were shown in Tables VIII and IX. As was expected, nearly all
of the significant variance was in a positive direction. That is, the
larger, more difficult, more strongly contracted efforts required that
greater emphasis be placed upon the variables than did the smaller, less
difficult, weakly contracted efforts, The one exception was that
Designer Attitude was significantly more important for weakly contracted
efforts,

In general the most linear relationships with Size were found to be
in Designer Expertise, Career Management of the Designers, Authority
Available to the Project Manager and the Education and Experience of the

Project Manager. In addition, the Use of Automated Development Tools,
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Development of a Prototype, Top Management Support, Integration of
Systems and Ability to Track Cost, Schedule and Performance varied
significantly (at less than the .001 level) with Size.

Development of a Prototype and Top Management Support showed the
strongest linear relationships with technical difficulty. In addition,
Integration of Systems varied significantly at the .001 level, although
the relationship was not strongly linear.

Concerning the Degree of Contractor Involvement, it was difficult
to say with assurance to what degree the variance of the Ideal variables
was due solely to Contractor Involvement., That is, the strongly cone
tracted efforts also tended to be the largest and the most difficult,
Six of the variables which varied significantly at the .05 level for
Degree of Contractor Involvement did not vary significantly with either
Size or Technical Difficulty., These were the Development Plan, Designer
Attitude, Contractor Responsiveness, Justification of Cost, System
Performance Criteria and the Development Approach. The remainder of the
Part B variables demonstrated considerably less explanatory power than
did Size, Technical Difficulty and Degree of Contractor Involvement.

A number of predictive models for system success were developed in
pursuit of the second objective, Of these models, the models for
strongly contracted efforts demonstrated the highest percentage of
explained variance (52% with dummy variables and 42% without), followed
by the models for all systems (43% with dummy variables and 35% without)
and the models for weak!y contracted efforts (28% with dummy variables

and 24% without),




One of the most important findings of the modeling effort was that
different variables become important predictors of success when unsuccess=
ful efforts are included in the model than when the unsuccessful efforts
are excluded. From this it was concluded that Size, Technical Difficulty,
Test Time, Stability of Requirements, Education and Experience of the
Project Manager, and Career Management of the Designers all tend to be
predictors of failure. That is, these variables were strong predictors
vhen unsuccessful efforts were included in the sample used to develop
the model, but not when the unsuccessful efforts were excluded. The
strongest predictor of failure was a combined variable, Size Times
Pifficulty. The logical way for a manager to handle this situation is
to first insure that the "failure" variables are adequately satisfled,
and then to concentrate on the "success" variables.

It was found that Preliminary Design, User Attitude, and to a lesser
degree Integration of Systems, Designer Expertise, Test Plan and Staffing
of the Design Team were predictors of greater success, given that only
more successful efforts were included in the model. That is, given that
the project does not fail, these variables are important to greater
success, The User Involvement factor, Designer Attitude, Determination
of the Objectives of the User Organization, Criteria for Deciding to
Continue the Project and Impact of the System on Users were all strong
predictors of success, regardless of what success levels were included
in the model. Although, as discussed at length in Chapter III, the
existence of separate faillure and success predictors suggests the possie

bility of separate models for success and failure, this study is unable

to provide such models due to the predominantly one-way (success)




orientation of the data. It is also consistent with the data to consider
the failure variables as "minimum" requirements for success; these vari-
ables must be satisfied in order to insure that the project does not
fail, but do not of themselves lead to success greater than failure,

It was found that the use of dummy variables in general added cone
siderably to the predictive power of the models. Two of the strongest
dummy variables emerged from Question 10, Nature of the Development.

From this question it was found that the most successful efforts tended
to be those involving the development of both hardware and software for
a single installation, and the least successful efforts were those ine
volving multiple installations of hardware and software. The development
of software only for multiple installations tended to be either uncorre-
lated or slightly (positively) correlated with success.

With respect to Question 15, Maintenance, it was found that the
systems for whlcﬁ maintenance was performed by a organization other than
the developers or by a contractor were least successful, However there
were too few systems in this category (36) to draw very strong conclue-
sions. Analysis of Question 14, Degree of Contractor Involvement,
indicated that the more strongly contracted efforts were least success-
ful. Question 17, Project Organization was discussed i{n both the
"Analysis of System Attributes” and the "Predictive Modeling Efforts"
sections of Chapter III. In summary it was found that those projects
which were formally organized under a project manager were most success=-
ful, and those with two or more independent teams under no single project
manager wvere least successful, followed by those with no formal project

organization.
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Figure 8 summarizes the results of the predictive modeling effort

by assigning a number of attributes to successful and unsuccessful
efforts., While, as shown, successful efforts tend to be the reverse of
unsuccessful efforts (plus a few variables), it is not necessary for a
successful system to be small and easy from a technical standpoint.
Although both variables are generally negatively correlated, it seems to
be sufficient for success that the effort not be both large and diffi-
cult. Also, while successful efforts are characterized by a high degree
of User Involvement, including the three variables shown, a fourth, User
Attitude toward Designers, is also a characteristic of successful efforts.

Three different approaches were used in pursuit of the first objece
tive of this study: "To determine what factors are most important to
the successful development of Air Force computerized management informa-
tion systems.” These were: analysis of the Ideal variable ratings, the
predictive modeling effort and factor analysis,

The means and ranks for the 30 most highly rated Ideal variables
were shown In Table VI (page 46). It was found that all of the 30 varie
ables there shown were of considerable importance in general, the lowest
mean being 3.46 (by inexperienced respondents), or about half way between
"Important” and "Very Important™ on the rating scale used in the survey.
It was also found in the analysis of the ideal ratings that it did not
make much difference whether the variables were rated by experienced
(in MIS) or inexperienced respondents. I was unable to conclude however
that the respondents to this survey and the CSU survey rated the 11

common variables the same, but the correlation was close to significance.
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Unsuccessful Efforts Tend To:

1. Be very large and very difficult technically.
2. Be characterized by a low degree of User Involvement:
=Inadequate Determination of User Objectives.
«Poor Attitude by Designers toward Users.
=Inadequate evaluation of the Impact of the System on Users.
3. Be those in which inadequate consideration was given to the
Criteria to be used in Continuing the Project.
4. Have inadequate Test Time.
5. Have unstable Requirements.
6. Have less qualified Project Managers.,
7. Have Maintenance performed by an organization other than the
developers or by a contractor.
8. Have poor continuity in Designers (Career Management of
the Designers).
9. Be more heavily Contracted.
10. Have no formal organization or have two or more independent teams
with no single project manager.

Successful Efforts Tend To:

*THE REVERSE, PLUS:

1. Emphasize Preliminary Design.

2, Have highly Expert, Creative Designers.

3. Involve the development of software and hardware for a single
installation or software only for multiple installatioms.

4, Have a good Test Plan.
5. Have good Staffing of the Design Team.
*See Text.

Fig. 8. Attributes of Unsuccessful and Successful Development
Efforts as Found Through Multiple Regression.

The most important Ideal variables were shown as a partial process
model of the "front end" of a project in Fig. 4 (page 81). The most
important predictor variables from the predictive modeling efforts were
added to the model in Pig. 5 (page 84), This model continued to be a

model of only the front end of a project.




s The three main factor analyses performed each revealed the same
three factors underlying the 40 actual variables in the survey. These
were: User Involvement, Capabilities of the Project Organization, and
Planning and Control. These three factors were shown in the model in
place of component variables in Fig., 6 (page 85). This considerably
simplified the model shown in the previous figure. The factors were
generally less powerful predictors of success than their component
variables, However, the clarity of understanding provided by viewing
only the factors was such that it was elected to list only the factors
as "Critical Factors," with the undcrstam.ﬂng that the component varie-
ables could be substituted. The "Critical®’Factors in the Development
of Air Force Computerized Management Information Systems” were therefore
listed as:

1. User Involvement

2., Size and pitticuICy.

3. Criteria to be Used in Deciding to Continue the Project.
4, Capabilities of the Project Organization.

5. Planning and Control.

6. Test Time.

Although it wvas beyond the scope of this study to develop a concep= 3

tual model of the MIS development process, the previously discussed
findings suggested a process model of the front end of a project. Based
upon both the findings of this study and the literature search, such a
model was proposed in Fig. 7 (page 87). The greatest difference between
that model and the models shown predominately in the literature is that

it separates "Requirements Definition™ into three steps: User Objectives,




Information Needs and System Objectives. The model concluded the front
end with a formal review which addressed all of the Critical Factors

found by this study.

(1] dati for Further Research

As is the case with many research efforts, this effort has raised
many unanswered questions and discovered several potentially profitable
avenues for further research. This study was in itself a follow=-on effort
to the study performed by Deane Carter at Colorado State University.

Four potential areas for research concern: further analysis of the data

gathered by this study; the replication of this study with new variables

and a different sample group; investigation of the possible existence of

soplrate success a;d failure models; and application of the survey design
to other kinds of projects.

Givun the limited time frame available to this effort, the statis-
tical analysis techniques used were of necessity only a start. Poten-
tially profitable areas for analysis of the existing data include more
sophisticated regression modeling methods, methods for controlling for
the effects of size and difficulty, and investigation of why weakly
contracted efforts appear to be in some ways fundamentally different,

In regression modeling, a number of variables appeared to be exhibiting
a nonlinear relationship with success. This in itself partly explains
why different factors tended to be predictors of success and failure.

The confounding effects of Size and Difficulty were an obstacle in many
of the analysis efforts. It was for example hard to say how the
important variables varied for weakly versus strongly contracted efforts,

given that strongly contracted efforts were much larger and more difficult,




Potential techniques for controlling for the effects of Size and Diffi-
culty may include canonical correlation and discriminant analysis. As
discussed in the section on the "Predictive Modeling Effort," weakly
contracted efforts seemed to exhibit fundamentally different behavior.
Investigation 1s needed into why this may be the case.

Concerning possible replication of this study, the most profitable
areas seem to be in the use of new variables and in the possibility of
performing an “objective" study. This researcher identified over 150
potentially critical factors in the literature search, Of these, 40
were used as factors in Part C of the survey and 12 were used as attri-
butes in Part B, There are without doubt important, if not critical
factors which need to be discovered, Three variables which should be
usc& in modified form include Top -Management Support and Involvement (33),
Experience and Education of the Project Manager (46) and Strength of the
Projocﬁ Organization (35). A number of respondents indicated that each
of the first two should be divided into two separate variables. Some
felt, for example, that top management support was critical but that top
management involvement was undesirable. Given that the abilities of the
project manager were found to be critical, added project manager varie
ables should be considered to determine what specific abilities are most
important. Strength of the Project Organization was intended to measure
the degree of organizational unity (as opposed to two independent teams)
and organic control over needed resources (as opposed to loaned). A
number of respondents commented that the question was ambiguous and the
number of missing cases seemed to bear this ocut,

The other area for replication concerns the possibility of an

"objective" study. It might be possible to identify some specific




projects, rate the projects on several objective scales for both success
and attributes, and have several personnel that were involved complete
Part C only of the survey. This approach could also include the users,
at least in a subjective evaluation of success.

The possibility of separate success and failure models was discussed
at some length in Chapter III. In summary, this study found some evi-
dence to support the idea, and further investigation is needed as dis~
cussed in that Chapter.

The fundamental design of the survey, especially Part C, proved to
be of considerable value in retrospect. The pairing of Ideal and Actual
ratings made the survey relatively fast to fill out (considering a total
of 99 questions and the nature of the judgments involved) but provided
considerable flexibility in analysis through the availability of Ideal,
Actual and Delta ratings. I believe that the same design, and even a
number of the nin’ variables, can be p;otitably applied to virtually any
producte-oriented project organization in which the developers are
specialists apart from the users. The fundamental communication problems
that motivate User Involvement are probably also present in those actie
vities, although to a lesser degree than in management information

systems.
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USAF SCN 77-150

FOREWORD

The purpose of the attached survey is to determine what factors are
most important to the successful development of Air Force computerized
manazement information systems. This survey is being given to selected
officer and civilian personnel performing duties related to system
design, analysis, programming or operations at the AFISDC, Gunter AFS,
AL, Hq AFLC and AFSC/ASD at Wright-Patterson AFB, OH, and Hq SAC/AD at
Offutt AFB, NE. Since the survey is concerned with management informa-
tion systems, data base management systems and operating systems, for
example, should be considered onlvy to the extent that such systems are
developed to support management information systems. The survey is
concerned with command and control systems. Although only a portion of
our business, the successful development of management information systems
has often proved to be very difficult in the past, both within and outside
the Alr Force. In completing this survey, you may feel that some of the
questions are not really applicable to your organization or background.
This is because the survey is designed to obtain information about many
different kinds of systems, ranging from extremely large systems involve
ing many bases and new computers, to very small individualized systems
involving only a few programs on existing computers. One of the purposes
of the survey is to identify how the important factors vary across this
wide range of systems. Thus, your experience regardless of the size or
uniqueness of the project, 1s important. Also, do not be concerned {f
your experience is limited to either technical or managerial concerns.
The survey takes your job into account. Please be candid., Your complete
anonymity is assured. No attempt will be made to identify specific
projects or individuals. The survey should take about 30 minutes to
complete. Mark your answers directly on the survey. Please return the
completed survey in the attached, stamped envelope no later than
30 September 1977. Your assistance is greatly appreciated.

Privacy Statement

In accordance with paragraph 30, AFR 12«35, the following informa-
tion is provided as required by the Privacy Act of 1974,

A. Authority.

(1) 5 u.s.C. 301, Departmental Regulations: and/or
(2) 10 U.S.C. 80=12, Secretary of the Air Force, Powers and

Duties, Delegation by.

B. Principal purposes. The survey is being conducted to collect
information to be used in research aimed at illuminating and providing
inputs to the solution of problems of interest to the Air Force and/or
DOD.

103




C. Routine uses. The survey data will be converted to information
for use in research of management related problems. Results of the
research based on the data provided will be included in written Master's
thesis and may also be included in published articles, reports or texts.
Distribution of the results of the research, based on the survey data,
whether in written form or orally presented, will be unlimited.

D. Participation in this survey is entirely voluntary.
E. No adverse action of any kind may be taken against any indivie
dual who elects not to participate in any or all parts of this survey.
SURVEY PART A
CIRCLE THE LETTER IN FRONT OF YOUR RESPONSE

1. Indicate your current assignment

A. AFDSDC

B. AFLC

C. AFSC/asD

D. SAC

E. Other, specify o

2 How much experience do you have in the computer systems career field?

A. Less than 1 year.
B. From 1 to 2 years.
C. From 2 to 3 years.
D. From 3 to 4 years.
E. From 4 to 6 years.
F. From 6 to 8 years.
G. From 8 to 10 years.
H. From 10 to ’.5 years,
I. More than 15 years.

3., What is your current grade?

A, GS-9
B. GS=10
C. GSell
D. GSsel2
E. Gs-13
F. GSel4
G. GS-15
H, 0=l
I. 02
J. 0e3
K. 0=4
L. 0«5
M. 0-6
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4, What is your current specialty series?

A.
B'
c.

5. Select the statement which best describes your current job.
If you have been in this job less than six months, use your
last job involving computers,

j A'
i B.
c.
D.

A'
1 B.
q c.
D.
n.
F.
G.

6. How frequently does this job bring you into contact with user

personnel?
A. Constantly
B. Frequently
c. Often

. D. Sometimes

: E. Rarely
F. Almost never

7. How many management information system development efforts have
you participated in within the last ten years?

Civilian 33X series.
Military 5SIXX series.
Other (for example, CXXXX), specify =

I work primarily in a managerial capacity on existing systems.
I work primarily in a managerial capacity on new systems,

I work primarily in a technical capacity on existing systems,
I work primarily in a technical capacity on new systems.

None

One

Two

Three

Four

Five

More than five

SW " TO THE LAST QUESTION, SKIP PART B AND

COMPLETE PART C.

1 IF_YOU ANSWERED “ONE" OR MORE TO THE LAST QUESTION, COMPLETE
PARTS B AND C.
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PART B

Answer the following questions with respect to a single management
information system development effort in which you recently participated.
This system should be sufficiently completed for you to make some
judgments about the success and problems of the effort.

8. Rate the successfulness of the development effort, considering both
pProject management and the end product. Was the project, for
example, completed on time at projected cost? Was the system, for
example, usable, easy to maintain, and what the users really needed?

A. Highly Successful, greatly exceeded most requirements.

B. Yery Successful, exceeded many requirements.

C. Moderately Successful, exceeded a few requirements, and met
all important onmes.

D. Successful, satisfied all important requirements.

E. Mostly Successful, satisfied most important requirements,
F. Somewhat Unsuccessful, failed to satisfy several important
requirements, but produced a basically usable system.

G. Unsuccessful, failed to satisfy major requirements,
was unusable, barely usable or project terminated.

9. Select the statement which best describes the size of the project.

A. Very Small, involved only a few people for a few calendar
months.

B. Small, involved several people for up to a calendar year.

C. Medium, involved a number of people for more than a
calendar year.

D. [Fairly large, involved quite a number of people for more
than a calendar year.

E. Large, involved many people for two or more calendar years.

F. Verv Large, involved very many people for much longer
than two calendar years.

10, The project required the development and/or procurement of:
A. Software only, for a single installation,
B. Software only, for multiple installations.

C. Software and hardware, for a single installation.
D. Software and hardware, for multiple installations,
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11.

1z,

13.

The system was to be used by:

A. A single user organization.

B. More than one user organization, each with different
requirements,

C. More than one user organization with similar requirements.

D. Many user organizations, with standardized requirements,
such as those set by regulation.

The system was to be used primarily for:

A. Accounting type applications, for example, finance,
inventory, personnel, status or performance reporting.

B. Command and control.

C. Scientific research.

D. Project management,

E. Other, specify

Rate the technical difficulty of the project.

A. Not Difficult, example, proven software/hardware in
proven applications,

B. Somewhat Difficult, example, proven software/hardware
in proven applications, but required some techniques
that the developers were not experienced with.

C. Difficult, example, unproven software/hardware or
unproven applications,

D. Very Difficult, example, unproven software/hardware in
unproven applications,

E. Extremely Difficult, example, unproven software/hardware
in unproven applications and required the development
of substantial new technology.

Select the statement which best describes the degree of
contractor involvement in the project.

A, No contractor involved.

B. Contractor provided hardware only.

C. Air Force and contractor each developed portions of the
operating system(s), and the Air Force developed the
applications programs,

D. Contractor provided all but applications programs,

E. Contractor provided most of the system, Air Force
developed some of the applications programs.

F. Contractor provided the complete system, Air Force
managed the project,
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15.
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16.

17,

18.

19.

Who was to maintain the system?

A. The same Air Force personnel that developed the system.
B. Different Air Force personnel in the same Air Force
organization.

C. A different Alr Force organization than the Air Force
organization that developed the system.

D. The Air Force, system developed by contractor.

E. The same contractor that developed the systenm.

F. A contractor, Air Force developed the system.
G. Contractor other than the original contractor.

Was the original contractor to perform system maintenance under
a long term warranty (3 or more years) included in the original
contract award?

A. Yes
B. m
c. No contractor involved.

Select the statement which best describes how the project
was organized.

A. No formal project organization.

B. A project manager with resources loaned as needed.

c. A formal project organization with a project manager.

D. Two or more independent teams under a project manager,

E. Two or more independent teams under no single project
manager.

How long ago was the project completed?

A. Project is still going on.

B. Less than 6 months ago.

C. Between 6 months and 1 year ago.
D. Between 1l and 2 years ago.

E. Between 2 and 3 years ago.

F. Between 3 and 4 years ago.

G. Between 4 and 6 years ago.

H. Between 6 and 8 years ago.

I. More than 8 years ago.

Is the system being used now?
A. Yes

B. No
cC. I don't know.
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PART C

INSTRUCTIONS FOR THOSE WHO HAVE PARTICIPATED IN NO MANAGEMENT
INFORMATION SYSTEM DEVELOPMENT EFFORTS :

Rate each of the factors beginning on the next page on the scale
shown. Using your experience and training, rate the importance that
you think should be given to each factor for the successful development
of management information systems in general. You might, for example,
think that the development plan should be treated as "Critically
Important” ("A" on the rating scale), but that the abilities of the
designers should be treated as only "Somewhat Important" ("D"), If you
think that a factor should not be considered in such projects, rate it
as "Not Important or Not Applicable” ("E"). Fill your ratings in the
blanks in the right hand column under "Ideal Importance." Ignore the
left hand column under "Importance Given on This Project.” That column
is to be used by those who have participated in one or more development
efforts. Begin on the next page.

INSTRUCTIONS FOR THOSE WHO HAVE PARTICIPATED IN ONE OR MO

MANAGEMENT INFORMATION SYSTEM DEVELOPMENT EFFORTS:

Rate each of the factors beginning on the next page, with respect
to the same system effort used in answering Part B. First, estimate
how much i{mportance was given to the factor in the development of the
system by filling in the blank in the left hand column under "Importance
Given on This Project."” Then rate how important the factor should have
been considered in order to make the project more successful., Rate each
factor on the scale shown. You might, for ex le, think that the
development plan was treated as "Critically Important" (™A™ on the
rating scale), but that it should have been treated as only "Somewhat
Important” ("D"). Or, for example, you might think that the abilities
of the designers was treated as "Somewhat Important,” but that this
should have been considered "Critically Important.” Rate according to
your particular system. You might think that some of the factors are
generally important, but were not to your system. If so, rate those
factors as "Not Important or Not Applicable,” Rate factors as important
only if important to your system. Begin on the next page.

RATING SCALE:

-otooi't.oogoo-oogcoooon
Critically Very Important Somewhat Not Important or
Important Important Important Not Applicable
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Factor Ratings

IF YOU WERE INVOLVED IN ONE OR MORE PROJECTS, FILL OUT BOTH
COLUMNS FOR YOUR SPECIFIC PROJECT.

IF YOU WERE INVOLVED IN NO DEVELOPMENT EFFORTS, FILL OUT THE
RIGHT COLUMN ONLY FOR PROJECTS IN GENERAL.

Importance Ideal

§ Given on Impor=

This Project tance

20, Detail, coordination and currency of the
development plan.

21, Expertise and creative ability of the designers.

22, Periodic reviews of the project at pree
determined phase points.

E 23, Modularization of programs.

4, Comprehensiveness of the test plan, including !
test data.

5. Determination of the objectives of the user
organization.

6. User experience with computers,

7. Use of automated development tools, such as
test data generators, logical simulators.

8. A positive attitude by the designers toward
the users.

9., Use of a disciplined, sequential development
approach,

0. Development and test of a prototype.
1. Involvement by users in the review process.

32, Comprehensiveness and currency of documentation.

33. Involvement and support of top management.

A.....!...Ils...l.!......l
Critically Very Important Somewhat Not Important or

Important Important Important Not Applicable
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Importance Ideal
Given on Impor-
Inis Project tance

34, Staffing of the design team.
35. Strength of the project organization,
36. Impact of the system on users.,

37. Education and retraining of operators
and users,

38. Definition of the objectives of the system.

39, Career management of the designers, such as
avoiding PCS, insuring continuity.

40, Scheduled time for the project, excluding test.

41. Thoroughness of the preliminary design.
42, Scheduled time for testing.

43, Authority avajlable to the project manager.

i

« Integration of independent systems.

45, Work assigned in identifiable, controllable
packages.

6. Experience and education of the project
manager.

l‘\ l

47, Involvement in the system design by users.

48, Personal communication ability of the
designers.

49, A positive attitude by users toward designers.

50, Criteria for deciding whether to continue
the project.

A . L] E3 L] L] l . L] £ L J . E L L] L ] L . 2 L] L] e * . . E
Critically Very Important Somewhat Not Important or

Important Important Important Not Applicable
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Importance Ideal

Given on Impore

This Project tance
51.
2.
53.
54,
55,
56.
57.

38.
59.

60,

61,

Stability of system requirements,

Contractor responsiveness to problems
and changes.

Ability to track project cost, schedule
and performance.

Simplicity and logic of the overall system
design.

Justification of system cost,
Control and coordination of changes,

Identification of the information needs
of users.

Commnitment and support by users.
System performance criteria.

Other, specify

.‘.‘..2..
Critically Very
Important Important

Thank you for your time
space provided below.

U R e (RN

Important Somewhat Not Important or
Important Not Applicable

and effort. Please write any comments in the
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1.

10.
11.
12,

13.

14,

15,

16,

17.

18,

Personnel Interviewed at AFDSDC, Gunter AFS, AL

Beerman, R. 0., Maj. Deputy Director for Medical Systems.
AFDSDC/SG,

Christiani, A. B., Col. Director for Comptroller Systems.
AFDSDC/AC,

Fowler, B. L., Col. Director for Software Development. (Formerly
Director for Systems Technology, replacing Col Phythyon). AFDSDC/SY.

Gibbons, B. I., III, Civ, AFDSDC/XMPB.

Glaab, P. E., Lt Col. Deputy Director for Systems Control,
AFDSDC/SC,

Haag, C. E., CMSGT. AFDSDC/XMPB.

Hughes, J. D., Maj. Deputy Director for Communications.
AFDSDC/DC (Det 1, CCPC/AFCS),

Kelly, E. F., Civ, AFDSDC/XMY.

Lewkovich, J., Civ. Deputy Director for Comptrolier Systems.
AFDSDC/AC.

Lyne, T. L., Col. Director for Programs and Resources. AFDSDC/PR.

lehln, A, Jo. Jto’ CiVQ ﬂwm/m.

Neibling, R., Civ, Deputy Director for Logistics Systems.
AFDSDC/LG,

Noblitt, J. W., Lt Col, Director for Operations Systems. P
AFDSDC/XO0. 2 :

Orton, S. L., Lt Col. Deputy Director, Office of A PS Management,
AFDSDC/DM.

Phillips, R. S., Col, Chief, Office of Plans and Mmagnmt{
AFDS DC/XM,

Phythyon, B. C., Col. Director for Software Development. (Retiring,
to be replaced by Col Powler). AFDSDC/SD.

Ragsdale, H. E., Lt Col, Chief, Office of Data Processing.
AFDSDC/AD,

Reid, R, W., Lt Col, Director for Systems Control, AFDSDC/SC,
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QUESTION
1. Command
A. 176
B. 146
C. 25
2.
A. 18
B. 20
Ce 19
D. 26
E. 40
3. Grade
A. 13
B. 2
C. 53
D. 99
E. 88
F. 19
Gt 6
4, Speclalty
A. 244
B. 131
Ce 79
5., Job
A, 147
B, 50
6. User Contact
A. 134
B. 125
Ce 75
7. MIS Experience
A, 126
B. 9
C. 75
8. Success
A. 21
B. 46
C. 77
D. 7‘
9, Size
A. 25
B. 40
C. 68

Distribution of Survey Parts A and B Variables

D.
*E.

Years Experience

F.
G.
H.
I.

H.
!.
Je
K.
L'
M.

D.

D.
E.
?.

D.
E.
F,

E.
F.
G.

D,
E.
F.

87
19

47
50
104
123

12
19
64
45

177
76
62
18
62
37
18
38

43

69

70

116

10,

11.

13,

14,

15.

16.

17,

18.

19.

Development of

A. 58 € 37
B, 107 D. 118
Nature of Users

A. 62 C. 92
B. 86 D. 84
System Use

A. 194 D. 28
B. 42 E. 61
c. 4

Technical Difficulty
A, 33 D. 44
B, 118 E. 32
Cc. 100

Contractor Involvement
A. 155 D. 19
B. 27 E. 18
c. 103 F. 2
Maintenance

A. 214 D. 8
B. 71 E. 9
Ca 18 F. 1
Warranties

A, 67 C. 186
B. 63

Project Organization
A. 50 D. 51
B. 81 E. 23
c. 119

Years Since Completion
A, 75 F. 23
B. 29 G. 23
c. 3 H. 16
D. 69 L. 8
E. 37

System Used Now

A. 239 c. 18
B. 70
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