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FOREWORD

Positioning and navigation systems provide essential information to guide and control any
aircraft, weapon or reconnaissance system on a required trajectory to accomplish the prescribed
mission phases. Within the last decade there have been significant advances in positioning
and navigation techniques making possible great improvements in guidance and control systems
and hence in the resulting mission performance and capabilities. It was the objective of the
symposium to promote constructive ideas and discussions on the application of these recent
advances in navigation to guidance and control.

The users and the engineers are fully aware of the new advances in positioning and
navigation destined for application to guidance and control. On the other hand, the problem
of cost-effectively applying these techniques seems not to have been conclusively solved until
now. The cost of aircraft and systems, in real terms, has steadily risen and NATO countries
are compelled to have fewer aircraft. Cost is the reason for the very real and continuous
struggle between complexity (with increased capability) and simplicity (with reduced capability,
but larger numbers). There is a tendency to add a new piece of equipment to aircraft systems —
another box — without removing anything, thus resulting in further increasing complexity and
cost. It was the purpose of the symposium to consider advanced positioning and navigation
systems related to guidance and control which perform functions that can replace other pieces
of equipment. It was intended to stimulate thinking for the avoidance of proliferation, looking
for more elegant, simpler and less costly systems which give the same or even better performance.

The aims which led to the decision to hold this meeting were:

(1) to review the increased technical capabilities of those guidance and control systems
which would benefit from advances in positioning and navigation;

(2) to discuss whether these increased capabilities derived from the advances in
positioning and navigation will lead to more cost-effective solutions to guidance
and control systems.
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AN OPERATIONAL OVER-VIEW ON WHERE ADVANCES IN NAVIGATIONAL
TECHNIQUES SHOULD LEAD TO SIGNIFICANT IMPROVEMENTS IN
MISSION EFFECTIVENESS

by

Air Commodore D.F.H.Grocott, CBE, AFC, FRIN, RAF
Ministry of Defence, UK

INTRODUCTION

I wonder how many of you have travelled through the beautiful West Country of England and asked one of the
natives the way to some strange sounding place like Penwithickstents? The probability is fairly high that you will have
been told “If [ were you, I wouldn’t start from here. I would go to St Austell and start from there”’. The dilemma facing
Air Force Commanders in Europe is not unlike that of the tourist and the native. He knows where he would like to go in
the sense that he knows what he is trying to achieve operationally in the next decade. He would also like to be able to
start from another place and another time, but he is constrained by having an inventory of aircraft, navigation and attack
systems and weapons, and a pot of gold that shows no sign of growing in a period of detente and slack economies. These
constraints, I would suggest, will force all NATO nations to spend a great deal of time and effort evaluating those advances
in navigational techniques which appear to offer significant improvements in mission effectiveness, carefully weighing
the promised improvements in operational effectiveness against the projected cost. In most cases these evaluation studies
will, in my judgement, lead to step by step improvements in existing sytems with only the exceptional quantum jump
into new and novel systems. There are very few panaceas in our business and as Juvenal said in the first century ‘No man
ever reached the climax in one step’.

In my address I want to cover navigation in the land/air environment in Central Europe and then to touch upon
navigation in the maritime/air environment of the EASTLANT area and I shall not attempt to assess the relative priority
of each environment. Suffice to say that the only certainty in defence is its uncertainty or, as Field Marshal Count Von
Moltke said “The enemy has three courses of action open to him. Of these, he will choose the fourth”. History suggests
that whatever scenario we write for a period 15 years ahead is most likely to be wrong. For instance, if we take 1975 as
the datum year, planners of that period were writing scenarios based on flexible response and they poured scorn on
papers advocating the nuclear tripwire. Yet 15 years earlier in 1960, we thought only in terms of the nuclear tripwire.
Going back a further 15 years to 1945, no member of the public had even heard of a nuclear weapon, and I would be very
surprised to learn that air forces of that period wrote scenarios centred on the nuclear tripwire philosophy. If we go back
a further 15 years to 1930, the planners of that day, no doubt carrying out their continuation flying training on biplanes,
should have been thinking of operations involving large concentrations of four engined bombers capable of conducting
precision attacks by day and night; I wonder if they were? So, what conclusion do I draw from this brief look at recent
history? It is that we should have air forces capable of coping with the unforeseen. They should inherently possess great
flexibility, ideally being capable of operating in more than one role, in both the land/air and the maritime/air environ-
ments and at both low and medium level. In other words, a general purpose force equipped with a multi-purpose naviga-
tion and attack system. I do not rule out specialist aircraft, but I feel strongly that the number of such aircraft should be
kept to an absolute minimum.

Let me start my tour d’horizon with a look at a possible scenario for the Central Region of Allied Command Europe.

LAND/AIR

A possible, if not very probable, scenario in the Central Region is one predicated on increasing political tension over
say the access routes to Berlin, this tension rising to such a level that the Warsaw Pact decide to seize the area of Western
Germany covering these routes. From a Warsaw Pact planning viewpoint speed would be of the essence and the plan
would no doubt have the aim of seizing territory as quickly as possible. To achieve this aim, the Warsaw Pact have at
their disposal a large number of tank divisions and motor rifle divisions, practised in operating 24 hours a day, and I
would not be surprised to learn that one of their plans was to concentrate these highly mobile forces along axes favour-
able to speedy advance — such as the North German Plain or the Fulda Gap, rather than through say the Harz Mountains.
But while concentration would favour the attacking forces while attempting to break through the NATO defences, the
Warsaw Pact would have to be careful not to offer target densities favourable to nuclear weapons or even to cluster
weapons. Hence one possible tactic that the Warsaw Pact could employ would be a series of concentrations to penetrate
areas offering a significant measure of resistance, followed by a spreading out of the armoured forces across the mean
. line of advance, and then regrouping when the advance is held up.
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The Warsaw Pact tank and motor rifle divisions employed in the advance would have integral air defence systems,
effective at both low and medium level, and would be supported by the Tactical Air Forces. With the introduction of
highly mobile SAM Systems such as the SA6 and SA8, coupled with the existing area defence and point defence SAM
and gun systems, NATO aircraft would face a density of ground based air defence systems not hitherto seen in Western
Europe. Unless these defences are avoided or suppressed electronically or physically, attrition levels will be such as to
question the role of the aircraft in stemming the Warsaw Pact armoured forces. And dare I remind this erudite audience
that with an attrition level of 20% and flying three sorties per day, an air force is reduced to a quarter of its starting
strength by the end of the second day and will have lost virtually all of its aircraft by the end of the fifth day. Even with
attrition levels around 10%, that same air force would be down to 50% of its starting strength by the end of the second
day and down to the 20% level by the end of the fifth day. To say the least, an attrition level in excess of 10% would
pose a NATO commander with a number of very difficult decisions, especially if he wished to retain a credible nuclear
option. It is possible of course that there would be no warning of the Warsaw Pact attack or we might not recognise the
signs of the impending attack. Is it inconceivable that the Warsaw Pact might use one of their regular exercises to get
themselves into a position to launch a surprise attack? If such an attack came, who else but the air forces of NATO stand
any chance of stemming the Warsaw Pact forces in the first 24 hours? So let us then using this hypothetical scenario
examine where advances in navigational techniques should lead to significant improvements in mission effectiveness.

The NATO reaction to the massive Warsaw Pact blitzkreig and steamroller tactics must be to stop the armoured
forces as far east as possible. If the attack is a genuine surprise, it could well be that NATO would have only light
covering forces forward and the task of destroying the Warsaw Pact armour at this phase of the war would fall primarily
to the NATO tactical air forces — at least until the NATO armies had deployed forward to meet the threat. The position
facing NATO in this scenario is somewhat similar to that facing the Israelis on the Golan Heights. No matter what the
NATO air force commanders might want to do to counter the Warsaw Pact air forces, I would suggest that the politico-
military directive would accord the anti-armour task first priority.

Present generation aircraft in the NATO tactical air forces have no difficulty in navigating from their bases to the
general scene of operations. They are flying over friendly territory which they know like the back of their hand and most
of the aircraft are equipped with a navigation and attack system capable of determining position to an accuracy of about
one nautical mile per hour. It is when the aircraft arrive in the battle area that the real problems begin. Even though
NATO may have only light covering forces forward, there is clearly a need for tactical aircraft to be integrated into the
firepower plan of the ~~ound forces and this generally means that aircraft must be able to talk to the ground forces with-
out the enemy being able to gain intelligence from the communication. It would certainly simplify the target location
problem if the ground . id air forces engaged in close support operations had a common reference system of equal
accuracy. It is one thing to make this simple statement and quite another to meet this requirement, bearing in mind that
whatever system is chosen must operate in a dense electronic environment and with the Warsaw Pact doing their best or
worst tc interfere with our communication and navigation systems. Add to this the hostile air defence environment, and
the need to identify friend from foe, and you have the seed corn to keep the avionics industry going for at least a decade.

The key in the battle area is the suppression of the Warsaw Pact ground based air defence systems. If these can be
suppressed, aircraft attrition levels will be reduced and hence NATO would be able to mount more offensive support
sorties in a given time and could attack the Warsaw Pact armour at will with cluster weapons or more sophisticated anti-
armour weapons. Advances in navigational techniques that would allow NATO aircraft to locate the ground based air
defence systems and then to stay outside the lethal envelopes of the SAMs while weapons were launched capable of
homing on the SAM radar transmissions, or navigating to the precise locations of the SAM systems would certainly be
welcomed by airmen. Similarly, decoys launched from the aircraft or by the ground forces would confuse the SAM
systems and their commanders and this would reduce attrition and so lead to an increase in mission effectiveness. Given
all of these advances, it would be necessary to co-ordinate the attacks very carefully and this naturally leads on to a
debate whether these defence suppression missions should be fully orchestrated campaigns with the conductor positioned
in say an AWACS aircraft or whether the local commander can achieve his aim by hanging defence suppression weapons
and an ECM pod on aircraft in the first wave and then put in waves of anti-armour aircraft. I think there is a case for
looking at electronic warfare across the entire Central Region and there may be a case to orchestrate some of the defence
suppression attacks in the major thrust areas, but the mind boggles at the thought of conducting one gigantic defence
suppression operation across the entire Central Region or, indeed, of eating up the lion’s share of the budget developing
sophisticated defence suppression forces which may only work where the density of radars is low and the radars are
radiating.

The next area to examine is how best to attack the Warsaw Pact armour. If the armour is concentrated and the
integral ground based air defence systems are either intact or not yet reduced to a level that would result in an acceptabie
attrition level to NATO aircraft, then any navigational development that would allow NATO aircraft to stand off and
launch weapons capable of homing on to armour or of putting down a good lethal carpet guaranteed to avoid our troops
on the ground in typical European weather conditions would certainly improve mission effectiveness. Whether this is a
guidance development within a weapon or a navigational development within the aircraft would depend on cost-effective-
ness studies. And if RPVs could replace aircraft in this role I do not think that many airmen would object. Where the
Warsaw Pact achieve a breakthrough and are rushing westwards at high speed the NATO air forces may well be tasked to
carry out counter-penetration missions along the most probable axes of advances to find and destroy these forces. With
the high speed of modern aircraft and the problem of acquiring armour targets in the fog of war it is quite probable that
on a number of occasions the pilot will spot the enemy armour in a position not lending itself to a first pass attack. Any
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navigational development that would allow the pilot to mark the enemy force aud instruct the weapon to go to that point
would avoid the necessity of a second pass attack against an alerted enemy. This would increase his chance of survival
and so enable NATO to fly more offensive support sorties.

In summary then, the areas where advances in navigational techniques should lead to significant improvements in
effectiveness in close support and interdiction operations are those which would enable the aircraft to locate SAM
systems, to launch weapons against these systems from outside their lethal envelopes, to stand off and launch anti-armour
weapons and to launch anti-armour weapons against targets spotted outside the cone associated with first pass attacks.

I will now turn to offensive ccunter air attacks, an emotive topic which is not fully understood by either the airman
or the soldier. And the first question we should ask ourselves is why do we want to carry out counter air missions when
the politico-military directive in my scenario is to stop the enemy armour as far east as possible? Are we attacking the
Warsaw Pact airfields to keep the enemy air off the backs of our troops? If so, we have set ourselves a very difficult task.
The Warsaw Pact tactical aircraft are normally housed in hardened aircraft shelters and to destroy these we must first
penetrate through the area defence SAM systems in the satellite countries and then face the formidable point defence
SAM and gun systems at the airfield itself. The aircraft that succeed in penetrating to the airfield then have the unenviable
task of carrying out precision attacks against the hardened shelters or, alternatively, immobilizing the airfield by attacking
the operating surfaces with some kind of runway or airfield denial weapons. Attacks against hardened shelters are compli-
cated by the need to avoid or suppress the enemy ground based air defence systems. If carried out at very low level,
below the effective minimum operating height for the low level air defence systems, there is the very real problem of how
to acquire the shelter target quickly and, having acquired, how to release and guide the weapon to the target to an
accuracy of a few feet without exposing the aircraft unduly. If the attack is carried out at medium level, where the air-
craft would be illuminated by a large number of SAM systems, it would be essential to have a supporting force of aircraft
equipped to suppress the enemy SAM systems. Having penetrated to the target area at medium level, how does one
acquire the target in average European weather conditions? If by radar, are there any navigational developments on the
horizon that will enable a weapon to be guided to an accuracy of a few feet? Given target coordinates to a high order of
accuracy we could perhaps think in terms of releasing a guided weapon attack from a set of coordinates outside the target
area. And taking it one step further, the weapon could be an RPV and taking it one step further the aircraft could have
stayed at home. But would such weapons be cost-effective and would they be as flexible as aircraft? If they proved cost-
effective, there is nothing more final than the physical destruction of an aircraft in a shelter. The Warsaw Pact can replace
aircraft but there is no way that hardened aircraft shelters can be replaced overnight.

Weapons designed to deny the airfield to the enemy have one thing in common. They do not in general destroy air-
craft. They will, indeed, stop the enemy from operating from that airfield until the airfield denial devices have been
removed and any craters in the runways filled, but once the airfield has been reopened the enemy can catch up on the
sorties lost. So I come back to my basic question — why attack enemy airfields? The reason I would suggest is quite
complex. If NATO shows that it has a credible counter air option, then the Warsaw Pact must deploy ground based air
defence systems around all airfields and must keep a large number of dual role aircraft in the air defence role. NATO has
the initiative of when to carry out the attacks against the Warsaw Pact airfields and, bearing in mind the inherent flexibility
of aircraft, there is no reason why NATO should not operate this option selectively, linked to what is happening in the
land battle. For instance, counter air attacks linked to a major NATO counter attack or to NATO forces deploying to
forward positions, could well result in a large number of Warsaw Pact aircraft being held on the ground during the critical
phases of these operations.

The navigational improvements one would like to see in the counter air field are linked entirely to the target phase
of the operation. I mentioned the application of advances in navigational techniques to defence suppression when I dis-
cussed close support and interdiction operations — they are equally true for defence suppression on counter air operations.
Other advances that should lead to improvements in mission effectiveness are connected with the target complex. The
aircraft shelters and operating surfaces are fixed point targets and their positions should be known to a high order of
accuracy. Given a navigation system of similar accuracy one has the possibility of developing a spectrum of options
involving aircraft, decoys and RPVs leading to significant improvements in mission effectiveness. Let us hope that if and
when such a navigation system comes along we take a very hard look at cost-effectiveness and the possibility of simpli-
fying aircraft systems.

I should now like to spend just a few minutes talking about navigation in the maritime/air environment.

MARITIME/AIR

Aircraft play a significant role in three types of maritime operations, namely anti-ship, anti-submarine warfare and
air defence. From a navigational viewpoint, there is much common ground between the three roles and although it will
mean some other simplification I shall look at the maritime/air environment in a rather different way from the land/air
environment. In essence, I shall be discussing navigation and guidance under the broad headings of detection, tracking
and interception, and attack. And before I do so, I want to say a few words on the maritime scene itself. Whereas in the
land/air environment the Threat was measured in terms of thousands of tanks and aircraft concentrated into a small area,
in which radar and visual attacks are often conufused with ground returns, in the maritime/air environment almost the
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converse is true. A relatively small number of enemy ships, submarines and aircraft pose a threat in the EASTLANT area,
but these will generally be operating alone or in very small groups scattered across a very large area of ocean, and will
present themselves as very good radar echoes against the sea background.

Detection of an enemy aircraft, ship or submarine in the EASTLANT area may be determined from a variety of
ground based, shipborne and aerospace borne radar and more esoteric sensors, and the accuracy of the detection can vary
from a few feet to many miles. Any significant error in detection will increase the area of search and, at least in the case
of ships and submarines, may lead to the enemy craft not being intercepted. If a cost-effective high accuracy navigation
system could be developed to cover the EASTLANT area and units of this system located at every detection sensor, then
the resulting common reference system would lead to a significant improvement in the Commander’s ability to position
his forces to counter the threat. Such a system need give relative positions only within the area of operation and, if units
within this system were required to radiate, it may prove possible to adapt these radiations to convey secure speech or
command and control data and to identify friends within the system.

Moving on to the subject of tracking and interception, this often involves a great deal of cooperation between shore
based units and craft located on, above and below the surface of the sea. The operational requirement for tracking
accuracy of enemy craft varies considerably, being highest in the case of a friendly craft laying a pattern of sonobuoys
and perhaps lowest for an aircraft or SAM equipped ship in direct radar contact with an enemy aircraft. Any improve-
ments to the navigation system which would allow an aircraft to lay a pattern of sensors to a high order of accuracy and
then to navigate precisely within the sensor coverage area would lead to a significant improvement in mission effectiveness.

Finally, I want to mention the attack phase. In the case of an aircraft carrying out a final attack on a submerged sub-
marine, the key factors are the relative positions of hunter and hunted, the accuracy of the assessed submarine track and
speed, and the accuracy of the interception vector. These requirements are similar to those discussed under the tracking
phase and I shall say no more.

Final attacks against Soviet warships, bristling with shipborne SAM and gun systems, involve cooperation between
widely spaced units, for example between aircraft and an AEW aircraft and/or EW support group, and both timing and
relative position are vital to the success of the operation. Any improvements in navigation and attack systems and in
navigational reference systems that would enable an attack aircraft to proceed passively until the last possible moment
and to arrive at the radar switch-on point at the right time and heading in the right direction would lead to a reduced
attrition level. Such a navigational system would enable the task force commander to marshal all elements connected
with this complex operation and to deploy units such as defence suppression and electronic warfare support units to
maximum effect.

SUMMARY

To summarise, and perhaps to oversimplify, navigation and guidance developments that would appear to offer signi-
ficant improvements in mission effectiveness in the land/air environment are those connected with the attack phase of
close support, defence suppression, interdiction and counter air operations. In the maritime/air environment the develop-
ments that would appear most significant are those connected with the provision of a common reference navigation and
command and control system for all craft, and navigation and guidance developments associated with the tracking and
attack phases of anti-submarine and anti-ship operations.
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CHALLENGES IN RESEARCH AND DEVELOPMENT
by

Major General Edwin A.Coy
Director of SPACE, USAF
Pentagon, Washington, D.C.

Today I would like to share with you some thoughts, concerns and perceived opportunities regarding the impacts
of advancing technology on operational systems for communications, position, navigation and weapon delivery. My
viewpoint is one of a current member of the corporate R&D management. As many of the sessions of this conference will
demonstrate, we are applying our scientific knowledge to achieve economic, operational, and performance improvements.
We are striving to eliminate or at least minimize the general confusion that pervades the combat areas. Military history
provides us with numerous examples of battles, campaigns, and even wars that have been lost due to confusion caused by
not being able to talk to our fellow combatants, not knc ¥ing where we are and as a result losing coordination among
forces.

We in R&D are taking positive action to improve mission success with programs under development that will provide
the operators with reliable and high quality information in a timely manner. We are also striving to reverse the trend
toward proliferation of special purpose systems and equipments, i.e. each designed to meet unique, limited requirements,
by taking advantage of emerging technologies to develop low-cost, multi-purpose systems that meet the broad require-
ments of our land, sea, and air forces. The conduct of military operations today dictates that our forces must have avail-
able to them the means to go anywhere, at any time, day or night in all weather conditions to conduct coordinated
military operations in a wide range of battlefield scenarios, to deliver weapons more effectively and efficiently, and to
do all this with minimum delay. This translates into a real need for improved communications, positioning and naviga-
tion systems and for processing all available information to enhance the effectiveness of our forces. We also recognize
that the users must be freed of time consuming rituals when getting information. To this end we have turned to advance-
ments in digital equipment (both hardware and software), signal processing, information management, and navigation and
communication subsystems.

For example, recognizing that flexible and secure communications (in the face of hostile jamming) is mandatory to
conduct smooth operations, we are developing the Joint Tactical Information Distribution System (JTIDS). JTIDS is an
L-band, jam resistant, time shared and secure system with features such as identification, relative positioning and commu-
nication. JTIDS allows, on demand, a force element to find out the status of any other element. This information
dispels uncertainties and allows a new degree of flexibility during combat, changes to the prebriefed or planned operation
are more easily accommodated. As such JTIDS will be a significant enhancement in the real time coordination of combat
activities.

Like communication, accurate operator knowledge of position is necessary to avoid confusion. I am sure that each
of you can appreciate the situation a combatant experiences when he realizes that he does not know where he is or if his
lost position is deteriorating. Knowing position and velocity are necessary to those on, above and below the surface of
the earth. Even more critical is the need to enhance force effectiveness through the ability to deliver weapons precisely.
The NAVSTAR Global Positioning System is designed to provide 24 hour, all weather, three dimensional position and
velocity data in a common grid to an unlimited number of users. NAVSTAR is a space-based L-band radio navigator
system featuring high jam resistance, accurate determination of the user position while allowing the user to remain
passive, and highly accurate system time for use in enhancing on-board weapon delivery system capabilities.

We see these programs improving the performance of our combat elements and deoing so with an economic advantage.
These new systems will eventually replace older equipments and provide cost avoidance by improved reliability and a
commonality of equipments across many platforms. These aspects (reliability and commonality) allow cost avoidance in
the areas of logistic support, training and acquisition. Logistic costs are impacted due to fewer failures, fewer unique
items in supply lines, similarity of maintenance instructions and extensive use of built-in-test functions. Training for both
operational and maintenance personnel is impacted by similar and common equipments allowing those people to spend
less time in school and more time on the job. Acquisition costs are impacted by high volume procurements and
capitalizing on past designs. JTIDS, NAVSTAR, the ARC-164 radio and our standard Inertial Navigation System efforts
are all structured to meet operational needs while accruing cost benefits through using common or multiapplication
equipments. These subsystems exemplify the tremendous increase in technology we have achieved in the past decade.
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Television, satellite communication and hand calculators have changed the life style of our civilian communities.
Similarly, systems like JTIDS and NAVSTAR will reshape many of our fundamental defense concepts. Right now we
have precision guided munition whose delivery error are within the weapons lethal range. NAVSTAR lets the pilot put
his aircraft over a fixed target so accurately that blind deliveries will be effective. And JTIDS provides necessary informa-
tion to the operator with a minimum of ritual. Data concerning any other element is generated continuously as opposed
to past systems where data was generated only after it was requested. In the past, a pilot would ask another fellow where
he was — he would read his instruments and then answer the question. JTIDS will provide that information without
bothering the other fellow. I would speculate that we are going to experience substantial changes in planning, equipping
and conducting military operations.

These phenomenal increases in capability are achieved by focusing technology on specific subsystem applications.
Specifically, the use of digital circuitry (MSI and LSI), controlled computer programming methods, microprocessing and
multiplex allow packing many interacting functions into a small volume at a price we can afford. Our current LSI chips
now have about 15,000 functions per square centimeter and this figure will double in the near future. Computer memory
density is currently about two hundred fifty thousand bits per square centimeter at a cost of about three tenths of a cent
per bit; in a few years we expect the density to double while the cost drops to one hundredth of a cent per bit. The
initial design of these elements is labor intensive and is 2 high cost item.

In the software area we have increased the productivity of the programmers by the use of higher order languages.
We are experiencing five to ten times more instructions being generated per manhour now, as opposed to the method of
programming in assembly language. Software design and test, like LSI design, is labor intensive. I believe we have turned
the corner on managing software design, test, and maintenance. The use of higher order language, structured program-
ming techniques and managerial awareness are responsible for keeping software production costs in line. Thus we are able
to bring about system changes by issuing magnetic tapes as opposed to the method of buying expensive hardware and
paying a premium price for installation.

The microprocessor is having a profound impact on our subsystem design. These devices allow large amounts of
processing to be done at the sensor. The size and low power of microprocessors often allow redundant installations which
increase the probability of mission success. These devices are finding application in the built-in-test functions that ease
the maintenance of digital systems. I believe that we have just scratched the surface of applying microprocessors to
military equipment.

Several of our new aircraft use multiplex for routing information between sensors and computers. Multiplex was
introduced into our aircraft as a weight saving measure. A pair of twisted wires with a shielding jacket now carry the
same information that would otherwise require several hundreds and occasionally thousands of single purpose wires. It is
estimated that by use of multiplex on the Bl Electrical Power Control System we were able to save over 1500 pounds
that represents just under four miles of wire. Similar savings were realized in the avionics and central test systems.

Currently we have a tri-service multiplex standard that will foster greater commonality of interfacing as well as
allowing one service to use a sensor developed by another with a minimum of change. The existing standard for multi-
plex specifies a one megabit data rate with a 400 hertz bandwidth. This capacity allows us to address over 90% of all
signals on board an aircraft. We are currently investigating the higher data rate buses for the integration of high speed
information as found in audio and video systems. The technique of fiber optics appears to be a high payoff solution to
the high speed data transfer problem. Not only is the fiber optic bus capable of handling data rates in excess of 100
megabits per second; but the bus exhibits immunity to the electromagnetic disturbances that may distort electrical signals
transmitted by wire.

In spite of these modera day digital “miracles”, we still do not have enough resources to explore, develop, and
produce all of the applications that we can earnestly say would enhance our performance and yield a payoff on invest-
ment. The question facing us is “how do I choose which subsystems will reach production and which technologies do I
explore?”.

Looking ahead we may conservatively predict that we will continue to meet the future user needs; but, the funding
and manpower required will become a more critical factor. The technologies will be available to solve just about any
problem that we can postulate. But simply stated . . . can we afford it? . ... We are meeting the problem head on; the
fundamental issue as we see it is to better manage our technical resources. We are examining the selection criteria for
which systems are to be produced and we are rethinking the methods used in specification and design of a system.

We are developing a method of analyzing the individual requirements and subsequent designs that fulfill user needs.
What we believe to be the key is found in the very successful management of subsystem designs. Today’s subsystems
show a great deal of commonality from user to user, they exhibit many common modules within the subsystem, they
have efficient interfacing between elements of the subsystem and they occasionally satisfy more than one operational
requirement. We propose to step back and look at the weapon system design and satisfaction of requirements in the same
light as the subsystem designer does.

If common modules are good for subsystems, they should be great for the weapon system as a whole. If efficient
interfaces ease the task of the subsystem design, they should also serve the system designer. If one computer
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programming language and one programming discipline pays off for the subsystem designer, It should also benefit the
system designer. And if the subsystem designer has control and display problems the system designer must have tremen-
dous problems.

As | see the design cycle of a future weapon system being done in an integrated manner, the process would proceed
as follows: First we begin with the user requirements. We look at these needs not as individual entities but as elements of
a system, and in so doing, we usually can identify some overlap in the requirements. There is another category of user
needs that must be considered; that is, those needs that are not formally stated and in some cases not even informally
stated. The requirements for a new weapon system must specify sufficient growth and flexibility to allow expansion of
the design at a later time to meet additional user needs, while keeping costs down.

From the requirements and anticipated requirements, we can specify what type of sensors are required to perform
the missions. From the list of candidate groupings of sensors we may form several initial system designs. In each case the
method of design is the same. The mission segments are collectively viewed with respect to three basic functions, i.e.
control and display information, transfer, and processing.

Consider segments such as mission and traffic control, weapon delivery, flight control, stores manangement, and
navigation. rach of these segments is individually assessed for its need for processing of data, its need to communicate
with other sensors, and its control and display demands

By viewing each mission segment or subsystem in this manner during the same analysis it is possible to determine
those areas where commonality of design across the entire weapon system can come about. By applying the element of
time to the analysis we can reduce the amount of equipment in the system by selective resource sharing. Having the
several candidate designs in hand we may examine each one in detail for expected performance and cost attributes.

There is nothing really new about this approach to system design. Each of us has probably been exposed to the
idea that there is money to be made if we could all march to the same tune. The fallacy has been of course that we each
have different musical preferences. This stumbling block is being removed by developing a method of system design that
can be used in many applications. We start by considering all aircraft avionics needs and then descend from that large
abstract case to several specific designs. Using a common origin for each individual design, resource sharing and sameness
of equipment is more easily attained. It is necessary to verify that the total systems approach to avionics designs is viable
and can be institutionalized. This verification is being done by an ongoing laboratory program called the Digital Avionics
Information System (DAIS). We have designed and fabricated a set of core avionics for multiple mission aircraft. The
core consists of avionics computers, modular software, multiplex and controls and displays. These elements are now
configured in a ground test bed, to serve an adverse weather close air support mission. Following test and analysis of
that configuration, the core elements will be reconfigured into an avionics suite for a night air superiority mission. The
effort expended to make the reconfiguration, the degree of commonality achieved and the cost benefits will be deter-
mined and documented. The DAIS effort will provide specifications, standards and a design methodology that will
enhance resource sharing across subsystems and across weapon systems. It will provide a common framework for all
avionics system designers.

We are taking other positive measures to make reuse of past efforts more attractive. These efforts include establishing
a software control agency and a multiplex control agency.

Each of these agencies are in their formative stages now. These offices will perform a control function; that is,
assuring that system designers adhere to existing directives. Even more important, however, they will serve as technical
experts to assist system designers in the details of design. One important function of the control agencies is maintaining
a library of designs and applications. That information will be available to all avionics designers and will promote reuse of
past design efforts. Efforts like DAIS and the control agencies demonstrate that we are investing resources in technical
management as well as technology.

Some of this influence will be seen in the fine presentations you will receive in the sessions that follow. The
concepts of mutiapplication, operator satisfaction and ease of maintenance are reflected in many of the program descrip-
tions.

The systematic approach from the subsystem level upward, that I have attempted to describe, offers a large potential
for major benefits in terms of reliability, maintainability, logistical supportability, investment protection, sensible product
improvement and cost avoidance. I thank you for your kind attention and the opportunity to share with you my notions
concerning the corporate management of our R&D.
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SUMMARY

The laser gyro has the potential to play a decisive role in
lowering the cost of future guidance and navigation systems.
This role is comparable to the impact which the crystal oscil-
lator has had on current systems. Fundamental principles of
the laser gyro are reviewed, briefly, to identify character-
istics of this new means of measuring direction. The review
of the development progression from Sagnac's Ring Interfer-
ometer through Multibeam Ring Resonator to Regenerative Ring
Resonator is concise in order to emphasize considerations
important in the comparison of the various laser gyro mechan-
ization approaches. The treatment is intended to be augmented
by reference material carefully selected and recommended for
deeper study. Laser gyros based on dithered approaches to
lock-in circumvention are compared to the Raytheon Multi-
oscillator Laser Gyro in terms of performance requirements for
precision pointing and high bandwidth versus navigation appli-
cations. A description of the Raytheon Multioscillator approach
is presented together with performance and physical data on
current instruments. Projected system physical characteristics
are presented.

The gyroscope has enjoyed, in the realm of instrumentation, a position of glamour
rivaled only by the clock. Because of the importance of time measurement in navigation,
there was a period, probabliy in the eighteenth century, when navigation symposia would
have featured clocks in the program. Since the development of the crystal oscillator,
precision time measurement in vehicles has become so commonplace that the clock has
been absorbed into the digital processors of most systems, losing its traditional
identity with instrumentation. For most applications the time measurement problem has b~
been solved, and the glamour is gone. Today the measurement of direction lacks an
adequate solution. The spinning wheel supported by ingenious mechanical systems has, .
like the mechanical clock, both served and fascinated man. Almost a year ago, Dr. H.

W. Sorg of the University of Stuttgart in a paper presented before the Internation
Navigation Congress in Boston, Massachusetts presented a fine survey of the interesting
history of gyroscope development (Reference [1]). The survey, covering the two centuries
of classical gyro development, ends in the present with the projection that better and
better conventional gyros will be developed in answer to ever increasing accuracy
requirements for space and military navigation needs. Is this the future? Perhaps.
Today, we from Boston are here in Stuttgart. We are here to talk about the laser gyro-
scope and that future. We offer this thesis: the laser gyro will be to the measurement
of direction as the crystal oscillator clock has been to the measurement of time. The
laser gyro is not just another step in the continuing saga of better and better gyro
development. It is the gquantum jump in gyro technology that will initiate the third
century of gyro development.

For this reason, the impact on future systems of the type shown in Figure 1 is
difficult to estimate. The effect may be analogous to the adaptation of digital systems
resulting from the development of precision oscillators. In fact, the impact may be so
great that we may look forward to future navigation symposia that include no papers on
either clocks oxr gyros.

This new approach to the measurement of direction has become possible as the result
of two separate scientific discoveries of the twentieth century. The first has been
attributed to Sagnac (Reference [2]) who demonstrated in 1913 the capability of measur-
ing the state of rotation of a frame of reference using an optical interferometer (see
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Figure 2). In his experiment the rotation was detected by a fringe shift (AZ) given
by the relation:

4 - 0
AC

AZ =

in which A is the area enclosed by the light path, A is the vacuum wavelength and C is
the free space velocity of light. The scalar product A - 0O expresses the important
dependence of the fringe shift on the cosine of the angle between the normal to the
enclosed area and the axis of rotation of the optical system.

At optical frequencies the denominator is of the order of 102 so that even
relatively large interferometers of say one meter on a side would yield a fringe shift
of less than 1/25 per radian/second of rotation rate (Q). Also since intensities of
the fringes have a cos? form the ability to resolve fringes is quite limited making
measurement of low rates difficult with small devices (see Figure 2). Michelson and
Gale measured earth rotation using such an interferometer; however, it required one
about 450 meters on a side to produce a fringe shift of less than 1/4.

The significance of this discovery is not therefore in the direct application of
the interferometer, but in the important implication that was derived relative to the
dependence of the cavity resonance of such a closed optical path (References (2] and
[(31). 1In the interferometer (Figure 3) the frequency is determined by the source (f;).
The counter-directed beams (f.,) and fooy) are therefore of the same frequency. As
the system rotates the time required for each of the counter-directed beams to traverse
their respective paths becomes different so that the energy recombined at the output of
the beam splitter will have a phase difference dependent on the rotation rate of the
system. In the lower figure the beam splitter is replaced by a high reflecting mirror
so that energy injected into the cavity can circulate. Such a cavity (similar to a
Fabry-Perot type resonator) will have minimum loss at frequencies determined by the
cavity resonant modes. The resonant frequency of an optical path enclosing an area
must be dependent on A - 0. That is, the resonant frequencies for counter-directed
electromagnetic waves for the same cavity (optical path) are shifted symmetrically up
and down as a function of A . Q according to the formula:

4 - 0
Af = N
where Af is the difference in the resonant frequencies of the counter-directed waves
and L is the optical pathlength of the circuit. The significance of this discovery
should be emphasized. Since the counter-directed traveling waves share the same
optical path, the effects of the mechanical instabilities which change the resonant
frequency of the one, change the other by the same amount. The configuration is there-
fore primarily sensitive to only the rotation of the system (). This matter is treated
in more detail in References [2] and [3].

The second important element is, of course, the success in demonstrating the
feasibility of sustaining a population inversion in a Helium~Neon gas plasma (1961,
Reference [4]). This was the final step to realizing the long sought for means to
provide coherent gain at optical frequencies using stimulated emission in gases.

(Light Amplification by Stimulated Emission of Radiation "LASER".) This provided the
means of adding gain to an optical resonant cavity, thus making it a regenerative
oscillator (see Figure 4). The gain can be used to significantly enhance the cavity Q
(Reference (5]). Low loss optical resonant cavities may be designed using state-of-
the-art dielectric multilayer mirrors to obtain line widths of the order of Av = 5 x 105
hertz. With the addition of a laser gain medium, the cavity can become a regenerative
oscillator having exceedingly narrow line width. The result is an optical cavity sensi-
tive to rotation with frequency stability of the beat frequency between the counter-
directed beams that can be estimated to be of the order of Af = 10~4 Hz or better. The
ring resonator and the regenerative ring resonator were first suggested by Rosenthal in
1961 as an instrument for use in studying light propagation effects. The first regen-
erative ring resonator was constructed and operated by Macek and Davis, 1963 (Reference
[6]). From this early beginning, the laser gyro has emerged as a prime contender for
the future.

Why laser gyros? Listed below are all of the reasons -- all of the factors required
in inertial systems and as yet unattained to the degree desired in low cost systems:

e Inertial grade performance, but low cost

® Mechanical simplicity and small size
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® Digital output

e High dynamic range
e Instant reaction

e Low power

® Flexible form factor

e High "g" high dynamic environment
® Reliability - low life cycle cost.

The need for a reliable, small and low cost unit can be satisfied by the development
of instrumentation technology which eliminates the complex mechanical mechanisms
peculiar to current systems. Recent inertial technology developments are leading to
this capability. Through the development of strapdown inertial techniques, mechanical
gimbals of inertial platforms will be replaced by computer computations. Accelerometers
are being improved and simplified. Finally, and more importantly, the promising
advances of laser gyro technology make it apparent that a strapdown inertial measure-
ment unit (IMU) can be developed with performance comparable to conventional, gimballed
inertial platform systems. Thus, the inherent simplicity of the laser gyro promises
breakthroughs in both cost and reliability. The development of a laser gyro with size,
cost and performance comparable to mechanical instruments would, therefore, have a
decisive effect on the realization of a low cost inertial system for many applications.

Since the laser gyro is basically a solid state device its advantages are many.
Being inherently a digital device, it is ideally suited to strapdown applications. In
addition, since it has no moving parts and its insensitivity is derived from rotating
light, it has essentially no "g" sensitivity thereby avoiding the necessity for ccmpli-
cated computational g-related unbalance compensations. This "g" insensitivity minimizes
a major error source in computing "miss distance" in any navigation or guidance system.

The laser gyro also has a wide dynamic range, being essentially linear from 0 to
greater than 600 degrees per second, and may provide both angle and angular rate out-
puts. These characteristics make it suitable for multipurpose use on missiles, such
as midcourse guidance, head stabilization and autopilot functions, thereby replacing
several other conventional instruments normally required for these separate functions.

Other key features of the laser gyro are its low power and low thermal environment
sensitivity. The need for temperature control elements is eliminated. This fact,
coupled with the gyro's low operating power, reduce power supply requirements which
further reduces system size, weight and cost. The elimination of any thermal control
for the gyro means that it is essentially an "instant on" device, providing useful
output information immediately, making it ideally suited for fast reaction time appli-
cations.

At Raytheon, a continuing research and development effort is being conducted to
develop a laser gyro with wide application potential. Our goal is to produce instru-
ments and systems to satisfy the low cost system needs for the next decade. This work
involves topics of both gyro development and system studies to apply the new gyro to
specific applications. The results of system studies are reported separately in Ref-
erences [7], [8], and [9]. These studies have emphasized:

1. demonstration of the navigation potential of ring laser gyros
in a strapdown system;

2. development and verification of system error models pertinent to
this and future ring laser gyro systems;

3. demonstration of the use of modern filter techniques with a
ring laser gyro navigation system.

This work involved formulation of system concepts, analysis, system laboratory and
mobile tests and, finally, analysis of test results. This work covers consideration

of the more obvious application of the laser gyro to guidance and navigation. The
results indicate the differences between this instrument and its more classical counter-
part. Since this subject has been treated before, we will concentrate in this paper

on the important low noise characteristics of the Raytheon laser gyro and the potential
impact on future application in precision pointing of the space telescope (References
f10], [11], an4 [12]).
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As stated previously, a laser gyroscope consists of a medium with gain located
in a ring resonator, as described in Figure 5. Such a combination can oscillate with
a traveling wave going around the ring in a counterclockwise (CCW) direction. In the
absence of rotation of the structure, these two waves oscillate at identical frequencies.
When the structure rotates around an axis perpendicular to the figure, the two fre-
quencies become different, the difference being proportional to the rotation rate.

At low frequency differences the two waves tend to remain locked at a2 common
frequency because the system behaves as two coupled oscillators. This phenomenon is
usually referred to as lock-in. It causes loss of information at low rotation rates
and departure from linearity outside the range of lock-in (see Figure 6).

There are two common practices used to avoid this lock-in. One is to angularly
dither the gyro cavity about the input axis relative to the case. The second is to
optically bias the gyroscope in such a way that the two frequencies are unequal in the
absence of rotation. In this second approach any drift in bias will be interpreted
as a rotation rate, and it is necessary to switch (periodically dither) between two
bias points (+B and -B in Figure 6). If this switching takes place in a completely
symmetric way any drifts in the bias average out to zero as they do in the mechanically
dithered case above (see Reference [13] and [147). Because of the transition through
"lock-in" required by both approaches some information is lost, causing a noise source
in the output (Reference [14]).

The gyro output is usually obtained by simply counting the output beat frequency.
Since this is essentially a process of integration each cycle represents an incremental
change in input angle, and the sum will represent the angle the instrument has been
rotated through since the counting process was initiated. The relationship of a cycle
of the output frequency to a change in angle is the instrument's "scale factor" and
may be derived from the expression in Figure 5. Frequency jitters or pulses lost due
to transition through lock-in will therefore be interpreted as angular disturbances.

The importance of this noise source is at first not obvious, but if considered,
reveals that a laser gyro mechanized in a way that requires such transitions through
this region, in which the signal is lost, results in an instrument incapable of reali-
zing the potential of the very narrow line width (or high beat frequency stability)
of the laser cavity (see Figure 4). As stated previously, it is possible to construct
a gyro cavity having a Power Spectral Density of beat frequency fluctuations of the
order of 1 x 10~% Hz2/Hz (References (5]. {15], and [16]) whereas dithering the same
cavity will induce noise resulting from transition through lock-in that is typically
of the order of 1 x 10-2 sz/Hz or greater (Reference [14]).

This wide band noise phenomenon increases with the square as the size of the gyro
diminishes. This is primarily true because the output pulse size (angular quantiza-
tion) is inversely proportional to the ring size thus changing both the effective size
of the deadband and the value of the pulse. The effect of the noise on navigation,
alignment and gyrocompassing is treated further in Reference [8]. This limitation
becomes important in applications requiring low noise and high resolution.

In Figure 7 these considerations are illustrated. The figure represents "gyro
drift" in terms of the standard deviation an estimate of gyro output rate derived by
simply summing output cycles for a period of time and computing:

5 1
g = AT % 48

where 8 is the rate estimate, AT is the sample time, ¥ A® is the sum of the gyro output
pulses. The curves can apply equally well to a dynamic situation in which the actual
rate is zero or some known rate. The usefulness of the figure is to relate the various
types or sources of gyro drift are considered:

® Wide Band Noise, with l/V"Fbehavior typical of the dithered gyro, and
also other frequency fluctuations.

® Pulse Quantization Noise, with 1/T behavior.

e Long term drift, with VT behavior due to thermal and other long term
drift sources (see Reference [14]).

Shown also are the curves representing the requirement for one nautical mile per hour

performance, and the requirement for precision pointing of the Large Space Telescope
(LsT) .
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At Raytheon we have proven the feasibility of an alternate mode of operation, in
which the application of a fixed bias leads to oscillation at four different frequen-
cies. These oscillations occur in traveling waves of two mutually orthogonal polari-
zations, one frequency at each polarization traveling around the ring in a clockwise
direction, and one of each traveling in a counterclockwise direction.

With the appropriate read-out system a signal can be obtained from this four-
frequency gyroscope, the frequency of which is proportional to rotation rate. This
frequency is also insensitive to bias instabilities and bias drifts, making the
switching of bias polarity as used in two-frequency gyroscopes unnecessary.

Figure 8 compares the relative performance of the Raytheon four-frequency (multi-
oscillator) gyroscope with the performance of the two-frequency dithered instrument
for various configurations. The figure is based on actual laboratory testing indicates
that the Raytheon instrument is limited by the gyro output quantization (a design
parameter) and not be dither-generated noise, as is the case for the two-frequency
instruments. This low noise feature of the Raytheon instrument not only promises high
accuracy in navigation application but makes the Raytheon multioscillator a potential
competitor to the so-called third generation mechanical gyro in precision pointing
applications such as the Large Space Telescope (LST).

A description of the device as it was first implemented follows. We start with
a ring laser geometry which places no constraints on the polarization of the traveling
waves which can oscillate. Such a structure is shown in Figure 9. Its frequency
spectrum is also indicated. In the absence of any bias or rotation all polarizations
are equivalent, and only one frequency can oscillate.

Then we place an element in the ring which has rotary birefringence, such as
properly oriented crystalline quartz, Figure 10. This means that the ring now had a
different length for a wave of right-hand circular polarization (RHCP) than left-hand
circular polarization (LHCP). The result is that the ring can now sustain oscillation
of circularly polarized modes only, the frequencies of RHCP and LHCP being different
by an amount determined by the birefringence and size of the quartz.

Subsequently a Faraday rotator is added to the ring as shown in Figure 1l. Its
function is to remove the frequency degeneracy between the circular polarization
traveling CW and CCw. With a fixed magnetic field applied, the frequency spectrum
now consists of four frequencies as indicated. We now monitor the frequency

S8E0 = (f4 = f3) - (f2 = fl)

It can be readily be proven that this frequency can be expressed as

8A

f=E'W

The attractive feature of this approach is that neither the bias provided by the
rotary birefringence nor the bias introduced by the Faraday rotator enter into this
quantity, and bias drifts are of no importance. Furthermore, lock-in which exists
in two-frequency laser gyros will occur when (f - f.) and (f,6 - £.) approaches zero.
With proper choice of components this can be maae to occur at“very high rotation rates.

A typical embodiment of the gyro device is shown in Figure 12. Similar laboratory
units have been used to demonstrate that output noise is significantly lower than in
the classic dithered approaches to lock-in avoidance. Analysis and data have shown
that the gyro noise is (as predicted) proportional to 1/t (where t is the sampling or
summing interval), is limited by quantization. This quantization limitation can be
reduced by external electronics to meet special system requirements such as for a high
performance stabilization system. This data is summarized in Figure 8. The dashed
lines in the lower left hand corner represent quantization recently achieved.

The Raytheon Multioscillator Gyro output frequency versus input rotation rate data
is compared to data from a typical two-frequency gyro cavity at low rotation rates, Fig-
ure 13. The superior linear performance of the multioscillator through zero rate should
be noted. The rectangle near zero rotation rate is expanded in Figure 14. Here data
is presented showing that this fine linearity is maintained down to rates as low as 1/3
degrees per hour. The data taken in the region marked by the dashed lines (i.e., below
one degree per hour) is limited in accuracy by the test table. No deadband has ever
been observed at these low rates.
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Another advantage of the avoidance of dithered lock-in prevention methods, and
of the minimization of wide band noise problems, is to make it possible to construct
smaller gyro cavities maintaining satisfactory performance. Raytheon is currently
fabricating a gyro (RB~25) having a ring length of 25 centimeters and a quantization
of approximately 1.5 arc seconds per output pulse. In a single axis configuration,
this gyro occupies about 50 in” including electronics, Figure 15. The ring size can
probably be reduced to 15 centimeters and with other design modifications we feel it
is possible to develop a version that would occupy about 25 in3 including electronics.
This means that a three-axis IMU with these gyros and a small accelerometer triad
could be developed in the 60 - 75 in” size range. The possibility of such small units
with navigation grade performance should be considered for the potential impact on
future systems.
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NEW TECHNIQUES FOR LOW COST STRAPDOWN INERTIAL SYSTEMS
by
P.M. Brodie
C.R. Giardina
The Singer Company
Kearfott Division
Little Falls, New Jersey 07424
USA

SUMMARY

Due to recent developments in low cost inertial sensors and airborne processors,
strapped-down inertial reference systems have matured to the point of multi-purpose
application. Specifically, moderate cost and performance applications such as flight
control, weapon delivery and aided navigation are ideal candidates for highly reliable
modular strapped-down inertial configurations. Typically for these applications, the
key parameter is reliability and an overall measure of performance. Traditionally,
reliability in flight control systems has been achieved through the use of "brickwall"
or independent instrument packages. Now with current technology, redundant sensor
packages can be economically configured for this task. The concept of designing systems
where repeatability of sensors and system reliability is equally or more important
than navigational accuracy is relatively new. This paper will discuss the system ap-
proaches and techniques applicable to achieving these goals.

INTRODUCTION

Although interest in strapdown inertial technology is now relatively prominent,
this technology has been under study and development for at least fifteen years. Early
strapdown efforts were often concerned with the problems of computation. The difficulty
in performing attitude matrix computations in digital processors of that era led to
most of the literature on computational algorithms. It is only recently that airborne
computer technology has permitted the real time calculation of direction cosines by
direct integration without undue computer burden. Chronologically, the modelling of
inertial component errors was next to be pursued as the dynamic strapdown environment
propagates component errors that are of little concern to stable platform mounted sensors.
This point is just as applicable today as newer, non rotating inertia gyroscopes are
being developed and must be modelled. Early strapdown inertial sensors were primarily
designed from the standpoint of achieving the primary performance requirements of low
random drift and high torquing rates (to follow vehicle motions). Today as these prob-
lems are largely in hand, efforts have been turned to secondary performance areas.

Thus sensor efforts are now concerned with designing instruments which exhibit lower
strapdown environment propagated errors such as anisoinertia, coning, cross coupling,
etc., Hopefully, the newer non-inertia based sensors (e.g., laser gyroscopes) will
demonstrate intrinsically lower environmental propagated errors, thereby providing
the basis for high performance systems.

Current strapdown developments have effectively branched into two distinct areas.
The first is concerned with following the goal of high performance gimballed navigators
i.e. one nautical mile per hour or better. At present the most promising candidates
appear to be non rotating inertia sensors such as the Laser Gyro and the Magnetic Reson-
ance Gyro. This approach will permit the advantages of strapdown inertial systems
(simpler construction, fewer components, potentially lower cost, etc.) and the perform-
ance goal of high accuracy gimballed inertial systems. The second approach is concerned
with inertial system applications with less stringent performance requirements. Actu- =
ally there are many such applications, for example, tactical weapon guidance and flight
control fall into this category as do aided inertial navigation systems. Radio naviga-
tion systems such as GPS (Global Positioning System) and JTIDS (Joint Tactical Informa-
tion Distribution Systems) naturally fall into this group of aided navigation. While
requiring less accuracy (typically 2 to 10 nautical miles per hour) from the inertial
system, they often concurrently require greater reliability due to use in unmanned
or critical systems.

With recent developments in electronic circuit reliability, particularly in LSI
(Large Scale Integration) logic and airborne processors, the inertial sensors have
become the key elements in strapdown system reliability. As part of the production cycle
of these components, literally years are spent after development, improving accuracy
and reliability. Thus for applications such as flight control where reliability is
paramount, it makes good sense to extrapolate proven inertial hardware. At
Kearfott, the Gyroflex* gyro, a flexure hinged tuned rotor gyro has had this kind of
reliability improvement over the years. Kearfott has installed more than 11,000 Gyroflex
gyros in inertial platforms. Over 5 million field operating hours have been achieved.
Figure 1 shows a MTBF growth curve (for Gyroflex gyros for the A-~7 aircraft system)
which approaches 20,000 hours.

Therefore the development of these components with proven performance into lower cost
strapdown versions becomes highly desirable. HIREX and CONEX are two such lower cost
derivations of the Gyroflex gyro at Kearfott (Fiqure 2). As these inertial sensors

are lower cost than their more accurate gimballed platform relatives, they are a natural
choice for use in redundant configurations where Fail Operational or Fail-Safe require-
ments are dictated. For the first time, these redundant configurations can be developed
for moderate cost applications based upon a strapdown mechanization utilizing proven
gyro technology.

* Registered In U.S. Patent Office
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Fig. 1 Gyroflex Gyro MTBF Growth Curve

Fig. 2 Kearfott Gyro Development

The Kearfott SKN-3000 Strapdown Inertial Navigator is a good example of a departure
point for redundant design as it is based precisely upon the technology discussed above.
Figure 3 shows this strapdown system packaged in a standard ATR case.

Fig. 3 SKN-3000 Strapdown Inertial Navigator

This paper will address a number of techniques which can be employed to make a
redundant strapdown configuration feasible.

CONCEPT OF SELF CONTAINED REDUNDANCY

Most current redundant inertial systems can be classified as Brickwall Systems.
For reasons of overall system reliability, a Brickwall system provides both physical
and electrical isolation between sensing channels. Often this isolation extends through
the downstream control system e.g., in each channel of an autoland flight control system.
While supplying total isolation, this approach does add considerable cost, weight,
and volume due to complete subsystem redundancy. The use of Duplex or Triplex Brick-
wall systems leads readily to the concept of fail operational and fail safe systems.
In a fail operational system, a failure in a subsystem in one channel, still leaves
two completely untouched channels i.e., in a Triplex system. A failure in a Duplex
system would usually be classified as fail safe as the system cannot tolerate a second
failure. These definitions are typical of flight control systems and do vary somewhat
between applications. While this approach does yield the required system redundancy,
it is also a costly and complex solution. An alternate approach to this problem of
redundant inertial sensing is through modular redundancy. It is the advent of strap-
down inertial technology which has permitted this concept to really become feasible.
Using redundant elements in an inertial system is certainly not a new idea. Redundant
platform gyros or "fourth" gyro concepts for example, have seen many applications over
the years. However, in a stable, gimbal isolated platform, complete redundancy is not
very practical. The addition of redundant elements to an inertial system should really
be looked upon as a means of improving the probability of mission success. Thus the
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redundant system must be capable of providing adequate system performance even after

a failure has occurred. A modular, redundant, strapdown system provides precisely
this kind of redundancy. Figure 4 shows an example of such a configuration. In this
case three, two-degrees-of-freedom sensors are orthogonally mounted with their input
axes skewed. This is an effective configuration, but is only one of many that is pos-
sible.

PHYSICALLY INDEPENDENT MATHEMATICALLY INDEPENDENT
INERTIAL CHANNELS INERTIAL CHANNELS
~ ~

) ~
% &
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SYSTEM
OUTPUT

INERTIAL
SYSTEM
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MODULAR SENSOR BLOCK

Fig. 4 Modular Redundant System

Fig. 5 Fail-Safe Inertial Ref. System

The principle advantage of a modular redundant strapdown system is indicated in
Figure 5. Savings in system cost due to a simple system with fewer but modularly re-
placeable elements are apparent. The strapdown system must, of course, be equivalent
to the brickwall approach not only in accuracy but in the vital areas of isolation
and reliability. Techniques for achieving this system independence will now be described.

As each sensor (A, B or C) represents a two-axis inertial sensor, redundancy is
afforded to each axis of a sensing triad. This redundancy is achieved by skewing the
sensing axes of each sensor as previously shown (Figure 4).

In a system data processing sense, the redundant inertial system is as indicated
in Figure 6. Both accelerometer and gyro data is supplied in six component vectors
(for the three, 2-axis sensors indicated in Figure 4). Instead of complete separation
as in a brickwall system, this sensor data is "cross-strapped" to each redundant pro-
cessor. In terms of processing, the six instrument axes (per sensor type) are divided
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pire 4

Fig. 6 System Interconnection Block Diagram

into three groups of three that share a sensor and have a common axis. One such arrange-
ment has been shown in Figure 6. Here, all instrument axes are available to all compu-
ters. For example, from Table 1 below, Computer channel 1 utilizes instrument axes Al, A2,
Bl, B2. Channel 2; Cl, C2, Al, A2 and Channel 3; Bl, B2, Cl, C2 as indicated in the
table, a failure in one instrument axis pair effects a replacement with an unused pair
(for that axis) thereby permitting continuous operation in the presence of a failure.

If all systems are functional, a voting process does not take place, but all data is
utilized to form the best estimates of inertial system variables indicated on Figure

6 as a "State Estimator Combiner." If one sensor fails, the sensing axis triad is
mathematically rearranged to delete the failed axis and use a remaining functional

sensor in its place. Computationally, the navigational calculations are reinitialized
from a channel unaffected by the instrument failure.
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MODULAR RELIABILITY COMPARISONS

As previously stated, a key attribute of a modular redundant strapdown system
is the achievement of true fail-operational or fail safe characteristics while retaining
the reliability of more complex duplex and triplex individual sensing systems. 1In
order to appreciate the magnitude of reliability improvement achieveable, it is useful
to perform a comparative analysis. For purposes of analysis, the Kearfott SKN-3000
strapdown inertial navigators has been chosen as a baseline. Similarly, a modular re-
dundant strapdown system has been also based upon SKN~3000 components. Table 2 indicates
system configurations examined for both independent strapdown systems and redundant
modular strapdown approaches.

TABLE 2. COMPARATIVE SYSTEM CONFIGURATIONS

SKN-3000 BASED SYSTEMS MODULAR REDUNDANT SYSTEM COMPONENTS
® Single System 3 Two-Axis Gyros
) 3 Two Axis Accelerometers
L] Duplex System 2 Computers
® Triplex System 3 Two Axis Gyros
) 3 Two Axis Accelerometers
[ Duplex Cross Strapped 3 Computers

(with communication)
4 Two Axis Gyros
[ ) Triplex Cross Strapped ) 4 Two Axis Accelerometers
3 Computers

As this analysis is being performed for comparative purposes only, just the key
redundant elements (sensors and processors) are included. Thus the resulting system
reliability values will be somewhat higher than a complete system due to higher parts
count for electronics, connectors, etc. Figure 7 gives the result of this analysis.
Note that Mean Time Between Failures (MTBF) has been calculated rather than applica-
tion of mission reliabilities. Mission values could be misleading as for most applica-
tions, they are close to unity, thereby affcrding little differentiation between cases.

RELIABILITY BASED UPON
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Fig. 7 Comparative Reliability
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Although cross-strapped redundant systems are naturally more reliable than
brickwalled systems as shown, in each case the modular redundant systems are much
higher in reliability than their brickwalled counterparts. In fact, the greatest relia-
bility margin is exhibited by the fail-operational system with four gyros and accelero-
meters. Figure 8 graphically indicates the reliability advantages of a modular approach.

Note that no single instrument failure affects all three channels. 1In operation,
each computer receives navigation states from the other two and averages these outputs.
Computer failure is detected by built-in test features or BITE on both processor soft-
ware and hardware. When these BITE tests indicate a computer failure, its own static
computation is deleted from the average and its outputs inhibited.

There are several key advantages to this technique. A computer failure cannot
cause a sensor to become effectively inoperative as no instrument is dedicated to a
particular channel. As all computer outputs are combined or averaged, using multiple
sensors actually supplies a system accuracy advantage. Additionally, a channel is
not lost when a sensor failure occurs. What is lost is a measure of statistical inde-
pendence between channels. Failures can occur in two distinct categories, hard and
soft. Hard or complete failures are the easiest to detect with the appropriate BITE
circuitry. Soft or partial failures (such as gross shifts in performance), are more
difficult to detect. Techniques for detecting this kind of failure are referred to
as FDI (Failure Detection and Isolation) and are discussed in a latter part of this
paper. It should be noted, however, that undetected soft failures are reduced essentially
by a factor of three by the channel averaging process previously described.
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values are:

AComputer = 175 failures/lo6 hours
AGyro = 50 failures/lo6 hours
AAccelerometer = 20 failures/lo6 hours

the Appendix to this paper.

DATA PROCESSING REDUNDANCY ADVANTAGES

inertial data.
data processing flow.

processing is called pre-attitude filtering.
can be performed. There are advantages to both approaches.

Failure rates used in the calculation of MTBF figures displayed in Figure 7, have
been verified at Kearfott by exhaustive tracking of operating units.

These failure

The mathematics of the computation of comparative reliability can be found in

In addition to advantages of higher reliability given by redundant strapdown systems,
overall system accuracy can also be improved by appropriately filtering the sensed
The filtering process can be conducted at different stages in the system
Specifically, total sensor data from n sensing axes can be con-
densed into vehicle body frame related information by least squares or other estimation
procedures for subsequent use in attitude matrix calculations. This method of pre-
Alternately, post-attitude filtering
In the post-attitude case,

non-redundant sensor data is used in calculating an attitude matrix and filtering is

performed on the transformed data in each channel.

riate modeling and filtering will improve the overall accuracy of the system.

In all cases, redundancy and approp-

It can

be shown that the output variance of instrument errors decreases with the addition

of properly modeled sensors.

An optimal configuration for the sensors can be determined in many cases. For
example, when pre-attitude filtering is used, an optimal configuration based on

the Best Linear Unbiased Estimation Procedure (Ref 1) can be derived.

Theorem 1 given

below is employed in establishing an optimal orientation for the sensors.

Theorem 1 Let R be the output covariance matrix R = 02

Unbiased Estimate of X in Y = HX + U where U is ass
sensor noise vector with tuples of common variance o “.

of the Best Linear

ed to be mean zero uncorrelated
If selection of the column

of H is such that when viewed as column vectors they are of maximal length and
orthogonal to one another then the output covariance matrix of R is minimal.

Here the vector Y is made up of actual sensor outputs at a fixed point in time,

X is the corresponding three dimensional vehicle frame data vector.

The matrix H

is called the design matrix with entries consisting of directional cosines of angles

between sensors and the body coordinate axis.

In any case the B
Estimate of X under the above conditions is given by X = (H' H)

t Linear Unbiased
H'Y and the theorem

gives conditions for determining the optimal design matrix H which renders the correspond-

ing orientation.

As an example, considering the placement of three, two-degree-of-freedom gyros
A, B, C such that the optimality criteria given in Theorem 1 holds, then the three

gyros should be mounted in a mutually orthogonal fashion.

The Gyro Mounting Procedure for N=3, as previously outlined, has been determined

based upon its optimization features.
gives about the same reliability as a single gyro.

It is easily seen that the 3 gyro configuration

It will now be shown that this given Gyro Mounting Procedure for N=3 also gives
an optimal design matrix and, therefore, gives a minimum output Covariance Matrix.

Using matrix notation, we see that the sensed angular velocities in vector form
Y equals the design matrix H times the angular velocity vector x, namely Y = H x where,

P

r

The Design Matrix H specifies the orientation of the 3 gyros.

cos a A, cos B A cos y A
cos a A, cos B A2 cos y A,
cos o B cos B B cos ¥ B
H = |cos a B, cos B B, cos ¥ B,
cos @ Cj cosf c cos ¥ Cy
cosa C, cosg Cy cos ¥ Ca
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It can now be shown that

HOOOOM
ocoorHHO
oOHHFOOO

is an optimal design matrix for this problem. Note that in practice the sensors do

not sense the exact projections of roll, pitch, and yaw rates, consequently, the equation
Y = Hx is not exactly true; there is noise present which has not been taken into con-
sideration. These errors in the sensors shall be modeled by the equation Y = Hx +u,
where u is a 6 x 1 random noise vector such that it has mean zero and the entries are
uncorrelated with common variance ¢ 2. Thus E(Q)=o and the input covariance

matrix Q is a scaler matrix as follows: Q = o I.

Notice that each sensor is assumed as good as the next and the random errors in
any two sensors (even from the same gyro) are uncorrelated. A simple application gﬁ
the Gauss Markov Theorem gives.the best @inimum variance linear unbiased estimate X
of thgltrue rate vector X and X = (H' H) H'Y with output covariance matrix R = o
(H'H) .

Observing that the output covariance matrix is a function of the input variances
and the Design Matrix H, it will be shown that the gyro orientation chosen with N=3
"minimizes the variances in R."

In this application
H =

0

0

Hy = 0
il 2 1
1

0

o

n
HOOOOKM
OCOO MO

and Ho' H) = Hl' Hy = Hl' Hy, = 0. Furthermore, Ho'
- Here, ® = (H'H)~) H'Y and best estimates of roll, pitch and yaw p = 1/2 (A, + Cy)
q=1/2 (A2 + Bl), and € = 1/2 (C, + BZ)' The output covariance matrix for thi% par=

ticular design is R =0 2 (H 'H)”". Hence,

HO = Hl'Hl = Hz' Hy, = 2.

02/2 0 0
R = 0 e2/2 0
0 0 0?/2

Thus, the output noise on each channel has been reduced by about 1/3, that is
the output standard deviation equals 0.707 .

Similar examples can be given for 4, 5 or greater sensor situations.

It should be emphasized that the Pre-Filtering algorithm serves a dual function
as it transformed the observations from sensor coordinates into body coordinates.
Simultaneously the data was smoothed in some optimal statistical manner. In the post-
filtering operation, usually only the latter function is performed and the data processing
algorithms are generally simpler.

FAILURE DETECTION AND ISOLATION

FDI deals with the detection and isolation of both hard and soft failures. Soft
failures are defined as partial failures such as component performance shifts while
a hard failure is a complete or total failure of a device. As the sensor block previous-
ly described is usually a key item of failure concern, sensor FDI techniques lend a
unique redundancy characteristic to this approach. With this technique it will be
possible to continue uninterrupted operation without subsystem or higher level redun-
dancy.

There is a sizable history of the application of FDI techniques to inertial sensing
systems (since about 1964 at Kearfott for example). This early work was con-
cerned with the skewing of redundant strapdown sensor triads. In addition to sensor
error detection, this concept also provided the means for failure isolation by virtue
of the fact that an instrument failure propagates an error vector with its own spatial
orientation.

Extension of this work to cover non-orthogonal sensor configurations was next
accomplished, particularly the dodecahedron configuration which has received much atten-
tion in the literature. This led directly to Kearfott's FDI extension to gimballed
IMU's in 1969 (Ref. 2). Practically, in a gimballed application, the technique was a direct
ext2nsion of earlier vector FDI studies. This approach has been granted a U.S. patent
and will see its flight application when the Space Shuttle makes its first ncvigation
flight. The effect will be the detection, isolation and possible replacement of soft-
failed sensors in a redundant IMU system. Here, the sole interest is in the increased
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reliability required for a space mission. FDI makes most sense, however, for a modu-
lar strapdown system as it affords both increased reliability and reduced system cost.
This could for example make practical the application of inertial systems to most all
commercial airliners, supplying reasonable flight control sensing and navigation.

FDI as defined, acts at the instrument level, detecting and isolating both soft
and hard failures before they have had chance to propagate through the system. This
is accomplished by having each sensor placed in a skewed orientation. A required or-
thogonal sensing triad is then formed mathematically from the sensed set of variables.
Thus if a sensor fails, its output can be replaced by the composite output of other
sensors. By skewing, the greatest degree of redundancy is obtained. In Figure 9,
the direction of the sensing axes for the previously described sensor block is shown.

Fig. 9 Sensing Axes Spatial Orientation

Referring back to Figure 4, the sénsors (gyros, accelerometers) in this particular
configuration are mounted in orthogonal directions with their sensing axes skewed 45
degrees. As given in Figure 9, these sensor directions A's, B's, C's fall within a
basic orthogonal triad. There is then a matrix H which transforms the sensed data
into this orthogonal frame or:

X=HY

where Y is the sensing frame and X is the orthogonal body computational frame. When

a sensor failure occurs, the H matrix is restructured so that the components of the

Y or sensor vector are not coupled into the X or measurement vector. Both acceleration
and body rates are coupled into an orthogonal frame by the H matrix. As this sensor
data is redundant, there are really two different measures of the X vector. By forming
a difference vector where

€ =X -X

a sensor failure can be observed by noting when this failure vector € is not zero.

When a failure has occurred, ¢ is non-zero and its vector direction falls in a plane

of the failed sensor's input axes. For this technique to function properly, the skewed
sensor axes must be chosen in such a way that they span the measurement space. This
isolation of a failed sensor can be observed by transforming the error vector back

to sensor coordinates as

y=81x

thereby directly indicating the faulty instruments.

This simple technique supplies a powerful method for the utilization of redundant
sensors in a failure tolerant system. Of particular importance is the ability to
detect both soft and hard failures. Soft failures such as caused by shifts in basic
instrument parameters have heretofor been undetectable. Hard or complete instrument
failures are still detectable by more ordinary BITE techniques but of course show up
graphically with this FDI method. As might be expected, the level of fault detection
does add some complexity. Actually, the failure vector € will usually have some small
value as no two sensors are really identical. Also, callbration and alignment variations,
readout errors, etc. all add to a normal finite value for €. Practical use of this
type of sensor FDI then requires the setting of appropriate threshold tests. If such
a threshold is set too low, then the probability of detection false alarms becomes
a concern. False alarms are naturally to be avoided as they usually result in
the removal of a properly operating sensor from the modular system. Thus this sensor
is no longer available for system error improvement and redundancy uses. Effectively
it is as if the sensor has failed. However, setting the threshold too high also presents
difficulty as the probability of missed failures can become high. Figure 10 demonstrates
this error threshold set on the error vector €.

Here the failure threshold is shown as the radiusf of a sphere. In terms of the
twc failure vectors shown, vector €. has exceeded this threshold. This constitutes
error detection., Isolation will th&n be performed by resolving components of the vector
iﬂ F:li:tf vector €, is a more typical case, of finite value but below the detection
thresho .

o e e St sl e T g F AR s
' R —




FAILURE THRESHOLD
v RADIUS 'A'
Fig. 10 FDI Error Threshold
Another way to look at this detection process is in terms of Gaussian distributed
sensor errors. As no instrument is truly error free, this distribution exists with
or without a failure. Figure 11 demonstrates these error distributions.

ISTRIBUTION
WO FAILURE

xR TOR PROBABILITY OF PROPER
ARERIREION, ERATION, NO FAILURE

T I 0

PRUBA FNSITY OF €, WITi AND WITHOUT A FAILURL
FIGURE 11 (a)

PROBAVILITY OF
DETECTED FAILURE

PROBABILITY OF
MISSED PAILURE

PROBARILITY OF MISSED FAlLURE
PIGURI 11 (c)

Fig. 11 Error Distribution

A failure in one of the modular sensors appears in the error vector ¢ as a shift
in the distribution. This is denoted by a new mean, D. As shown in 1ll-bsselecting
a threshold level determines the area of proper FDI function i.e., no detection. The
cross hatched area indicates the condition of false alarm i.e., in proper error indica-
tion. Adding a sensor failure to the system results in the shifted error distribution
of Figure l11-c. Errors between the threshold '£' and the distribution 'D' are properly
detected. However errors falling in the crosshatched area represent undetected failures.
An obvious solution is the lowering of the FDI threshold '£'. This unfortunately also
results in an increase in FDI false alarms. For a particular modular sensor application
it is then necessary to first choose a threshold '£', and then calculate typical proba-
bilities of detection.

These probabilities can be summarized in the following Table:

-~
NO FAILURE FAILURE
~ OCCURRED
II
Use instrument l1~-a B
Isolate I
and remove o 1-p7

TABLE 3. SYSTEM USE AND ISOLATION PROBABILITIES

Here, ais defined as the probability of a false alarm i.e., no failure has occurred
but the sensing element is taken off-line. 8 is defined as the probability that a sub-
system has failed but has not been properly isolated i.e., the failed element has not
been removed.

For purposes of this discussion, it has been assumed that if A or B system fails
and isn't isolated, the introduction of contaminated information into the total system
would cause system failure. However, in general, the above statement is a simplification.
Actually, where the threshold boundaries are set for the FDI, the specifics of the
subsystems involved are the determining factors. Consequently the effect of system
reliability with a failed redundant sensor must also be accounted for.

To evaluate system reliability, appropriate values of o and 8 should be given for
each subsystem. These values are of course directly dependent upon the probability
of detection and isolation. Once this is accomplished, total reliability can be formed
using the theory of conditional probabilities. As an illustration, for the identical
instrument X with reliability R_(t) positioned such that both are working but only
one is needed for system succesS8. Let oy andlﬂx be the corresponding Type I and II
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probabilities. Then the reliability for this system taking into account the FDI in
R(t) =R2, (t) [1 -a, P + 2 R (t) [1-r(0)]) [1-@ J(-8,] + 2 R (Vo [ 1- oy ]

The first term in the expression for R(t) results from the fact that the system is
reliable when both subsystems are working and none isolated as a failure. The second
term comes about since the system is also reliable when one subsystem has failed, the
other working, and the failed subsystem isolated. Finally the system is working when
both subsystems are operable, one being used and the other isolated due to a false
alarm. Further examples could be given, but the idea should be clear, that total system
reliability does depend on FDI effectiveness.
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APPENDIX - COMPARATIVE RELIABILITIES

This Appendix includes the derivation of some of the comparative reliabilities for
brickwall SKN-3000 type systems and modular derivatives as discussed in this paper.

SKN-3000 TYPE SYSTEM
SINGLE SYSTEM

This system consists of two 2-axis gyroscopes and 3 single-axis accelerometers,
and one computer. Figure A-1 indicates this pictorially.

A(3,3) (2,2) C

iy

Fig. A-1 Single System, A(3,3) G(2,2)C

The notation used in the figure will be used throughout this section. A (n,m)
will denote the condition of n accelerometer axes out of a total of m, remaining operating.
Thus A(3, 3) denotes the condition of no axis failures. System reliability can then
be written as:

o =iy 2
Rg(t) = Ry (t) R (t) Ra(t)

Assuming exponential reliability,

R, = 3A, # 2hg _AQ)

Thus:

1
MTBF =
3Xa ¥ 2Xg A

DUPLEX SYSTEM

A(3,3) G(2,2) G

A(3,3) G(2,2) c

Fig. A-2 Two SKN-~3000 in Parallel

The reliability of this configuration is:
R(t) = 1-(1 - Rgit))?

or

3 6

R(t) = 2R, () RG2(t) Ro(t) - R,

G C
using exponential reliability:
=(3A, + 2AG+)\C) t

R(t) = 2e e ~(6A, +4Ag+2A0) ¢

thus:

9, + GAG +3A¢
(3Aq + 2A5 + Ao) (6, + 4A5 + 2A()
TRIPLEX SYSTEM 3 C A (3,3) G (2,2)

MTBF =

A(3,3) G(2,2) €y
A(3,3) G(2,2) C2
A(3,3) G(2,2) Cs

Fig. A-3 Triple Redundant SKN-3000
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Therefore, for the triple redundant system the reliability is:

R(t) = 1 - (1 - Rg(t))?

23 52 m - 38 ”Y B2 + &% RS B3
R(t) 3RA RG RC 3RA RG Rc + RA RG RC

Assuming exponential reliabilities:

—(3A, + 20a *AQIE (67, ¥ . +re) b -9 ¥ 6rs + 3)0¢)
I i hg * hglt =04y g * ek 5. TS0 G C
and

MTBF = T35+ 2 353 R (P +43+2 )+W+61+3A
At g tAc Aa Ag Ac AL c)
DOUBLE REDUNDANT CROSS STRAPPED SKN-3000's

Cy A(3,3) G(2,2)

) A(3,3) 6(2,2)

Fig. A-4 2C2 A(3,3) G(2,2)

For a configuration consisting of two computers in parallel in series with two
orthogonal IMU's as in Figure A-4, the reliability is given below.

The reliability equals:

2 3 x2 6 4
R(t) = (ZRC(t) = Rc(t)) (2Rp R; - Rp Rg)

CROSS STRAPPED TRIPLE REDUNDANT SKN-3000

For the configuration of two computers in parallel in series with three IMU's
as in Figure A-5. The reliability R(t) equals:

R(t) = (2R - R2) (3r3 RS - 3RS Ré + Ry Rg )
<y (a3,3) G(2,2)
—_— A(3,3) G(2,2)
P A(3,3) G(2,2)

Fig. A-5 2c3 [A(3,3) G(2,2))
MODULAR STRAPDOWN 2CG(2,3)A(2,3)
The configuration of Figure A-6 consists of two computers in parallel and in series

with three TDF gyros of which two or mroe are needed in series with three accelerometers
of which two are needed.

51

R G(23) a(23)

C2

Fig. A-6 2CG(2,3) A{2,3)

The reliability of the gyros and accelerometers are binominally distributed.
zo: gxample. the reliability of a system consisting of two out of three remaining operat-
ng is:

i 3 K a 3~k 2
Rs(2,3) Ez (K)RG L = 3 Rg® (t) (1-Rg(t) + nG3 (t)

and a similar expression for the accelerometer Rn(z 3 The overall reliability can
then be written as: “

R(E) = (2R (€] - RE(E)) (3R] - 2RQ) (3R] - 283)




MODULAR STRAPDOWN 3CG(2,4)A(2,4)

The reliability of the configuration in Figure A-7 consisting of three computers
in parallel and in series with a (2,4) gyro configuration and a (2,4) accelerometer

configuration is:

51

C, G(2,4) A(2,4) b—

C3

Fig. A-7 3CG(2,4)A(2,4)
The reliabilities for the gyro and accelerometers can be calculated binominally
for the gyros and accelerometers. For example, the gyro reliability can be written
as:

4

Y 4 K y_p )4-K
Rg(3,4) ° ng (5) Rg (1-Rg)

" 4 b 3 2

= 3R;" () 8R;™ (t) + 6R;“ (t)

The accelerometer reliability is handled in a similar fashion.
Overall reliability can then be written as:
% 2 3 4 3 2 4 _ 3 2
R(t) = (3RC - 3RC * RC) (3RG 8RG + GRG). (3RA BRA + GRA)
DOUBLE REDUNDANT SYSTEM (FAIL~OP) WITH THREE COMPUTERS

The configuration is given below in Figure A-8.

c

I

C, (62,3) Kz, 0 P

Fig. A-8 3CG(2,3)A(2,3)
The reliability of this configuration, consisting of three computers connected
in parallel, all in series with three gyros and accelerometers each in a (2,3) configura-
tion is:
3

: ad 3 - SNy s
R(t) = (3Rg -3 R.* + R.Y) (3R,* - 2R, %) (3R;® - 2r.)
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LISSAGE ET EXTRAPOLATION INERTIELS DE FAISCEAUX ILS
Application & 1'AIRBUS A.300.B

par

J. IRVOAS et D. BUISSON
S.N.I.Aérospatiale
316, route de Bayonne, TOULOUSE, FRANCE

P. LLORET et X. LAGARDE
S.A.G.E.M.
6, avenue d'Iéna, PARIS, FRANCE

SUMMARY

One of the problems of automatic approach and landing is the accuracy of aircraft guidance as the
aircraft flies along the ILS Beams. If the beam is noisy, or disturbed by undesirable reflections of the
emitted signal on natural obstacles or on an aircraft which is flying over the localizer transmitter during
its take-off, the lateral displacement and the roll movements of the aircraft could be very large. As far
as ILS transmitter or receiver failures are concerned, they increase go-around probability, which is unde-
sirable as far as the airlines are concerned. The system studied here can smooth the Loc data and ensure
continuation of aircraft guidance in the event of a Localizer failure. This system only needs complementary
speed information from an inertial sensor system in order to provide the auto-pilot with a filtered Loc
signal instead of the raw signal. The final system, based on Kalman filtering, was implemented by means of
a digital computer, then flight tested on the AIRBUS A.300.B.Certification of this system with reduced ope-~
rational visibility minima is expected in the Spring of 1978

NOTATIONS
y : écart latéral métrique de l'avion par rapport 4 l'axe de la piste.
Vi 3 écaft angulaire entre la droite émetteur Loc-avion et l'axe de la piste, transformé en micro-
ampeéres.
D : distance de 1l'avion & 1'émetteur "localizer".
h : altitude de 1l'avion (ft) dans des axes 1iés & la piste d'atterrissage.
v : vitesse de 1l'avion.

AVN,AVE-: erreurs constantes de vitesse de 1'INS selon les axes respectivement Nord, Est, Transversal,
itudi §
£“4:[“A longitudinal
}N :gs : variations avec le temps des erreurs de 1 INS.
Tr0e

- : estimation de la variable x par le filtre LIS.

SI,SQ’_ : sensibilité d'écart du faisceau Loc ( ,IA/de’ ) respectivement réelle et affichée dans le calcula-
teur.

R, R : route, route indiquée par 1'INS.

‘*yser : cap géographique de la piste.

S'?.:R,;q’scf: erreur de route & t = 0 (initialisation du Filtrage).
LIS : Loc-Inertiel Systéme.

LISS : Loc-Inertiel Statistique Systeéme.

1 INTRODUCTION

L'utilisation de termes inertiels pour améliorer les modes de guidage de I'avion sur les faisceaux ILS (Instrument Landing
System) a déja été étudié, en particulier aux Etats-Unis. (réf. (1)). On peut ainsi espérer utiliser I"avion dans les conditions d’un atterris-
sage en Catégorie 1l alors que le faisceau lui-méme n’est que de catégorie 1.

En France, sous contrat des Services Officiels (Service Technique Aéronautique : STAE), et & la suite
d'une demande de la Compagnie Air Inter, la SNIAS (Société Nationale des Industries Aérospatiales) et SAGEM
(Société d'Applications Générales d'Electricité et de Mécanique) ont étudié un systiéme qui permet une dimi-
nution du taux de remises de gaz jugées trop fréquentes sur certaines pistes équipées de faisceaux Loc
(localizer) trop bruités ou brouillés par des phénomdnes parasites.

Les objectifs du systime ont donc été précisés en trois points :




1 - Lissage des informations "ILS" de catégorie II ou III afin de diminuer le taux d'approcches
manquées dues aux imperfections de 1'ILS.

2 - Survie du systéme & une panne des émetteurs ILS & basse altitude lors d'approches en Catégorie
II ou III, et, & plus long terme, er catégorie III sans hauteur de décision.

3 - Lissage des informations ILS de catégorie I en vue d'améliorer la qualité du guidage aussi
bien en approche manuelle au directeur de vol qu'en approche automatique.

Les problémes rencontrés par Air Inter concernent essentiellement l'axe latéral de guidage de
1l'avion ; le faisceau "localizer" est dcnc le principel intéressé. L'étude a été conduite en l'appliquant &
1'avion AIRBUS A.300.B et & son pilote automatique latéral SFENA (Société Frangaise d'Equipements pour la
Navigation Aérienne) qu'on s'est efforcé de ne pas modifier. Le sysiime est cependant universel et pourrait
8tre appliqué au guidage en approche d'un avion quelconque.

Le systéeme de filtrage a été défini 3 1'aide d'une simulation rnumérique de la boucle de guidage
de l'avion sur ordinateur, puis programmé dans le calculateur SAGEM UTD avant d'8tre essayé sur le simulateur
de vol "Airbus" en laboratoire, puis en vol sur 1l'Airbus rn° 3 équipé d'une installation d'essais en vol
adéquate.

2 PRESENTATION SUCCINTE DE LA SIMULATION SUR ORDINATEUR

Le schéma général de la simulation numérique est présenté figure 2.1. Il fait apparaitre plusieurs
sous-ensembles :

- mécanique du vol de l'avion, sous l'aspect des mouvements latéraux seulement

- pilote automatique latéral, qui élabore les ordres de commande & appliquer aux gouvernes de gau-
chissement et de direction (en particulier les modes MAINTIEN de LOC, puis ALIGNEMENT).

- les différents détecteurs placés & bord de l'avion sont :

. ur récepteur ILS (Localizer et glids) fournissant un courant proportionnel & 1'écart angu-
laire entre l'avion et le faisceau : 7Les (PA) pour le faisceau LCC et € glide (}JR )
pour le faisceau glide.

. un radio-altimétre fournissant 1l'altitude de 1'avion Lg a, différente de l'altitude réelle
dans le repére d'axes l1iés & la piste & cause du profil du terrain survolé.

. une centrale & inertie qui permet d'avoir dans le repére géographique local la vitesse de
l'avion : VNI, VET sont ses composantes selon les axes Nord et Est.

- le filtre LIS (Loc Inertiel Systéme), qui, & partir des informations ILS ( ‘z“,s . E%‘“‘ ), de
l'altitude hp p et des vitesses inertielles VNI et Vg reconstitue la position de I'avion ¥
qu'on transmet au P.A. (position (2)) & la place de la sortie brute du récepteur Loc (position (1).

Les différentes perturbations, qui agissent comme entrées de la sim.lation sont les suivantes :

- vent latéral et turbulences atmosphériques associées, selon la réglementation F.A.A. précisée
dans la circulaire AC 20-57 A. Deux types de vent ont été uvtilisés :

. Vy =10 KT (vent de face nul)
. Vy = 15 KT, vent de face Vx = 20 KT (total 25 KT)

Les turbulences associées ¢nt un spectre équivalent & celui d'un bruit blanc filtré par un filtre
passe-bas du ler ordre.

- bruits du faisceau Localizer.

P
L'annexe 10 de la réglementation OACI (Organisation de 1'Aviation Civile Internationale) donne
les spécifications en ce qui concerne les coudes d'alignement des faisceaux "Localizer".

La figure 2.2 présente la valeur maximum & ne pas dépasser avec une probabilité de 95 %. Toutefois
ce document ne précise pas le spectre des bruits. Apres 1'étude de quelques faisceaux Loc frangais
vérifiés en vol par le Service Technique Frangais de la Navigation Aérienne (S.T.N.A.), de méme
que quelques faisceaux américains (réf. (2)), le moddle de bruits aléatoires choisi est porté
figure 2.3. Il correspond & un bruit blanc filtré par un passe-bas de constante de temrs variable
avec la distance de l'avion au seuil de piste. Le niveau du bruit est également variable avec la
distance. Il est possible de superposer & ce bruit aléatoire une diastorsion spatiale du faisceau
de telle sorte que le niveau maximum toléré par 1'OACI soit effectivement atteint.

- profil du terrain. L'altitude mesurée par une radio-sonde va servir & reconstituer la distance 2a
1'émetteur Loc. Le profil du terrain influence donc le calcul. On peut donc simuler soit un ter~
rain en moyenne plat, soit une pente positive ou négative du terrain. Des perturbations aléatoires
représentant les accidents du terrain sondé ou ies bruits de mesure, s'ajoutent au profil moyen.

- bruits du faisceau "glide". Nous supposons que, dans le plan vertical, l'avion est parfaitement
stabilisé sur la trajectoire théorique de descente définie par le faisceau glide. Le bruit du
faisceau glide n'est donc présent dans la simulation que comme perturbation du calcul de la dis~
tance & l'émetteur Loc. C'est & nouveau un bruit aléatoire généré par filtrage d'un bruit blanc.
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~ erreurs de vitesse de la centrale & inertie.

La centrale MGC 30 de SAGEM, choisie pour équiper (optionnellement) 1'AIRBUS est du type & car-
dans, la mécanisation choisie étant du type "azimuth libre". On peut donc considérer que les er-
reurs sur chacun des axes Nord et Est sont indépendantes. Etant donné que le temps d'utilisation
des vitesses par le systéme hybride est faible devant la période de Schiller (84 mn.), les erreurs
de vitesse peuvent 8tre approchées par une erreur constante et une dérive au cours du temps :

v"’:ms: Y oF AV +\3’N't
+AVE+‘62.t

o AV, AV, ) XN XE sont des constantes au cours d'une approche donnée.

vrai

oo L i I

nNs vraie

3 DESCRIPTION DE LA VERSION CLASSIQUE DU FILTRE LIS 1 (VERSION N°© 1

SAGEM a initialément proposé une architecture classique pour le filtrage entre les informat:ons
localizer et les vitesses inertielles.

Ce filtre déterministe est & l'origine des premiéres études, puis des tout premiers essais en vol
au CEV (Centre d'Essais en Vol) de BRETIGNY et ainsi a permis de vérifier les principes de base du systéme.

3.1 Principe.
Ce filtre utilise la technique du filtre complémentaire.

la position estimée de l'avion va &tre reconstituée & partir des informations radio-électriques
du localizer et des informations de vitesse par rapport au sol de la centrale & inertie.

Les informations délivrées par le récepteur LOC sont disponibles sous forme d'écart angulaire entre
la droite avion-émetteur localizer et l'axe piste.

On obtient 1'écart métrique par rapport & l'axe piste grfce & la connaissance de la distance avion-
émetteur et de la sensibilité du faisceau localizer.
A

- D
‘g‘ms i Vms' -_S?F

A partir des vitesses Nord et Est fournies par la centrale et du cap de la piste, on élabore la
vitesse inertielle transversale de l'avion -&1 (cf. figure 3.1).

Ces deux informations sont entachées d'erreurs de types différents :
= Ymes = Yvrai * Ybrut LOC

ol ybrut LOC comprend les bruits radio-électriques et les distorsions de faisceau.
- ot A \

\&1 ’té'vr-'-f AT

ou AVp est la dérive constante (ou variant lentement) de la centrale & inertie.

AVp comprend la dérive propre de la centrale & inertie et 1l'erreur due & la projection des vites-—
ses = Nord et Est sur une direction de référence légéremenrt distincte du cap géographique de la
piste.

Cette derniére erreur est constante tant que la vitesse longitudinale de l'avion ne varie pes.

On forme alors le filtre complénex}taire :

e - WA IS & G(p)

<>

&Ns | 1-G(P) ]

2
avec G(p)=_rP___
pc + ap + bp

On obtient ainsi :

+ b
§ = yvrai + o—E  AVp + =L Yoruit LOC
pc +ap+ b ?+ap+b

b
Le bruit LOC est donc filtré par le filtre '2&*_— tandis que les erreurs inertielles seront
résorbées par le filtre dérivateur, & POtap+d  gavoir ¢ o
Le schéma d'un tel filtre est présenté figure 3.2

3.2 Réalisation.

Le bloc-diagramme du filtre complet est donné figure 3.4

Ce schéma comprend, outre l'élaboration d'un écart latéral, un filtrage inertiel de la distance
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avion-émetteur localizer, nécessaire & la transformetion des écarts angulaires en écarts métriques.

3.2.1 - Elaboration de 1'écart latéral filtré.

Le systeme fournit deux estimations de 1'écart latéral filtré, qui sont élaborées & partir de
deux boucles similaires constituant deux filtres complémentaires de fréquence de coupure différentes :

La vitesse inertielle transversale est corrigée par la somme des sorties d'un passe-bas et d'un
intégrateur de contre-réaction. Cette vitesse corrigée est intégrée pour donner 1'écart calculé par rapport
a4 l'axe de piste.

a) Boucle lente.

La pulsation de coupure de cette boucle diminue au cours du temps pour atteirdre o,1 rd/s en
fin d'approche.

L'erreur de position est filtrée afin d'obtenir une estimation de la variation de dérive de
1'inertie.

b) Boucle rapide.
Sa pulsation de coupure est plus élevée : 0,55 rd/s.

L'erreur de position est redressée puis filtrée, elle permet d'obtenir une estimation du bruit
recueilli sur le signal localizer.

c) Pondération.

L'écart latéral final est le résultat d'une double pondération :

- pondération des écarts calculés dans la boucle lente et dans la boucle rapide. D'une manidre
générale, plus le bruit ILS sera important, plus la boucle "lente" aura d'importance dans la
pondération et réciproquement, plus la variation de dérive inertielle sera importante, plus
la part de la boucle "rapide" sera grande.

- pondération pour transférer progressivement les informations d'écart latéral du signal LOC
brut v, au signal LOC filtré ; ceci afin d'éviter une discontinuité dans 1'information
transmise au pilote automatique.

d) Mise en inertie pure.

Lors d'une perte du faisceau LOC, 1l'écart latéral est calculé par 1l'intégration de la vitesse
inertielle corrigée de 1l'estimation de dérive de la boucle lente.

3.2.2 - Elaboration de la distance émetteur LOC-avion.

Le principe est le méme que pour le filtrage de 1'écart latéral de 1l'avion par rapport & 1l'axe de
la piste.

La distance métrique & 1'émetteur localizer est calculée & partir des mesures glide et radio-
sonde (figure 3.3): )
RA

.
(S X}+ Ss'agld¢

ou hpp est la hauteur radio-sonde,

+ dag

‘&Sisont la pente et la sensibilité du faisceau glide,
Eade est 1'écart glide,
dﬂ‘ est la distance séparant les émetteurs LOC et glide.

Cette distance est filtrée par la vitesse inertielle longitudinale. En cas de perte des informa-
tions radio-sonde ou glide la distance est calculée per intégration de la vitesse inertielle.

3.2.3 - Initialisations.

Le filtrage de l'écart latéral est initialisé & la fin de la capture du faisceau localizer, lors-
que l'avion est resté pendant 10 secondes au moins & 1'intérieur du domaine défini par un écart localizer
inférieur & 15 }UA.

Le filtrage de la distance est initialisé lors de la capture du faisceau glide. Avant cette ini-
tialisation, qui intervient généralement aprits celle du filtrage latéral, on utilisera la distance brute
dans les équations d'élaboration de 1'écart latéral filtre, distance qui sera faussée par le fait que le
récepteur glide donne un signal non proportionnel & 1'écart angulaire réel.

3.3 Enseignements tirés de 1'optimisation du filtre classique LIS 1. ;
L1
Le filtre classique a fait 1'objet des simulations décrites au paragraphe Z et d'essais en vollau
CEV. L'avantage de ces essais a été de procurer un moyen de trajectographie précise de l'avion, grlce au
systéme 2 laser STRADA, permettant d'analyser finement les performances obtenues au cours de vols réels.

Par ailleurs, le CEV de BRETIGNY s'est donné les moyens de "rejouer" & postériori les approches effectuées
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a4 1'aide des enregistrements des données d'entrée du calculateur LIS.

Ces simulations se sont révélées un outil d'analyse tres efficace, gréce & la possibilité de faire
varier les paramétres de filtrage.

Les principaux enseignements tirés, aussi bien des simulations que des essais en vol, ont été les
suivants :

- dans sa fonction de lissage, le filtre LIS 1 atténue significativement (division dans un rapport
supérieur a 3) les distorsions du faisceau LOC situées dans une bande de fréquence supérieure & 0,03 Hz (pé-
riodes inférieures & 30 sec.). Cette atténuation est particuliérement nette au niveau des mouvements de rou-
lis et de lacet de 1l'avion réduits dans un rapport 1/3 méme en présence de faisceaux ILS réputés peu bruités.

- dans sa fonction de survie & une panne ILS X basse altitude (h €100 ft), le filtre LIS 1 assure
un bon guidage de secours : la précision & 1'impact est de 1l'ordre de 3 m (& 1 o ) dans les cas défavorables,
résultat homogéne avec la précision de 1'estimation des erreurs inertielles en fin d'approche.

Le paragraphe 7 rend compte des principaux résultats obtenus. Cependant, il a été jugé souhaitable
de poursuivre les efforts en vue d'éliminer certaines limitations inhérentes au filtre classique LIS 1. Voici
les principales limitations rencontrées :

- si on cherche & obtenir une atténuation des distorsions du faisceau LOC dans les fréquences in-
férieures & 0,03 Hz, on obtient en contre-partie une erreur statique ("trainage") du filtre qui devient vite
prohibitive et dégrade la précision d'impact obtenue sans ce nouveau systéme. Le réglage final fait apparai-
tre une diminution de la précision d'impact de 3 % seulement (elle passe de 2,94 m & 1 g en guidage LOC &
3,03 m avec le guidage LIS 1), mais le lissage de la trajectoire est médiocre.

- un terrain montant ou descendant en amont de la piste entraine des erreurs dans 1'évaluation de
1'écart métrique yn.s & partir de 1'écart angulaire ymes. Un effet similaire découle du fait qu'on utilise
une valeur moyenne de la sensibilité du faisceau (75 pA/deg) alors que la valeur réelle peut varier de 55 a
110 pA/deg selon la longueur de la piste et la position respective des émetteurs. Ces différentes causes
conduisent & une diminution de la durée de survie du systime & une panne LOC, et méme & la divergence de la
boucle de guidage dans un cas extréme.

- enfin, la formulation classique ne permet pas d'estimer 1l'erreur entre la direction de référence
pour la projection des vitesses e! le cap géographique de la piste. Ce terme, peu important lorsqu'on ne se
préoccupe que du guidage de 1l'avion & vitesse constante, intervient & chaque variation de vitesse et en par-
ticulier & la décélération sur la piste. Pour éviter ce probleme avec la formulation LIS 1, la seule solution
est 1'introduction du cap de la piste sur laquelle on va atterrir dans le calculateur. Dans une formulation
statistique, on a la possibilité d'évaluer ce terme pourvu que l'avion décélére suffisamment en cours d'ap-
proche.

La formulatiorn statistique (filtre de Kalman) a donc été choisie pour les versions suivantes. Elle
apporte d'ailleurs plus de souplesse dans la mesure ou elle prend en compte les différentes possibilités
d'initialisation qui dépendent de la procédure utilisée pour 1'approche, alors que la formulation classique
est optimisée pour une approche "standard”.

4 DESCRIPTION DU FILTRE STATISTIQUE LISS
4.1 Principe - version n°® 2 (LISS 2).

Afin d'avoir un filtrage optimal entre informations LOC et vitesses inertielles, il a semblé in-
téressant d'utiliser les équations du filtre de Kalman-Bucy. Pour cela, il faut écrire les équations d'état
du systéme, en tenant compte, de plus, de 1'évolution avec le temps de l'erreur de vitesse inertielle. Il
vient :

o .
$= 4t Ot Yot (4.1)
ou AVp et YT sont des constantes.

Le récepteur LOC fournit la position angulaire de l'avion, & la sensibilité prés (otservations
du systéme) :

-~
jﬁus= %’: ymes = % % gbwﬁloc (4.2)

Nous supposerons ici que Ypruit LOC est un bruit blanc. La méthode du filtre récursif de Kalmun-
Bucy, ou les observations sont continues, nous permet d'évaluer les trois variables y, AVT et yT a4 partir
des mesures 4. et %, . Par rapport 4 la version classique du filtre LOC-Inertie, on a donc ajouté une
boucle supplémentaire qui permet de fournir la dérive au cours du temps de l'erreur de vitesse de la centrale
inertielle. Ce terme était cependant estimé dans la version LIS 1 par filtrage de l'erreur statique y - ymes.

4.2 Principe de la version n° 3 (LISS 3).

Les difficultés Iencontrées avec la premidre version du filtre statistique viennent du fait que
les erreurs du rapport D agissent de fagon différente selon qu'il est sur ou sous-estimé par rapport
au rapport de transfor- 3¢, mation réel D . Les recalages des estimations, compte tenu de 1'indica-
tion du récepteur LOC, sont alors faussées. Sy

Afin de repor‘er les erreurs dues & la mauvaise estimation de la distance non plus sur 1'équation
d'observation (4.2), mais sur 1'équation d'état (4.1), une nouvelle formuletion a été essayée. Elle consiste
a4 utiliser comme variable d'état 1'écart angulaire 7 au lieu de 1'écart métrique y. Les nouvelles équations
du systéme s'écrivent donc :
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= 3 (d-%ph) r Ly (4.3)
Jmes = ¥+ Dvruit Loc (4.4)

Toujours en supposant que ¥ pryit Loc 8t un bruit blanc, nous pourrons écrire les équations du
filtre de Kalman-Bucy pour évaluer les 3 variables [7;An¢,;;] :

Afin de diminuer 1'influence des erreurs sur Of, et D, on utilise la technique de 1'epsilon
(ref. (3)) : elle permet de pondérer le calcul des 3 gains de recalage de la confiance placée dans les cal-
culs par la méthode de Kalman.

4.3 Principe de la version n°® 4 (LISS 4).

Les équations écrites jusqu'ici supposaient que la vitesse longitudinale de l'avion restait sensi-
blement constante pendant toute l'approche, depuis 1'initialisation jusqufd lfimpact. Or, la sortie du train
ou des volets hyper-sustentateurs nécessite une réduction de la vitesse de 1l'avion. Ces évolutions de vitesse
provoquent des écarts de trajectoire au moment ol elles surviennént, écarts provoqués par la différence entre
la route de l'avion indiquée par la centrale & inertie au moment de 1l'initialisation du filtrage et le cap
géographique réel de la piste. En prenant un modéle plus compliqué des erreurs de vitesse transversale, on
peut espérer évaluer cette erreur de route, pourvu cependant que la vitesse de 1l'avion évolue pendant le temps
de filtrage. :

Le nouveau modéle de 1l'erreur de vitesse inertielle sera donc :
. ‘
Yo dr Oyt e SR (W) (4.5)
ou Avp, YT et SR, sont des constantes.
/» A A ;a T
Les quatre variables d'état estimées par le filtre seront alors X = [7, a4y, ?r; L ]
La présence du terme (Vp, - V;,) dans 1'équation (4.5) rend le systime non linéaire et 1'évolution des cova-
riances des différentes erreurs d'estimation dépend donc de 1'évolution de la vitesse longitudinale de 1l'a-

vion.

4.4 Intégration de la boucle élémentaire dans le schéma complet.

Les équations analogiques décrites ci-dessus ne sont pas programmables directement dans un calcu-
lateur numérique. D'autre part, les entrées issues des récepteurs radio sont des entrées analogiques qu'il
convient donc de convertir numériquement pour les utiliser. Par ailleurs, la centrale & inertie transmet les
composantes de la vitesse sol de l'avion au moyen d'une ligne BUS du type ARINC 571 & la fréquence de rafrai-
chissement de 5 Hz. Le pas de calcul choisi est donc de 0,2 sec. Il faudra calculer les différents gains de
recalage & partir des diverses covariances des erreurs d'estimeticn selon la programmation discréte du filtre
de Kalman-Bucy (réf. (3)).

L'organigramme général des calculs complets de filtrage est resté le méme que pour la version clas-
sique (LIS 1) : il comporte la boucle d'évaluation de la distsnce de l'avion & l'émetteur "localizer", qui
n'est active qu'ad partir de 1'apparition du signal logique indiquant que la capture du faisceau glide est
terminée. La boucle d'estimation de 1l'écart latéral & transmettre au pilote automatique, telle qu'elle est
décrite ci-dessus dans ses différentes versions, remplace les deux boucles lente et rapide et le calcul de
pondération entre ces deux boucles d'estimation. L'initialisation du filtrage de 1'écart latéral dc l'avion
par rapport & la piste a toujours lieu des que la capture du faisceau LOC de 1'ILS est terminée, & la com-
mutation en mcde "LOC-TRACK".

5 RESULTATS OBTENUS AVEC LE FILTRE STATISTIQUE EN SIMULATION
5.1 Statistiques de 1'écart latéral A 100 ft, 15 ft et & 1l'impact.

Afin de vérifier 1'avantage de la version 1? 3 du filtre LISS par rapport aux versions n® 1 ou 2,
200 approches ont été simulées dans chaque cas :

- 100 en cas de pistes longues (1; = 100 pA/deg), avec un terrain qui descend quand on s'éloigne
de la piste de telle sorte que l'altitude mesurée soit de 2.000 ft alors que l'altitude comptée dans des axes
liés & la piste d'atterrissage n'est que de 1.500 ft.

- 100 en cas de pistes courtes ( 3;: 60 FA/deg), avec un terrain montant quand on s'éloigne de la
piste (hvraie = 1,500 ft ; h mesurée = 1.000 ft).

Le vent traversier moyen étant toujours dans le méme sens, les moyennes de 1l'écart latéral du cen-
tre de gravité de l'avion ne sont pas nulles. Pour avoir 1l'écart quadratique moyen pour un vent nul en moyenne
il faut combiner le nombre d'approches simulées avec un nombre identique d'approches mais avec un vent laté-
ral opposé. L'écart type du total sera alore mf+qZ . Nous avons porté sur le tableau 5.1 les statistiques
dans les divers cas de guidage :

- 10C : & partir du signal LOC brut

- LIS 1 : & partir du signal hybride du filtre classique (n° 1)

- LISS 2 : & partir du signal hybride fourni par le filtre statistique ; version n° 2, de va-
riables d'état (y, AvVp, ‘o”l‘)

~ LISS 3 : & partir du signal du filtre statistique; version n°® 3, de variables ( 7 » AVp, (T)
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L'avantage des deux versions du filtre statistique sur le filtre classique est visible. Cependant,
on voit que, en cas de guidage LISS 2, et pour une piste ccurte, le gain est trés faible par rapport au
guidage LOC. La version n® 3 du filtre statistique résoud ce probléme, mais, par contre, les dispersions
ont légérement augmenté quand l'avion atterritsur une piste longue. C'est cependant la version LISS 3 qui
a été retenue pour la programmation définitive du filtrage LOC-Inertiel, car elle aplanit les différences
rencontrées avec les autres versions pour les divers types de piste d'atterrissage.

- 400 nouvelles approches ont été simulées avec le filtre LISS 3, afin de combiner les diverses
possibilités de vent (vent fort - vent faible) et de pistes (pistes moyennes - longues - courtes). Au total,
en ajoutant les 600 approches obtenues avec un vent opposé, il s'agit de 1.200 approches dont les statisti-
ques sont portées tableau 5.2. L'apport du filtre statistique sur le lissage de la trajectoire est net
puisque 1'écart-type de 1'écart latéral aux passages & 100 ft, & 15 ft et & 1'impact a diminué de 5% & 8%
par rapport au guidage LOC alors qu'on perdait de 3 & 7 % dans le cas du guidage hybride & 1'aide du filtre
classique. Le paramdtre lambda de trajectoire entre 700 ft et 1'impact a également beaucoup diminué (- 30 %).

- Enfin 200 approches ont été simulées en considérant que les erreurs de vitesse de la centrale
sont divisées par 2. Leurs résultats sont portés tableau 5.3 par comparaison aux résultats du guidage hy-
bride mais avec les performances de la centrale nominales. On ne constate pas de différences sensibles, si
ce n'est sur les valeurs maximum, c'est-a-dire que la qualité de la centrale inertielle n'a pratiquement
pas d'influences sur le résultat final.

e Exemples de trajectoire.

Avec un exemple de bruit de faisceau et de turbulence atmosphérique comme définis au paragraphe 2,
les trajectoires en cas de guidage LIS 1, puis en cas de guidage LISS 2 ou 3 sont comparées 2 celles obte-
nues avec le guidage LOC pur. Ce sont les figures 5.4 et 5.5. la trajectoire est aussi perturbée avec le
filtre classique LIS 1, puis devient meilleure avec le filtre statistique. La sensibilité aux bruits de
faisceau est plus importante dans les premiers instants du filtrage avec la version LISS 3 qu'avec la ver-
sion LISS 2. A partir de la capture glide, la trajectoire est identique quelle que soit la version du
filtre statistique.

Pour la méme approche, nous avons porté les corrections apportées par le filtre & la vitesse
trangversale calculée & partir des indications de vitesse inertielles. Nous voyons qu'avec le filtre clas-
?ique (figuge 5.6), les bruits de faisceau ont beaucoup plus d'influence qu'avec le filtre statistique

figure 5.9

53 Mouvements autour du centre de gravité de l'avion. Agitations des gouvernes.

Les mouvements autour du centre de gravité de l'avion, traduits par les paramétres de dérapage
( [ ), d'assiette latérale ( f1), de cap (AY¥ ), de route ( ARy) ou d'accélération latérale (ay), de
méme gue l'assiette latérale commandée par le pilote automatique (- fc) et les braquages des gouvernes de
gauchissement ( Spv) et de direction ( 55 ) sont provoqués par les bruits de faisceau LOC et par les
turbulences atmosphériques. Vis-a-vis des perturbations de l'atmosphére, le comportement de l'avion n'est
pas modifié car on s'est imposé de ne pas toucher au pilote automatique en mode "maintien de LOC". Quant
aux bruits de faisceau, ce sont leurs hautes fréquences qui agissent sur ces paramétres si bien que la pré-
sence d'un filtrage LOC-Inertiel devrait &tre trés bénéfique. Les écarts-type de ces différentes variables
sont portées sur le tableau 5.8. Ils sont calculés tout au long d'une seule apprcche, celle déja utilisée
pour les exemples de trajectoire au paragraphe 5.2. Le filtre classique apportait déja un gain appréciable,
mais le filtre statistique est encore meilleur.

5.4 Pannes du faisceau LOC_: disparition avec drapeau de penne & b = il0 ft.

Le systéme de guidage hybride radio-inertie doit &tre capable de guider l'avion en cas de panne
de 1'émetteur "localizer" entrainant la disparition du faisceau et l'apparition d'un signal d'alarme sur -
le récepteur & bord de l'avion. Nous supposerons ici qu'il existe un systéme de confirmation de la position
de l'avion, alors que ce dernier suit le faisceau glide et atteint 1'altitude de 100 ft. Ce systime, étudié
par le SENA, permet, en fournissant la position latérale de l'avion, de savoir si les derniers moments de
1l'approche se sont bien ou mal passés, et, par conséquent si le faisceau LOC était correct ou pas. Nous
supposons que 1l'émetteur tombe en panne aussitdt aprés ce test. Afin de bien situer les performances de la
survie du systéme & cette parne, nous avons simulé 200 approches dans ce cas, dont 100 avec une piste moyen-
ne ou distance et sensibilité sont bien évaluées et 100 dans le cas contraire (piste courte). Les statisti-
ques de 1'écart latéral sont portées sur le tableau 5.9.

Deux remarques peuvent &tre formulées :

- pour les pistes moyennes, les deux filtres LIS 1 et LISS 3 ont des performances comparables :
avec le filtre statistique il se produit une diminution de 1'écart type, mais une petite augmentation des
valeurs maximum.

- pour les pistes courtes, le filtre statistique permet de beaucoup mieux guider 1l'avion & partir
des informations inertielles seulement. Les corrections & apporter & la vitesse transve-sale de l'avion
( y ) sont donc beaucoup plus justes.

La durée de survie du filtre statistique ne dépend donc pas du type de piste sur lequel l'avion
va atterri¥. Elle est, au minimum, de 16 & 20 sec., c'est-a-dire que quand la panne a lieu au passage a
100 ft, le guidage de l'avion jusqu'a 1'impact est correct, méme si celui-ci est tardif dans le cas d'un
arrondi plus long que la normale. La version LISS 4, permet de plus, pourvu que la procédure d'approche
fasse apparaftre une variation de vitesse de l'avion pendant le filtrage, un guidage correct jusqu'a des
vitesses tres faibles, de telle sorte que la cétégorie IIIB B'atterrissage puisse 8tre enyisagée, méme en
cas de panne définitive du LOC.
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5.5 Anomalies détectées de faisceau LOC (créneaux - rampes).

Nous supposcns ici que l'axe du faisceau LOC se décale brutalement de 20 pA (créneau) ou lentsment
avec une vitesse constante (rampe). Le moniteur placé au seuil de piste surveille l'alignement du centre du
faisceau : d&s que celui-ci dépasse une distance correspondant & t 8,5 pA (valeur valable pour les faisceaux
de catégorie III), pendant plus de 2 secondes, le mauvais alignement esfydétecté et nous suppesons que le
premier ensemble d'émission est mis hors série et est remplacé par le second ensemble en moins de 1 sec.
L'émission correcte reprend donc au bout de 3 sec. au maximum.

L'écart de trajectoire varie en fonction de l'altitude de 1'avion au moment de 1l'anomalie LOC. Les
figures 5.10 et 5.11 présentent le comportement de l'avion dans 3 cas de créneaux (h = 1.000 ft, 500 ft et
100 ft) et dans 2 cas de rampes (h = 1.000 ft, dérive du faisceau de 0,1 ‘pA/sec. et h = 500 ft, dérive de
2 pA/sec.). En ce qui concerne les anomalies brutales du faisceau, l'apport du filtre statistique est trés
net, tandis que pour les divergences lentes du faisceau, il n'y a aucune amélioration, quel que soit le type
du filtre qui assure le guidage de l'avion.

5.6 Anomalies non détectées du faisceau LOC.

Ce paragraphe concerne les anomalies spatiales ou temporelles du faisceau LOC que le moniteur
placé & 1'entrée de piste ne peut pas détecter car elles ne provoquent pas de dépassement du seuil de détec-
tion. Il s'agit d'abord d'un saut brutal de 1'axe du faisceau d'un bord & 1'autre du seuil ( * 8,54A) alors
que l'avion est & h = 500 ft, puis d'une courbure en forme de sinusolde & une période de 50 sec. (V =70 m/s)
qui commence alors que l'avion termine son palier & 1.500 ft et passe en descente le long du faisceau glide,
et enfin d'une seule période de sinusoide décalée de l'axe de la piste (figure 5.12).

Pour toutes ces perturbations, le guidage hybride apporte une trés légére amélioration, mais les
périodes de ces phénoménes sont importantes, et dans ce cas, il est trés difficile de filtrer : le filtrage
devient plus net pour des périodes inférieures & 50 secondes.

5t Interférences dues & un avion survolant 1'émetteur LOC.

Le Royal Aircraft Establishment (R.A.E.) anglais a étudié ce phénoméne (réf. 4) provoqué par un
avion qui survole 1'émetteur LOC au cours de son décollage alors que 1'avion considéré commence son approche.
On obtient, par exemple, un bruit ramené au niveau de la sortie du récepteur LOC tel que celui présenté sur
la figure 5.13 (a). Les planches 5.13 (b) et (c) donnent le comportement de 1l'avion sans guidage LOC ou avec
les filtres classique (LIS 1) et statistique (L1Ss 3). La trajectoire est nettement lissée, en mefle temps
que les mouvements de roulis et de cap sont réduits dans un rapport de 3 & 4 selon le paramétre considéré.

5.8 Comportement du filtre en présence de bruits de faisceau LOC réels (enregistrés en vol).

Les faisceaux LOC enregistrés en vol, qui nous ont déja servi pour trouver un mcdéle représentatif
des bruits de faisceau afin de les reconstituer, ont été également utilisés en simulation. Leur inconvénient
est cependant qu'ils sont limités en temps tctal et que le temps de filtrage n'est pas assez important pour
que le lissage soit net. La figure 5.14 montre les trajectoires obtenues sur trois faisceaux LOC américains.
Pour celui de LOS ANGELES (fig. 5.14 c), nous avons considéré que le bruit était nul avant 1'enregistrement
réel pour augmenter le temps de filtrage. Nous avons alors un meilleur lissage que dans le cas ou 1'initia-
lisation est tardive (fig. 5.14 b).

5.9 Influence du mouvement longitudinal de l'avion.

Du fait d'une variation de vitesse & la capture glide par exemple (au moment de la sortie du train

et de 1'affichage de VREF 2 1'automanette) la version LISS 3 du filtre ;statistique entraine des écarts de B
trajectoire qui se résorbent ensuite et n'ont aucune conséquence sur 1'écart latéral & 1'impact. Afin de

réduire ces écarts latéraux, la version LISS 4 a été implémentée. On voit tres nettement cette réduction ~
figure 5.15. Cette dernidre version permet donc de diminuer les effets de changements de vitesse sol obtenus
en cas de gradient de vent ou d'approches volontairement décélérées et a l'avantage de permettre le guidage
automatique de 1l'avion au freinage sur la piste au cas ol une panne LOC survient en fin d'approche. De plus,
les résultats obtenus quand la vitesse de 1l'avion est constante ne sont pas changés.

6 DESCRIPTION DU LOC-INERTIEL SAGEM - LIS 30 :
6.1 Intégration dans 1l'avion.

Le systime numérique LOC-Inertiel a été congu pour 8tre transparent au pilote automatique, c'est-
a-dire qu'il s'insére dans le céblage avion entre les récepteurs ILS et les calculateurs du pilote automati-
que, sans modification de ces derniers.

Il regoit lec informations d'écart du récepteur de 1'ILS, les informations de vitesses Nord et
Est de la centrale inertielle et 1'information de hauteur de la Radio-Sonde.

I1 restitue vers le pilote automatique des informations d'écart, électriquement analogues & celles
du réceptuer ILS, mais lissées par la centrale inertielle.

11 assure la survie du guidage en cas de perte ILS ; d'autre part, en cas d'anomalie, le systéme
se met fonctionnetlement en court-circuit et le pilote automatique se trouve alors couplé directement au
récepteur ILS.

6.2 Description du systéme.

- Caractéristiques physiques : La taille du systime est ¥ ATR conforme & la norme ARINC 404 A.
Sa masse est de 12 kg maximum, sa consommation ne dépassant pas 150 W.
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- Organisation du systéme : Le systéme est organisé autour d'une unité de traitement digital,
1'UTD. La totalité des traitements d'information, ainsi que la plus grande partie des tests de surveillance
sont effectués dans 1'UTD par le programme.

Des systémes d'entrée-sortie permettent 1l'acquisition des grandeurs d'entrée par 1'UTD et la
conversion des grandeurs de sortie en un format assimilable par l'utilisateur.

- L'UTD : C'est un calculateur universel, & organisation paralléle sur 16 bits et dont 1'unité de
contrdle est microprogrammée.

Les principales caractéristiques scnt résumées dans le tableau 6.1.

Pour le calculateur du LIS 30, la mémoire implantée sera de 4 K mots programme et 1 K mots de
mémoire travail.

"' - Mémoire reprogrammable : La mémoire programme est du type effagable et reinscriptible, ceci
directement sur les cartes mémcires, ce qui confére au calculateur une grande souplesse pour les modifica~
tions du programme.

- Le codeur : Il permet l'acquisition des grandeurs analogiques (signaux LOC, glide et radio-son-
dQ et la conversion de 1l'information de sortie (LOC f11tré) dirigée vers le pilote automatique.

résolution : 12 bits
précision : ¥ & LSB .9
- Les entrées-sorties numériques : Elles permettent l'acquisition et 1'émission des signgux dis-
crets, des dornées numériques en provenance des centraYes inertielles par 1'intermédiaire d'une ligne BUS,
et enfin le dialogue inter-systémes dans le cas d'une architecture & deux voies de calcul.

6.3 Fonctionnemernt en Mono et bicalculateur.

L'installation de base des pilotes automatiques de 1'AIRBUS a un niveau de redondance particulié-
rement élevé pour obtenir la catégorie III gréce & 1l'utilisation :

- de 2 jeux de détecteurs auto-surveillés (ILS et Radio-Sonde)
- de 4 voies de calcul dans les pilotes automatiques.

Ce niveau est plus faible pour la catégorie II (2 voies de calcul sur un jeu de détecteurs auto-
surveillés).

Afin de s'intégrer & l'architecture actuelle de 1'AIRBUS, le systéme LISS 30 est capable des
deux ccnfigurations suivantes :

- Mono-calculateur : Utilisation d'un seul calculateur en association avec un seul ¢3té du pilote
automatique.

- Bi-calculateur : Utilisation de deux calculateurs, l'un étant associé au c8té 1, 1l'autre au
cdté 2.(figure 6.2).

Une ligne numérique permet le dialogue entre les deux calculateurs afin de réaliser des tests
de vraisemblance entre les deux chaines.

6.4 Détection de panne. -

- Mise en "court-—circuit" : Du fait que le systéme LISS 30 s'intercale entre le récepteur I1S et
le pilote automatique on lui demande de se mettre en court-circuit sur une panne détectée : c'est-a-dire
que par un jeu de relais on restitue le signal localizer brut & l'entrée du pilote automatique (systeme
transparentg

- Autotests du systéme : Un résultat négatif de 1'un de ces tests entraine une mise en court-
circuit du systéme :

- test calculateur (microprogramme)

- contrdle de l'exécution du logiciel (matériel)
- test des mémoires mortes (logiciel)

- test des mémoires vives loglclel)

- test des opérations (logiciel)

- test du codeur (logxclel)

- Tests de vraisemblance intercalculateurs : Ces tests sont réalisés dans le cas de l'architecture
bi-calculateurs. Si une différence apparait entre les deux chaines, les deux systémes LISS 30 sont mis én
court-circuit.

- Panne du senseur inertiel auto-détectée : Le systéme devient transparent.

- Panne localizer : Lorsqu'une panne localizer intervient on assure une survie inertielle du
pendani un délai dépendant de la cenveegence du filtre. Ce délai passé on met le sys-
téme en court-circuit.

En-dessous de 100 ft, la survie inertielle est assurée jusqu'au sol.

L ORI s e g N R
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- Panne glide ou radioc-sonde : Les informations glide et radio-sonde permettent d'évaluer la dis-
tance & 1'émetteur localizer. Cette distance est filtrée & 1l'aide de la vitesse inertielle et en cas de panne
de 1l'un des deux senseurs radio, une survie inertielle est assurée pendant un délai dépendant du temps de
filtrage. Ce délai de filtrage passé, on met le systéme en court-circuit.

En-dessous de 250 ft, la distance est calculée & 1'aide des vitesses imertielles seulement, le
signal glide n'ayant plus aucune signification d&s que l'arrondi est commencé.

6.5 Sortie pour enregistrements.

Les calculateurs prototypes sont équipés d'une sortie numérique pour enregistrements, qui se
présente sous forme d'une ligne BUS & 2 fils.

Cette sortie émet 17 mots de 24 bits tous les cycles de calcul (paramétres d'entrée, sortie, si-
gnaux internes de logique et paramétres internes de filtrage). Elle perme* une analyse rapide des phénoménes
rencontrés en vol.

B ESSAIS EN VOL AU C.E.V. :

7.1 Historique.

C'est au 8.E.V. (Centre d'Essais en Vol) de BRETIGNY qu'eurent lieu les toutes premiéres évalua-
tions du LOC inertiel.

Ces essais se sont déroulés durant 1975. Les calculs de filtrage étaient effectués en temps réel
par un calculateur industriel embarqué & bord d'un NORD 262.

Le filtre proposé par SAGEM était de structure trés simple : il était composé d'une boucle élémen-
taire de la version classique (LIS 1).

Cependant, les résultats obtenus ont été trés encourageants et ont permis de confirmer la faisa-
bilité du systéme.

Au début de 1976 1'évaluation du LOC-Inertiel a.été poursuivie par des simulations au sol réali~
sées & partir de données enregistrées en vol.

Cette technique & permis une premidre étude de la version classique du filtre (LIS 1).

Toutefois ces essais étant réalisés hors de la boucle de pilotage avion, ils n'ont pu mettre en
évidence les performances du systéme couplé & un pilote automatique.

7.2 Essais en vol du calculateur SAGEM LIS 30.

Un calculateur LIS 30 programmé dans la version classique a été essayé en vol au C.E.V. de BRETI-
GNY en décembre 1976 sur un NORD 262 puis & nouveau & partir de Mars 1977 sur un Mystére 20.

Dans les deux cas le LIS 30 était couplé au Pilote automatique de 1l'avion.

Le programme d'essais en vol se compose d'une étude statistique & BRETIGNY (50 & 60 approches) et
d'une série d'explorations de terrains aux ILS réputés mauvais.

A BRETIGNY, la trajectographie STRADA (i base de télémétrie LASER) a permis d'évaluer les perfor- ~.
mances du systéme.

Sur les terrains extérieurs la trajectographie est déterminée par des moyens embarqués (inertie
recalée avec une caméra).

Ces essais doivent se poursuivre avec un calculateur programmé dans la version statistique d'ordre
4. Pour tous ces essais, la centrale inertielle utilisée est une centrale SAGEM MGC 30.

T3 Premiers résultats du filtre classique LIS 1.

Les essais du systéme LIS 30 se poursuivent au C.E.V. A ce jour, une cinquantaine d'approches
réalisées & BRETIGNY avec la version classique sur l'avion NORD 262 ont pu &tre exploitées. Grlce au systime
de trajectographie STRADA, les performances du systéme ont pu 8tre évaluées, tant pour la restitution de la
position de l'avion que pour 1'évaluation des erreurs inertielles.

A l'aide des enregistrements des données d'entrée du systime LIS 30, une vingtaine d'approches
ont pu 8tre simulées en introduisant le cap géographique wai de la piste comme direction de référence. Le
tableau 7.1 donne les performances de filtrage dans le cas normal (utilisation de la route inertielle au
moment de 1'initialisation) comparées au cas de 1l'utilisation du cap piste réel. De la méme fagon, le tableau
7.2 donne les performances de guidage de l'avion dans le cas d'une mise en inertie pure & 1CO ft. On notera
1'amélioration trés nette qu'apporte l'utilisation du cap piste réel sur le guidage de l'avion aprds l'im-
pact. Une approche a été effectuée avec un fort gradient de vent entrainant une variation de vitesse de 50 KTS
Ce cas avait donné une erreur importante & 1'impact dans le cas normal (8 m). Avec 1'introduction du cap
piste, ce cas extrdme disparait.

En résumé, les essais en vol permcttent de conclure que le filtre clasaique permet sans introduc-
tion du cap piste, une survie inertielle jusqu'a 1'impact, pourvu que l'approche s'effectue & vitesse sol
congtante.

Si 1'on introduit le cap piste réel, la survie est assurée au roulage et l'approche peut 8tre
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effectuée avec des variations de vitesse.

8 ESSAIS A LA S.N.I.AEROSPATIALE
8.1 Essais au simulateur de vol.

Aprés les essais en vol au C.E.V. de la version classique du systéme LOC-Inertiel, les nouvclles
équations de filtrage (LISS.3) ont été programmées dans un second calculateur numérique SAGEM. Avant de le
monter sur l'avion, ce calculateur a été placé au laboratoire de simulation du vol de 1'Aérospatiale 2a
TOULOUSE-BLAGNAC, couplé aux équipements réels de 1'AIRBUS. Les essais ont permis de mettre & jour quelques
petites fautes de programmation ou de cdblage de l'avion. Les corrections ont été rapidement exécutées, en
particulier & 1'aide des mémcires reprogrammables. De nouveaux essais, dans les mémes conditions que la simu-
lation sur ordinateur, ont permis de retrouver exactement les résultats obtenus auparavant.

8.2 Essais sur 1'AIRBUS A.300.B n° 3.

Le calculateur LISS 30 a été ensuite mis & la disposition des essais en vol de AIRBUS-INDUSTRIE.
Un premier vol (25.3.77) a permis de vérifier le bon fonctionnement du systéme, aussi bien en mode de fil-
trage normal qu'en cas de panne simulée du signal localizer. La modification du programme de filtrage pour
passer de la version LISS 3 (ou seulement 3 variables sont estimées) & la version LISS 4, qui comporte qua-
tre estimations a été opérée en une semaine. Un bref passage au simulateur de vol a permis de vérifier le
fonctionnement du systéme, puis, de nouveau les essais en vol ont repris. Grlce au systéme d'enregistrement
en vol des paramétres de 1l'avion et des paramdtres internes du systéme, il a été possible de comparer les
estimations du systéme réel avec les estimstions obtenues par le programme de simulation. lLa précision moins
importante du calculateur réel (32 bits pour les parameétres critiques) n'a pas entrainé d'erreurs supérieures
2 1 %, méme aprés un temps de filtrage important.

L'AIRBUS n°® 3 est allé ensuite explorer quelques faisceaux localizer bruités. L'amélioration du
confort pour l'équipage a été trés nette : trois approches étaient accomplies sur chaque terrain, 1l{une sans
le systéme LISS (boucle ouverte), la seconde avec le systéme dans la boucle de guidage (boucle fermée), puis
la derniére *oujours en boucle fermée, mais avec une panne du signal LOC & 100 ft. Le comportement du sys-
téme a été satisfaisant, méme en cas de freinage sur la piste, jusqu'a l'arrét de l'avion, alors qu'avec la
version précédente (LISS 3), le pilote était obligé de déconnecter le Pilote Automatique dds que la vitesse
commengait & diminuer fortement (v €100 KTS).

9 CONCLUSIONS
Le guidage hybride radio-inertie que nous venons de vous présenter permet donc :

- le lissage de la trajectoire de l'avion au cours d'une approclie automatique le long des fais-
ceaux ILS, en particulier dans sa phase finale (h < 700 ft).

- une trés nette réduction des mouvements latéraux de l'avion autour de son centre de gravité ct
des agitations des gouvernes dus aux bruits du faisceau LOC.

- la survie du guidage au cas ol une panne apparait sur le récepteur LOC. Si cette panne ccmmance
alors que l'avion passe & 100 ft, la durée de survie est de 20 & 25 secondes, c'est-a-dire que 1'impact est
assuré, méme dans le cas d'un atterrissage long. Pourvu qu'il y ait eu une variation de vitesse au cours du
filtrage, la survie quand l'avion freine sur la piste est également assurée.

- Au cas ol des anomalies importantes et brutales (de période inférieure & 50 sec.) pcrturbent le
guidage de 1l'avion, le systéme LISS permet de ne plus tenir compte du signal LOC et réduit les mouvements de G
1'avion.

- Le systétme ne nécessite qu'une centrale inertielle de performances relativement faibles (cEP
£2,5 NM/h), une centrale meilleure améliorant légirement les choses.

Ce systéme devrait ainsi permettre 4d'opérer sur une piste d'atterrissage dans les conditions mé-
téorologiques de la catégorie supérieure & celle du terrain envisagé, tout en assurant un meilleur confort
pour les passagers. Quant au taux de remises de gaz dues aux pannes ou aux anomalies du faisceau "localizer",
il devrait &tre diminué par la présence de ce systime pour le guidage de l'avion.

1 R.J. BLEEG, H.F. TISDALE, R.M. VIRCKS (Boeing Company) "Inertially augmented automatic landing
system (A/P performances with imperfect ILS
Beams)"
F.A.A. Contract RD-72-22 (April 1972).
2 Bendix Corporation - Eclipse - Pioneer Division "Analytical study of ILS Beam Characteristics"
F.A.A. Contract ARDS-451 (August 31, 1962).
3 P. FAURRE "Navigation inertielle cptimale et filtrage
statistique"

Collection "Méthodes mathématiques de 1'Informatique" - Ed. DUNOD - PARIS (1971).

4 N.H. HUGHES, M.A. "The effects on Automatic Landing lateral
Performance of interference to the ILS loca-
lizer by reflection from an aircraft taking
of f"

R.A.E. Technical Report 68156 (june 1968).
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INERTIAL SMOOTHING AND EXTRAPOLATION OF ILS BEAMS
Application to the Airbus A 300 B
by

J.Irvoas and D.Buisson
S.N.I. Aérospatiale
316, route de Bayonne, Toulouse, France

and

P.Lloret and X.Lagarde
S.A.GEEM.
6, Avenue d’Iéna, Paris, France

SUMMARY

One of the problems of automatic approach and landing is the accuracy of aircraft

guidance as the aircraft flies along the ILS Beams. If the beam is noisy, or disturbed by
undesirable reflections of the emitted signal on natural obstacles or on an aircraft which is
flying over the localizer transmitter during its take-off, the lateral displacement and the roll
movements of the aircraft could be very large. As far as ILS transmitter or receiver failures
are concerned, they increase go-around probability, which is undesirable as far as the airlines
are concerned. The system studied here can smooth the Loc data and ensure continuation of
aircraft guidance in the event of a Localizer failure. This system only needs complementary
speed information from an inertial sensor system in order to provide the auto-pilot with a
filtered Loc signal instead of the raw signal. The final system, based on Kalman filtering, was
implemented by means of a digital computer, then flight tested on the AIRBUS A.300.B.
Certification of this system with reduced operational visibility minima is expected in the
Spring of 1978.

NOTATION

AVy, AV
AVy, AV,

INs YE

St. Sip

R, R,

Vset L

R, = Ry, = Vset
¥ (OO

LISS

lateral deviation in metres of the aircraft from the runway centre line

angular deviation between the straight line from the LOC transmitter to the aircraft and the runway
centre line, converted into microamps -

distance between the aircraft and the localizer transmitter
altitude of the aircraft (ft) along the landing runway centre lines
aircraft speed

constant speed errors of the INS along the respective North, East, transverse and longitudinal axes
of the aircraft

variation with time of the INS errors

estimated value of the variable x by the LIS filter

LOC beam deviation sensitivity (uA/deg), actual value and value set in the computer respectively
track; track indicated by the INS

true runway heading

track erro at t = 0 (initialisation of filtering)

LOC-Inertial system
LOC-Inertial statistical system
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1. INTRODUCTION

The use of inertial terms to improve methods of guiding aircraft on ILS beams has already been under consideration,
particularly in the United States!. It can therefore be hoped to operate aircraft in Category Il landing conditions,
although the ILS system is only Category I.

In France, under a Government contract from the Service Technique de I'Aéronautique (STA¢) and following a
request from the AIR INTER French domestic airlines, SNIAS and SAGEM undertook research on a system for reducing
the rate of go-arounds, considered to be too frequent on certain runways where the localizer (LOC) beams were too
noisy or were subject to interference.

The system had the following three objectives:

(1) to smooth Category 11 or III ILS information in order to reduce the rate of failed approaches due to imperfec-
tions in the ILS system;

(2) to ensure the survival of the system following failure of the LOC transmitter at low altitudes during a Category
11 or I1I approach and, in the longer term, during a Category III approach without a decision height;

(3) to smooth Category I ILS information in order to improve the quality of the guidance both during manual
approach using the flight director, and during automatic approach.

The problems encountered by AIR INTER were concerned mainly with the lateral guidance axis of the aircraft,
involving principally the localizer beam. The research was conducted on the Airbus A 300 B and its SFENA lateral auto-
pilot which it was proposed not to modify. The system was in fact for general application and could be used for the
approach guidance of any aircraft.

The filtering system was defined by means of the digital computer simulation of the aircraft guidance loop and
then programmed in the SAGEM UTD computer before being tested in the laboratory Airbus flight simulator, and then
flight tested in the Airbus No.3 equipped with a suitable flight test installation.

2. BRIEF DESCRIPTION OF THE COMPUTER SIMULATION STUDY

A general diagram of the digital simulation study is shown in Figure 2.1, and consists of a number of sub-assemblies:

|

aircraft flight mechanics — lateral movements only;

— lateral auto-pilot, which generates the commands to be given to the ailerons and the rudder (in particular the
LOC HOLD and the ALIGNMENT modes);
—  the various sensors in the aircraft:
o ILS receiver (localizer and glide path) providing a current propotional to the angular deviation between the
aircraft and the beam: 7 eqs (#A) for the LOC beam and €g)i4e (#A) for the glide path;
@ radio-altimeter giving the altitude of the aircraft hg, , which is different from the actual altitude in the
reference of axes for the runway because of the profile of the ground flown over;
e inertial platform, which provides the aircraft speed in the local geographical reference: Vy;, Vg are its
components along the North and East axes:
—  the LIS (LOC-Inertial System) filter which plots the position of the aircraft 7 from the ILS data (npeas.,
€glide)» the altitude hg, and the inertial speeds Vni and Vg, this position then being transmitted to the
A/P (position (2)) instead of the raw output from the LOC receiver position (1)).

The various disturbances acting as simulation inputs are as follows:

— lateral wind and associated atmospheric turbulence as specified in the FAA regulations quoted in the Circular
AC 20-57. Two types of wind are used:

e Vy = 10kt (zero head wind)
e Vy = 15kthead wind Vy = 20 kt (total 25 kt)
The spectrum of the associated turbulence is the same as that of white noise which is filtered by a low bandpass
filter of the first order.

~ localizer beam noise.
Annex 10 of the ICAO Regulations gives the requirements in regard to the course bends of the localizer beams.
Figure 2.2 shows the maximum value not to be exceeded with a 95% probability. Annex 10 does not, however,
specify the noise spectrum. After a study of certain French LOC beams which had been checked in flight by
the STNA, as well as of some American beams?, the random noise model shown in Figure 2.3 was chosen. This
corresponds to white noise which is filtered through a low bandpass filter with a time constant which varies
with the distance of the aircraft from the runway threshold. The noise level can also vary with the distance.

It is possible to superimpose on this random noise a spatial distortion of the beam so that the maximum permis-
sible ICAO level can, in fact, be achieved.
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—  ground profile. The altitude measured by a radiosonde is used to plot the distance to the LOC transmitter.
The ground profile therefore affects the calculation. It is thus possible to simulate either ground which is
mostly flat, or ground which rises or descends. Random disturbances representing unevennesses in the ground
being sounded, or measurement noises are added to the average profile.

— glide path noise. It is assumed that, in the vertical plane, the aircraft is fully stabilised on the theoretical
glide path as defined by the glide beam. In the simulation study glide beam noise is therefore present only
for the purpose of disturbing the calculation of the distance between the aircraft and the LOC transmitter.
Again, this is random noise generated filtering white noise.

—  speed errors in the inertial platform. The SAGEM MGC 30 unit selected for installation (optionally) in the
Airbus is of the gimbal type, the mechanisation being of the ‘free azimuth’ type. It can therefore be considered
that the errors along each of the North and East axes are independent. Since the time during which the speeds
are used by the hybrid system is short compared with the Schiiler period (84 mn), the speed errors can be
approximated by a constant error and drift during the time:

VNINS = vNune +AVN Nt
VEps = VEyue TAVE T1E -1
in which AVy, AV, 7N, Yg are constants during a given approach.

3. DESCRIPTION OF THE CONVENTIONAL VERSION OF THE LIS 1 FILTER (VERSION 1)
SAGEM’s initial proposal was a conventional filtering arrangement between localizer data and inertial speeds.

With this selective filter, which provided the basis for the preliminary studies and later on for the very first flight
tests at CEV, Brétigny, it was possible to verify the basic design principles of the system.

3.1 Basic Design Principle
This filter uses the method of inserting an additional filter.

The estimated position of the aircraft is evaluated from the localizer radio data and from the ground speed data
supplied by the inertial unit.

The data from the LOC receiver are available in the form of angular deviation between the straight line from the
aircraft to the LOC transmitter, and the runway centre line.

The metric error with respect to the runway centre line is obtained from a knowledge of the distance between the
aircraft and the transmitter and the sensitivity of the LOC beam.
D

Ymeas. = Mmeas. ; .
F

,
L]

The North and East speeds provided by the inertial system, and the runway heading, are used to obtain the
transverse speed of the aircraft yj (Fig.3.1).

These two items of data are subject to errors of different types:

() Ymeas. = Ytrue * YLOC noise

in which y| o poise includes radio noise and team distortion.

(®) V1 = Ve + AV

in which AVt is the constant (or slowly varying) drift of the inertial system.

AVp comprises the actual drift of the inertial system and the error due to the projection of the North and East
speeds over a reference direction which is slightly different from the true runway heading.

This latter error is constant as long as the longitudinal speed of the aircraft does not vary.

We then have the additional filter:

v x G
5 (p)

’. ~
J y

Y,

ith G(p) p? — 1—G(p)
w1 _
. p? +ap+bp
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We thus obtain:

S PR .
p?+ap+b p?+ap+b

Y = Ytrue YLOC noise

ap+b )
The LOC noise is therefore filtered by the filter _’T—-;_t; , while the inertial errors are resorbed by the drift
P ap

p

filter, namely: ————.
p?+ap +b

The general arrangement for such a filter is given in Figure 3.2.

3.2 General Arrangement

Figure 3.4 shows the block diagram for the complete filter. In addition to calculation of lateral deviation, this
diagram includes the inertial filtering of the distance between the aircraft and the LOC transmitter which is necessary
for converting angular errors into metric errors.

3.2.1 Calculation of Filtered Lateral Deviation

The system provides two estimates of the filtered lateral deviation, which are generated by two loops of similar
structure forming two additional filters but with different cut-off frequencies.

The transverse inertial speed is corrected by the sum of the outputs of a low pass filter and a feedback integrator.
This corrected speed is integrated to give the calculated deviation from the runway centre line.
(a) Slow loop

The cut-off pulse of this loop decreases with time and reaches 0.1 rd/s at the end of the approach phase.

The position error is filtered to give an estimated drift variation of the inertial system.

(b) Fast loop
This has a higher cut-off frequency: 0.55 rd/s.
The position error is corrected and then filtered, to give an estimate of the noise associated with the LOC
signal.
(c) Weighting
The final lateral deviation is the result of double weighting:

— weighting of the deviation calculated in the slow loop and in the fast loop. Generally speaking, the greater
the ILS noise, the greater the importance attached to the slow loop in the matter of weighting and vice
versa, the greater the inertial drift variation, the greater the significance of the fast loop;

— weighting for the gradual transfer of the lateral deviation data in the raw LOC signal 7,q,5 to the filtered
LOC signal 7, to avoid discontinuity in the data fed into the auto-pilot.
(d) Switching to a pure inertial system

When there is a loss of the LOC beam, lateral deviation is calculated by integrating the corrected inertial speed
from the estimated drift given by the slow loop.

3.2.2 Calculation of the Distance between the LOC Transmitter and the Aircraft

The basic principle is the same as for filtering the lateral deviation of the aircraft from the runway centre line.

The distance in metres to the LOC transmitter is calculated from glide path and radiosonde measurements (Fig.3.3):

Drmeas. = — - +dg
g + SS « €glide
in which hgy is the height calculated by the radiosonde,
Yg» Sg are respectively the slope and the sensitivity of the glide beam,
€glide is the glide path deviation,

dgl is the distance between the LOC transmitters and the glide path.
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This distance is filtered by the longitudinal inertial speed. In the event of loss of radiosone or glide path informa-
tion, the distance is calculated by integrating the inertial speed.

3.2.3 Initialisation

Filtering of the lateral deviation data is initialised at the end of capture of the LOC beam if the aircraft has remained
for at least 10 seconds in the area defined by a LOC deviation of less than 15 uA.

Filtering of the distance data is initialised on capture of the glide path. Before this initialisation, which generally
occurs after initialisation of lateral deviation filtering, the raw distance will be used in the equations for calculating the
filtered lateral deviation, a distance which will be falsified if the glide receiver is giving a signal which is not proportional
to the actual angular error.

3.3 Lessons Drawn from Optimisation of the Conventional LIS 1 Filter

The conventional filter was subjected to the simulated conditions described in Section 2 and flight tested at CEV.
The advantage of these tests was that they provided a means of making a precise plot of the aircraft’s flight path, using
the STRADA laser system which produces a fine analysis of the performance achieved during actual flights. In addition,
CEV Brétigny was subsequently able to play back the approaches made, using recordings of the LIS computer input data.

The simulation studies proved to be a very effective analysis tool because of the possibility of varying the filtering
parameters.

The main lessons learnt, both from the simulation studies and the flight tests, were as follows:

(a) With regard to its smoothing function, the LIS 1 filter reduces quite significantly (in a ratio of more than 1 to
3) LOC beam distortions in a frequency band of more than 0.03 Hz (periods of less than 30 s). This reduction
is particularly evident during roll and yaw movements of the aircraft, which are reduced in a ratio of 1 to 3,
even in the presence of ILS beams which are considered to be not very noisy.

(b) In the case of survival of the system following an ILS failure at low altitudes (h < 100 ft), the LIS I filter
provides correct emergency guidance: the accuracy at touch-down is of the order of 3 m (on a 1 sigma basis)
in unfavourable cases, a result which is consistent with the accuracy of estimation of inertial errors at the end
of the approach.

Section 7 reports the main results obtained. It was considered desirable, however, to continue the work in order
to eliminate certain inherent limitations in the conventional LIS 1 filter. The following main limitations were found:

(a) If an attempt is made to reduce LOC beam distortions at frequencies of less than 0.03 Hz, a static error (drag)
of the filter occurs which quickly becomes prohibitive and impairs the touch-down accuracy obtained without
this new system. The final adjustment shows only a 3% reduction in touch-down accuracy (it goes from
2.94 m on a 1 sigma basis during LOC guidance to 0.03 m with LIS 1 guidance), but there is very little
smoothing of the flight path data.

(b) Ground which rises or descends upstream of the runway involves errors when assessing the metric deviation
Ymeas. from the angular deviation Mpeqas - A similar effect arises from the fact that a mean beam sensitivity
value (75 nA) is used, whereas the actual value may vary from 55 to 110 uA/deg, depending on the runway
length and the respective positions of the transmitters. For these various reasons, the period of survival of the
system following a LOC failure is shorter, and there may even be some divergence of the guidance loop in an
extreme case.

(c) Finally, with the conventional design it was not possible to estimate the error between the reference direction
for projection of the speed vectors and the true runway heading. This term, which is unimportant if we are
concerned only with guidance of the aircraft at a constant speed, comes into play at each change of speed and
particularly during deceleration on the runway. To overcome this problem with the LIS 1 design, the only
solution is to feed into the computer the heading of the runway on which the aircraft is to land. In a statistical
design this term can be evaluated provided the aircraft decelerates sufficiently during the approach.

The statistical design filter (Kalman filter) was therefore adopted for the versions described below. It also provides

greater flexibility since it takes into account the various initialisation possibilities which depend on the approach proce-
dure used, whereas the conventional type of filter is optimised for a ‘standard’ approach.

4. DESCRIPTION OF THE LOC-INERTIAL STATISTICAL SYSTEM (LISS)

4.1 Basic Design of Version 2 (LISS 2)

To achieve optimum filtering between LOC data and inertial speeds, it seemed an advantage to use the Kalman-Bucy
filter equations. For this, it was necessary to write the state equations for the system, taking into account, in addition,
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the variation with time of the inertial speed error. We thus have:

y =y +AVr + 7.t 4.1)

in which AVy and vy are constants.

The LOC receiver provides the angular position of the aircraft, except for the sensitivity (observations of the system):

D
Ymeas. = El:nmeas = ¥ + YLOC noise (4.2)
It is now assumed that y|Qc poise i White noise. The recursive Kalman-Bucy filter miethod, in which the observa-
tions are continuous, evaluates the three variables y, AVt and vyt from the y; and 7., measurements. Compared
with the conventional version of the LOC-Inertial filter, an additional loop was added to provide the drift with time of
the speed error of the inertial system. This term was, however, evaluated in the LIS 1 version by filtereing the static
error ¥ — Ymeas. -

4.2 Basic Design of the Version 3 (LISS 3)
Thg difficulties encountered with the first version of the statistical filter arose from the fact that the errors in the
D
ratio —— behave differently according to whether this ratio is over or und~restimated as compared with the actual
Ir

conversion ratio ? . Any readjustment of the estimates, taking account of the LOC receiver data, is therefore falsified.
!

In order to relate the errors due to an incorrect estimate of the distance, not to the observation Equation (2), but to
the state Equation (1), a further design was tried out. This consisted in using, as a state variable, the angular deviation n
instead of the metric deviation y. The new equations for the system can therefore be written as follows:

s = L —Av t)+V (4.3)
n D Y T YT» D-n .

Mmeas. = M + MLOC noise - 4.4)

Still assuming that 1y oc poise s White noise, the Kalman-Bucy filter equations can be written to evaluate the three
variables (n, AV, 7).

In order to reduce the effect of the errors on S,F and D, the epsilon technique® was used. This made it possible
to weight the calculation of the three advantages of re-establishing the confidence placed in the calculations arrived at by
the Kalman mehod.

4.3 Basic Design of Version 4 (LISS 4)

The equations written so far have assumed that the longitudinal speed of the aircraft remained appreciably constant
throughout the approach, from initialisation to touch-down. Extension of the undercarriage or the high lift flaps means
that the aircraft must reduce its speed. Such speed changes lead to immediate flight path deviations which are caused by
the difference between the aircraft’s track, as indicated by the inertial system at the time of initialisation of filtering, and
the actual true runway heading. With a more complicated model for the transverse speed errors it is possible to anticipate
being able to evaluate this track error, provided however that the aircraft changes speed during the filtering time.

The new inertial speed error model will therefore be:

1 = y+AVy +a1 .t +R(VL, — VLn) (4.5)
in which AVt, y7 and 8R, are constants.

The four state variables calculated by the filter will be: XT = [#, AVT, T Gf{o]T ‘

e The presence of the term (VLO — VL,,) in Equation (4.5) makes the system non linear and the change in the
covariance of the various estimation errors therefore depends on the change in the longitudinal speed of the
aircraft.

4.4 Integration of the Basic Loop in the Complete System

The analogue equations described above are not directly programmable in a digital computer. Furthermore, the
inputs from the radio receivers are analogue inputs which must therefore be converted to digital form before they can
be used. In addition, the inertial platform transmits the aircraft’s ground speed components by means of an ARINC 571
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type bus line at the booster frequency of 5§ Hz. The calculation interval selected was therefore 0.2 s. The various gains
have to be calculated from the various covariances of the estimation errors according to the discrete programming of
the Kalman-Bucy filter3.

The general overall diagram for the complete filtering calculations was the same as for the conventional version
(LIS 1); it included a loop for evaluating the distance between the aircraft and the localizer transmitter, which comes into
operation only on the occurrence of the logic signal indicating that the glide path has been captured. The loop for
estimating the lateral deviation value to be transmitted to the auto-pilot, as described above in its various versions, is used
instead of the slow and fast loops and dispenses with calculation of the weighting between these two computation loops.
Filtering of the lateral deviation of the aircraft from the runway centre line is initialised as soon as the ILS localizer beam
has been captured, on switching to the LOC-TRACK mode.

5. RESULTS OBTAINED WITH THE STATISTICAL FILTER DURING SIMULATION TESTS

5.1 Lateral Deviation Statistics at 100 ft, 15 ft and at Touch-Down

To check the advantages of Version 3 of the LISS filter over Version 1 or 2, 200 simulated approaches were made
in each case:

— 100 approaches using long runways (S; = 100 uA/deg) over descending ground so that the measured altitude is
2000 ft, while the altitude recorded in axes related to the landing runway is only 1500 ft;

— 100 approaches using short runways (S; = 60 uA/deg) over rising ground (hgp,e = 1500 ft; hy0a,eq = 1000 ft).

With the mean crosswind in the same direction, the mean values of the lateral shift of the centre of gravity of the
aircraft were not zero. To obtain the mean quadratic deviation for a wind which on the whole is zero, the number of
simulated approaches has to be combined with an identical number of approaches with a crosswind in the opposite
direction. The standard deviation will then be /m? + 2. The Table in Figure 5.1 contains the statistical data for the
various cases of guidance:

LOC: from the raw LOC signal

LIS 1: from the hybrid signal from the conventional filter (No.1)

LISS 2: from the hybrid signal provided by the statistical filter, Version 2, of state variables (y, AVt, vT)
LISS 3: from the signal from the statistical filter, Version 3, of variables (n, AVp, 71)

The advantage of the two versions of the statistical filter over the conventional filter can easily be seen. It will be
noticed, however, that in the case of guidance using the LISS 2 and a short runway the advantage is very slight compared
with LOC guidance. Version 3 of the statistical filter resolved this problem, although the dispersion was slightly greater
when the aircraft landed on a long runway. This version was, however, the one adopted for the final programming of the
LOC-Inertial filtering system, since it eliminated the differences encountered with the other versions for the various types
of landing runways.

400 approaches were simulated with the LISS 3 filter so as to combine the various wind (strong — mild) and runway
(average length, long and short) possibilities. Including the 600 approaches with a head wind, a total of 1200 approaches
were made, the statistical details of which are given in the Table in Figure 5.2. The help afforded by the statistical filter
in smoothing the flight path is quite clear, since the standard deviation for lateral displacement when coming down to
100 ft, 15 ft and at touch-down decreased by 5 to 8% as compared with LOC guidance, while it was 3 to 7% less in the
case of the hybrid system using the conventional filter. The flight path parameter A between 700 ft and touch-down
was also much reduced (— 30%).

Finally, 200 simulated approaches were made by assuming that the speed errors of the inertial platform were halved.
The results are shown in the Table in Figure 5.3 for comparison with the results of the hybrid guidance system, but with
nominal performance of the inertial platform. No appreciable differences are noticeable, except for the maximum values,
that is, the quality of the inertial unit has practically no effect on the final result.

5.2 Typical Flight Paths

With beam noise and atmospheric turbulence as defined for example in Section 2, the flight paths with LIS 1
guidance and then with the LISS 2 or 3 systems were compared with those obtained with the pure LOC guidance system
(Figure 5.4 and Figure 5.5). The flight path was also disturbed when using the conventional LIS 1 filter, but improved
with the statistical filter. The sensitivity to beam noise is greater during the first few moments of filtering with the
LISS 3 version than with the LISS 2. After capture of the glide path the flight path is exactly the same, irrespective of
the statistical filter version used.

For the same approach the corrections made by the filter to the transverse speed calculated from the inertial speed
data are shown. It will be seen that the beam noise exerts a much greater influence when the conventional filter is used
(Fig.5.6) than in the case of the statistical filter (Fig.5.5).
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5.3 Movements Around the Aircraft’s Centre of Gravity. Deflection of the Control Surfaces

The movements around the centre of gravity of the aircraft, as reflected in the sideslip (8), angle of bank (¢,),
heading (Ay), track (ARy) or lateral acceleration (ay,) parameters, as also in the angle of bank controlled by the
auto-pilot (—¢.) and the deflections of the ailerons (8py) and the rudder (8rg), are caused by LOC beam noise and
atmospheric turbulence. With regard to the atmospheric disturbances, these did not affect the behaviour of the aircraft,
since a requirement was made that the auto-pilot should not be touched in the ‘LOC HOLD' mode. With respect to beam
noise, its high frequency affected the above parameters so that the existence of LOC-Inertial filtering should be very
beneficial. The standard deviation values for these variables are shown in the Table in Figure 5.8. They were calculated
during a single approach, the approach already used for the typical flight paths referred to in paragraph 5.2. The conven-
tional filter had already provided appreciable advantages, but the statistical filter gave even better results.

5.4 LOC Beam Failures: Disappearance of Beam with Failure Flag at h = 100 ft

The hybrid radio-inertial guidance system must be capable of guiding an aircraft in the event of failure of the
localizer transmitter involving the disappearance of the beam and the occurrence of an alarm signal in the aircraft receiver.
It will be assumed here that there is a system fer confirming the position of the aircraft while the latter is following the
glide path and reaching an altitude of 100 ft. This system, designed by the STNA, makes it possible, by providing the
aircraft’s lateral position, to ascertain whether the last few moments of the approach have been satisfactory or otherwise
and, consequently, whether the LOC beam was correct or not. The transmitter is assumed to have failed immediately
after such a test. To make a true assessment of the ability of the system to survive such a failure, 200 approaches were
simulated for this case, including 100 with an average length runway, during which distance and sensitivity were evaluated
fully, and 100 for the opposite case (short runway). The Table in Figure 6.9 contains lateral displacement details.

The observations can be made:

— average length runways: the two filters, LIS 1 and LISS 3 give comparable performances; the statistical filter
reduces the standard deviation value, although with a slight increase in the maximum value;

— short runways: the statistical filter provides much better guidance for the aircraft, based on inertial data only.
The corrections to be made to the transverse speed of the aircraft (y;) are thus much more exact.

The survival time of the statistical filter is not therefore dependent on the type of runway on which the aircraft is
to land. The shortest time is 16 to 20 seconds, that is, if failure occurs at 100 ft the aircraft is correctly guided to touch-
down, even if the latter is delayed because of a longer flare-out than usual. With the LISS 4 version, provided the
approach procedure indicates a change in the aircraft’s speed during filtering, guidance is correct down to very low speeds,
and Category IIIB landing can be envisaged, even in the event of a permanent LOC failure.

5.5 Detected LOC Beam Faults (Square Waves and Slopes)

The assumption is made here that the centre line of the LOC beam is suddenly offset by 20 uA (square waves) or
offset slowly at a constant rate (slopes). The monitor located at the runway threshold monitors the course of the centre
line of the beam: as soon as the latter exceeds a distance corresponding to 8.5 uA (the Category III value) for more than
2 seconds, the incorrect course is detected and it is assumed that the first transmitter ceases operating and that the second
transmitter comes into action in less than 1 second. Correct transmission is then resumed after a maximum of 3 seconds.

The flight path deviation varies with the altitude of the aircraft at the time of the LOC failure. Figures 5.10 and
5.11 show how the aircraft behaves in three cases of square waves (h = 1000 ft, 500 ft and 100 ft) and in two cases
which were characterised by slopes (h = 1000 ft, beam drift of 0.1 4A/s and h = 500 ft, beam drift of 2 uA/s). With
regard to sudden failures of the beam, the statistical filter provides very definite assistance, while for slow beam diver-
gences, there is no improvement, whatever the type of filter used for aircraft guidance.

5.6 Undetected LOC Beam Faults

This paragraph concerns space or time faults in the LOC beam which cannot be detected by the runway threshold
monitor, since they do not result in any exceeding of the detection threshold values. These faults are: a sudden jump
of the beam centre line from one side of the threshold to the other (+ 8.5 uA) when the aircraft is at 500 ft; a sine wave
curve with a period of 50 s (V =70 m/s) which begins while the aircraft is completing its level flight at 1500 ft and is
starting to descend the glide path, and finally, a single sine wave period which is offset from the runway centre line
(Fig.5.12).

For all these disturbances the hybrid guidance system provides a very slight improvement, but the periods of these

phenomena are long, which makes it difficult to filter the signals; if the periods are less than 50 seconds, filtering achieves
definite results.

5.7 Interference due to an Aircraft Flying Over the LOC Transmitter
The British Royal Aircraft Establishment has investigated this phenomenon* caused by an aircraft flying over the
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the LOC transmitter during its take-off while the aircraft under investigation is beginning its approach. A noise is heard,
for example, at the LOC receiver output, such as that shown in Figure 5.13a. Figures 5.13b and ¢ show the behaviour of
the aircraft without LOC guidance or with the conventional filter (LIS 1) or the statistical filter (LISS 3). There is a
distinct smoothing of the flight path at the same time as the roll and heading movements are reduced in a ratio of 3 to 4,
depending on the parameter involved.

5.8 Behaviour of the Filter in the Presence of Real LOC Beam Noise (Recorded in Flight)

The LOC beams recorded in flight, which had already been used to find a representative model of beam noise with a
view to its assessment, were also used during the simulation studies. They have the disadvantage, however, of being
limited in total time and the filtering time is not long enough to have any smoothing effect. Figure 5.14 shows the flight
paths obtained on three American LOC beams. In the case of the Los Angeles beam (Fig.5.14c) the noise was considered
to be zero before the actual recording, so that the filtering time could be increased. A greater degree of smoothing was
then achieved than in cases where initialisation was delayed (Fig.5.14b).

5.9 Effect of the Longitudinal Movement of the Aircraft

Because of a change in speed on glide path capture for example (when the undercarriage is extended and the VRgg
is set in the auto-throttle), the LISS 3 version of the statistical filter involves deviations of the flight path which are then
resorbed and have no effect on lateral displacement at touch-down. To reduce these lateral displacements, the LISS 4
was implemented, and provided the very clear reduction which can be seen in Figure 5.15. This version thus lessens the
effect of ground speed changes caused by wind gradients or by voluntarily decelerated approaches, and has the advantage
of permitting automatic guidance of the aircraft during braking on the runway in the event of a LOC failure at the end
of the approach. Furthermore, the results obtained with a constant aircraft speed are not affected.

6. DESCRIPTION OF THE SAGEM LOC-INERTIAL SYSTEM, LIS 30

6.1 Integration in the Aircraft

The digital LOC-Inertial system was designed to be transparent to the auto-pilot, that is, it can be inserted in the
aircraft wiring between the ILS receivers and the auto-pilot computers without requiring any modification of the latter.

It receives deviation data from the ILS receiver, North and East speed vector information from the inertial platform
and height data from the radiosonde.

It provides the auto-pilot with deviation data which are electrically analogous to those from the ILS receiver, but
which have been smoothed by the inertial system.

It enables guidance to be continued in the event of loss of the LOC beam; in addition, it becomes functionally short-
circuited when such a fault occurs, and the auto-pilot is then coupled direct to the ILS receiver.

6.2 Description of the System

Physical characteristics: The system is %2 ATR long and meets the requirements of the ARINC 404A Standard. It
weighs a maximum of 12 kg and its power consumption never exceeds 150 W.

Layout: It is arranged around a digital processor (French initials: UTD). All the data processing, as well as the
majority of the monitoring tests, are carried out in the UTD by program.

Input/output sections: These provide the input quantities for the UTD and convert the output quantities to a
format which is suitable for use.

UTD processor: This is a general purpose computer, with a 16 bit parallel organisation; its control unit is micro-
programmed.

For a list of its main characteristics see Figure 6.1.
The implanted memory in the LIS 30 computer will be 4K program words and 1K working memory words.

Reprogramming memory: The program memory is erasable and rewritable direct on to the memory cards, which
gives the computer wide flexibility when a program has to be modified.

Encoder: This permits acquisition of the analogue quantities (LOC, glide path and radiosonde signals) and converts
the output data (filtered LOC signals) fed into the auto-pilot.

resolution: 12 bits
accuracy: 1/2LSB
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Digital inputsfoutputs: These make it possible to acquire and to transmit the discrete signals and the digital data
from the inertial platforms by means of a bus line, and also permit inter-system dialogue in the case of dual lines.

6.3 Single and Twin Computer Operation

The basic installation of the Airbus auto-pilots has a particularly high level of redundancy for achieving Category III
landing and uses the following:

— 2 sets of self-monitoring sensors (ILS and radiosonde),
— 4 computing channels in the auto-pilots.

The level of redundancy is lower for Category II landing (2 computing channels for 1 set of self-monitoring sensors).

For integration in the present Airbus layout, the LISS 30 system can have the following configurations:
Single computer configuration: a single computer used in conjunction with one side only of the auto-pilot.
Twin computer configuration: two computers, one associated with side 1 and the other with side 2 (Fig.6.2).

A digital bus line allows dialogue between the two computers for the prupose of probability tests between the two
channels.

6.4 Failure Detection

Short-circuiting: Because the LISS 30 system is inserted between the ILS receiver and the auto-pilot, the system is
required to short-circuit if a failure is detected, that is, a set of relays enables the raw localizer signal to be transmitted
direct to the auto-pilot input (transparent system).

System self-tests: a negative result from one of the following tests will cause the system to short-circuit:

— computer test (microprogram),

— test of software performance (hardware),
— static memory test (software),

— dynamic memory test (software),

— operations test (software),

— encoder test (software).

Inter-computer probability tests: These are performed in the case of a twin computer configuration. If the two
lines show any differences, the two LISS 30 systems are short-circuited.

Automatic detection of inertial sensor failure: The system becomes transparent.

Localizer failure: In the event of a localizer failure, the inertial system continues to provide guidance for a period
which depends on the convergence of the filter. On expiry of this period the system is short-circuited.

Below 100 ft the inertial system will continue to operate until touch-down.

Glide path or radiosonde failure: Glide path and radiosonde data are used to assess the distance to the localizer
transmitter. This distance is filtered by means of the inertial speed and, in the event of failure or one of the two radio
sensors, the inertial system will continue to function for a period which depends on the filtering time. At the end of this
period, the system is short-circuited.

Below 250 ft the distance is calculated solely on the basis of inertial speeds, since the glide path signal ceases to be of
use as soon as flare-out has begun.

6.5 Recorded Data Output

The prototype computers have a digital output for recorded data, which takes the form of a two-wire bus line.

This output transmits 17 24-bit words every calculation cycle (input, output, internal logic parameters, and internal
filtering parameters). It provides rapid analysis of any in-flight phenomena.
7. FLIGHT TESTS AT CEV

7.1 Background

All the preliminary evaluation tests of the LOC-Inertial system took place at the Flight Test Centre at Brétigny
(CEV).
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The tests were made during 1975. The filtering calculations were performed in real time by a commercial designed
computer installed in a NORD 262.

The filter put forward by SAGEM was very simple in its structural design and consisted of an elementary loop in the
conventional version (LIS 1).

The results obtained, however, were very encouraging and confirmed the feasibility of the system.

In early 1976 evaluation of the LOC-Inertial system was continued by ground simulation studies using in-flight
recorded data.

This method provided a preliminary study of the conventional version of the filter (LIS 1).

As these were made outside the aircraft control loop, however, they could not indicate the performance of the
system when coupled to an auto-pilot.

7.2 Flight Tests of the SAGEM LIS 30

A programmed LIS 30 computer in the conventional filter was flight tested at CEV, Brétigny in December 1976 in a
NORD 262, and again from March 1977 in a Mystére 20.

In both cases the LIS 30 was coupled to the aircraft auto-pilot.

The flight test programme consisted of a statistical study at Brétigny (50 to 60 approaches) and a series of investiga-
tions of airfields with ILS systems which were felt to be poor.

At Brétigny the peiformance of the system was evaluated by means of the STRADA trajectory plotting system (laser
telemetry).

On outside airfields the flight path was plotted using airborne facilities (inertial system with camera).

These tests are to be continued with a programmed computer in Version 4 of the statistical filter. The inertial plat-
form used for all these tests will be a SAGEM MGC 30 unit.

7.3 Preliminary Results with the Conventional Filter LIS 1

Tests on the LIS 30 system are proceeding at CEV. To date, some 50 approaches carried out at Brétigny with the
conventional version in the NORD 262 have been used for purposes of analysis. The STRADA trajectory plotting system
was used to assess system performance, both in regard to plotting the position of the aircaft and evaluating inertial
erTors.

Using recordings of the data input to the LIS 30 system, about 20 approaches were simulated by feeding in the true
runway heading as a reference direction. The Table in Figure 7.1 shows the filtering performance in the normal case (use
of the inertial track at the time of initialisation), compared with the use of the actual runway heading. Similarly,

Figure 7.2 shows aircraft guidance performance when using the pure inertial system at 100 ft. The very distinct improve-
ment afforded by the use of the actual runway heading for guiding the aircraft after touch-down will be noted. Cne
approach was made with a steep wind gradient involving a speed change of 50 kt, which had resulted in a large error at
touch-down in normal conditions (8 m). Feeding in the runway heading eliminated this extreme case.

Summarising, the flight tests point to the conclusion that with the conventional filter inertial guidance can be
continued to touch-down, provided the approach is made at a constant ground speed.

If the actual runway heading is fed in, guidance is maintained during ground taxying and the approach can be made
with changes in speed.

8. SNIAS TESTS

8.1 Flight Simulator Tests

Following the CEV flight tests of the conventional version of the LOC-Inertial system, the new filtering equations
(LISS 3) were programmed in a second SAGEM digital computer. Before it was fitted in the aircraft, this computer was
placed in the Aérospatiale flight simulation laboratory in Toulouse-Blagnac, coupled to actual Airbus equipment. The
tests brought to light some minor programming and aircraft wiring faults. These were quickly rectified, for example by
using reprogrammable memory stores. Further tests in the same conditions as for the computer simulation tests yielded
exactly the same results as those obtained previously.

Epr—— el : A P o R
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8.2 Tests in the Airbus A 300 B No.3

The LISS 30 computer was then made available for flight testing by AIRBUS-INDUSTRIE. The first flight
(25/3/77) proved that the system functioned correctly both in the normal filtering mode and during a simulated localizer
signal failure. Modification of the filtering program used in the LISS 3 version (in which only 3 variables were estimated)
to make it suitable for the LISS 4 version (with 4 variables) was completed within a week. A short run in the flight

simulator checked the functioning of the system, after which flight tests were resumed. The system for in-flight recording

of the aircraft parameters and the system internal parameters made it possible to compare the estimated performance of
the real system with the estimates obtained by the simulation program. The lower degree of accuracy with the real
computer (32 bits for the critical parameters) did not result in errors of more than %, even after a long filtering time.

The Airbus No.3 was then used for investigating some noisy localizer beams. The increased comfort for the crew
was very marked: 3 approaches were made over each airfield: the first without the LISS system (open loop), the second
with the system in the guidance loop (closed loop), and the third still with the closed loop, but with a failure of the LOC

signal at 100 ft. The system functioned satisfactorily, even when braking on the runway, until the aircraft came to a halt,

whereas with the previous version (LISS 3) the pilot was obliged to disconnect the auto-pilot as soon as the aircraft speed
began to decrease appreciably (V < 100 kt).

9. CONCLUDING REMARKS

The hybrid radio-inertial guidance system described above performs the following functions:

— smoothing of the aircraft’s flight path during an ILS automatic approach, particularly in the final phase
(h <700 ft);

— a very marked reduction in the lateral movements of the aircraft around its centre of gravity and in the deflection
of the control surface due to LOC beam noise;

— the continuance of guidance in the event of failure of the LOC receiver. If failure occurs while the aircraft is
coming down to 100 ft, the period of survival of the system is 20 to 25 seconds, which means that the aircraft
will touch-down correctly, even in the case of a long landing. Provided there has been a change of speed during
the filtering time, the aircraft will also continue to be guided during its reduction of pseed along the runway;

— in the event of serious or sudden failures (period less than 50 seconds) which interfere with guidance of the air-
craft, the LISS system dispenses with the need for LOC signals and reduces any deviation movements of the
aircraft;

— The system requires only a relatively low performance inertial unit (CEP < 2.5 NM/h), although one with a
higher performance would slightly improve the overall system.

The system should thus allow operation on a landing running in meteorological conditions of a higher category than
that of the airfield, while improving passenger comfort. As far as the rate of go-arounds due to LOC failures or faults is
concerned, this should be reduced by the inclusion of this system in the aircraft guidance loop.
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RECENT ADVANCES IN HIGH RESOLUTION INERTIAL NAVIGATION

BY: K R BROWN AND R A R TAIT,
FERRANTI LIMITED,
SILVERKNOWES,

EDINBURGH,
SCOTLAND,
UK

SUMMARY

An inertial navigator can survey to great accuracy and resolution if its self-
generated velocity errors are determined by stopping and comparing the indicated
velocity with the zero velocity at standstill, Three examples of the uses of this
technology in the exploration of the North Sea oil fields are described to demon-
strate the performance that is possible. The relationship between survey and
accuracy is examined and an estimate of the inertial instrument performance is
made. It is found that the instruments are capable of far higher resolution than
previously considered and to realise the benefit requires higher resolution inter-
face units and a flexible computing system.

) INTRODUCTION

Inertial Navigation was originally developed and has been used to navigate vehicles over great
distances, on sea, in the air, and in space. The adoption of the technique of velocity updating in the
late 'sixties has increased the accuracy of Inertial Navigation Systems to a level where survey became
possible to better than 10 metres over 20 kilometres with Inertial Platforms in production at the moment.
The first outcome of this work was a survey equipment for the Army. The vehicle carrying the equipment
stops at intervals not greater than 10 minutes: while stopped a velocity update is completed. Position
and heading are accurate to 10 metres and 1 minute of arc respectively.

However, it became evident during the development programme that the inertial platform then
in production was capable of far higher accuracy over short distances and much finer resolution. The
system is now developed to a stage where it is possible to survey to an accuracy of a few centimetres and
a resolution of tens of microns, and there is no indication that this is a practical limit.

2. VELOCITY UPDATE

The key to high resolution inertial navigation is in the velocity update technique, that is,
by stopping the vehi le carrying the system, over a DWELL period, and determining the velocity error
which has accrued since entering the navigation phase. Only while stopped can the error velocity be
measured to the desired accuracy. The velocity errcr can be determined to an unlimited accuracy by stop-
ping for sufficient time, practical limits being imposed by vehicle random motion and the resolution of
encoding the velocity detected by the system.

3. VELOCITY ERROR MODEL

The Inertial Navigation system is Schuler-tuned and oscillates with an 84-minute period in a
smooth and systematic manner. Fitting the velocity measured at standstill to this smooth curve leads to a
very accurate estimate of the velocity errors between the DWELL periods and the drift in position arising
from these errors., It is possible to determine position during the movement of the vehicle between DWELL
periods by interpolation. The movement is referred to as the TRANSIT.

The update technique may be classified generally depending upon whether or not the Schuler loop
is interrupted when the actual update is made. The velocity errors in either case may be approximated
piece-wise; the process which models closely the velocity error profiles over the DWELL intervals is con-
sidered optimum. This process of dynamic curve fitting may be accomplished by a number of schemes of which
polynomial models are preferable because of their simplicity and are adequate over the short Transit times
considered. Very high resolution is required both to give a sufficiently good fit during Zhe modelling in
the Dwell period, and adequate resolution during Transit, velocity is quantised to 3 x 10~* ft/sec
(9 x 10~3 cm/sec). In general, performance improves dramatically as the Transit intervals are reduced, and
improves as Dwell time is increased to 20 seconds at which a plateau is reached.

4, OPERATIONAL EXPERIENCE

Three practical examples are presented to illustrate the performance of the equipment. In
each case the operation is related to activities associated with the North Sea oil fields.

4,1 Pipeline Survey

This refers to a survey of the two intersecting sections of pipeline by an Inertial Navigation
equipment carried in a manned submersible,l This operation was carried out at a considerable depth with a
visibility of about 5 feet through the water., The actual survey was very rapid and as this was the first
use of the Inertial Navigator in this context, the remaining endurance of the submersible (8 hours) was
used to complete twenty-five circuits as shown in Figure 1, The operators carrying out the survey con-
cluded that an accuracy of 5 cm was possible.

gravip 3 B cwm N g ¢
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Two major problems had to be resolved to achieve this performance:

(a) The inertial system had to be aligned at sea before use and a simple technique was developed to
overcome the effects of the motion of the mother ship. The method was to roughly align the system
on the mother ship before launch. An estimate of the North direction, derived from the ship's com-
pass, was inserted through the equipment control unit keyboard and the inertial platform levelled
on its own accelerometers whilst the mother ship was hove to. The submersible was then launched
and taken down to sit on the sea bed where a full gyro compass alignment could be carried out. A
datum point on the pipeline was established and the survey started.

(b) The process of coming to rest for the 'dwell' to update the velocity error gave problems. To stop
the submersible for the Dwell period, it was required that the bouyancy be reduced so that it sat
on the sea bed, preferably astride the pipe. It was originally intended to use a Transit time of
a minute to get the highest accuracy, but it proved too lengthy a process to change the bouyancy
at such frequent intervals and a transit of two to three minutes had to be used.

The range of the bouyancy change limited the amount of 'sink' available to hold the submersible on
the sea bed and, hence, it was prone to movement during the Dwell time. This complicated the
velocity updating process, but a compromise was found by extending the Dwell. There was a limit

to the precision with which the submersible could be positioned over the survey point and, inevitably,
errors arose in the estimation of the offset from the actual point being surveyed. The navigation
and steering features in the Inertial System proved invaluable in getting from point to point in

such a limited visibility.

4,2 Movement of Production Platform

A second example is the measurement of the movement of a production oil platform situated in 250 feet
of water, measurements being taken at a point approximately 100 feet above sea level. Records were taken
continuously over a period of about 9 days. To limit the growth of the velocity errors over such a lengthy
period, a system was modified to be velocity-damped (5.6 Schuler) on the assumption that the net movement
of the production platform is zero over the time involved. Figure 2 shows a sample of the data obtained,
both in calm and extremely rough weather. These are presented as histograms showing the percentage of time
spent in each displacement. In this case, the position data is recorded to 0.0l inches (0.25 mn) with an
inherent resolution in the displacement of 0.001 inches (25 micron).

Although very severe weather was encountered with wave heights of up to 42 feet, the platform deflec-
tions were generally under +1.5 inches, although one isolated peak of 2.9 inches was recorded.

4.3 0il Well Survey

The Inertial System has been re-packaged into a form in which it can survey oil wells. A production
platform in the North Sea can have more than 40 wells. These are vertical for the first few thousand feet
and are arranged as a regular array with a nominal separation between well centres of about seven feet. It
is imperative that the wells do not touch as a well can be drilled whilst an adjacent one is delivering oil.
This has obvious hazards.

The equipment provides a very rapid method of precisely determining the position of each well, and
this particular configuration has an inertial height channel the survey is in three dimensions.

An example of a typical survey is shown in Figure 3, and to give an indication of the accuracy and
resolution, Figure 4 shows a single channel in section with the clearance between the pressure vessel, con~
taining the equipment and oil well. The equipment is lowered on the drill string, a very stiff 5-inch
tube. Initially, the well is vertical and the vessel can vibrate from wall to wall within the clearance.
As the well deviates the pressure vessel is forced onto one side of the well and the excursion is greatly
reduced.

The inertial system is packaged into a long cylindrical configuration and is equipped with batteries
and data recording for self-contained operation over four hours. It is inserted into a torpedo-shaped
water-tight pressure vessel which gives it the capability to operate to the depth of the North Sea wells.

5. INVESTIGATION OF ERROR SOURCES

The two variables under the control of the surveyor are the length of 'Dwell’ period over which the
velocity update is made, and the time in 'Transit' between updates. The minimum time in the 'Dwell' is
that required to filter out the velocity arising from vehicle motion when stopped. It was established very
early that a 'Dwell' of 5 seconds was sufficient to remove the motion caused by an engine running in the
survey vehicle. This leaves only the randomness arising from the inherent noise in the measurement of
velocity, The question was, could the performance be improved by lengthening the 'Dwell'?. It was also
obvious that & great improvement would arise from shortening the Transit time between velocity fixes, and
could this be quantified?

To analyse the problem an Inertial system with comprehensive data recording was run for a con-
tinuous period in the navigate mode after a typical self-gyro compass alignment, A complete program was
devised using this detailed data which, offline, divided the navigate time into 'Dwell' and 'Transit'
periods of various lengths so that an assessment could be made of the performance which would have been
obtained for a range of the two variables. The important point is that identical data is used to arrive
at the various results.
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The analysis was considered valid as it was established that the performance was unaffected by
travelling at low speed in a Land Rover survey vehicle and that for the particular applications considered,
the distance travelled was such that scale factor and heading-induced errors within the distance travelled
in a typical application could be neglected.

A typical build-up of radial error within time is shown in Figure 5. The radial position error at
one hour against 'Transit' time for a range of 'Dwell' periods is shown in Figure 6 together with a similar
plot of the variance of the various samples from the mean of each of the chosen Dwell times. This data
appears to indicate a reasonably consistent pattern to the error growth with 'Transit' time and it can be
used to check the validity of and establish the coefficients of a simple error model.

The single channel position errors in an inertial navigation system can be expressed in general
terms as:

The North/South channel velocity error time function is

sin th
Vy = acos@t +a, - +a, (1 - cos &%t)
=t
T sin Wt sin Wt
+a, (e °+'T,°—tL-cosk;t)+a5 (t—“—oo)
5 2(cos Wt - 1) -t
+ ag (" + °’oTo ) + a, + ast + a9c e To

where t is time in navigate and the coefficients are defined in the Appendix. Coefficients ag and
ag are absent for the East/West channel error function which, otherwise, has similar form.

However, if the velocity update is accurate, each 'Transit' can be considered as a separate navigate
operation: the sum of these separate operations growing as a random walk. In the high resolutions con-
sidered, the 'Transit' times are kept short, say, a maximum of 5 minutes, and terms higher than third order
can be neglected. The total position error equation can be reduced to the vector sum of three quantities.
In any survey period there will be a number (N) Transits, and it appears that there is little or no corre-
lation between the position errors generated in the successive Transits. The error equation can be
reduced to

e T O = 3
@«
N (VIT+913T + Qg T
2 6
where N is Number of Transits
T is Transit Time
g is Acceleration due to gravity
vI is Equivalent initial velocity error
GI is Equivalent platform tilt
T

That is, a model with three terms listed in Table 1, which can be considered as arising from

is Equivalent vertical gyro drift

(a) An initial velocity error existing at the start of each 'Transit' period.
(b) An acceleration error which can be considered as an equivalent tilt of the inertial platform.
(c) An equivalent Vertical gyro drift expressed as the mean drift averaged over the 'Transit' time.

The result of fitting this simple model is listed in Table 1, as shown below, which indicates the
performance required of instruments to obtain the performance being discussed.

T VELOCTEY PLATFORI TILT otR0 DRIPT

(Minutes) Ft/sec Milligals 'g' x 1078 Degrees/hour
1 <10t 0.22 0.0011
i 2 <107 0.29 0.0008
3 <107* 0.29 0.0005
4 <107 0.37 0.0005
5 <10™ 0.37 0.0003

PLATFORM ERRORS/TRANSIT TIME (DWELL 20-60 SECS)
TABLE 1
' .
" )

NS TR T R e




(1) The initial velocity error represents a fraction of a bit of the veloccity encoder and so the system
performance is not limited by a velocity resolution.

(2) The tilt error calculated is approximately the smallest change in tilt which can be detected in
testing the accelerometer. It is about 0.05 of the bias uncertainty quoted for the accelerometer
type used (Ferranti FA2F) over similar integration periods. This is typical of the problems of
relating Inertial instrument performance to that of the system. In this case, the instrument test
data may be dominated by the tilt of the test plinth due to ground movement.

(3) The equivalent vertical gyro drift for a 5-minute Transit is similar to the test data for the gyro
for drift values extracted from l-hour test runs with 5-minute averaging in each sample. The
higher value for shorter Transit times almost certainly arises from the inherent noise in the gyro
giving an apparent increase in drift for shorter averaging times. This is being further investi-
gated.

There is a large increase in performance by increasing 'Dwell' times to 20 seconds with no signi-
ficant increase in performance for longer times. It is concluded that there is nothing to be
gained by increasing 'Dweli' beyond 20 seconds unless the vehicle motion at rest is such as to re-
quire a longer correlation time.

This leads to the conclusion that a model based on a third order polynomial will closely follow
the errors arising with 'Transit' times compatible with the high resolutien short range applica-
tions described in this paper and that the length of 'Dwell' required to establish an adequate
Velocity update does not unacceptably increase the length of time required to complete a survey
task. An error of the order of 3 centimetres after 1 hour from leaving the datum point of the
survey with the possibility of improving this if a closure is made completing a circuit.

6. POSSIBLE APPLICATIONS RELATED TO AVIATION

The resolution of the survey equipment is too fine for normal aviation purposes. It could, however,
be of use in certain specialised applications.

(1) During the evaluation of the landing and take-off performance of an aircraft, a velocity fix could
be taken before and after each circuit. An exact profile during the take-off and approach (within,
say, 2 ft) could be measured and if two equipments were positioned in different stations, the
deflection of the airframe between them could be recorded.

(2) A rapid survey could be made of the proposed site for a runway and the calculations made to indi-
cate the optimum earth moving required to generate a level runway.

(3) It may be possible to modify existing aircraft Inertial Navigation systems to give steering signals
during taxying and take-off within acceptable limits in dense fog.

7. CONCLUSION

The technique of velocity update by holding an Inertial Navigator stationary at intervals during
navigation can give an accuracy nnly limited by heading and scale factor if stops are made sufficiently
often. The experimental results obtained on practical working equipments agree closely with the gyro test
data and indicates that accelerometer bias stability is very much better than expected from instrument
tests.

REFERENCE 1 "Underwater Survey using an Inertial Navigation System", ~
A Stankoff and R A R Tait, Paper 2815 Proceedings of Offshore Technology Conference,
Houston, Texas, May 1977. .
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APPENDIX

The coefficients used in velocity error function are of the form:

&1 -
az =
a3 -

ag =
ag =
a, =
ag =
ay =
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accelerometer scale factor error
velocity encoder scaling factor
accelerometer non-linearity error
coriolis acceleration correction error
effective error in gyro torquing
accelerometer bias stability
initial tilt error for the channel
initial azimuth error

latitude of the place

azimuth gyro drift

azimuth gyro thermal drift

effective vertical gyro drift

combined gyro drift effect due to vertical gyro random drift, anisoelastic drift, rectified

drift effects and coupled rotation from other two axes

vertical gyro thermal drift
mass unbalance drift
earth's rate

Schuler frequency

a time constant

earth's radius

acceleration due to gravity
initial velocity error
"along-channel" velocity
"across-channel" velocity

total system velocity

Coefficients ag
channel

4-5

and a, are absent for the East/West
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CALIBRATION OF AN INS BASED ON FLIGHT DATA
B. Stieler, W. Lechner

Deutsche Forschungs- und Versuchsanstalt
fir Luft- und Raumfahrt e.V. (DFVLR)
Institut fir Flugfiihrung

3300 Braunschweig-Flughafen

West Germany

SUMMARY

The paper deals with the calibration of an INS based on flight data from the INS and external measurements
such as radar and cinetheodolites.

The results presented are based on an off-line evaluation of the data using optimal smoothing algorithms.
This is an effective way to be followed for flight-testing an INS and getting an insight into the sensor
and system errors under flight conditions.

The user of an INS, especially in the military field, is in general more interested in the in-flight
alignment and calibration of an INS, i. e. in the on-line evaluation of the data on board the aircraft
for which optimal filtering algorithms are at hand. This opens the way for the fast take-off of an air-
craft with a coarse-aligned platform. Ccrresponding simulation results are discussed.

1. INTRODUCTION

Optimal estimation algorithms are successfully applied for the on-line aiding of an INS on board the air-
craft |1, 2, 3| or the off-line "aiding" for flight path measurements |4|. For both applications the accu-
racy improvement on the position and the velocity levels is of primary interest.

In this paper the INS itself is in the center of attention. It is shown that optimal smoothing algorithms
applied to the off-line combination of position measurements from an INS and external tracking devices
(radar, cinetheodolites) recorded during the flight allow to fit the actual INS errors including the mis-
alignment and sensor errors to a given model in an optimal way. This allows to see how well the real world
and theory are matching.

It is shown in a second topic that the optimal filtering algorithms applied to the on-line combination of
position measurements from the INS and a microwave landing system opens a new way for INS operation - the
alignment of the platform in the take-off phase.

The results presented for both topics do not yet reflect the final state of the research. Topics for the
continuation of the efforts are the improvement of the INS- and its sensor error models based on more
flight test experience.

It should be mentioned that the flight tests described in this paper had been carried out with an uncali-
brated LN-3A system in which essential parts of the computer had been exchanged.

Beginning with a review of the dominant INS error sources, comparison is made between the alignment and
calibration of a platform stationary on the ground and on a manoeuvering vehicle.

2. REVIEW OF THE DOMINANT ERROR SOURCES IN AN INS

The accuracy of an INS is affected by the sensor errors and the platform misalignment angles with respect
to the navigational reference coordinate frame. Fig. 1 shows the 10 position errors due to these different
error sources for an easterly flying vehicle. We may conclude from it |5]:

~ the dominant long-time errors are caused by the gyro drift and the misalignment angles,
especially the azimuth misalignment angle;

- the accelerometer errors as well as the horizontal misalignment errors cause major position
errors only for short times; their long-time effect is bounded.

While the misalignment angles are determined and nulled during each preflight alignment process, the sensor
errors are in general determined and nulled only when the INS passes a check-up process. Compensation is
possible under the assumption that they are constant.

3. REVIEW OF THE ALIGNMENT AND CALIBRATION OF A STATIONARY PLATFORM

The preflight alignment and especially the calibration of the sensor errors is time-consuming. Based on
the analog gyrocompassing procedure |6|. the former lasts up to 10 minutes and more. As to the calibration
of the sensor errors practically only the north-south gyro drift can be determined on the stationary plat-
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form in the preflight alignment mode |6].

Fig. 2 shows the simplified error block diagram for the stationary platform in the gyrocompassing align-
ment mode. One may deduce from it |6, 7, 8, 9]:

~ the east accelerometer output allows to control the north misalignment angle and to observe
the north gyro drift;

~ the gyrocompassing loop starting from the north accelerometer output allows to control the
east and the azimuth misalignment angles;

~ the vertical gyro drift is practically non-observable if no additional measurements are taken
from the vertical synchro;

~ the horizontal accelerometer errors and the east gyro drift are non-observable; they conta-
minate the horizontal and vertical alignment accuracy through the following relationships:

Horizontal misalignment = corresponding accelerometer bias / gravity

ex,E =+ By /g (1.1)
Azimuth misalignment = East-West gyro drift / horizontal component of Earth rate
€p = -DE/(Qcosq». (1.2)

Through the application of Kalman filtering the process of aligning the platform and calibrating the north-
south gyro can be shortened up to 1 to 2 minutes under the benign laboratory environment. The physical 1li-
mitations due to non-observability or alignment accuracy cannot be surpassed with a stationary platform

|6, 7, 8, 9.

4. REVIEW OF THE INS ERROR MODEL AND STATE VECTOR OBSERVABILITY

Fig. 3 shows the simplified block diagram of the INS error model on a moving vehicle. For the purpose of
discussion the following neglections have been made:

- the error sources for the 24-hour oscillation have been curtailed to the effect of the azimuthal
misalignment on the horizontal axes;

- the Coriolis compensation has been assumed to be perfect;

- the torquing error of the vertical axis due to an error of the geographic latitude has been
neglected.

As compared to the block diagram of the stationary platform in Fig. 2, the measurement signals (agcelerg-
meter outputs) contain additional information on the azimuthal misalignment via the signal lines V., ., ¢
and Acosy. They are the sources for the so-called "cross-track"” error. Provided external position mé3asure-
ments are at hand, these additional error sources have the benefit that

- the azimuth misalignment error and the constant east-west gyro drift become distinguishable on
a maneouvering vehicle, i. e. the east-west gyro drift becomes an observable state and the
above-mentioned physical limitation on azimuthal alignment accuracy does no longer exist.

Since with respect to Fig. 2 the measurement signals contain no further information on the accelerometer
bias and horizontal misalignment errors, both remain practically indistinguishable on a maneouvering ve-
hicle as it is the case on a stationary vehicle. But one can live with this limitation, since it may be
seen from Fig. 1 and | 5| that their long-time effect on the INS error is bounded.

5. SET-UP FOR FLIGHT-TESTING THE LITTON LN-3A INERTIAL NAVIGATIOR

The flight tests were carried out in the middle of 1976 on a HFB 320. The aircraft shown in Fig. 4 is an
Executive Jet, used by DFVLR as a test aircraft. The following installations were used for the test: the
INS to be tested, the altimeter (Conrac), the CAMAC interface crate for connecting the instruments to the
Honeywell DDP 516 computer, the on-board clock (Patek Philipe) and the digital magnetic tape recorder
(Ampex ATM 13591 II) for recording all essential on-board data.

Tests were carried out from Braunschweig towards west and north.
On the westerly flight to Bedford, UK, the following tracking facilities were used, as shown in Fig. 5:

Braunschweig (DFVLR) 5
1 tracking radar (lo-accuracy in angle 0.057, in range 8 m)

Meppen (Erprobungsstelle 61 der Bundeswehr) s
1 tracking radar (lo-accuracy in angle 0.025° in range 2.7 m)

Amsterdam (National Lucht- en Ruimtevaartlaboratorium)
1 terminal approach radar (lo-accuracy in horizontal position 200 m)
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Bedford, UK (Royal Aircraft Establishment)
2 cinetheodolites (l0-accuracy in angle 0.025°).

On the northerly flight to Oslo, Norway, the tracking facilities were those of Braunschweig and of

Oslo (Directorate of Civil Aviation)
1 terminal approach radar (lo-accuracy 1 NM).

Valuable position and velocity measurements were yielded also when the aircraft was stationary on a refe-
rence point before take-off and after landing.

The second aircraft shown on Fig. 5 served as a relais plane, for the long-distance transmission of the
measurement data in the HFB 320 to Braunschweig were they could be recorded on-line for the purpose of
quick-look.

In the following we will concentrate on the test results of the flight from Bedford back to Braunschweig
only because the constellation of the tracking facilities plus the measurements of the stationary run
allow us:

a. to draw conclusions on the off-line calibration of an INS treating its data and the position
measurements by smoothing algorithms;

b. to simulate the alignment of an INS during take-off by treating its data and the position
measurements from a microwave landing system (MLS) with filter algorithms.

For the simulation in case b. the measurements of the 2 cinetheodolites were assumed to come from an MLS.
The covariance of the position fixes were contaminated so that they corresponded approximately to the 1lo-
values of an MLS, e. g. the DLS |1, 4, 10]|.

Reference |1| covers the aiding of an INS with an MLS for approach and landing. Though the techniques for
aligning a platform in the take-off phase and the aiding in the approach phase are related, the operational
use is different and worth to be treated separately. Not covered in this paper but in |1| is the problem
of required on-board computer capacity for aiding the INS on-line.

6. DATA EVALUATION

All data on-board (INS, altimeter) and on ground (radar, cinetheodolites) were recorded synchroneously.
From the ground measurements the position of the aircraft in geographic longitude, latitude and altitude
haT to be calculated as well as the covariance matrix based on the above mentioned sensor specifications
|u].

Optimal filtering and smoothing algorithms are well treated in the literature |8, 11, 12|. Let us briefly
remember the major differences between both methods for optimally combining data from different sources

(e. g. INS and radar). Fig. 6 shows schematically the estimation accuracy i. e. the lo-band over time for
the forward Kalman filter, the backward Kalman filter and the forward/backward filter or smoother. The
forward filter gives for a time t_the optimal estimate based on all data before ty, the backward filter
gives the optimal estimate based on all data after t_, and the forward/backward filter gives the optimal
estimate based on all data before and after to. In Fig. 6 also the simple relationship for the accuracy
gain of the smoothed estimate as compared to that of a forward and a backward filter estimate is mentioned.

Between t., and t, in Fig. 6 it is assumed that the INS navigates unaided with the 10-band growing according
to the undided error model (s. Fig. 1) for the forward and the backward filters. The smoothed estimate
bridges the time with much smaller loss in accuracy. This proves that for the off-line calibration of an
INS the smoothing algorithms are suited best. Not only is the lo-band smoother than that of the Kalman
filter, but also the estimate itself because the forward filter estimate is much more sensitive to stray
points in the measurements |4|.

In practice one applies the Kalman filter algorithms forward in time, and when the end time is reached,
the Rauch-Tung-Striebel or Fraser algorithms backward in time |11, 12].

Suffice to say that for the on-line alignment and calibration of an INS the Kalman filter algorithms are
the only optimal means to combine data from different sources.

7. RESULTS FOR THE OFF-LINE INS CALIBRATION

Fig. 7 shows the plot of the flightpath with the crosses indicating the city of Bedford (UK), Amsterdam,
Meppen (Ger) and Braunschweig. The aircraft carried out manceuvers in the range of each radar/cinetheodo~
lite station in order to improve the observability of the INS errors.

The following discussion shall be based on the test results for the north-south and the azimuth channels
only.

If all available position fixes and stationary measurements are combined with the INS data by means of
smoothing algorithms, the accuracy of the reference flightpath is better than 45 m according to the self~
diagnosis of the forward/backward filter, s. Fig. 8. The highest value is at 1/2 h elapsed time when the
aircraft is above the North Sea. The position differences (reference flightpath minus position fix) are
well distributed about the center line of the plot, indicating that the results are reasonable.
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In Fig. 9 the results for the INS geographic latitude error estimation are plotted. The lo-band corre-
spondgng to the 45 m maximum mentioned above is indistinguishable on the plot. The smoother estimates a
linearly increasing error due to azimuth misalignment and vertical gyro drift (cross track error).

Fig. 10 shows the corresponding results for the north velocity error estimation. The lo-band is < 0,1 m/s.
The estimation shows a Schuler oscillation with spikes superposed. Due to the cross track error, the
spikes are correlated with turns of the aircraft.

In Fig. 11 the results for the east-west misalignment are plotted. The smoother's self diagnosis is at
+ 1,1 set. The estimation of the misalignment error shows Schuler oscillations.

Fig. 12 shows us that the east-west gyro drift can very well be calibrated on a manceuvering vehicle. The
10-band is at + 5°1073 ©/h, the mean estimate is approximately at 3:10"2 ©/h with a change of approximate-
ly -5-10"3 o/h.

In Fig. 13 the results for’sye azimuth alignment error are plotted. According to the lo-band the error
estimate is better than 2 min. The initial misalignment error in Bedford, UK was according to this plot
-0.59, changing linearly with time according to the azimuth gyro drift of -0.27 ©/h. The final alignment
error is approximately -1° when the aircraft lands in Braunschweig. These results prove that for this
uncalibrated INS

- the initial misalignment error and
- the azimuth gyro drift

by far exceed the requirements for an operational system.

8. SIMULATION RESULTS OF AN IN-FLIGHT INS ALIGNMENT

Having calibrated the platform, we will concentrate in the following on the possible use of an MLS for the
alignment of a platform during take-off. We will assume that the platform is just prior to take-off mis-
aligned by 2 mrad (10) in the horizontal axes and 6° (10) in the vertical axis. For simulating the physi-
cally misaligned platform we assume an initial misalignment estimate of the same amount. The gyro drift
rates are compensated and assumed to be known within 1072 ©/h (10). The simulation results for the north-
south and the vertical misalignment angles are plotted in Figs. 14 and 15. Within 4 minutes of the take-
off’géme the horizontal misalignment can be brought down to 0.5 min (10) and the vertical misalignment to
12 min (10). The results for the unaided INS position, i.e. the lo-band and its difference with respect
to the external measurements in Amsterdam, Meppen and Braunschweig are shown in Figs. 16 and 17. The INS
error corresponds to a shifted cosine function with Schuler period and 3 NM peak amplitude approximate-
ly. Except for the latitude error in Amsterdam the INS position difference is within the margin to be
expected.

In order to prove the validity of this alignment method more flight tests have to be carried out. Further-
more, one should extend the in-flight alignment time above the 4 minutes or better to say the in-flight
alignment range above the 7 km used in this simulation so that possible measurement errors may weigh less.

It should not be kept secret that in this simulation some stray points in the measurements have been taken
out (to be seen in Figs. 14 to 17 at 2 minutes elapsed time) and corrections due to the synchronization
of the INS and the "MLS"-measurements in the order of 0.05 s have been undertaken. From both off-line
corrections one may obtain a feeling for the tight requirements which are put on the MLS in order to
utilize it for the alignment of an INS. This applies especially to the azimuth channel because "holes"

in the MLS-azimuth measurements or errors in the mean value or the synchronization do affect the INS in-
flight alignment accuracy.

If one extrapolates from the German microwave landing system, the DLS, to the performance of the other
systems which are competing in the ICAO contest, the present technology meets the requirements (s. |10/,
Fig. 14).
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Fig. 4 The Test Aircraft HFB 320
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UHF DF Triangulation System for Control and Guidance of Military Aircraft

by
Dipl. Ing. Bernhard F. Ernst
ROHDE & SCHWARZ
Entwicklung Ortung und Satellitentechnik
Milhldorfstr. 15

8000 Miinchen 80
Germany

Summary

This paper deals with a system for the guidance of aircraft from ground stations.
The system consists essentially of a network of direction finders, and is intended to
complement, rather then replace, conventional radars and other landing aids normally
installed at airports.

As a guidance technique, a network of direction finders offers the advantage of
surface coverage, or, in other words, it permits a form of surface navigation. The system
has a further advantage of particular significance in emergency situations such as may
follow an error in navigation or a loss of fuel: nothing more than an operational radio
set need be available on board the aircraft before use can be made of the DF guidance
network. This feature can also be useful in the guidance of military aircraft since, as
practice has shown, maneuvers at low level can often take the aircraft outside the
airspace covered by ground-based radars.

1. System configuration

The system presented here (see Fig. 1) is so arranged that all practical flight
altitudes within the airspace of interest can be monitored from a single station. An
extension of the system offers determination of the best possible radio link with the
aircraft, by way of the communications equipment, on the basis of the established
position of the aircraft.

The complete system is made up of a series of direction finders located within the
area to be monitored and distributed in such a way that, bearing in mind the local
topography, a coverage as free from gaps as possible is achieved. The direction finders
are connected by means of conventional communications links (telephone lines or
directional radio where necessary) to the central station. The main functional units of
the central station are the peripheral data input-output system, the data processing
system, one or more operators' positions and, according to the particular requirements
of each installation, the centralized and local display units.

The operating frequencies are partly or fully specified by the central station
and communicated to the direction finders over the data links. While radio communication
is taking place with the aircraft on this frequency each DF station which picks up the
signal establishes the bearing of the aircraft. These bearing values are sent back to
the central station over the data lines and, in the normal course of eventé, prgcessed
to give the instantaneous position of the aircraft. In special cases, such as emer-
gencies, it can also be useful to offer the operator a display on which the .bearing
values can be examined individually. The result of the triangulation computation,
together with other data such as the frequency, is presented on a central display
or on local displays at the operators' positions. As previously indicated, the s)stem
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can be expanded to include a transmitter at each DF station. This permits the operator
to make use of the transmitter which provides the best communication with the aircraft
at any instant. Choice of the best transmitter may be made automatically by the computer
on the basis of the established position of the aircraft, or manually by the operator.
The receiver incorporated in the DF unit of the transmitting station is used to receive
signals from the aircraft.

2. Description of subsystems

As the description of the system configuration has shown, the equipment is made up
of a number of independent subsystems or functional units which must be accurately
matched to one another to ensure perfect operation of the overall system.

Direction finder

This system uses Doppler direction finders such as are used in civil airtraffic
control. The Doppler method has already proved itself in practice, particularly with
regard to accuracy and immunity to interference. The bearing value is established by
comparing the phase of the Doppler-frequency-modulated incoming signal (produced by
simulated rotation of the receiving antenna dipole) with the phase of a reference signal.
This phase-sensitive DF technique is particularly insensitive to distortions of the
electromagnetic field, since the antenna system can be made large in comparison to the
wavelength. Through the use of a special sampling-filter technique, the DF system
achieves very nigh sensitivity and thereby a large coverage. Fig. 2 shows the antenna
system for a typical Doppler DF system and Fig. 3 shows the equipment which goes to
make up a single-channel UHF direction finder for the frequency range 225 to 400 MHz.

The block diagram of this system is given in Fig. 4. The signal from the "rotating"
antenna is taken to the input of the DF receiver. A second channel of the receiver is

fed with the signal from an omnidirectional antenna mounted at the centre of the

circular DF antenna. This second channel is used for compensation of static and dynamic
changes in the frequency of the DF signal, and permits the Doppler technique to be used
even with frequency- or phase-modulated signals. The IF outputs of the receiver channels
are both taken to the bearing demodulator. The output of the demodulator provides the
demodulated Doppler signal which will be used in the bearing indicator for extracting

the bearing. The bearing is measured by determining the phase difference between the
demodulated Doppler signal and a reference signal which is synchronous with the simulated
rotation of the DF antenna. Since the bearing can be measured in this way with simple
digital circuitry, a fully automatic process involving no personnel is possible. A
control-frequency generator produces all the frequencies, especially the antenna-rotation
frequency, required by the system.

Data transmission system

A wide choice of data transmission systems is possible according to the geographical
and operational conditions to be taken into account. A data multiplexer controlled by a
microcomputer represents a suitable method of connecting a number of direction finders
to one triangulation station. Fig. 5 shows a typical unit for this function. The
principal content of the data flow from the central station to the direction finders is
information on operating frequency and functional commands such as test-transmission
signalling, request for repeat of bearing and so on. The data flow from direction finder
to central station consists mainly of the bearing information and a signal confirming
the frequency of operation. It is also possible to transmit data on the status of the
DF station. This data link can further be used to switch on the optimum transmitter in
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the optional expansion described earlier. The data channels will normally use telephone
lines, although directional radio links may be used in some cases. Use of a microcomputer
as controlling element permits flexible organization of the data flow and protected
transmission of information.

Data processing system

Within the central triangulation station of the DF network, data flow to and from
the direction finders take place via the peripheral data input-output system. Information
from the direction finders, in particular the bearing values, is routed to the data
processing section of the station. The principal function of this subsystem is to de-
termine the position of the target aircraft within the DF-network area. In the course
of this processing, the incoming bearing signals are monitored and classified according
to quality. Fig. 6 shows a possible bearing-value processing sequence. The first step
is to establish whether an actual DF determination is being carried out, or a test or
simulation. Each bearing is then evaluated to determine its suitability for use in the
triangulation calculation. Unusable bearing values are extracted on the basis of an
"expected accuracy" criterion. The determined intersect points are then correlated to
establish the most probable location of the target. A second computation is carried out
to check on the existence of a second discrete target point, that is, to check if a
second aircraft is present. The operator is also provided with a recommendation as to
which tranceiver station should be used. The definitive location, with a statement of
its accuracy, is then provided for display at the.various operators' positions.

Operators' positions and displays

The provision of operating positions may vary widely, according to the particular
requirements of each installation. The triangulation result may be represented on large-
area displays such as a projection screen or a data terminal with synthesized landmarks
for orientation. The individual operating positions are equipped with the control units
necessary for operation of the DF network such as frequency selectors, communications
sets an emergency facilities. It is also possible to superimpose single DF beams or the
triangulation result on a radar display of the monitored airspace. This is useful as an
aid to identification and is already popular in civil ATC systems.

3. Prospects

Triangulation networks such as have been described here represent a useful complement
to the existing, principally radar-based, systems of aircraft guidance. The exact con-
figuration of such a ne:work is dependent on a great number of parameters. Of particular
importance here is the accuracy of the direction finders used, since this fikes the mesh
size of the network. Clearly the geography of the area to be controlled and the range of
the direction finders are also significant parameters. In principle, however, it may be
said that networks using direction finders of conventional 0.5-degree accuracy or
markedly more accurate types (0.1°) are both possible. From the arguments of redundancy
and of maintaining the highest possible coverage it would appear that a network made up
of a large number of direction finders of moderate accuracy is to be preferred to one
using few higher-accuracy DF stations.
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Fig. 2 UHF-DF antenna

Fig. 3 VHF-DF equipment
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PRECISE ENROUTE NAVIGATION BASED ON GROUND-DERIVED TECHNIQUES

G. Blaschke, G. Peuker
Standard Elektrik Lorenz AG (ITT)
Stuttgart, Germany

Summary

Rho/Theta radio location techniques today used for Enroute Navigation suffer from errors due to multi-
path propagation especially at several difficult sites. The development of Doppler-VOR was cne answer
to reduce this problem for the angle measurement (azimuth theta). As sagnal processing is still done

in the airborne set (air-derived system), an accuracy of better than 1° is not easily achievable. To-
gether with improved standard L-band DME (distance rho) and with the development and use of RNAV equip-
ment, a more accurate angle measurement is highly desirable. This should be achievable without strong
effort in airborne equipment, in order to allow economic world-wide introduction.

A solution is offered by a ground-derived concept for azimuth measurement. It is based on the standard
L-band DME, using also the existing airborne DME set. The DME interrogation pulses of the aircraft are
received at the ground via a special antenna array by DF equipment that allows immediate determination
of angle of incidence. This angle is sent back to the aircraft by a third pulse synchronized with the
according DME reply. In the aircraft a search and track system extracts the "angle reply", the time
delay of which relative to the DME reply represents angle information (azimuth).

The signal format is the key element of the system, allowing for simplicity of airborne equipment and
flexibility of ground stations. Basic error considerations show that errors due to airborne signal pro-
cessing can be neglected and that the ground system can be adapted to a large extend to the special
multipath environment, if necessary. This allows the deployment.of ground stations tailored to a special
site leading to very economic solutions also on the ground.

The ground antenna array can be circular or linear according to special conditions. At each antenna
amplitude and phase of the received interrogation pulse are measured and from these the angle is cal-
culated in a digital computer. This principle is unique in one respect: no matter what is installed or
processed in the ground station, the airborne set receives always the same "angle reply" coding.

Implementation of airborne equipment is described followed by a more detailed presentation of ground
station design (DME transponder, antenna array, receiver multiple, processing method, transmitter and
data encoder, calibration and monitoring).

Field test results from the experimental model of the landing system DLS and from the military system
ORTAC-M are given to show, that a 0.2 degree angle accuracy is readily achievable.

A possible way of operational introduction of such an approach as a future Standard Enroute Navigation
Aid is then considered.

Special aspects of the proposal, such as capacity, co-channel operation, use of directional ground
transmitter antennas and future growth potential are briefly discussed.

Finally some possible military applications will be described.

1. Introduction

Since many years medium range navigation is based on the standardized radio location systems VOR and
TACAN for civil and military aircraft resp. The coordinates used are the azimuth theta and the distance
rho. For direct guidance of the aircraft up today the azimth information only is used by selection of

a fixed course and display of course deviation to the pilot or processing by an automatic flight control
system. Distance measurement is so far used only for the definition of fixed points to derive a new
course for a determined procedure. In general this enroute navigation concept is satisfying all needs,
it is especially low in cost, reliable and safe.

One property of radio systems as VOR and TACAN, that creates sometimes a problem, is their susceptibi-
lity to multipath propagation. This causes errors on coordinate measurements or even does not allow the
selection of a ground station location, that would be desirable from a navigation point of view.

The navigation based on fixed courses has some disadvantages, e.g. no free selection of ground station
locations and restrictions for air traffic control in case of high traffic density in terminal areas
(separation criteria). This was one of the reasons, that full use of angle and distance information
was introduced, allowing flights on nearly arbitrary paths by selection of a number of way points and
display to the pilot of the deviations from the path given by straight connections between the way-
points. This is basicly achieved by transformation of the measured values for distance and azimuth to
to the next waypoint. In such a concept also the errors of the primary coordinates are transformed and
can be amplified to an unacceptable amount depending on the crossing angles. From this point of view,
a higher accuracy in coordinate measurement would be required. The enroute navigation system proposed
in this publication is based on the standard DME with improved accuracy (error < 100 m). An azimuth
measurement concept is added, that is matched with this DME to optimize the overall system.
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For VOR + DME or for TACAN the time/frequency area is fully occupied by the combination of a DME having
large bandwidthand short time duration with an angle measurement that is just the contrary. Consequently
a great percentage of the time/frequency domain is unused. The optimum matching is achieved, if the angle
measurement has the same characteristics concerning time/frequency reeds. This leads to the use of the
DME pulses also for angle determination. It is implemented by receiving the DME interrogations at the
ground with special antenna arrays that allow measurement of azimuth at the ground. The result is then
transmitted to the specific aircraft. The outstanding advantages of this concept are:

- improvement of anale accuracy due to use of pulses (first pulse timing, known from DME)
- flexibility of antenna array and processing of information in the ground station

- very low cost airborne equipment

- multiplication of number of channels by pulse coding (co-channel operation).

2. DME Based Ground Derived Concept

As already stated the existing L-band DME system can be expanded to a rho/theta enroute navigation system
in a very economic way, especially with respect to cost of the airborne equipment.

The following proposal illustrates an attempt for an overall optimisation of the existing airborne equip-
ment, needed for ground based navigation purposes. Of course, this optimisation cannot be accomplished

by adding only some more sophisticated electronic hardware to the aircraft. The main reason, leading to
the optimisation is the introduction of a ground derived angle measurement concept, adapted to the present
in use DME system.

2.1 General Description

The principle of this concept is quite simple (see Fig. 1). The DME interrogations from the aircraft are
measured on the ground with respect to their angle of incidence by means of a special receiving antenna
array. The results are transmitted back to the aircraft using a data format compatible with the DME time
frame and with minimal influence on system capacity.

Airborne reception of angle information is accomplished by thé same receiver as used for DME. Some slight
modifications for angle decoding have to be introduced. One approach is to add a supplement to the exist-
ing standard DME, the other solution is to integrate DME and angle decoding in an advanced DME transmitter/
receiver configuration.

2.2 Signal Format

The key to the system design is the signal format. Some basic conditions shall be fulfilled by adding
the angle component to DME:

- no interference between DME reply and angle information for the same aircraft
- a simple method of identification for the angle information

- a coding principle allowing use of existing DME receivers, requiring a minimum technical effort
for decoding

- immunity against multipath distortions.

The coding principle chosen for angle data transfer is a time difference between two certain pulses. An
additional reply pulse pair - equal in shape and pulse spacing to the DME reply - is needed for angle
information transmission.

Proper identification and acquisition is realised by exactly the same principle as used for DME today.
Whilst for the distance the information is coded by the spacing of DME interrogation and reply , the
angle is coded by the spacing of the DME reply and angle reply. The measured time interval, subtracted
by a fixed bias time, is directly proportional to the angle of incidence measured at the ground station
(Fig. 2). A schematic diagram of angle data_transmission is shown in Fig. 3. An angle pulse, received

5 msec after the DME rep&y corresponds to 0° azimuth, an angle pulse received 11.55 msec after the DME
reply corresponds to 360° azimuth. The 5 msec bias time is chosen to provide sufficient time for angle
processing on the ground and simultaneously to prevent an erroneous identification of this pulse as a
DME reply - it lies outside the search region for DME. The coding sensitivity is chosen for easy and
reliable encoding and decoding of the angle information, it is about 1°/18/us. With this sensitivity a
resolution of 0.005° is achieved, assuming a triggering accuracy of better than 0.1,us of the TACAN DME
pulse pair, which corresponds to modern first pulse timing techniques.

This angle coding principle has also an inherent immunity against multipath distortions. The time inter-
val between DME reply and angle reply is short enough, so that the reflection geometry will be practically
unchanged. This leads to an equal distortion (if any) of the pulses. As measurements of time are performed
on the 50 % point of the positive slope of the (first) pulse, no erroneous time spacing will result com-
pared to measurements with undistorted pulses. Thus errors due to airborne equipment can be neglected.

In a similar manner auxiliary data (as TMA informations, QNH, wind direction, velocity etc.) can be trans-
mitted from ground to air. These data are transmitted simultaneously to all aircraft word by word, each
consisting of an address and the corresponding information. Address and information are coded by the
positions of pulse triplets with respect to a reference pulse triplet. The positions of the address and
information triplets are varied in steps of 4,us. Using a scheme as shown in Fig. 4, 96 different addresses
and 96 informations per address are possible. Word repetition rate is proposed to be 100 per second. This
schemeihas the advantage, that priority can be given to any information, since no discrete time order is
prescribed.
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Due to the data format chosen, the airborne equipment for decoding of angle information is rather simple.
An angle supplement to the standard DME airborne set basically is a duplication of a DME search and track
video system. Future DME sets would already contain the necessary decoding circuitry for angle information.

With the introduction of modern microprocessors, the signal processing - i.e. acquisition, validation and
tracking - of DME and angle information only differs in software, additional hardware for angle function
basically then consists of some additional ROM's for program storage. This means an optimisation of the
airborne equipment with respect to cost, reliability and weight. 3

3. Equipment Design

3.1 Airborne Design

An advanced solution for a DME airborne equipment is shown in Fig. 5. The RF part is of the same type as
for a known precision DME transceiver, including receiver, frequency generation, modulator, transmitter,
T/R switch, and a pilot pulse module for PDME function.

The video part is splitted up into a signal processing part (real time measurement) and a data processing
part (microprocessor). The signal processing circuitry basically delivers time labels to the microprocessor
which is responsible for DME and angle reply processing and for auxiliary data. Other functions as monitor-
ing controls and further data processing for area navigation also can be handled by the microprocessor.
Compared with the technical solutions in use today for DME, this proposed DME/angle equipment has addi-
tional capabilities without adding weight or cost, it may even be less expensive.

To demonstrate the simplicity of the signal processing unit and its interface to the microprocessor the
data sampling is shown in Fig. 6. The decodes from pilot pulse, ground replies, and data triplets are

fed directly to the microprocessor, requesting an interrupt operation if the decodes are accepted. Simul-
taneously these decodes cause a register to sample the content of a real time sampling counter. To define
the beginning and end of the DME and angle time slots a magnitude comparator compares computed reference
data with the sampling counter.

The search and track functions entirely are based on processor software. As an advantage over present in
use systems the over all search time is reduced considerably, as all replies within the DME or angle time
interval can be handled simultaneously. A reliable acquisition normally will be accomplished already after
three correct replies. Therefore no higher interrogation rate during search mode - compared to tracking
mode - is necessary any longer.

A computer block diagram down to IC level demonstrates the simplicity of the microprocessor hardware

(Fig. 7). It consists of 24 IC's, 9 of them being interface units. More progress in large scale inte-
gration can be expected in the future.

3.2 Ground Station Design

Fig. 8 gives a basic block diagram of the ground station. The DME transponder operates as usual, except
that for precision DME measurements a pilot pulse loop is incorporated to ensure an exact transponder
delay time varying less than * 100 ns with respect to the nominal value. In addition to the DME trans-
ponder a special receiving antenna array is used for angle determination. Each single antenna is coupled
to its own receiver, allowing for amplitude A and phase @ measurement of the received signals on each
antenna. The measured phases and amplitudes are then processed within a digital processor to obtain the
angle of incidence. This angle is coded into a time interval by a set of angle encoders. These encoders
determine the exact time point of angle reply transmission. Depending upon the maximum requested traffic
handling capacity it might be necessary to have a greater number of processors. The block diagram in Fig. 9
shows a processor multiple. Each station thus may be adapted to the capacity required. One important fea-
ture of the receiver multiple shall be described in some more detail. The receivers must be capable, to
amplify signals varying in field strength from pulse to pulse up to 80 db. Amplitude and phase measurements
must be linear over the whole range. Therefore a special calibration system is incorporated. At fixed time
intervals calibration pulses with well defined amplitude and phase are fed into the receiving antennas.

For a circular antenna array, this is done simply by transmitting the calibration signal by the centre
of the array. For a linear antenna array a special distribution network with calibrated cables is used
to feed the calibration signal direct into the antenna elements. In each case the exact actual amplifi-
cation and phase shift is measured for each receiver channel. The results are stored in the prcessor
memory for different field strengths of the input signal. By this, the measured values from received
interrogations can be corrected according to the characteristics of the individual receiver.

At the same time this calibration system provides an excellent monitoring for the station. Each receiver
channel from the antenna up to the processor input can be checked simply by a simulated interrogation
signal from the calibration system. The processor itself and all the following circuitry can be checked
completely by internal test signals, i.e. simulating digital test input signals corresponding to pre-
determined angles. Thus the whole system can be monitored internally without the need of an external moni-
tor. An external monitor can also be provided merely consisting of a transmitting antenna, fed by the
calibration transmitter. The additional information it provides, is the check of the physical alignment
of the station. With some more sophisticated software an automatic self-calibration can be realised with
two external monitor antennas, eliminating bias errors nearly totally.

An essential part of the angle measurement in the ground station is the processing of the measured ampli-
tudes and phases in order to calculate the angle of incidence of the received interrogation. The main
objective is, to find a mechanism, by which multipath effects are reduced as much as possible. First
approaches for mathematical methods are given by simulation of all known conventional principles by which
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angle measurement is performed with a given antenna array. Those principles are phase evaluation (rotat-
ing interferometer for a circular array), doppler type processing (for linear and circular arrays),
rotating or scanning pencil beam diagrams, cross-section of two amplitude diagrams. The very low equip-
ment error, resulting from digital processing as far as possible, leads to smaller total azimuth errors
also for such more conventional methods.

The low equipment error is, on the other hand, a necessary condition for the application of more un-
conventional processing methods. Fig. 10 illustrates, what is meant. The real world appears as con-
sisting of several transmitters distributed in space. One of those transmitters (Tl ... T,u) is the
wanted one, the others are generated by multipath effects. The basic idea to develop a mathematical
formalism is, to establish a model of the real world in the computer and to analyse the received signal
against this model. The problem ist, that the real world is generally not known and is very complex.

A simplified first approach is therefore, to define a model and to use mathematics without considering
differences to real world. In many cases this leads to reduced errors in angle determination. Another,
more complex way is to establish a model with free parameters concerning number of reflectors and their
properties and to correlate this model with the received set of amplitudes and phases. This method needs
much more calculations and is not yet possible in a system with high update rate requirements. Further
increase of computer speed with more advanced technology may lead to the use of such processing, which
should reduce errors further and allow the employment of smaller antenna arrays. Here a wide field is
open for mathematicians to establish useful procedures. This again shows, that the concept proposed is
open for the future and flexible enough to introduce newest results of research without modification

of airborne equipment.

It may finally be mentioned, that also the combination of results from different processing methods of

the conventional or unconventional type is possible and leads to reduced errors, if the errors are not
correlated between the methods.

4. Field Test Results

The field test results being presented are from two systems based on the described concept and proving
its usability: DLS, the German MLS contribution and ORTAC, a military system that was designed for a
special application of rho/theta navigation. The field test results are given in Figs. 11 and 12, with-
out more comments, because its only intended to give an impression, that the errors well below one
degree can be achieved with a circular array of 5 to 10 wavelengths diameter and a special phase pro-
cessing. The distances during the field tests were rather small (max. 32 NM), because in both cases a
landing aid was to be evaluated. Similar results can, however, be expected also for greater distances,
because power budget would be adjusted accordingly.

5. Special System Characteristics

5.1 Co-Channel Operation

For a single azimuth measurement only one DME interrogation and one angle reply is necessary. The number

of pulses that must be transmitted is therefore considerably reduced as compared to TACAN azimuth. A

small number of pulses transmitted and complete measurements performed with single pulse groups are the

conditions that allow the capacity of one rf channel to be shared in a time multiplex manner. In addi-

tion to one pulse pair spacing as it is now for standard DME further pulse codings will be introduced for

each interrogation and reply. The number of those codes per frequency channel depends on operational

needs; from an equipment point of view it is a matter of complexity for coding and decoding. ~

If only pulse pair spacing is the coding means, the possible number of extra channels could be as follows
(taking into account other standardized spacings and properties cof decoding):

X - Mode Y - Mode
airborne interrogation/ airborne ground
ground reply interrogat. reply
X-0 12/us Y-0 36/us 30/us
(standard) (standard)
X-1 17/us Y-1 23/us ls/us
X-2 21/us Y-2 33/us 19/us
X-3 27/us
3 additional codes 2 additional codes
4 x 126 = 504 total number of channels 3 x 126 = 378 total number of channels

This number should be good enough for standard enroute navigation, while for special military applica-
tion a greater number is desirable. It is achieved by additional codings using phase modulation of the
carrier during single pulses. Figure 13 shows one way of this modulation that has been studied in detail
so far. The phase deviation during the pulse must be limited in order not to exceed the specified fre-
quency spectrum for one standard DME rf channel. It must also be considered, that there is enough pro-
tection of codings against multipath propagation. Calculations have shown, that the proposed scheme of
Fig. 13 is sufficiently protected in this respect.
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It must be mentioned, that special consideration is necessary for the layout of airborne receiver AGC to
live with very different rf levels received from ground stations transmitting with the same rf but with

different codes. Some kind of a "search" mode starting with low sensitivity at the receiver input, must

be implemented. This is, however, possible in a very elegant manner with a microprocessor as the central
element of airborne control and processing.

5.2 Capacity

For the standard DME system the capacity, which is meant to be the number of aircraft that can be served
simultaneously, is greater than 100 aircraft. By some means this number can be increased to 300 or even
600 aircraft (reduced interrogation rate, lower reply efficiency in the airborne set, range dependent
interrogation rate). So far, no real limitation in practical use of the DME system, was reported. If this
would happen in a special area, a second station on a seperate rf channel could be installed. It is impor-
tant to note, that the random access principle of the DME prevents a sudden degradation of coordinate
measurement due to overload.

Adding the described angle measurement system reduces the capacity of a DME ground station, due to the
required transmission of angle replies at certain points in time. If an interrogation arrives at such a
time or a DME reply should be transmitted at such a time it will be lost. The reduction is in the order
of about 30% as calculations have shown. A somewhat more complex situation shows up for a time multi-
plexing in rf channels. Additional distortions due to pulse overlapping at the airborne receivers of
pulses transmitted from different ground stations reduce capacity. It depends, however, very much on the
geometric distribution of ground stations operating on the same rf channel and of aircraft using these
stations. A very rough result of simulations is, that the total number of aircraft using the same rf
channel in a time multiplex mode is slightly more than if there would be no multiplexing of the channel.
In other words, the capacity of one rf channel is distributed over as many ground stations as co-channels
are existing. The advantage of co-channel operation is therefore not an increased capacity, but the possi-
bility to distribute it over ground stations at different locations, which not in each case need to have
maximum capacity.

5.3 Directional Transmitter Antennas

It is a unique feature of the proposed system, that the transmission of all replies can be made over
directional antennas into the direction from which the interrogation was received. The directivity will
preferably be in the horizontal plan. The basic advantages of such a concept are:

- available antenna gain reduces necessary rf power generation

- multipath effects are reduced

- Tlocating of station by direction finders is more difficult.

For ORTAC-M system (see Fig. 14) eight directional antennas are used, each having a horizontal 3 db-
beamwidth of 45 . In order to transmit also the DME reply over one of the directional antennas, a fast
processing and determination of azimuth is necessary (time < Soéus). As the accuracy for this coarse

azimuth can be very low (some degrees), a simple analog method 0f processing the received singal can
be chosen.

6. Operational Considerations

6.1 Enroute Navigation

As the DME is the key element in the proposed system, and DME is used today by military and civil air-
craft, the future enroute navigation system should be a common civil/military standard. In this publi-
cation it is named ORTAC-M, also if civil applications are meant.

The introduction of this system would mean to have the new generation airborne DME or a supplement to
the existing DME installed in the aircraft. Such a new DME would have the same mechanical dimensions as
a standard DME has today, thus it would be a replacement. The VOR receiver, that delivers azimuth from
a VOR ground station could still remain in the a/c. In a mixed ground stations situation, which would
be the case in the early phase of introduction, both azimuth equipments are available. For military
aircraft in most cases the modification of their airborne TACAN would be necessary, this being also pos-
sible without increase of the equipment, so that a pure replacement in this case is possible with auto-
matic selection by the airborne receiver of the azimuth whether it is conventional TACAN or, if avail-
able, from an ORTAC-M installed at the ground.

As already mentioned, improved distance measurement is optimally supplemented by an accurate azimuth
measurement in the ORTAC-M system. For a distance of 100 km the errors caused from distance and angle
measurement are nearly the same (between 100 m and 200 m), so that a circular error area results. Accurate
determination of any position in the coverage volume of a ground station is thus possible, a feature
essential to the future of effective area navigation. Exact position determination of a point in space

is also important for updating of autonomous airborne navigation systems, such as Doppler navigation and
inertial systems.
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6.2 Military Applications

For military application the combination of autonomous airborne systems and an ORTAC-M ground network
could be an optimum solution. The short time needed to determine a position with ORTAC-M is very important
in this respect. The ability of co-channel operation offers the possibility of installing an ORTAC-M
ground network e.g. for the Federal Republic of Germany using only one TACAN rf channel. This is made
possibie, as the capacity per station is very low, if it is used preferably for updating purposes.

On the other hand, a smaller area could be covered with radio location information down to very low
heights. This is achieved by locating as many ground stations as necessary in this small area, all
working on one rf channel, each with enough time multiplexed channels. Again capacity per station is
small and, as the stations are relatively near together, azimuth accuracy could be lower, that means

low cost stations would solve the cost problem that exists, if many stations in a small area are to be
installed. It must be mentioned, that no protection areas between these stations are required, so that

a free selection of locations is possible. In a short study for such a case, assuming an area of 80 km x
80 km near Ulm (Germany) it was shown, that for a radio coverage down to 100 m above surface requires

6 stations, a coverage down to 50 m requires 63 stations and a coverage down to 20 m requires 190 stations.
From these results it is obvious, that there are certain limitations, so that again the combination with
some airborne aid would be more economic.

Finally it should be noted, that a mobile version of ORTAC-M is well suited for tactical applications,
again because of co-channel operation, transmission on request only, directional transmission. Those
applications may be to control observation missions with conventional aircrafts or helicopters or the
guidance of remotely piloted vehicles.

6.3 Growth Potential

One of the outstanding features of the proposed concept for future rho/theta radio systems is its flexi-
bility. After the airborne equipment is installed in all aircrafts, nearly every special ground station
necessary for any reason, can be developped and the airborne reception is possible. Those cases could be:

- highest accuracy systems (well below 0.10 degrees) for special applications
- Tlowest accuracy systems for highest mobility applications
- linear antenna arrays to cover a sector with high accuracy angle information (e.g. landing aid).

Another growth potential inherent in the system is given, because the angle coordinates are measured at
the ground. A Timited air traffic control for tactical situations is possible. This could be supplemented
by data transmission in both directions in the same channel. Growth potential is also provided with re-
spect to processing methods for evaluating the amplitudes and phases measured at each antenna. Up to now
more conventional processing was implemented. There are, however, theoretical approaches, that could lead
to a reduction in antenna aperture but still maintaining high accuracy. The use of such methods depends
on theoretical work to be done and on todays computer speed limitations, which may not exist tomorrow.

To introduce such methods, no change in signal format and thus in airborne equipment would be required.

Conclusions

A system concept is proposed for accurate rho/theta radio navigation as a future standard, that would meet
all foreseeable needs for civil and military purposes. It is based in the standard DME and therefore uses
a frequency band with many advantages. As economic use of available frequency bands is one of the greatest
demands, it seems worthwhile to consider the introduction of such a flexible ground derived system.

The authors would 1ike to thank the German civil and military authorities, which supported the studies of
the system described.
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One-Way Ranging with TACAN

M. B8hm
Standard Elektrik Lorenz AG (ITT)
Stuttgart, Germany

SUMMARY

TACAN has been a proven standard Nato en route radio navigation system for about
20 years. Developed in the USA by ITT, airborne and ground equipment is now being used
also outside Nato. The DME-part of TACAN is fully compatible with the standard ICAO DME.

The distance measuring principle of TACAN-DME is two-way ranging. An aircraft inter-
rogates the desired ground station and receives replies delayed in the ground station
by 50 us. Pulse round trip time minus 50 Ms equals twice the travelled distance divided
by the propagation velocity of light.

Due to this round-trip principle a ground station normal.y cannot serve more than
about 120 interrogating aircraft. It is therefore desirable to have one-way ranging as
the superior alternative. In addition, "silent" aircraft, which do not interrogate, are
frequently required.

The technology for one-way ranging has matured considerably over the past five years,
and it seems appropriate now to consider extremely stable time sources for being intro-
duced also to the TACAN system.

The paper discusses principles of TACAN, one-way and pseudo one-way ranging, and de-
scribes their possible application to TACAN, ground and airborne. Particular emphasis is
put on synchronisation techniques.

The paper concludes with an outlook on some new operational applications which would
be made possible by one-way ranging with TACAN.

1. Introduction

TACAN is a proven standard Nato radio navigation system which has been successfully
in service for more than two decades. More than a thousand ground stations are in oper-
ation, and more than 50 000 airborne sets have been built (1]. An additional lifetime of
about another two decades is expected, resulting in further demand for modern ground and
airborne equipment.

Since the beginning of the current decade various types of new improved airborne equip-
ment have been introduced to different services. And at the beginning of the next decade
introduction of a new generation of ground stations is expected, which will provide all
the benefits of the solid state technology available today.

Surprisingly enough, however, very few system improvements appear to be planned for
the new generation of TACAN equipment though there are several opportunities to do this
for both the azimuth and the distance part of the system.

_This paper deals with a significant improvement possibility of the DME part of TACAN.
Thls system, as is well known, employs a two-way ranging system requiring aircraft to
interrogate a selected ground station which replies to any appropriately coded inter-
rogation it receives provided the number of interrogating aircraft is less than 120. If

more than 120 aircraft are interrogating, those beyond this number are denied service
which are the most distant ones.

Limit?d capacity is one constraint of the present TACAN system, the other one being
the requirement for airborne transmissions in the DME mode. "Silent" aircraft are much
more desirable, and even required in many cases.

The solution to this problem is one-way ranging which has been discussed since the
mid fifties [2]. But little has been achieved as far as implementation is concerned.
Clock technologies, synchronization techniques and cost problems apparently advised to
stay with the conventional but proven two-way ranging. For example, when SC-117 of RTCA
discussed this in 1969, they concluded that one-way or pseudo one-way DME was needlessly
expensive, and settled for two-way DME.

This paper describes solutions which indicate, however, that earlier constraints appear
not to exist any more.
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2. Objectives

A one-way ranging capability is to be proposed for TACAN which maintains full com-
patibility. It is desirable to provide this capability not only in new equipment but
also for equipment already in service by using retrofit kits.

Cost increase for airborne equipment by this new feature should not be more than 5 %,
while maintaining or improving reliability. Employment of atomie clocks is to be kept at
a minimum in favour of crystal clocks.

Employment of one-way ranging must not increase related pilot work load. In contrast,
a reduction of it is desirable.

3. Principle and Problems of One-Way Ranging

The principle of one-way ranging is explained in fig. 1. A transmitter at a known
position transmits a signal at a point of time t, which is also known at the receiver.
The transmitted signal travels a time corresponding to the distance between transmitter
and receiver and arrives at the receiver at the time t,. If the difference of time t;-t,
is now measured in the receiver, the distance g can be determined by using the speed of
light as the appropriate factor [31].

This extremely simple principle has its problems, of course, in providing the standard
time generators on ground and in the air, and having synchronized them before each
measurement is made.

In order to provide system measurement errors of less than 100 ns - corresponding to
a metrical error of 30 m - the synchronization error should be less than 20 ns or 6 m.

Time generator technology has developed rapidly over the past five years, though, and
appears to provide the tools to solve the task. Fig. 2 shows a table of properties of
various standard time generators. It is surprising to see, how close crystal frequency
standards have come to atomic clocks with regard to accuracy (4, 5, 6] .

After having the accurate clocks, it is another task to synchronize them. The various
space programs of recent years, however, provided the know-how to also solve this task
efficiently. Fig. 3 summarizes several synchronization schemes developed for space ap-
plications.

Where two-way ranging is used as a means for synchronizing the airborne clock, it de-
pends on the clock stability whether real one-way ranging can be achieved during a mission,
or only pseudo one-way ranging is available. Employing an airborne crystal oscillator
with an accuracy of say 1072 and remembering the desired synchronization error of less
than 20 ns, there would be required a refresh synchronization every 2 ms at the TACAN
rf frequencies of 1 GHz, which the TACAN system would not provide with a prf of 30 pulses
per second, and7which would be anyway no one-way ranging at all. Even with an oscillator
accuracy of 107’ a one-way scheme would not be better than two-way ranging because therf
would be required a new synchronization every 200 ms. Only with a clock accuracy of 10~10
a new synchronization would be required after every 200 s or 3.33 minutes. This is still
no real one-way ranging, but pseudo one-way ranging as illustrated in fig. 4. It would
be helpful, however, to increase ground system capacity in that each interrogator would
use a drastically reduced number of interrogation pulses in a given time period, and ™~
hence much more than a hundred aircraft could be served. The well acknowledged Alexander
Report to the FAA in the 1960s suggested capacity improvement from 100 to 800 aircraft
by just reducing the PRF of each interrogator, i.e. a one order of magnitude increase.
However, the requirement for improved accuracy of the DME is contragiStory in that it
asks for an increased prf. In addition, the difference between a 10 clock and a 10-12
- which would provide real one-way ranging during a five~hour mission - is small compared
to that between these two types of clocks and the conventional 10-5 crystal clock em-
ployed in average TACAN airborne equipment. And despite all the progress of precise time
standard equipment it will still be a while before such equipment can be used as a
synthesizer clock for airborne TACAN equipment economically. Therefore another solution
is to be looked for.

4. Ground Synchronization and Equipment

TACAN has already a receive-only mode. Azimuth can be measured by any number of air-
craft, without saturation, because in this mode no aircraft transmissions are involved.
Fig. 5 summarizes the signal format of TACAN. The basic signal element is the pulse pair
sketched in fig. 5a, the transmission of which requires about 400 kHz bandwidth. About
3600 pulse pairs per second are transmitted and amplitude modulated as indicated in
fig. 5c by a rotating antenna. The phase of the detected 15/135 Hz pulse envelope compar-
ed to the reference pulses - north and auxiliary - comprises azimuth and shall be dis-
cussed no further.

The reference pulses are sketched in fig. 5b. They provide a most suitable means for
transmitting also the reference time signals for one-way ranging. The refresh frequency
- 135 Hz ~ is high enough to also meet requirements for high accuracy landing DME appli-
cations, and low enough to provide unambiguity within any coverage for en route navigation.




These pulses are generated in the ground station with an accuracy which allows for
transmitting the reference time points for distance measuring as well as frequency con-
trolling the airborne oscillator, thus eliminating the need for an ultra stable clock
there. This will be described later.

At first, however, synchronization of a ground station shall be discussed. Fig. 6
indicates how synchronization can be achieved using a time transmitting station. If the
position of this station is known as well as the positions of the TACAN stations to be
synchronized, then also the distances d1 to d6 are known and with these distances the
time delays by which the time signals arrive later at the TACAN stations. By these travel
times the signals of the TACAN station clocks are delayed internally and compared to the
received signals. The received time signal and the TACAN station clock signal are made
equal in time by setting the delay circuit accordingly.

In order to compensate for drifts of the TACAN clock, another variable delay is pro-
vided which is controlled by the output of the comparator circuit for the two time signals.

In fig. 6b the synchronization is shown for the case of a time transmitter but also
for the case with no time transmitter. In this application synchronization has to be
achieved by two-way ranging between the TACAN stations. This requires line of sight
between two neighboured stations, directly or via fixed relay stations. This method is
requiring more equipment effort and therefore will not be discussed any further. It would
be, however, the same as described for synchronizing the airborne equipment a little later.

The block diagram of a ground station is shown in fig. 7. The basic design looks rather
conventional. And it is, except the special clock and the time receiver.

The clock has to be stable enough to control the reference over an unlimited period
of time with an error of less than 20 ns, compared to the desired standard time of the
TACAN net under consideration. In addition to providing clock stability, synchronization
to this standard time has to be made possible. For this purpose the time receiver is used.

The clock can be either of the atomic or crystal type, the difference being essentially
in the necessary refresh synchronization intervals. Fig. 7b shows the basic block diagrams
of both circuits, which are the same. The oscillator frequency is divided to provide
135 sharp pulses per second. These pulses are delayed by the travel time of the time
signal received from a distant time transmitter with known position. At the input of the
fixed delay circuit the same timing pulses are available as at the time transmitter. This
is done for all TACAN stations of the net under consideration to provide the required
standard or reference time of the net.

In addition to synchronizing the timing pulses, the frequency of the oscillator can be
stabilized to the accuracy of the oscillator of the time transmitter. Therefore, in prin-
ciple, this oscillator has to be the only one of utmost accuracy and stability, for in-
stance a cesium standard, uninterrupted time transmitter service provided. The oscillators
at the TACAN stations can be crystal oscillators, of top quality though.

Fig. 7c indicates how a frequency control signal could be generated. Instead of any
phase-locked loop technique - which is also possible - a conventional gating method and
a special fast clock of about 135 MHz prf are advised. Frequency adjustment or compensation
of oscillator drift are achieved by means of two counters and a microprocessor. Accuracy
of the fast clock does not matter due to this nulling principle.

5. Antenna Control

Antenna control is not very critical in both cases, that of the mechanical rotated an-
tenna and that of the electronically rotated antenna - which at present still plays a
minor or neglectable role for TACAN. The required accuracy is comparatively low, two to
three orders of magnitude less than for one-way ranging. Fig. 8a shows how control of a
mechanically rotated antenna is achieved. The signal from the antenna north pick-up de-
vice is no more used to trigger the reference pulses, but only to generate the drive
control signal by comparison with the station clock. For the airborne azimuth circuits,
however, this does not involve any perceivable difference nor any perceivable accuracy
degradation.

For an electronically rotated antenna control is very simple, as is shown in fig. @b.
The reference pulses from the station clock are used to trigger the antenna control cir-
cuit, which immediately responds because of no antenna inertia involved.

6. Airborne Synchronization and Equipment

Synchronization of airborne equipment can be achieved with highest possible accuracy
only before a mission when the reference distance is exactly known. Synchronization during
a mission leads to less accuracy due to the limitations of two-way ranging.

A straightforward method of synchronization is sketched in fig. 9. An aircraft due for
a mission is rolled to specific parking areas or to a marked area on the runway. These
areas have known distances to a nearby TACAN station. All the pilot has to do at these
areas to achieve synchronization is to select this distance at his control box and push
a synchronization button. (Instead of selecting a distance, pushing a code button might
be the more comfortable approach and the one less exposed to pilot errors.) Synchronization
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is then achieved automatically within seconds. A synchronization light is indicating to
the pilot that synchronization is achieved. It is maintained as long as TACAN stations
are received.

After interruption of TACAN service during a mission, new synchronization can be
achieved only by applying two-way ranging. The workload for the pilot in this case is,
however, as low as for synchronization before a mission. He only has to switch his TACAN
set to the T/R mode, and then to push the synchronization button. Within seconds the
synchronization light is coming again, and the pilot can switch back to the receive-only
mode, the aircraft becoming "silent" again. The related signals are sketched in fig. 9b.

In fig. 10 the block diagram of the airborne TACAN equipment is shown together with
some circuit details, which are essentially the same as for the ground station. The block
diagram of the airborne equipment does not disclose a significant difference to a con-
ventional TACAN set. The difference is in the clock, as fig. 10b and 10c indicate. Of
course, this TACAN set allows conventional two-way ranging as well as one-way ranging.

The velocity of an aircraft is the basic problem with using the reference pulses
transmitted by the ground station also as a reference to control the airborne clock. At
high subsonic speed, the change of a plane's position between the first and second pulse
of a 1/135 s gate represents a distortion of the gate time by around t7 ns, dependant on
the flight direction. This distortion results in a periodic change of the number of clock
pulses falling into each gate. The frequency of this change is proportional to the speed
of the aircraft. Additionally, any oscillator drift may lead to a variation of the number
of clock pulses falling into each gate. However, the frequency of this drift is small and
can be determined by the comparator shown in fig. 10c. Therefore, separating the distortion due
to aircraft speed and the distortion due to oscillator drift can easily be achieved by
first determining the change frequency, then deriving from this the number of clock pulses
which make the balance between the number of clock pulses within a chosen number of gates,
e.g. 135, in the undistorted case, and the number of total clock pulses within this chosen
number of gates in the case of distortion by aircraft movement only. Finally the number
of clock pulses representing the oscillator drift can be derived by getting the balance
between the total number of clock pulses within the 100 gates and the number of clock
pulses in the undistorted case increased by the number of cleck pulses contributed by
aircraft movement only. This compensation method may advise not to control the clock,
but to correct erreaneous divider results using a microprocessor circuit with appropriate
peripheral circuits.

The clock therefore comprises both a synchronization and reference correction capa-
bility. Instead of introducing an expensive, voluminous atomic frequency standard, a
conventional crystal oscillator is recommended, as is already used in current airborne
equipment. Fig. 10c¢ shows an example of how frequency control might be realized without
VCO techniques. A special 135 MHz clock feeds two counters which are gated by signals
from the decoder and the airborne crystal clock respectively. Thus a comparison of the
length of the two gates, i.e. the osecillator frequencies, is possible with a resolution
of about 7 ns, and the change frequency can be determined as well as the crystal oscillator
drift. Controlled by the microprocessor the divider is corrected and the crystal oscil-
lator stabilized.

Synchronization is achieved as shown in fig. 10 b. If the synchronization button is
pushed, a digital delay is switched into the control loop. The delay corresponds to the
distance between ground station and aircraft and is selected either via the control box
or automatically in the two-way ranging mnode during flight.

7. Operational Considerations

One~way ranging with TACAN opens some new operational advantages for en route radio
navigation. Fig. 11 gives a summary.

The most obvious application is Rho-Theta navigation (fig. 11a), with Rho derived by
one-way ranging. The aircraft has no need for transmission, and no saturation of a ground
station is possible. A certain disadvantage of this kind of naviga“ion is the difference
in accuracies of distance and azimuth measurement. DME errors are much smaller than metrical
azimuth errors for distances of more than 10 km.

If a second ground station transmitting on another frequency can be received, tri-
lateration would be the more accurate approach. However, the need for this second station
may sometimes prevent this application from being usable. On the other hand, in this
application no & th parts of the ground station would be required, simple DME stations
would suffice.

If three stations can be received at any time, the well~known hyperbolic navigation
would be possib’'e. For this application no accurate airborne clock would be needed, and
a simplified airborne receiver for special missions and applications might be used.
Again, only DME ground stations would be needed, and no azimuth signals would be involved.
A disadvantage of the approach sketched in fig. 11c is, however, the need for hopping
continuously between various frequency channels.

Therefore the scheme sketched in fig. 11d is preferable. All ground stations would
operate on the same frequency channel. The reference pulses of the various ground
stations would be transmitted not at the same time but delayed against each other to
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an extent which guarantees separate reception of these pulses in any aircraft at any
distance within the coverage.

Overall system accuracy is determined mainly - as is the case with conventional
TACAN - by equipment and multipath errors. The best systems today like SETAC provide
operational system errors down to 20 to 30 m. A one-way DME as described would provide
errors of no more than twice that figureswith airborne equipment like MITAC, while the
much larger errors of conventional TACAN airborne equipment would not be perceivably
increased by the one-way DME bias and noise errors.

8. Conclusions

One-way ranging with TACAN offers "silent" radio navigation to aircraft which at
present have continuously to transmit signals in order to measure their radio position
with TACAN.

In contrast to frequently heard opinions one-way ranging can be achieved without an
atomic clock in a TACAN-airborne equipment. Synchronization and frequency control can
be provided to stabilize a conventional crystal oscillator sufficiently with the necess-
ary accuracy.

Synchronization and frequency control in the ground stations can also be achieved
without top performance atomic clocks there, if time transmitter signals are used appro-
priately.

Thus a very economic way to improve performance of TACAN and also SETAC [7] becomes
available and can be used without penetrating compatibility of new and existing equip-
ment to any extent.

One-way DME may find advantageous applications - besides extending conventional
TACAN service - for RPV and drone missions over the battlefield, where radio silence
is a requirement. These applications appear particularly attractive, as cost of the
one-way ranging circuits are supposed to add to the overall airborne TACAN equipment
cost not more than 5 %.
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CRYSTAL RUBIDIUM CESIUM H-MASER

TYPICAL ACCURACY 10710 10712 s-10°13 210712
DRIFT

f(temperature) 10719 241071%/% 10713/% 10713/%

f(voltage) 541010 % 241071210 2| 24107210 % .

f(acceleration) 10794 20,4410"/g 1073 10712/
WEIGHT <1 kg < 5 kg < 50 kg -
VOLUME <14 <5¢ <50 ¢ .
PONER <5W <20 W <50 W -

Fig. 2

Typical Crystal and Atamic Clock Properties
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ONE-WAY SYNCHRONISATION
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Fig. 4 Pseudo-One-Way Ranging
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a) Pulse Pair

rise time  :2,5ps (<3ps)
decay time :2,5 ps [<3ps)
pulse length:3,5 ps £0,5ps
interval :120r 300r 36 ps

(acc.to mode )

b) Reference Pulses

15 Hz (north) : |

L

135 Hz (aux)

[11

2(12/18ps) f

¢} Complete TACAN Signal Format

202t

Fig. 5

a) Geometry

b) Synchronisation (one-way)

TACAN Signal Format

dy...dg : known exact
distances

with Time Transmitter : without Time Transmitter
Time Tr. | [l [ stat1mR L I I
<tk t T
Stat Rer ] 0 L stat2Rer __|] |
T -~ [ =
Unsync. L
Stat‘.'tlnck L I Stat2Clock __{ 1] I
Delayed "]’ Stat 2
Stat Clock _|] 1 l elayedClock | [
Sync T Sync. Stat.2 b 1 [L’
Clock wihll_ 1% Clock with-[_ ] I
out Delay T out Delayt
Fig. 6 Ground Stations Synchronisation
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a) Overall Block Diagram (Example)
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a) Mechanically rotated Antenna

\\

15Hz

Plastic
Cylinders
with
Reflectors

Pickup borth

Pickup m_AM.
|
1
Motor from
DOrive i Clock

Clock _| | 1 |

Pickup | i[5 | |

Control _[™ ] i TS [E25]
Signal t

b) Electronically rotated Antenna

I

i SROB-
I - ®  Antenna ’

] Omnirange
~SiN[(2xr15)t] ~cos[(2x15)¢)

Clock | | e | |

Trigger _| = | | |
for t
Reference

Pulses and Digital Generation of A-sin [12-15)t)

Fig. 8 Antenna Control
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a) Geometry [ Example)

Transmitter
o

—
//

d1 -

>

\

T,

b) Synchronisation

without Interrogation

(@ Start Position

Rec
at. ,
Parking Positions

with interrogation
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(one-way) (two-way)
Transm. [L__ 0 M Ao R _]] i 0
T ¢ b—2T f
Rec. | I Airb Rer. f )
<l
Unsync. [1 il Grd Tr [l 0 I
Airb. Clock s - Fie Tt
Delayed h Airb.Rer, j N
Airb. Clock -]
iyncrt L 1 . Unsync Jl] I 1
irb. Clock Airb. Clock !
without e gl
Delay T Delayed f i
Airb Clogk 71
note: at first known 7 is considered by  Syncr. [ I I
introducing resg delay to airborne Airb. Clock
clock signals. then 7 is made zero  without
by resetting’ clock divider Delay T
accordingly
Fig. 9 Principles of Airborne Synchronisation
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a) Overall Block Diagram

from Control Box
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¢) Frequency Control of Crystal Clock (Example)
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4 . Gates = to Divider
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3) RHO (ONE-WAY)-THETA
Geometry Signals

north

ground

b) RHO-RHO

Geometry Signals

&)

¢) Hyperbolic

Geometry Signals /(1
, e
/ || b
z ¢
fy
fy —
d) RHO-RHO (CO-CHANNEL)
Signals
1 1 2 Sl
; 1
h
2 9 t
note: station identity might be
[} transmitted by carrier phase

modulation of reference pulse

Fig. 11 Operational Capabilities of System
(A11 Modes with Passive Airborne Equipment)
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AN ECM-RESISTANT COMMUNICATION AND RANGING
SYSTEM FOR REHOTE%Y PILOTED VEHICLES
y
Hermann Sepp
Associate of Central Telecomunication Laboratories
Siemens Aktiengesellschaft
4 8 Miinchen 70, Hofmannstr. 51

Summary

Accurate ECM-resistant navigation and two-way ECM-resistant data transmission are
significant requirements in RPV systems. Both problems can be solved simultaneously by
the SIECON system which achieves its high ECM-resistance with the aid of pseudo noise
phase shift keying modulation (PN PSK). To assure high resistance against all kinds of
jammers including sophisticated types, a number of different PN-codes with high clock
frequency and various acquisition modes can be chosen. A combined up- and down-link
configuration optimizes system performance and minimizes cost and weight. Moreover the
combination of the two links allows accurate jam-resistant range measurement if the RPV
receiver and RPV transmitter use the same timebase for their PN-codes. The requirements
for low primary input power, long range and high ECM-resistance necessitate the use of
high gain antennas associated with an antenna tracking system. SIECON employs spread
spectrum conical scan.

1. Introduction

This paper describes a jam-resistant communication and ranging system designated SIECON
(Siemens ECM-Resistant Communication and Navigation). SIECON can be used in any applica-
tTon where anti~jam two-way data links together with jam-resistant, accurate ranging

are required. One important application for SIECON is therefore in RPV's (Remotely
Piloted Vehicles). Normally one data link is necessary to transmit command and control
information from a control station to the RPV, but often an additional 1ink is required
to relay real-time RPV data and video signals. Accurate positioning is important in
order to navigate the RPV. During all RPV-missions hostile electronic countermeasures
(ECM) must be anticipated and therefore the data links and the navigation system must

be sufficiently ECM-resistant.

2. The Problem

Fig. 1 illustrates a typical case of RPV op-
eration. The double lines represent two-way
data 1links for simultaneous distance meas-
urement and data transmission. In the exam-
ple shown positioning of the RPV is based on
the well~known trilateration, however SIECON
can also work in the rho-thets mode. At
higher radio frequencies airborne control
stations are needed to meet line-of-sight
requirements.

It is necessary to know the requirements on

the electronic equipment and the expected

threat environment in order to permit selec- éy

tion of suitable concepts for data trans- 61
mission and ranging. Table 1 shows the most \\\\\\
important RPV requirements.

6.6, Ground station

These requirements drastically reduce the DI

number of suitable methods. Today and even \\\\\\br
more in the near future several Jamming [
strategies will form anm essential part of

electronic warefare. Therefore sophisti-

cated jammers such as repeaters and jammers Fig. 1: Rev Operation.

designed specifically against the considered
system must be taken into account.
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High ECM-resistance

Two-way data transmission

Jam-resistant, accurate ranging

Long range

High transmission quality, small error rate

Low primary power consumption

High relative velocity between the RPV and the
control stations

Suitable for high and low altitude operation

Simul taneous operation of several RPV's

Difficult to detect by the enemy

Safety from interception

Small volume, light weight, low cost

Table 1: Important RPV requirements.

3. Principles to Achieve High ECM-Resistance

In addition to tactical countermeasures such as short transmission time, rare use and
versatility of equipment a number of technical countermeasures are known to achieve
ECM-resistance. Table 2 enumerates some of the more conventional techniques. Table 3
shows ths two most important modern ECCM techniques (ECCM Electronic Counter Counter-
measures).

Cable connection

High transmitter power

Various operating frequencies

Directional antennas,
Adaptive antennas

Redundancy

Tabel 2: Conventional ECCM techniques.

chirping -

\\\\\\\\phase shift keying, PSK

pseudo noise phase shift

/keying, PN PSK
\\\\\\\\\frequency hopping, FH

Table 3: Modern ECCM techniques.

Pulse compression

Spread spectrum

The use of cable connection and high transmitter power usually create problems for RPV
operation. The other techniques listed in this table are not adequate on a stand-alone
basis but they work very well in combination with one of the modern ECCM techniques.
This "hybrid" solutions in the form of spread spectrum modulation combined with conven-
tional measures, or the combination of two types of spread spectrum modulation offer
certain advantages over single methods. See » 2, 3/ for more detailed information.
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4, Principle of PN PSK with SIECON

For every spread spectrum system in addition to a conventional modulator a spread
spectrum modulator is necessary to distribute the desired signal over a wide frequency
range. The selection of the conventional modulator depends on the kind of data to be
transmitted. Fig. 2 shows the analog and digital version of the transmitter with sim-
plified power density spectra.

The message from the analog signal source having a bandwidth By is applied to the fre-
quency modulator. The modulation index B is chosen as describeR in /2/. The signal at
the output of the message modulator with
the bandwidth B, is fed to the spread
spectrum modulator. In our case it is a

00 to 180° bi-phase modulator which shifts
the phase of the signal in rhythm with a
binary pseudo random sequence (PRS) of
high clock frequency. A phase shifted FM-
signal is shown in fig. 3. The PN modula-
tion causes an extreme spreading of the
bandwidth to

Bams 2 v £, £, B,

Fig. 4 illustrates the spectrum of a pseu-
do random sequence and a section of this
pseudo random sequence in the time do-
maine. The spectrum is a line spectrum
with the envelope

2 Fig. 2: Block diagram of the transmitter
sin (nf/fc) (digital and analog version).

fN
Sers () nf/fc

QL

Pseudo random sequence

fit)

t —

Fig. 3: Phase shifted FM-signal. Fig.4: Pseudo random sequence.

The spread spectrum signal at the output of the bi-phase modulator is converted into the
RF-band in an upconverter, amplified in a traveling-wave tube (TWT) and radiated.

The message from a binary digital source can be added modulo-2 to the pseudo random se-
quence as shown in fig. 2. The pseudo random sequence "falsified by the message" is
then fed to the spread spectrum modulator similar to the analog system.

In addition to the desired signal, spurious signals will also be present at the front
end of the receiver. Fig. 5 shows a block riiagramm of the receiver. As an example in the
power density spectra a strong CW-Jammer in the centre of the band of the desired signal
is introduced. The band spread can be cancelled by reshifting the phase of the input
signal by means of the pseudo random sequence of the receiver, provided that the syn-
chronisation circuit in the receiver is able to control the pseudo random generator. As
a consequence a pseudo random sequence is produced which is identical and synchronous
with the pseudo random sequence in the desired input signal. Thereafter the signal

only contains the modulation produced by the message because

m(t) - m(t) = 1, m(t) = PRS,

and the signal bandwidth is reduced to its previous value.
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While the phase shifts of the desired signal

in the receiver are cancelled, the inter- L St 0 ¥ .
ference signals are phase shifted with re- 8
spect to the pseudo random sequence of the ' ' '

receiver and therefore the jammer and all the  ‘7"***

other spurious signals are spread similar to

the spreading of the desired signal in the

transmitter. A bandpassfilter following the
phase shifter in the receiver with a band-

i
|
. - ——
width equal to the bandwidth of the com- e
pressed desired signal can eliminate a con- !
siderable amount of the interfering power. .
D :Demodulator ! |
The processing gain in the case of narrow Dis. - Display ! 2
band 3“’"1"8 °°rresponds to [2 Osc.: Oscillator L i

SC : Synchronisation circuit
PRG: Pseudo random generator

PGNB = fc/B1 CD : Coherent demodulator

and in the case of wideband jamming Fig. 5: Block diagram of the receiver
PGyp = 2 £./B,. (digital and analog version).

The ECM-resistance of a system increases proportiocnal to the clock frequency f_  and
inversely proportional to the bandwidth of the message to be transmitted. An 1ﬁprove-
ment in signal-to-noise ratio up to 50 dB can be achieved today, depending on the
values of fc and B1.

In addition to band spreading the advantage of PN PSK is to screen the message from
eavesdroppers. The enemy can only decode the message if he knows the code. Especially
long pseudo random sequences have a large multiplicity of different codes and there-
fore it is extremely difficult and takes considerable time to decode a message. SIECON
works with a number of different codes which can be controlled by external signals.

Different codes additionally permit code mutliplexing for simultaneous operation of
several RPV's.

The conventional modulation for the down link with SIECON is FM. It can be proved that
a FM PN PSK system is one of the few PN PSK systems from which it is fairly easy to
extract the message. Nevertheless two reasons have influenced our decision to select FM:
firstly safety from interception is no stringent requirement for the down link and sec-
ondly, FM in combination with spread spectrum is a highly efficient ECCM technique for
analog message transmission.

Comparison: Frequency Modulation (FM) with_Spread Spectrum Modulation_(SSM)

FM is a conventional method to improve the signal-to-noise ratio (SNR). The SNR at the
output of the demodulator is, dependent on the modulation index B, substantially larger
than the carrier-to-noise ratio (CNR) at the input of the demodulator. B8 is defined as
the quotient of the maximum frequency deviation fa to the maximum modulation fre-
quency f_. In fig. 6 two examples 8 = 1.5 and B = 50 are stressed. An improvement in
signal-~t0-noise ratio with increasing B can be distinctly observed. In fact the re-
quired bandwidth B, also increases with 8. It is relatively easy to specify the improve-~ ~
ment in signal~to-noise ratio as a function of the required bandwidth.

snnrm ; %91

1
e © /*z
¢ & /
S0 ' 2
'
af
P='m g pr SS
L3 \ 10
. P
O;oamwson_l 0‘ 2 345 0 znaowso—--%'
CNR
Fig. 6: Signal-to-noise characteris- Fig. 7: Comparison of the attainable
tics of a conventional FM SNR improvement of FM against
system SSM.

Fig. 7 shows the comparison of the attainable SNR improvement of FM against SSM, if the
same bandwidth is considered. At a glance SSM compares poorly with FM and the question
arises: Why spread spectrum modulation, if frequency modulation is much better?
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A more detailed consideration of fig. 6 shows that with FM the improvement in SNR only
becomes effective above a minimum min.

CNR is known as the FM-threshold. Because of this effect two important requirements
on !ﬂ"ECH-resistant system can be deduced:

- large improvement in SNR

- low minimum CNRmin?

It is worth noting that every process which achieves ECM-resistance by "waste of band-
width" shows more or less a pronounced threshold effect.

There are a few techniques such as spread spectrum where this effect occurs at a very
low CNR . A sound system concept is based on the principle of using two different
processB® The first with a low threshold and probably lower efficiency to increase
the SNR up to the minimum allowable SNR of the second process. At this point, the lat-
ter takes over with high efficiency but a high threshold. In this context efficiency
means high improvement in SNR.

Synchronisation

The aforegoing assumes synchronism between the pseudo random code of the receiver and
the pseudo random code in the input signal. Synchronisation of the codes is a key prob-
lem in every spread spectrum system. Two separate cases have to be considered:

- Acquisition
- Tracking.

Acquisition means the initial synchronisation at the beginning of a transmission or any
resynchronisation after loss of synchronisation. Tracking is the maintenance of syn-
chronism after successful acquisition. Both problems are solved by utilizing the prop-
erties of the autocorrelation function of pseudo random sequences. Fig. 8 illustrates

3 typical autocorrelation function for a m-sequence, i.e. a maximum length pseudo ran-
om sequence.

Acquisition is realized by detection of
the correlation peak which is generated
periodically if the pseudo random code
of the receiver is shifted with respect
to the code of the irput signal. This
can be achieved by ciicosing a clock fre-
quency in the receiver different from
the clock frequency in the input signal.
The acquisition time depends on the fre-
quency difference, The length of the
codes and the probability of detection.

We shall see later that the distance
measurement is based on the measurement [ [
of the phase shift between the pseudo

random codes of the transmitter for the i =

up link and of the receiver for the

down link. This phase shift is stored Fig. 8: Autocorrelation function for a m-
permanently and can be used in case of sequence.

resynchronisation to start the pseudo

random generator in the receiver at a definite instant with a definite position. This
procedure reduces the time for resynchronisation significantly because only a small
part of the code must be shifted with respect to the code in the input signal until a
synchronisation peak appears.

Tracking can be achieved with a Delay-Locked-Loop (DDL) /4/. An important parameter
affecting the Jjam-resistance of the synchronisation section is the loop filter band-
width of the DDL. SIECON works with different loop filter bandwidths depending on actual
requirements. The bandwidth can be controlled by an internal logic network.

5. ECM-Resistant Ranging with PN PSK Systems

Navigation requires accurate determination of position. The radiolocation methods em-
ployed today use conventional receivers waich fail to operate in the presence of inter-
ference. Moreover they do not range point targets with sufficient accuracy. SIECON on
the other hand assures accurate radiolocation with high ECM-resistance.

Principle

SIECON normally utilizes trilateration for positioning but a rho-theta mode is also
possible. Trilateration is based on the measurement of distance to known points whereas
the principle of rho-theta is to determine the position of a missile by measuring angle
and distance. I. Spilker and D. Magill introduced a delay lock discriminator for dis-
tance measurement in 1961 /5/. The principle is to determine the propagation time and
to derive the distance by measuring the phase shift between two pseudo random sequences
(e.g. the pseudo random sequence of a transmitted signal and the pseudo random sequence
of the received signal reflected on a target). Modern systems utilize the pseudo random
sequences which are primarily necessary for high ECM-resistance to determine the dis-
tance.
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Technological advances now permit generation of very fast pseudo random sequences. The
achievable accuracy depends amongst other things on the "velocitiy" of the pseudo ran-
dom sequence or in other words on the clock frequency of the pseudo random generator.

Fig. 9 shows the simplified block diagram of an ECM-resistant distance measuring sys-
tem. A signal coded with a pseudo random sequence is transmitted from transmitter A to
receiver B. In receiver B a pseudo random sequence is generated which can be synchro-
nized to the pseudo random sequence contained in the input signal by the synchronisa-
tion circuit. The delay time of the pseudo random sequence generated in receiver B to

Station B Station A

¢ 0 ; i Ters
o Recei . . T itter A 8 iii l "l | ||| | I
i eceiver B i i ransm i J PRS transmitter A

11 U P

[} I [}
[} [} [}
| | [}
] I ]
I | [}
| - 1 i P
] b ~w 1 ~ ] 4 H
i @ o i [ b0 i _:L_,-L’ UU L_I—LJ PRS transmitter B
[ = ilLeed i ot
I } I '
i I i ] ]:"si _l |_l LI L—| U I_J U PRS receiver A
! ! [ et | t—
| | Transmitter B 1 Receiver A 1 It TPRSLTE
! i ! ! N
 nca o op o s o I e - — o —i
Fig. 9: Block diagram of an ECM- Fig. 10: Relative position of the pseudo
resistant distance meas- random sequences.

uring system.

the sequence in transmitter A is equal to the propagation time 1p of the signal.

Similarly transmitter B transmits a signal to receiver A. The pseudo random sequence
required for band spreading is derived from the pseudo random generator of reciever B
via a network which delays the sequence for a defined time duration < . The phase
shift © between the pseudo random sequences of transmitter A and rece§5§r A is propor-
tional to the sum of twice the propagation time Tp» the delay TPRS and various equip-
ment delays Tgp. »

T =2 Tp + Tprs * Tg°

Fig. 10 shows the relative position of the sequence of the four units using a very
short pseudo random sequence as an example.

The method allows accurate distance measurements if T can be determined exactly and the
delays in the equipment are constant. Apart from this the described method is ECM resis-
tant because the communication equipment itself is ECM resistant.

Ambiguity of the Distance Measurement

Because of the finite length of the pseudo random sequences the distance measurement is
generally ambiguous due to the fact that the maximum measurable phase shift is equal to
the length of the sequence. The maximum distance s for unambiguity dependent on the
length of the sequence is enumerated in table 4, TH8*c1ock frequency is 100 MHz. If
s is exceeded, additional measures are necessary to secure unambiguous distance meas-
ent. A simple method is to add a separate low-cost measuring unit of limited accu-
racy. In many applications it is not practical to use very long sequences because the
acquisition time for the inital synchronisation or a resynchronisation then increases
appreciably.

r
r 2" -1 ’max/km TPRS/“‘
10 1 023 1.53 10.2

11 2 047 3.07 20.5

12 4 095 6.14 40.9

13 8 198 12.3 81.9

14 16 383 24.6 164

15 32 767 49,2 328

16 65 535 98.3 655

17 131 071 197 1 311

Table 4: ?nambiggéty ?g the distance determination dependent on the code length
f =1 s”').
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Error_Sources_and Measuring Accuracy

The most important error sources are shown in table 5.

The error resulting from inaccurate measurement of the phase shift can be kept small
provided that the clock frequency is high enough, e.g. f_ = 100 MHz. Laboratory exper-
iments have shown that in the worst case the distance erfor produced by the instability
of the equipment delay is in the centimeter range.

Error of the circuit for measuring the
phase shift between the sequences

Instability of the equipment delay

Synchronisation error

Atmospheric influences

Table 5: Error sources.

Every synchronisation error produces a distance error. Synchronisation errors are caused
by strong interference, offset errors in the synchronisation circuit and multipath
effects. In principle the synchronisation circuit guarantees synchronism within a frac-
tion of the chip width of the pseudo random sequence /4/. Typically the distance error
is ¥ 30 cm if an usual synchronisation error of ¢ = 0,1 . 1/f. is assumed (f; = 100 MHz).
This error is independent of the absolute distance.

Additional synchronisation errors /6/ can be caused by multipath propagation if the
difference of the line-of-sight path and an indirect path is smaller than c/fc (c =
light velocity) in our example with f, = 100 MHz smaller than 3 m. This kind 6f multi-
path propagation causes distortion of the synchronisation circuit control signal when
the reflected signal is strong enough. Due to this effect the synchronisation error
can increase up to ¥ c¢/4 - £, (for Central Eu-
ropean landscape) and therefore a distance
error of = 75 cm can occur. In fig. 11 the
area with critical multipath reception of an
arbitrarily chosen example is shown shaded.

Atmosperic influences to the measuring
accuracy depend amongst other things on the
transmission frequency. These atmospheric
effects will be investigated in the near
future.

=F

g8883

Fig. 11: Area with critical multipath
reception. (arbitggrx example
1 = 60 km, £, = 109s")

6. ECM-Resistant Antenna Tracking

The requirements for low primary input power, long ranges and high ECM-resistance have
led to the use of high gain antennas in the control station. Therefore an antenna-
tracking system is required to follow accurately the course of the RPV. However, the use
of an antenna-tracking system can only be effective if its ECM-resistance is as high as
that of the communication systems. This is achieved in the SIECON system by employing

a spread spectrum conical scan technique. Moreover an accurate antenna tracking is
egspecially attractive for a rho-theta navigation system. The principle of this antenna-
tracking system will be explained in the following with the help of fig. 12.

'.m".: L Emﬂ/oﬂlqdwd:iﬁ

Reference signal

sl
~4 \/l

Fig. 12: Antenna-tracking system.
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The beam axis of the antenna rotates round a rotation axis of a constant [T/ or a
pseudo statistical variated a lar velocity corresponding to the conical scan fre-
quency. The received si 1 will be modulated at a frequency equal to the rotation
frequency of the beam. e modulation index of the received signal is proportional to
the squint angle, which is the angle between beam axis and rotation axis. The phase
difference of the modulation and the reference signal from the antenna determines

the direction of the deviation. The conical-scan modulation is extracted from the com-

pressed signal so that interference is reduced due to the processing gain of the sys-
tem. The antenna is piloted via the tracking circuit in such a manner that both modu-
lation index and phase difference tend to zero.

7. Conclusion

Siemens has been engaged in the development of ECM-resistant communication systems on
behalf of the Bundesministerium flr Verteidigung (Ministry of Defense) since 1970.
These efforts resulted in the design, fabrication and testing of various prototypes.
The tests included flight tests with ECM-resistant TV transmission equipment in order
to demonstrate the negligible influence of multipath propagation on the communication
system.
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ACCURACY CONSIDERATIONS ON NEW MICROWAVE LANDING SYSTEMS (MLS)
FROM AN OPERATIONAL POINT OF VIEW

by
Alfred Becker

Deutsche Forschungs- und Versuchsanstalt fiir Luft- und Raumfahrt e.V. (DFVLR)
Institut fiir Flugfiihrung
3300 Braunschweig, Flughafen
Germany

1.  INTRODUCTION

Some years ago the International Civil Aviation Organisation (ICAO) startet a com-
petition aiming at the replacement of the presently used Instrument Landing System (ILS)
by a more powerful new Microwave Landing System (MLS). This paper deals with some selected
problems related to the accuracy of the different systems from an operational point of
view. The complexity of the matter does not allow a complete and well balanced consider-
ation of all the related aspects in the time available and I ask for your understanding.

In my paper, I first will make some general remarks to the ICAO MLS competition.
Than I briefly will introduce the ICAO Accuracy Requirements on the new MLS. This is
followed by a short description of the competing systems. The performance of the systems,
i.e. the accuracy and the coverage, is discussed in the next chapter, followed by a short
discussion of the flare guidance problem. Finally, some prospective considerations on
growth potential will give an indication of possible future performance improvements.

In 1971 at the 4th Meeting of the ICAO All Weather Operations Panel (AWOP) the need
for a replacement of the presently used ILS was stated and the Operational Requirements
(0.R.)for the new MLS were established. In 1972 the ICAO invited the member states for
participating in a competition. Five states responded to this invitation: Australia,
France, the Federal Republik of Germany, the United Kingdom and the United States of
America. At the 5th meeting of AWOP with some reservations it was found, that all proposed
systems have the potential for meeting the O.R. In order to facilitate the assessment
of the proposals the AWOP Working Group A (WGA) was constituted. At seven meetings of this
WGA the assessment methodology was defined, the test programms for the required field
tests were harmonized, and standardized methods for the evaluation of the test results
were established. Finally in a very difficult and time consuming process, the systems and
the results of the tests were compared to the requirements and to each other. This com-
parison became extremely difficult because of the continuous system improvements during
the competition period. Though some important points could not be clarified within the
available time AWOP tried at it's 6th full meeting in March of this year to finalize the
assessment and to come to a recommendation of a preferable system to ICAO (see Ref. |11).
The final selection of a system will be made by a World Wide Conference of all member
states which will take place not before the end of this year.

Before we come to the main points of my subject I would like to recall shortly some
drawbacks of the presently used ILS (see Fig. 1). It provides only one linear guidance
path in space. A distance information is only available in a very inaccurate form, when
the aircraft overflies the outer and the inner marker beacons. Moreover, the ILS is very
sensible to reflections from buildings and to uneven ground near the antenna.

Fig. 2 shows the advantages of MLS. The azimuth angle as well as the elevation angle
of the approach path can be selected on board the aircraft. When using an airborne computer
segmented or curved approach paths can be flown, thus allowing noise abatement procedures.
A distance measuring equipment (DME) is an integrated part of the MLS. Further advantages
with respect to multipath suppression, to the influence of the ground profile, and to the
size of the antennas on the ground are given by the use of microwaves (L-Band and/or C-Band).
Moreover, the MLS provides a flare guidance signal, which is not shown in this figure.

The next two figures illustrate the potential of MLS for curved approaches in the
vertical plane (Fig. 3) as well as in the horizontal plane (Fig. 4). Thus, overflying of
villages can be avoided or can be done in a greater height, which results in a considerable
reduction of noise.

2. SOME CPWSIDERATIONS ON THE ICAO ACCURACY REQUIREMENTS

The ICAO accuracy requirements for the new MLS are given in Table 1. The guidance
error g is devided into two parts: the bias error b and the noise error n. Both figures
are 2-0 values from a statistical point of view. The guidance error g is composed of b
and n in a quadratic manner

g 2
g = \/b +n

In most cases the guidance error is equally distributed on b and n. Thus b = n = g/y/i.

The most stringent accuracy requirements exist on the extension of the centerline
and near the conventional glide path angle of 3°. Towards the limits of the required
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coverage volume a certain degradation is tolerated.

The operational significance of the MLS error can be judged by comparing the effect
of these errors with other not MLS related effects such as air turbulence. MLS errors as
well as air turbulence result in a deviation of the flight path of an aircraft from the
desired flight path. Reducing the influence of MLS errors far below the flight path errors
caused by air turbulence is operationally insignificant and ineffective from the viewpoint
of system cost.

Simulations of automatic conventional centerline approaches with an HFB 320 aircraft
were performed by the DFVLR at Braunschweig (Ref. |2|). For simulating the influence of
turbulence a MIL-specified standard turbulence model was used. In order to meet the
operational conditions with low visibility a weighting factor of 0.25 was applied (slight
turbulence) . As the time period of the simulated approach is short compared with the period
of the turbulence waveform, a number of runs were performed using different sections of
the turbulence waveform.

The MLS error signals were taken from CCL approach flight tests with the DLS trials
system. It must be taken into account that the elevation errors of this test system are
slightly out of the ICAO error limits while the azimuth errors are well within the limits.

The results of this simulation are shown in the next two figures. In Fig. 5 the
azimuth path following error is plotted. The heavy line indicates the errors caused by the
MLS errors without air turbulence. The set of thin lines describes the error behaviour
when, in addition, the standard turbulence is applied with a weighting factor of 0.25.

In Fig. 6 the corresponding elevation path following error is plotted. Again, the heavy
line shows the error behavior without added turbulence.

From both figures the following conclusions can be drawn:

® The azimuth path following error due to simultaneous application of gusts and MLS errors
is predominated by the influence of gusts.

® The elevation path following error shows a significant influence of the MLS errors. This
is due to

- the comparatively high elevation error of the DLS trials system, which exceeds the
ICAO error limits

- the control characteristics of the vertical channel of the simulated aircraft, which
is optimized for the suppression of turbulence.

Under "real world conditions" (i.e. standard flight control systems; MLS errors
within the ICAO error limits) the situation is about the same as in the azimuth case.
Therefore, it can be concluded that:

® The path following errors for automatic landings in the presence of slight or heavy
air turbulence are predominated by the influence of the air turbulence. MLS errors
well below the ICAO error limits are of insignificant influence on the total path
following error. Systems which perform well within the ICAO error limits can be re-
garded to be equivalent from an accuracy point of view.

3. SHORT SURVEY ON THE COMPETING SYSTEMS

Five proposals have been given to ICAO from the following States: Australia, France, -
Federal Republik of Germany, United Kingdom and United States of America (see Table 2).
In the meantime, the proposals of the USA and Australia were matched to a high degree
(especially a common signal format is used) and the proposal of France was withdrawn. Thus,
only three proposals have to be regarded further (see Table 2). In the last column of
Table 2 it is indicated, that two of the remaining systems, i.e. TRSB and DMLS, are "air
derived", while the german DLS is "ground derived" with respect to the angle measurements
and air derived with respect to the distance measurement (use of standardized ICAO-DME).
This two principles are illustrated by Fig. 7. The air derived system generates the re-
quired position information on board the aircraft, while the ground derived system does
the same on the ground. In the latter case this information has to be transmitted to the
aircraft via a data link. It is obvious, that only the ground derived system makes the
position information available on the ground.

It should be mentioned, that for different reasons the air derived principle had been
a requirement in a former national MLS competition of the USA. Later on, ICAO did not
follow this line and did not demand for an air derived system. In the meantime the very
rapid development of computer capabilities makes the ground derived principle more and
more attractive. DLS participated on this development and demonstrated considerable flexi-
bility and growth potential. It can be expected that in the future the former arguments
against the ground derived systems will get unsubstantial whilst the arguments in favour
of this principle will get stronger. However, a detailled discussion of the pros and cons
is not possible within the limited time available.

In Fig. 8 the principle of the Time Reference Scanning Beam System is illustrated.
For azimuth as well as for elevation it makes use of antenna fan beams which are scanning
the appropriate sectors within the coverage volume. Fig. 8 is drawn for the azimuth case.
The beam starts at the + 40° position (i.e. at one limit of the required coverage sector)
and moves with a constant speed to the - 40° position, which is the opposite coverage

i : o AR rédr e, R e T
L - . e




10-3

limit. This phase is named "To Scan". Then, the beam moves back until the starting
position is reached again ("Fro Scan"). When the fan beam passes the position of the air-
craft, a pulse is generated on board. It is obvious, that the time difference AT is
directly related to the azimuth angle 8. The same principle is used by the approach
elevation subsystem (Eq), the flare elevation subsystem (E,) and the missed approach
azimuth subsystem. These different measurements are received and detected on board the
aircraft in a time division multiplex frame, along with a set of auxiliary ground data
(airport data, meteorological data, status of the MLS).

Fig. 9 demonstrates the principle of the DMLS. It makes use of the Doppler shift
of a received frequency due to a relative movement between the receiver and the radiating
source. This movement is artificially generated by sequential switching of a transmitter
to a number of antennas in a linear array. It can easily be seen that the velocity vector
of the radiating source has a component in the direction to the aircraft which varies with
sin 9. In order to eliminate the influence of the aircraft movement on the Doppler shift
a reference frequency with an offset Fgo is continuously transmitted from a reference
antenna element. In the on-board receiver the beat frequency of the commutated signal and
the reference signal which is Fg5 + (v sin 8)/a, is generated. F, allows an unambiguous
detection of the Doppler frequency (v sin 9)/)A for positive as well as for negative angles
of 9.

The third system, the DLS, is based on the commonly used DME, which generates the
distance information on board the aircraft. This air derived part of the system is supple-
mented by an interferometer on the ground, which detects the angle of incidence of the
DME interrogation wave front with respect to the boresight of the antenna system, i.e.
the extended centerline in the case of the azimuth subsystem. In Fig. 10 this principle is
illustrated. It can be applied in a similar way to the elevation subsystem.

From Fig. 10 follows the relation
As = d - sin 9

with d = distance between the outer subarrays of the interferometer and As = distance
between the two wave fronts which run into these subarrays at the same moment.

For accuracy reasons, d has to be in the order of 50 times the wavelenght A. Thus,
As can be a high multiple of A. This, in consequence, causes an inherent ambiguity of the
interferometric angle measurement as As is measured via the phase difference between the
outer subarrays. The ambiguity resolution can be solved by using additional pairs of an-
tennas which are positioned with a smaller distance d. Starting with d < A, a stepwise
increase of 4 is accompanied by a proportional increase of accuracy without ambiguity pro-
blems. In the last step the maximum baselength and the corresponding maximum accuracy is
obtained. The different antenna elements can be identified from Fig. 10.

The azimuth angle 9 and the elevation angle ¢ are measured on the ground and have to
be transmitted o the aircraft via a data link. With DLS, the DME uplink is utilized for
this purpose, too. Thus, there is no need for a separate data link.

Some more explanation of DLS can be obtained from the signal flow diagram of Fig. 11.
The consecutive steps are the following ones:
1. The DME interrogation is transmitted from the aircraft. F |

2. The DME interrogation is received by the elevation antenna array; the E
processing of the measured signals creates the elevation angle g.

3. Approximately at the same time the interrogation arrives at the azimuth
antenna array and is processed to the azimuth angle 8.

4. The elevation angle is transmitted to the azimuth station.

5. The DME replies as well as the angle replies along with a set of auxiliary
ground data are transmitted back to the aircraft.

6. The received replies are detected and processed in the airborne equipment.

4. PERFORMANCE OF THE SYSTEMS WITH RESPECT TO THE OPERATIONAL REQUIREMENTS

The MLS coverage requirement which already has been touched in Fig. 2 is given in
some more detail in Fig. 12 (i.e. for approach azimuth sector, missed approach azimuth
sector and approach elevation sector). The systems TRSB and DMLS, at the minimum, meet
these requirements. In the data format some space is left for the extension of the coverage
limits and for additional informations (i.e. for a missed approach elevation).

In the case of DLS, the presently proposed system already exceeds these requirements
considerably (see Fig. 13). The azimuth subsystem provides high precision information in
the required approach azimuth sector. Because of the symmetrical layout of the antennas
the same coverage and the same high precision is given in the missed approach sector. In
addition, a hemispherical coverage is given by some subarrays of the azimuth antenna
system. Though the accuracy in this part of the coverage volume is lower than in the
approach sector (typical 0,2°) it is by far sufficient for terminal area navigation.
Because of the hemispherical coverage a separate back azimuth system, as it is needed for
TRSB and DMLS, can be avoided for DLS.
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The elevagion subsystem provides high precision information in an extended approach
sector of + 60, thus covering the threshold region of the runway. This must be required
due to the different flare concept of DLS (see below). In addition, a hemispherical conical
elevation information is obtained from the DLS-A ﬁtation. The accuracy of this information
is best righs above the station, i.e. with ¢ = 90”; the standard deviation is typically
¢ =0 =0,1". At lower elevation angles the standard deviation increases with

ST
9 = sin ¢
This elevation information is used within the DLS ground system for coordinate transversion
purposes. Besides, it is of operational value for 3 D-take off guidance and 3 D-missed
approach guidance (see Ref. (31).

Fig. 14 gives an indication of the accuracies which can be expected from the new MLS.
In the case of TRSB and DMLS the plotted values are directly taken from the available
test results (see Ref. |4]); in the case of DLS the test results, obtained with the
trials system are extrapolated to those which can be expected from the proposed system.
This has to be done because of the great difference between the tested DLS and the proposed
DLS. The results of the extrapolation are based on theoretical investigations, computer
simulations and field tests (see Ref. |51).

The comparative error data for azimuth, elevation and DME, used in Fig. 14, are taken
from conventional centerline approaches. For DME, only DLS data were available. As already
mentioned above, the guidance error is composed of the bias error and the noise error in
a quadratic manner. Thus, the guidance error can be plotted as a vector with the components
b and n. The ICAO error limits are indicated in the figure by the hatched areas. It is ob-
vious that all systems exceed the requirements with respect to bias and noise considerably.
Having in mind other disturbing influencies on the flight path, i.e. gusts, as discussed
before, it can be concluded that there is no significant difference between the three
systems with respect to accuracy at the conventional centerline approaches. About the same
is true for the rest of the ICAO required coverage volume (compare Ref. |4| and Ref. [|5]).

5. SOME CONSIDERATIONS ON THE FLARE GUIDANCE PROBLEM

THE ICAO operational requirements ask for a flare guidance signal which allows a
precise height computation until touch down. Thus, the well known problems related to
radio altimeters and uneven ground in front of the runway threshold are solved.

The flare system concepts of TRSB and DMLS on the one side and of DLS on the other
side differ considerably as can be seen in Fig. 15. In the case of TRSB and DMLS, a second
elevation station (E,) is provided which predominantly illuminates the flare region. In
addition, a special wide band DME, operating at C-band (5 GHz) is provided for measuring
the slant range D. In order to get the required height accuracy, an excellent accuracy
of the E, and DME measurement is mandatory. This accuracy can hardly be obtained by an
ICAO compatible L-band DME. Therefore, in the DLS flare subsystem, the slant range
measurement is replaced by a second azimuth measurement at the location of the elevation
station. The accuracy requirement on this second azimuth measurement is comparatively
low. Most of the antenna elements which are needed for this measurement are already part
of the DLS lateral diversity elevation antenna. So, the additional hardware cost for the
DLS flare subsystem is very low. The height is computated on the ground from the angles
83, 9, and ¢ and then it is transmitted to the aircraft in an allocated space within the
data format.

Thus, no further height computation on board the aircraft is needed. It is a part of
the DLS flare concept that for final flare the radio altivmeter is used again, where the
aircraft already has passed the threshold and the radio altimeter has a valid ground re-
ference, namely the surface of the runway.

In the course of the AWOP assessment it was found that the accuracy requirements
are difficult to be met by the TRSB and DMLS flare subsystems. Regarding the problems of
reliability and system redundancy in this very critical final phase of flare, in addition
to the accuracy problems, the DLS concept with the incorporated well proved radio alti-
meter becomes a very attractive and cost effective solution.

6. UTILIZATION OF THE GROWTH POTENTIAL FOR PERFORMANCE IMPROVEMENT

Conclusively, some problems related to the area of growth potential of systems should
be discussed briefly.

In the AWOP Assessment Report (see Ref. |1]/) it is mentioned that none of the compet-
ing systems meets the requirements with respect to shadowing of the guidance information
by a large aircraft in the roll out phase or by buildings. This is true to all systems, as
proposed. In the case of DLS, however, a solution can be offered, if both approach
directions of the runway are equipped with a separate azimuth station (see Fig. 16).
Because of the ground derived angle measuring principle, both stations can be operated
simultaneously at the same channel. Regarding the symmetry of the DLS-A coverage it can
be seen that two redundant azimuth measurements 9, and 9! can be taken. As, in addition,
the second azimuth angle 9, is available (see DLS flare éoncept), the angle 9] can be
converted to 94 If shadowing occurs at A1 the disturbed signal can be detectld by proper
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methodes (i.g. ground tracking or processing the amplitude distribution of the antenna
element signals). Thus, the disturbed measurement 81 can be eliminated and replaced by
the converted measurement 3;.

Another possibility for solving the shadowing problems to a certain extent, which,
moreover, allows a simplification of the DLS concept is illustrated in Fig. 17. In this
proposal the DLS-A station is moved to the middle of the runway with an appropriate
offset from the centerline. Because of the symmetry of the DLS-A station and the
availability of the second azimuth angle 9., the measured angle % can be converted to the
angle 9%). This obviously also can be done %or the second approach direction. Thus, one
azimuth station can provide all the azimuth information for both approach directions. The
possibility of azimuth signal blocking in the most important centerline direction is
excluded. A further advantage exists, as the problem of colocation of the presently used
ILS with the future MLS in the transition period is facilitated considerably.

It should be mentioned that the growth potential of DLS covers some more aspects,
i.e. roll guidance, en route navigation and ATC-problems which are beyond the scope of
my topic.

7. SUMMARY

It has been shown, that the new Microwave Landing Systems as proposed to ICAO make
use of three different concepts. All concepts have the potential to fulfil the ICAO re-
quirements to a high degree. Especially, the demonstrated accuracy is excellent. Thus,
other not MLS related effects such as air turbulence are of predominating influence on the
flight path accu