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THEME

This Lecture Series No.92 , on the subject of The Application of Inexpensive Minicomput ers
to Information Work , is sponsore d by the Technical Info rmation Panel of AGARD and is
implemented by the Consultant and Exchange Programme.

Minicomputers are now extremely powerful and can be equipped with large access
stores. These feature s make them ideally suited to information work and their cost is
sufficiently low that an information centre or service can even justify having one solely for
its own use. This avoids all the problems inherent in the sharing of a main frame computer ,
either in an associated organization or at a commercial bureau.

This Lecture Series outlines the ways in which many computers can be used in infor-
mation work and includes examples of their current use in a number of different areas ,
such as editing and publishing inf ormation bulletins , SDI and retrospective retrieval and
lib rary housekeeping.
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USE OF MINICOMPUTERS IN DSIS
By

R.A . Mclvor
Director Scientif ic  Info rmation Services

National Defence Headquarters
Ottawa., Ontario

K1A 01(2

SU?.*4ARY

A general introduction to the lecture series is given. The reasons for the choice of minicomputer
by the Canadian Defence Scientific Information Service (DSIS) are discussed , and a general outline of the
system is given. Particular attention is given to the data-input system and the advantages and dis-
advantages of various options are discussed. DSIS experiences with a variety of input methods are described.
Some expected future developments are indicated.

Welcome to Lecture Series No. 92 on the Use of Inexpensive Minicomputers in Library Applications.
Because we are presenting this series in more than one location , we have not been able to tailor the
series to the needs of a particular country, but we hope the time set aside for discussion will be sufficient
to allow problems of particular interest to your country to be discussed.

No definition was provided to the panel on what Constitutes an “inexpensive” minicomputer. I have taken
it to be “inexpensive ” in comparison with medium or large-size computer systems rather than in comparison
with the budget of a small library . I imagine the systems to be described would fall in general into the
U.S. $50,000 - $100,000 range. The price of electronic hardware is still falling rapidly in proportion to
other costs such as those of hiring staff, so that smaller and smaller libraries may fi nd automation cost-
effective.  In North America now , quite respectable micro-computer systems may be obtained for U.S. $4,000-
$5,000. Such systems would have two flexible disc drives on-line and 32 ,000 characters of random-access
memory. Such equipment with this capability could handle a small information system . I would not like to
give the impression that it would be desirable to purchase such equipment for this application at the present
time . Many of the components are produced by small companies whose customer service leaves much to be
desired , and the requisite software packages are not available. The cost of developing software for a
microcomputer system for such a specialized application would far exceed the cost of the hardware . Never-
theless the trend is evident. Towards the end of 1977 Radio Shack, a chain of stores selling electronic
equipment throughout North America and to a lesser extent elsewhere , introduced a packaged ready-to-operate
microcomputer with keyboard, processor, memory , display monitor and cassette-tape recorder for storing
progratmnes , all for about $600. U.S. They plan to introduce before long a low-cost printer , floppy disc
units and software for personal and business applications .

In our Lecture Series , I have chosen to have various aspects of library automation discussed in
individual lectures beginning with “Choosing the Computer ” through to “Future Prospects in Minicomputers ”
including such topics as cataloguing, circulation , selective dissemination of information , preparation of
an abstracts journal etc. One subject not specifically mentioned is data input . I therefore thought for
my introductory lecture , I would give briefly an overview of our present automated system at the Canadian
Department of National Defence Scientific Information Service , with emphasis perhaps on the data input
aspects.

First of all , it might be worthwhile to spend a few minu tes discussin g - Why did we choose a mini-
computer? Many of us will recall Grosch’s law , which has been stated in many forms but the usual inter-
pretation is that the larger, and hence more costly the computer, the more cost-effective it is , assuming
it is used to full capacity. Grosch’s law certainly seemed to apply several years ago to the products of
a part icular  company, but cynics have seen in the law more a reflection of the marketing pol ic ies  of that
company rather than a law of nature . However , out of this has grown the mystique of the l arge computer
anshrined in its Holy of Holies surrounded by high pr iests and aco lytes sc ramblin g to keep it adequately
fed 24 hou rs a day with  a penalty of perhaps .15k per idle second. At DSIS we operated on an IBM 360/65
for 4 years . It was a system much as I described. Because of the nature of our data base to which a
restricted access must be enforced , we had to dedicate th is  machine ent i re ly  to ourselves when we used i t .
For reasons of economy and scheduling, we had one or two hours per week , general ly just  befo re or after
midnight.  In the early stages , programmes were s t i l l  not error-free and we would sometimes f ind that our
work had been wasted , and that another week had to elapse before we would have another chance.

During this time we were bui lding up experience w i t h  our minicomputer  which had been acquired for
data-input , transferring some of the tasks to i t .  We were pleased at the convenience of having things done
when we wanted , and found that the cost of the in-house processing was 2 to 10-fold less than for the same
programe run on the larger system . In the meantime prices had come down and we had enough information to
show that transferring our entire processing to the minicomputer would be cost-effective. A second mini-
computer system was therefore acquired for this purpose, and the first system was given the same capability
as the second so that in emergencies one system could do all the work by using a second shift if necessary.

Aside from the likely overall saving in costs , the lower costs of enhancements such as additional
memory, peripheral equipment etc. make it easier to upgrade the system in subsequent years.

However, a factor that cannot be overemphasized is the convenience of having a dedicated in-house
system to do the jobs that are wanted when they are wanted. The computer then becomes the servant rather
than the master. A recent Dataination article estimated that if the computer applications in an organization
could occupy at least 20% of the available time of a minicomputer it was probably worth obtaining one.
Certainly we have not regretted our decision in 1972 to transfer our operations to an in-house minicomputer.

7 - — -  ~~~~~~~~~~~~~~~ -
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To return to the DSIS automated system , a brief history of the project is perhaps in order. The
planning and groundwork for the automation of the DSIS system was done in the period 1955-56. A 5-year
program was laid out , nicknamed SOCRATES - System of Organization of Current Reports to Aid Technologists ,
and Scientists. The plan was to phase it in parallel with the manual system. We are proud and pleased
that the programme was completed on time , within budget and without an increase in staff. At that time ,
the plan was to use a large or medium sized computer for the data processing, with a minicomputer for data-
input , and it was envisaged that the minicomputer could later serve as a front-end processor for an on-
line system.

In implementing any automated system , it is important to introduce changes gradually, and always have
the capability to backtrack when the almost inevitable failures or delays occur. Not only will the staff be
less disturbed by the changes, but production can continue reasonably on schedule. In the main , we followed
this plan although we had many problems and delays , we had only one severe disruption when we were obliged to
make a major change in our input system without an opportunity for parallel operation during the changeover.

When the original minicomputer was obtained in 1969 for some $25,000. and placed in the data input role ,
further experimentation showed that with some increase in its capacity, addition of disc , tape unit and
printer, it could be made capable of handling all aspects of our processing, except the on-line retrospective
search system. By 1973, another $25,000 of equipment had been added and a second $50,000 system had been
acquired. At that time all work was transferred to in-house minicomputers except for our KWOC Index which
it was considered uneconomic to transfer.. By 1976 a third $75,000 system with large capacity disc had been
added. The original mini has been retired , and the second is being phased Out. In 1978 we expect to
duplicate the third system in preparation for transferring all remaining operations , including the retro-
spective search system , in-house. Our hardware then will consist of 2 Sperry-Univac (formerly Varian) Series
70 computers , each with some lOOK bytes of memory, two tape drives and a 96M byte disc.

To return to the data input role, it is clear that no automated system can be introduced without getting
the data into machine readable form. There are several approaches to this : (TABLE 1) Each of these has
some advantages and disadvantages which are summarized in TABLE 2 - 6.

At DSIS we have had experience with a number of data-input methods. Punched cards were ruled out for
reasons of limited character set and fixed field structure. We used Flexo-writers (paper-tape) for a couple
of years, but abandoned them because of the noise, Slow playback and unreliability of the paper-tape to
magnetic-tape conversion equipment. Subsequently, a minicomputer with one tape drive and 4,000 16-bit words
of memory was used in a time-sharing mode with 4 input typewriters. While this equipment served the
purpose, it was soon realized that a better , more reliable system would require 8,000 words of memory and
two tape-drives , and that a printer was needed to provide “instant playbacks” for proofreading, as the
original plan to use the input terminals for playback was unsatisfactory.

The most recent stage in our data-input system has been the return to stand-alone terminals. Our type-
writer-terminal supplier went out of business , and the original minicomputer , now eight years old was having
more and more down time. As mentioned earlier all time-shared input is brought to a halt by a failure in
the central processing unit. A shift to visual display units at this time speeded up input two-fold , by
simplifying input procedures but caused considerable disruption for some months before an adequate replace-
ment was developed for the three-part card produced by the typewriter terminals.

Our first mistake in implementing data-input was to purchase typewriter terminals , combined with
custom-built interfaces between the computer, tape drive and terminals. Design faults in the interface led
to frequent breakdown of the terminals , the company that built the interfaces went bankrupt, and the
terminal equipment was soon obsolete. Finding anyone to service the equipment soon became very difficult ,and
we had to phase out some of the equipment before it would normally have been done. When this replacement
became necessary , we leased the new terminals. Service is generally excellent on leased terminals and they
are exchanged when they cannot be repaired quickly on-site. Also , if improved equipment becomes available ,
it is often possible to renegotiate the lease , or at least exchange the equipment when the lease comes up
for renewal .

A second error was acquiring only one tape drive initially. Peripheral equipment usually gives more
trouble than the computer , and failure of the tape drive meant all input was stopped until it was repaired.
Secondly, it is usually more convenient to attempt to obtain a clean input file before updating, rather
than to correct the master file later. Two tape drives allow editing by tape-to-tape copying, since a single
magnetic tape cannot be reliably corrected by overwriting.

A third error was not obtaining in the first instance tapes with read-after-write capability. The
inexpensive models usually sold with minicomputers do not generally have this capability. While read errors
in the input file are inconvenient , they are not catastrophic , but in maintaining a master file the tapes
are copied very frequently in updating and report generation. Errors not detected during this process
accumulate and require a great deal of time and effort to correct. Automatic read-after-write ensures that
records written on a bad spot on the tape , or corrected by some electronic glitch are immediately detected ,
and can be rewritten on a fresh section of tape.

In our manual system , descriptive cataloguing data were entered on a three-part card. The top copy was
used as a work card to accompany the document during processing, the second served as a temporary catalogue
card , and the third , on stiffer material , was filed as a loan-control card. In automating the data input ,
upper and lower case typewriter terminals were chosen so that this three-part card was preserved. Our only
major disruption resulted from the loss of this card when a shift was made to visual display units. As
mentioned , we did not have adequate preparation time for this change , the units were delivered late and did
not match their specifications exactly. For some months we had to type these cards manually before the
programme was operable for producing them automatically from the floppy-disc record. 
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I hope with this brief outline of our experiences with data input to have given some indication of
the advantages and disadvantages of various methods, and one centre ’s experiences with them.

Once the data is input , it must be incorporated into some sort of master file. This process can be
done either by batch , or on-line , but in the small minicomputers is more likely to be done by batch . The
master is kept on magnetic tape, new additions and modifications are accumulated until a sufficient number
are available , usually for a week to a month in a small centre . The master tape is then copied onto a new
file incorporating additions and modifications , taking care to preserve the old files and the corresponding
transaction files containing the additions , deletions and modifications , for a sufficient time to ensure
that any errors in the file caused by program modifications or undetected program faults have been detected.
I cannot over emphasize the value of thorough checking of all outputs r.t each stage for a considerable
period of time after any change is made to a programme to catch errors before the file is corrupted past
recovery.

There are various degrees of sophistication possible in the design of a master file for a bibliographic
data base, and at DSIS we are now developing our fourth. Our first one, developed in 1967, was a simple
one - easy to implement , but inefficient in processing time for some applications. Essentially it consisted
of a series of variable length fields , each with a header identifying it , and a special delimiting character
indicating the end. Subsequent designs introduced a directory which facilitated the rapid skipping of fields
unwanted for a particular application , and extensions on the types of field-subfield structures permitted.
Eventually, our five or six data bases ended up in one of three major data base structures with sligh t
irregularities even within a single structure. This made it necessary to have sets of almost identical
programmes to process them. This proliferation of programmes and our near future switch to a new computer
with a different operating system were the incentives to consolidate our data bases into a new unified data
base structure .

The new data base Structure was designed with two major goals in mind. First , we wanted to be able to
process any of our data bases with any programme. This was achieved by associating with each data base a
simple data dictionary . The data dictionary permits programmes such as verification to be identical across
all the data bases. In addition , each master f i le is preceded by a subset of the data dictionary which
contains a mapping between the access name for a field and its location in records in the master file.
This permits programmes, such as report generators, to run independent of the data base, and enables us to
modify a data base ’s data dictionary without worrying about rendering earlier master files inaccessible.
The second major goal of our new data base structure was to be flexible enough to quickly respond to requests
for new data bases. This second goal was achieved through the data dictionary concept , and through the
power of our internal structure . The data dictionary enables us to rapidly describe a new data base to our
programmes. The internal rec~~d structure , a generalized hierarchy, permits us to intuitively model a large
number of data bases. Of course, the generalization of our programmes and the more powerful internal
record structure are not free. We will require more processing time and more storage space for our new
system but we are willing to accept these trade-offs for the convenience of a more flexible system.

As many automatic checks as can be conveniently implemented with the equipment available should be
incort,~orated in the master f i le updating system. With our current system some of these checks are done at
the data input stage (e.g. field length , whether the field is alphabetic or numeric , upper and lower case ,
size range , specific values from a short list etc) while others are done at the updating stage (validation
of Subject codes, thesaurus terms , and automatic insertion of broader terms from the thesaurus). Lack of
disc space has in the past prevented us from automating our corporate source authority file , but we plan to
do so when sufficient effort is available.

Each time the master file is updated, it is customary to select new or changed records for periodic
report production - such things as SDI which I will be describing in more detail later; preparation of an
abstracts journal , which will be dealt with by Mr. Hart , and possibly such additional products as catalogue
cards or computer output microfilm with indexes for retrospective searching, or items for incorporation
into an on-line computerized retrospective search system. We have done all of these things at DSIS. but
some years ago dispensed with catalogue cards in favour of microfilm cartridges.

At DSIS we have never considered it cost-effective to computerize our loan-control or circulation
records . However, for many libraries this is a valuable service that can be performed on minicomputers and
will be dealt with in detail by Dr. Aslin.

While our DSIS on-line enquiry system is still based on a larger computer, our long-term plans are to
place it on a minicomputer system as well. In this respect , our colleagues at the International Development
Research Centre are further advanced , and Ms. Faye Daneliuk will be describing their system later in this
series .

I hope I have achieved my objective of giving a very brief overview of the minicomputer automated
system as it is currently in operation at OSIS as well as an indication of alternative methods with some of
their advantages and disadvantages.
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TABLE 1
POSSIBLE DATA-ENTRY SYSTEMS

1) Punched cards
2) Paper tape
3) Key-to-tape 

- Time sharing systems4) Key-to-disc
5) Floppy disc , cassette or magnetic card terminal
6) OCR (Optical Character Recognition)

TABLE 2
PUNCHED CARDS

ADVANTAGES

1) Equipment readily available and relatively inexpensive
2) Data readily verified and edited

DISADVANTAGES

1) Lower case letters not usually readily available
2) More adapted to fixed format applications
3) Output useful only for computer entry

TABLE 3
PAPER TAPE TYPEWRITER

ADVANTAGES

1) Each unit independent
2) Output less bulky than cards
3) Upper and lower case available
4) Output a useful by—product

DISADVANTAGES

1) Noisy
2) Not readily edited
3) Slow to playback
4) - High speed handling equipment going out of fashion

TABLE 4
KEY-TO-TAPE (TIME SHARING)

ADVANTAGES

1) Material produced in immediately suitable form
2) Readily edited

DISADVANTAGES

1) When control processor or tape unit is down , all machines are idle
2) Equipment more expensive
3) If CRT

VDU - no hard copy
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TABLE 5
FLOPPY DISC

ADVANTAGES

1) Each unit independent
2) Formatted screens and preprocessing
3) Ready editing

DiSADVANTAGES

1) Expense
2) Require more skilled operators

TABLE 6
O C R

(OPTICAL CHARACTER RECOGNITION)

ADVANTAGES

1) ~o keyboarding required

DISADVANTAGES

1) Expensive
2) Relatively high error rate
3) Copy must be high quality and/or typed with special font
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~~~~ric~i ~F Mn4I~~~c’trrER sysr~ E FDR BIBLIOG~~ HI~ ~~~uc~~ice~s

Andrey N. &~osch
Associate Professor / Special Projects Officer

University of Minnesota Libraries
Minneapolis , t.V 55455 U.S.A.

This paper censiders the selection of miniocarputer systaam for a wide range
of potential bibliographic applications — frcsm simple single dedicated
library tasks such as circulation control through cxrplex integrated lib-
rary a agament or interactive retrieval systese. Basic assumptions and
definition of a given systen’ s capabilities , required functions, method of
creation incloding design and deve].opient, and vorking envirorrent are
introduced . This frame~~rk is necessary prior to determining whether dis-
tributive processing esploying either stand-alone or linked minicxsputers
is des~ ~ble or whether a sore traditional oc*wentiona.l shared large—scale
X*rpuL.~. systam is in order. Minicceputer systan develo~mant trends are
highlighted to set in perspective a discussion of criteria for systan se-
lection. These criteria are of two categories. The first relates to tie
definition of the application. t~e second evolves fran the first category.
It is the determination of hardware, software and general systan factors
having prime iirportance in systam selection for bibliographic purposes.
The minicutputer central processor , siam namory , nenory protection, peri-
pheral devices, data ~~nnunication interfaces , vendor supplied software,
and instruction sets are discussed in light of bibliographic applications.
Other evaluative criteria such as ve~~~r support , delivery and pricing
schedules and multiple vendor systaim are briefly a,nsidered

D~T~~~.rrICf4

Mthioceputer systese, aitheugh physically smaller and consuming less el’ 1. pce~ r than
ocnventional mainframe ~~~puters, possess sore and sore of the qualities of their 1 .elati’ues. The
minicxuputer itself is really a imodular central processor belonging to a highly nodLu~. ranily of devices.To the user , this means that through a wise choice of 1~~st system for his specified tasks, a gradual
grce~th of the hardware and software system can oocur as specific need indicates.

Certain assumptions must be thought out by the user prior to selection of a systan. t&reover,
the user should understand the trade-off s in use of distributive processing aiplcying these nodular mini-
cxmputer systama to those of shared, large-scale conventional onsputer systesa. Finally, it is helpful to
trderstand the trends in miniccrputer developsent as these impact on a selection of any host airpater sys-
ten for any long tern system <xzmnitnent.

In an earlier paper 1 this author explored the eaxonics and selection of m nicxzrpster systeam
for integrated library rnanagesent systeam . In this subsequent paper a more mature enviroreent will be
considered arid bibliographic applications of all types can be served by tie points addressed here in tie
light of a rapidly advancing hardware and software technolcgy.

BASIC ASSUV~IOMS

Prior to any equipment or software selection , a broad definition of the application and its
environ ment should be cxsplet&. This broad definition should explain the tasks the system is to perform,
the specific data to be used anal stored by the system, the response requirements of the system in its
online operations for data entry, editing, tpdatirq, arid inquiry. The size of tie data base initially,
its gra.~th rate , and tie nurber and geographic location of terminal users should be determined. TIe
features and capabilities which are absolutely required should be a key part of this definition.

With a description of the application system and its envirct.,tm t in hand, the next assumption
that should be made is , “iks., will this system be brought to an operational state fran its ooroeptualizat-
ion?” A nuiter of alternatives may be possible such as:

• in-l~~se development of system and application software using hardware selected ansi cxmfigursii
for the system;

• in-house deveLcpient of applications using data base managesent systate software, operating system
and other utilities software selected along with an appronriate hardware configuration;

• contractor deveiopient of systems and/or application software according to specifications for
a hardware system chosen in—house; or

• a turn-key system procured ocimplete and ready to operate fran a specialist in such systale
according to a detailed procurement specification. 
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l*iich of these alternatives will be employed to bring a given system to an operational state
wiLl depeid t~ on the agency’s in-house progressing and systems capabilities , available personnel, and
acoepted procedural practices. Ib~ever , if ocmtractors are to perform all fumctions , it is still. iirpor-
tant that the agaroy personnel tmcs~ what is involved in choosing a host hardware/software system so that
proper ocetractor evaluation, selection and monitoring may be done as the prOyect pro~~~ds. Ties, con-
tract milestones may be evaluated with a degree of confidence that prior decisions ware as sound as
possible based on current laxiwl&qe arid technological capabilities .

DISTP.IWIIVE PI~)~~~SIl~ VS. Sl~ i~~~ LP~~~-~~~LE ~~ lPU1’ER SYS’I~~~

~~~~~ years ago virtually anyone contemplating design of a bibliographic system — whether a
system to perform typical library business functions such as material ordering, a~~~unting, serials
management, circulation or cataloging or a very elegant retrieval system for aimplex structure searching
of very large foomela or text files — had only one alternative in a host ocilputer. This was the
shared or dedicated use of a large-scale airputer system which usually had been procured with quite differ-
ent applications in mind arid different users dictating the priorities of the system. All too often in
such system ,. a bibliographic application of any size did rot fit wall into the j th stress of the system.
The reasons ware that bibliographic systems contended for large blocks of nencry, large nurhers of disk
accesses stealing machine cycles , and generally a large auxtt of channel tine for peripheral device
servicing. This dependence on input/cetput task airpletion ratter than purely caipute-bound tasks
strains tie jth queue management for systems already performing predeuninantly non-a:rputational applications.
it reover , bibliographic applications wasted the main resource of tie large-scale calputer , its speed , in
order to get the large nemory, telecamimications, arid otter peripteral stpport such as high capacity mess
storage.

Thday, a iiore realistic choice of test cxztputer can ocour which can improve tie user ’s control
arid responsiveness of the system, axiserve valuable cxrputing resources not needed by the bibli~~L~~blc
application, resove the bibliographic application fran contention for caxputing resources in an existing
airpiter system, and lia~er total system cost , both initially arid during axttinual operation of the system.
This is tie axploynent of specifically cxrxfigured, highly nodular , minicaiputer-based hardware for the
bibliographic task.

Saxe of the factors about large-scale ~~~~uter systems to consider prior to determining whether
to use a distributive oaxputing ~~proath for a bibliographic system are:

• processing priority in online and off-line nodes available to tie user;
• initial costs to aoguire hardware std~ as terminals which are specific to the application and

other central site hardware which might have to be added for the application;
• estimated ocmtinuing airprter arid system costs;
• availability of software facilitating development of the application;
• impact of centrally cxmtrolled hardware arid system software changes which will affect the

application arid may necessitate reprogreisning or additional maintenance programming; arid
• system responsiveness in an online node together with the ability to host or use devices

specifically best for the application rather than one given device cae~~~ and sx~ported
within the particular airputer system arid its system software.

With independence arid user control of the total system resource also aiiia5 the responsibility
to be able to maintain a functioning system. This does require a~~.r~.~riately knovledgeable systems spe-
cialists or tie right kind of caitract with an outside systems fixm. In any s~~~ decision, there are
trade-off s to be made. liovever, as most bibliographic applications do rot require a large-scale cxvputer
system except to facilitate large array storage, enhance greater data transmission speede to main nescry
and enable very large data base storage online, many individual agency or ~nall to nediun network systems
can take advantage of a dedicated processing environ ment using minicarputer systems , either alone or linked
to otter amputer systems, for a network with a system host processor . Each case is highly individualized
but as minicxsputers and their software take cm ninny of tie features of conventional aeputers needed by
the biblio~z.~~4~ic application they became increasingly attractive for such use.

~~~I~~~~U~~R TR~~~~

In the late 1960 ’s arid early 1970 ’s minicxmputers generally lacked the features which ware
needed for business data 1~a~.ceesing, tact processing or largely character string manipulation pathless.
These mini’s suffered fran relatively slow cycle tine, lim ited memory with ladc of much expansion, lack
of peripheral devices arid their interfaces, unsatisfactory maintenance arrangements, small or inadequate
instruction sets designed for numeric processing use, lack of system software and software development
aide such as caxpiler level languages , debuggers , or diagnostics.

Iks~ever , in tie last five years many hardware arid software advances have been made which make
tie minlaixputer systems of today, exemplified in systems such as Digital i~iuiptent ~~rporaticzi’s P~~-llseries miriiamputers or aWarable machines of other manufacturers, very attractive candidates for use in
present arid future bibliographic systems.

With limited ward lengths, usually 16 bits (binary digits) , only a limited nurber of worde of
main memory are directly adiressable. Just I~~ mach main memory will be directly addressable is governed
by the la~~th of the instructions used with the given word length machine. Direct a&lressability simplifies
programing bit does require extra storage space arid msmmry cycles to fetch the extra worde used per
aia1tipl~ word instruction. Ha.,e~~~, with cheaper arid faster storage it is a naiad trade-off to use memory
cycles in this maimer.
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IIar~ ere advances are making standard many features previously not fouid on minicaiputers
but taken for granted on large—scale conventional processors. For example:

• techniques to address main memory beyond that directly a~~ressable; indexing, indirect addressing
of a single or multiple level nature, and virtual memory schemes;

• lcmger word lengths of 24 arid 32 bits to permit faster data transmission rates aid greater
arithmetic precision , hcwever at same significant ocet differentials fran most 16 bit machines;

• real tine clocics or interval timers of programmable or ncrt-programmable type;
• ~x~emr failure protection and autanatic restart capability;
• instructions in firmware or micrcprogrammmable memory, either written by the vendor and iirplementel

via a read-only memory (IUI) or by the user via a programmable read-only memory (PR~4) arid prouis-
ion of a writable control store within memory instead of only a ftxed cxmtrol state to be ~~~ ssed
by the central processor ;

• harck~are implemented multiply and divide arid floating point aritliretic;
• hardware byte manipulation;
• hardware stack architecture and provision of a nurber of general purpose registers which can act

as acrumulators, index registers , or as tie program ~~ inter ; and
• peripheral device hardware arid software interfaces for a wide variety of equi~1Ient.

In a similar fashion software advances are continually being made, although generally in the
field of creputing software ountinues to lag behind hardware deve]cçzent. Same of these software
areas are :

• various kinds of operating systems — single arid multiple user, s~~c orting both sequential arid
direct access files, online and off line users arid in multiprogramming or single tasking nodes;

• improved system develqzment aids — asserblers (single and b~ pass) , neor~o-masert1ers , compilers,
cross-ampilrrrs which permit program cxmpilation arid debugging in a large machire environient for
transfer to the host minicomputer, linkers, loaders , detu~gers , arid text editors;

• improved software device interfaces sLpporting a wider variety of peripheral equi~znent ;
• utilities such as report generators, screen formatters, sorts, merges, (ride translators , format

translators, tine arid date routines , communication proteouls, file handlers arid file dumps ;
• powarful data base management system software s~~~orting Post application languages such as

~~~~~~~ I~ G II , BASIC PWS arid various assentlers for specific machines ;
• telecxnmmmications and timesharing nceitors; and
• extensive subroutine libraries available under various operating systems.

It is not air purpose here to describe these d.evebcçzments in detail in this paper bit to let
the reader knov that software will play a moth more important role in selecting a minicomputer than it
did in the past.

~1ERIA ~~R YS~~ l SEZ~~~~~~

(kce a decision has been made to use a distributive computing a~~~oath for a bibliographic
system, then a host system meet be chosen. Criteria for system selection are of two gareral categories.
The first category comprises criteria related to the applications • their inter-relaticeships arid their
supporting environ ment within an agency. The second category can be derived fran the first. when it is
understood as tie seaxid category relates to the actual hardware, software, system maintenance ~ id
ation factors.

Category 1 - A ~~lications definition.

Bibliographic applications range in complexity fran tie integrated bibliographic mmanagmeent
system required to aoguire, catalog, index , retrieve, and cirailate or distribute documents to specific
product oriented systems such as those required for Index production arid p~Iilication , catalog card pro-
duction or other mission directed activities ~~~~i~~~i to a specific agency. For the most part teday s arid
ta orixw s systems will be user oriented online systems wherein data entry, editing, file t~dating , arid
inguiry or retrieval are performed in real tine via keyboard terminals arid other specialized remote
devices. Piwisionms for batch processing — primarily to handle Polk data entry such as retrospective
rea,rds or reoords fran other sour~~~ used for system initiation as well as to handle various printed
output such as short or long bibliographies , purchase or~~rs, overdue and recall notices, claim notices,
or any nur*mer of simiLar printed products — are also an important capability of any online system even
tinugh the bulk of its work is done interactively. Thus , bibliographic systems will operate primarily
in an online real-tine mode.

The folloving criteria factors should be included in tie application definition:

(1) Tasks to be performed by the s’ nten , their frequency arid time requirements.
(2 1 Tasks requiring online, interac twa sm~~’ort arid those to be performed ~ i batch node.
(3) Data definiticre for the rea~rds to be entered into the system, tie task s requiring specific

data , aid the data elements to be axisiderarl directly searchable and their inter—relationships.
(43 Estimates of the initial size of online files aid their pr thable grcMt h rates.
(5) Datermmthation of tie location aid mater of system users requiring online terminals aid

associated peripheral devices depending ipon their ~~~1icaticm mare and based cm expected
transaction volume , and/or location arid nature of their relationship to the system.

- - - - -- - - ______- -  -- 
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The more that is kx~~ n about the requirssents that the system must meet , the easier it will
become to aeter mine the type of hardware /software enviroreent best for that system. In general, minicom-
puter systems are initially configured as ei ther staid-alone systems where all process ing for the appli-
cation takes place or as a preprocessor or front aid minicomputer attached to arother shared computer.
As miruaimputers have gained in features , gained in their ability to handle a wide range of large capacity
mass storage devices, systems designers have found then more attractive for dedicated stand-alone use due
to their relatively lv cost, throughput arid reliability. t&teover, in the larger sized systems configured
in purchase price to sell for $125,000 to $250,000 , powerful commercial data base management systems
packages such as IE*ts ftan Cullinane Q~rporation are available. Another data base software creation, IMa1~3000 and its associated retrieval/irquiry subsystem QUERY 3000 are operational on Hewlatt-Packard 3000
Series minicomputer systese.

Main factors which influence whether to use a ninicxrnnuter system in a dedicated , stand-alone
fashion with, perhaps an extension of capability to communicate with other systems as needed for data arid
information access or sharing the processing in a front-end cxsmfiguration are:

[11 Available main frame computers and army applicable software in an agency that could meet the
storage arid search requirements of the application in a less costly bet ac~~iuately responsive
manner for the user s requirements,

(2] Experience within the specific age~y in segmenting applications in such a manner to use a mini-
computer as either a pre-processor or a post-processor , freeing the best computer fran code
coiversions, massage formatting, editing, error handling, CR1’ screen forimmatting aid report out-
put which ~~uid free tie best computer to seek arid access data , nerform upiating, and system
backup in tie event of a pre-processor failure,

(3 ) The user s requirements for maintaining complete system control amid integrity for security arid
tine dependent operations , arid

(4 1 The priorities , job scheduli ng, arid accx:*mting for billing main frame computing resources with-
in an agency which can affect the operating cost arid responsiveness level of the system in an
adverse manner if the central system biases its priorities and its charge strecture against
input/output Pound processing arid large online resident files.

Cate~~~y 2 -  Hardware/software factors.

Tie computer system, its peripheral equipment and sur portinq software, chasen wisely, can aid
the system develc~zment process , insure futu re flexibility for growth , aid maximize dependable cxmtinuing
operations at realistic costs. In a minicomputer system for bibliographic use, it is desirable to consider
first the available central processors, their nlace in a family of processors having at least u~~ard com-
patible instruction sets aid with a chaice of the necessary other devices available fran that vendor.
Looking at these peripheral devices fran the minicomputer vendor will enable comparison to vendor products
available fran other companies marketing plug-compatible devices at more favorable price/performaz~~~.Main Imemory, mass storage, tape units of every type , printers and terminal s are the ~~mmm~z~ peri pheral
equipment devices which can be used in configuring a system to a particular price/performance level.

An increasingly important aspect to consider is the availabi lity of vendor supplied sof bare
under which system developuent nay occur amid under which system operation will be supported. These inclin e
the use of languages aid file imsnagem~~ t packages such as !&PIPS (Massachusetts Utility Multiprogramming
System) developed at Massachusetts General Hospital . This system is finding increasing use in bibliogranhic
systems development w~ th the work being done at the Lister Hill Center for Biomedical Communications of the
U.S. National Library of Madicine. Another very satisfied ?4JMPS user is Washington University School of
lodicine Library in St. I~siis, Missou~i which has chaserm to create their network serials management system
called PHIL~~ 4 III in this language. ‘

Even if the system is to be developed as a complete package under ore vendor contract, it will
be necessary to evaluate and nrmitor the key decisions affecting the creation of the system. A nodular
arid flexible system of a generalized nature will enable future cnmhar~~~ment , fine tuning, and ncdificaticm
with less cost in programmer resources aid less time toward completion of the change. A more specialized
set of software will be easier to create initially tot will tend to be less flexible to new reauirements.
With this introduction in mind let use now discuss hardware factors in greater detail.

Central Processor. In the United States, Europe arid Japan there are currently 50-60 minicomputer manufac-
turers producing arid installing various models of 8, 16, 24 and 32 bit word length minicomputers. AltHough
nominally 8 arid 16 bit processors are considered to be minicomputers, same of these larger models have
~~~~r and features overlapping into the 24 aid 32 bit machines. Tierefore , in this autlors opinion , all
of these central processors sheuld be looked at as highly capable generali zed nodular computers — same
of which decidedly lend themselves to character node, text handling applications far better than others .
looking at these veidors, one can easily identify at least sixteen processors or families of proor-msors
which would be potential candidates for such applications as we have previously mentioned.

Mast minicomputer central processors employ a multiple bum architecture as this is d~~uper to
build and simple in design. wsever, such machines require a separate iimc*rt/output channel for each device.
Another architecture, fouid in the Digital Ek~uipment Corporation PW-ll Series minicomputer, is the single
bus type. The single bum architecture gives tie user more flexibility to mix devi~~~ of various speeds
together with tie ~~~ed advantage of direct input/output device communication with main memory , witHout
central processor involvement. lie only disadvantage of the single be is its greater design complexity
to accommodate varying data transmission speeds. The, few minicomputer manufacturers have employed this
architecture.

l~~rd lengeth for bibliographic tare slould be a lailtiple of 8 bit bytes. Lonqer word length
processors offer greater precision in floating point calculation, larger directly ~~~ressab1e memory, arid
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increased data transfer rates. Generally, the longer word length processors have larger, more flexible
instruction sets. These features arid the incorporation of the number of accumulators or system of general
registers , the input/output control scheme aid other facilities of the central processor fleet be viet~~as a wt~ le.

Since the majority of minicomputers use parallel, binary processors with single address
instructions, the number of accumulators can have a significant effect on flexibility arid processing
~~~er. With multiple accumulators in this type of machine, instructions involving operands in the
accumulator execute faster as they do not require retrieval of the operand fran main storage before
execution . Many machines rx~i available use a series of general registers, one of which serves as tie
Program Counter arid the others able to be used as accumulators or index registers.

To handle the problem of addressing more main memory than a single fixed word length of 8 or 16
bits permits , various schemes have been devised. One is indexing which is a form of address modification.
Mother scheme is to use single, double or triple word length instructions. To handle this problem, the
number of index registers serves as an indicator of the flexibility and ultimate efficiency of the specific
scheme chosen. Otwiously, more main memory is required to store multiple word length instructions, but
execution speed is usually izmprovert. Also levels of indirect addressing , where the address part of an
instruction specifies a storage location that contains another ~~~ress rather than the operand itself ,
are employed. In indirect audressing each level of indirect addressing usually requires an additional
storage cycle within the total machine cycles comprising total instruction execution tine.

Input/output control features of the processor such as a direct memory access channel as a
standard feature are important in a processor used for bibliographic work. In a multiple bus machine this
feature permits direct transfer of data fran a peripheral device controller to main memory without using
the computer ’s main hardware registers. Once the input/output operation has been initiated by the pra~ram
it can continue independently fran further program control . In a m inicomputer lacking this feature each
word being transferred fran a direct access storage device would have to ness through the orocessor ‘s
registers, interrupting internal processing operations and slowing tie possible transfer rate of data .

In virtually every real-tire, online interactive system, an effective program interrtot facility
is a requirement. This is as true in bibliographic system as in other online applications where siimul-
taneous users are invoking many varied functions in unpredictable sequences. An interrupt is a condition
where a temporary suspension of ronnal program execution occurs to permit dealing with whatever condition
caused the interrupt. Interrupts are of two types - internal arid external. Internal interru’ts are caused
by memory parity errors , illegal instructions , or p~~~r failures. External interrumts usually indicate
that a peripheral device has issued a signal for servicing or Ian completed an input/output transfer .
Contents of the Program Counter arid tie Program Status ~brd are temporarily stored followed by a transfer
of orotrol to a software routine ti-at determines the cause of tie interrupt and initiates an appropriate
action. Ti-a number of external interrupt levels stows the number of different external devices that can be
recognizeS arid tie paemr of the interr upt system on a particular minicomputer processor.

Main t.~~mory. Although most current minicomputers use ferrite magietic core technology, increasingly tie
newest machines are moving to metal oxide semiconductor (lIDS) aid bi-polar teduologies. In same machines
auxiliary memory of either of these types is offered . In others the whole memory is of this type. Higher
performance can be achieved through shorter memory cycle tire with the the i-OS aid bi-polar products, but
still at same increase in cost over ferrite core memory. Today ’s storage cycle tires range frami 850 nano-
seconds to 3 microseconds for ferrite core memory, with PUS arid bi-polar memory normally in the 200-600
narosecoid range.

In order to secure certain other features on same machines, a basic minimum am~~nt of memory
must be procured fran the minicomputer vendor. For example, at ore tire the Digital B~iuiament Corp. PIP-ll/40
required a mininu.xn of 32K words memory before the memory management option could be secured. This enables
addressing up to 124K words of memory in that machine. It is a type of virtual addressing scheme wherein
the normal 16 bit direct byte address is no longer interpreted as a direct physical address bit as a virtual
address containing information to be used in constructing a new physical address of 18 bits incorporating
the orsitents of the active page register. With plug compatible memory available for this computer which is
251-40% cheaper than the vezüir supplied memory , it coild be very advantageous to order a minimum 16K
memory nodule aid then equip the computer later with plug-compatible memory of sufficient amctnmt. Instead,
a 32K minimum will need to be anguired to get this imumory management option , necessary if over 32K words
of memory are needed.

A key factor to consider is the total amount of initial memory required by the system to tar
developed . This will be determined by pinpointing tie miniimsna required by vendor sm~~ lied software, other
software such as data base management system products , estimates of the size of application sofbamxe, tie
number of device buffers required or amount to be set aside for dynanic buffer allocation , and any reserved
memory space which specific machines require. This latter aspect can be illustrate! again by looking at the
PIP-U Series mini~~~puters. As these machines handle all input/output operations through a single him
called the WI~ JS, memory aix! device co~trollers are ~~~resae1 alike through reserveS ~~~resses in memory
rather than through a separate class of input/output instructions. Tiese reserved addresses in tie PIP-U
occm~~’ the highest 4096 words of memory which can be addressed, thus reducing by that assz~t the total
memory available for other purposes. ik~ e~~~, this sdeme does afford the advantage that each device
controller can read and write to memory just llice the central processor. This enhances central pro~~~sor
throughput arid simplifies programming at the e,qense of same input/output overhead tine.

Mamory protection is now a standard feature of many minicomputers arid generally offered as an
extra cost option by other vexkrs. In the PIP-li Series minicomputers , memory protection is a feature of
this memory management option described sHove. In an online, multi-user system this feature is highly
desirable to prevent programme fran causing damage to each other through unauthorized writing in certain
areas of main memory. Other machines use software means or a combination of hardware arid sofbmre to
accomplish this protection.
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Parity decking is azother feature which is more coamrzm as a standard offering in same manu-
facturers machines. lta~ever , it may be argued that reliability of modern electronic aid semiconductor
memories is so high that this is an essaxy extra coat. Even so, many plug compatible memories offer
parity checking at still lower cost than similar non—parity memory fran tie minicomputer manufacturer.
In a larger system, where high transaction volumes or the handling of very critical data exist , parity is
a desirable feature, m~~rth any added cost. For other applications, and perhaps as tedinology continues to
improve , it may not be considered a necessity.

Peripheral I~ vices. Very important to bibliographic systems is the configuration of peripheral devices
that enable data input, output, storage, arid system housekeeping or protection functions. In online
bibliographic systems disk mass storage devices represent tie most significant cost portion of system
haxdware. Each minicomputer manufacturer offers a lire of peripheral e~uipoent irmterfa~~ I to his system ,
supported by his software arid summetimnes configure! into packages designed for specific commercial applications .

In order to do sorting aid merging three physical devices are needed. These could be a disk
unit arid bo tapes or three disk units or another combination. however, in an online system sequential
storage tape media are used primarily for disk backup copying, transaction recording for system backup,
input of batch data or output of batch data for use in another computer system or for a later processing
purpose.

As bibliographic records are lengthy, fairly large capacity devices are needed for most
library applications , unless only rather current data is made available online. As the system grads,
unless old data are removed fran online storage, the disk stor age will require an increase in its capacity.
Depending upon the size aix! transaction load requirements of a system , removable disk pack drives frau
20 million to 176 million bytes are available on a number of systems. Cartridge disk systems with emmall
capacities of 2.4 million bytes are available in the enaller systems or may be used for system disk use.
For program residency aid swapping to main storage, fixed lead disk systems can be added in sizes of 512,000
to 1.2 million bytes. In mnaller systems, floppy disks can be imed in place of cartridge disks or fixed
lead disks if speed is rot a major factor. Flcpoy disks axe now available with storage capacities greater
than 300,000 bytes through improved densities aid the recording of both top aid bottan surfaces of the media.
For system software, diagnostic loading, arid similar use, flcppy disks are becoming very popular due to
their low cost and excellent reliability.

Industry compatible magnetic tape units with recording densities of 800 and 1600 bits per inch
and reading speeds fran 45 indies per second up~ard are generally available fran the main minicomputer
manufacturers. Cassette or cartridge tape drives using either the Phillips style cassettes or the ~4Oimmpany cartridges provide lower cost, lower capacity serial file mediums which many systems find quite
adequate for transaction recording, diagnostic input, system loading, arid program storage.

Printing capabilities in bibliographic systems range fran short on-demand products such as user
notices , bibliographies , book orders, circulation date due and fine notices to long printing of specialized
bibliographies or catalog cards which require a very high quality, bottan feed printer mmethaniaim. In a
bibliographic system nest such printing will occur at the user site through a remote printer device of
serial character type aid which may also incorporate a keyboard for use as an input device as well. Many
units having an l~~232C or current loop interface can be used depending upon print style requirements, cost ,
aid character set requirements.

t.tat comima-nication to a minicomputer system occurs through a terminal device having a keyboard.
Since most interactive use does not require a line-by-line record of dialog, visual display terminals have
became tie main terminal devices for data entry, editing , and ipouiry. In general , the display terminals
offered by the minicomputer manufacturers are not very desirable for bibliographic system use as they do
rot have character sets beyond the normal upper/lower case 96 character ASCII set. Also, they rarely have
the other features such as function keys, block node tranemmission, protected format or other features of
inrçortance to a well designed bibliographic system. Thus, in choosing a minicomputer system it would be
wise to reserve terminal choice to a separate procurement activity as generally different vendors will be
involved. Where the system is to be a simple single application type, it nay very well be possible to use
these less sophisticate! devices; for example , a simple circulation ~~ mtrol system without full bibliographic
information inc1ix~~d in the implementation.

Data comimixnicaticns interfaces for systems involving more than one terminal device, whetler all
are physically proximate or remotely located fran the building housing tie computer reed to be examined .
Various alternatives are offered by the miniconputer manufacturers which enable hardware interfacing of
terminals to computers and computers to otter computers as well as tie tying of creputers together to operate
in a mi.zlti-processor fashion in large minicomputer systems. Depending upon the nature of the arplicaticn,
tie data communications provisions may assume a very important part of tie overall evaluation.

In general , many other specialty devices such as optical ward equipment capable of reading bar-
code! or zebra labels may be procured. Digitizers, plotters, color display devices, optical character
reading devices, lbllerith card readers , paper tape readers and analog/digital data converters are same of
tie specialty devi~~~ available for interfacing to a minicomputer. Wsamver, tie applicability of these
devices is low except for the use of tie optical ward reader in circulation recording systems or large
processing center control of the status of items proceeding through the center for cataloging, physical
preparation, etc. Again , if these kinds of devices are to play a part in tie system, their procurement

be done best by a separate specification and bid process.

Softwere arid Instruction Sets. Thday virtually every major minicomputer vendor offers a wide variety of
softwai iii~tI~~~systeme , assemblers , macro—assemblers, compilers , communications control, file
management, data base management systems, linkers , loaders , text editors , utilities such as file dimps, disk
compression, aid diagnostic routines represent the range of system support and develqimemt software
available. Unfortunately, fei applications programme for bibliographic systems axe available hot a number
of single application oriented systems are available for circulation control fran their developers .
ikn&ver, soon same library systems developed under the i’L14’S data base and Language system am Digital 



Fqui~eent (~ rporation P~~-llJ34 and larger systems for library aid information retrieval system use. A
data base management system called PA!1WIN1~~R , written in the ?43’VS language , currently operating mi~~rE4IIPS, but planned to eventually opera9 tnder other PDP-ll operating systems , has been developed at tie
U. S. Dru thforcement Acimministration. This system is being used to su~purt a very clever searching
scheme involving multiple yet related families of information. This software could be used to helix! an
integrates online library management arid retrieval system. This agency is planning to enhai~~ this package
to operate under one or more of the most powerful operating systems available for the P~~-ll Series larger
macnines. Another system could well emanate fran other work going on in the United States , Great Britain ,
or Australia.

Except for single purpose systems such as circulation control , library systems of arm integrated
online nature , with multiple terminals, large files, arid diverse application tasks which are largely inpot/
output dependent require systems configured on the mmmethun to large scale end of the minicomputer ranges .
If data base management system packages, such as D!~~~-ll, on the PDP-ll are used for the heart of such
systems, these require the larger machines as higher level languages such as a)I~DL are used for applications
brought up under the data base management system. A rather sophisticated operating system aid large mmmory
are required in such a system . L~~~ ver , the number of users to be accommodated , the flexibility to a~~~mmo-
date very large aid complex data structures make this an attractive system for these larger library
bibliographic systems .

In just the last several years vendor software has now reached the point that it can support
bibliographic system develotinent so that the user does not have to start with a bare machine arid develop his
own operating system, utilities, software device drivers, file managers , disk access aid allocation routines ,
aid other enablirg programs. Thus , vendor software will be of increasing iimoortance in making a choice of
system depersili-ny upon whether the system is to be a sir-pie or multinle user tvne , or serves a single task or
is to be highly integrated .

The instruction set of the minicomrsrter in same machines is implemented through micronrogrammod
seauences stored in a read-only memory (1~1’1) in addition to the conventional hardwired lcxji c nortions. Same
machines offer user nicrcprcpranrming ability via a programmable ~~4 or PI~YI memory. In the rs~ units these
are ron-alterable by the user arid are created by the verdor. Micronrograminabilitv can greatly increase the
flexibility of a minicorm-nuter, bat here , again same trade-off s of reduced speed aid increased price will he
encountered.

Nost r t n  computers are weak in data test type instructions as they have no ~~ 1PP,RE instruction.
This is one area where same machines could be enhanced by proner micronrograming . Instructions such as
TRN’~SlATL are also rot found on minicomputers but macros in the programming can be used to ijm-nlement such
instruction capability fran a macro library .

For bibliographic applications byte arid bit rmmaninulation are necessary capabilities. If this
is ef fectixi by hardware features rather than through software, nrocessirmg sneed will be increased . Immediate
or literal instructions are available in sane minicomputers which save storage aid execution time. An
inimethate instruction uses its address field to hold the cnerazid itself rather than the address of the
operand , thus saving the time to fetch the operand as well as its storage space .

hardware multiply arid divide capabilities are useful in same of the business and statistical
portions of bibliographic systems , although programmed sti~routines can be suistitutsi where this capability
is not a hardware fea ture or option. Normally hardware floating point instructions are rot avai lable in the
lower price! minicomputers aid only in the larger minicamouters is this capability offered , sametimes as a
standard feature but more often as a senarately priced option. Hewlett-Packard i~ 3000 Series a]nm,uters
of fer hardware floating point as standard while the Digital Ec~uiTmant Corrmration P1)P-ll/70 offers it
as an extra cost option priced at $5,600.

A real t ine clock and/or interval timer is cmuitc necessary to any online system so that nrporamm -
‘

can determine tire of day or measure intervals to trigger interrupt signals. Pc*er failure protection arid
automatic restart is also vital in this type of application.

Ofl!ER EVAX1~TP~E CRTIERIA

In choosing a minicxztputer , evaluation of the ver~~ r ‘s ability to orovide service arid support
is usually critical except in rare cases of certain large agencies having internal hardware servicing
support. Without a good relationship between user and ve,~~ r , what may be a technically superior hardware
system will be unsuocessful in operation if it cannot be readily serviced . Thus, in particular locations
thr oughout the wor ld , systems to perform tie same tasks may, of necessity , came fr-un different manufacturers.
This may be true even though a system may lack certain technical merits as often a best cammnrOnise choice
has to be made.

Delivery schedules of vendors may also influence choice, particularly in heavy demand periods
for specific systems . ~~~~ver , sanetimmes a third party procurement can be arranged thrcsph a lessor or
system broker who essentially is purchasing machines in demand aid then selling his place in tie delivery
queue. Tie wmr-xlor ‘s ability to supply the major portion of the hardware arid appropriate software acxxzding
to customer specifications or policies will particularly influence choice in tie enaller systems.

l.tiltiple vendor systems do have problems, but in a bibliograthic application multinle vendors
are inevitable if a well co figured and ~~~t effective system is to result. At least a mminicomouter ~~ dor ,
a terminal vendor , ar-md same special device vendor for ontical wand readers will rormmmally be found. Ikiwever ,
in a well managed arid directed enterprise , improve! performnaroe at sane significant cost savings can result
f ran a careful selection of plug compatible devices , depending urxs-n the customer arid his pricing qvalifications
with the individual vendor — such as educational air! auantity discounts or pre-paid service discounts .

- - - -
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Fran our discussion here , it can be inferrer! that selection of a minicomputer system for
bibliographic applications involves definition, organization , decision trade-of fs , coat considerations,
varying procurement procedures, arid much good comrrxt sense j midgement based on technical exrerience.
Whether the system is large or email, the sane organized approach arid considerations should basically
apply. In a paper of this length it is only possible to cover tie most essential factors of haxtiware/
software selection wnich apply to bibliographic systems. Certainly , as one proceeds toward system selection
other considerations may also have to be incorporated which have not been touched on here . Same of these
coulu relate to specific contract provisions of purchasing or leasing or obta ining a completely nackaged
mnini xirputer system composed of nardwaxe, application programs and supporting systems software.
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SUMMARY

It is possibly true to cay that libraries contemplati ng using computers to help with housekeeping and
ma nagement will often consider circulation control as one of the first  systems for conversion. This is
in dicated by the relatively long history of suc h systems.

Thoug h the use of minicomputers in libraries is a more recent innovation , thei r use in circulation
control is now we ll established. However , their mode of application is seen to be variable and dependent
on the local circumstances and priorities which a library plac es on various aspects of its system manage-
ment . Examples of minicomputer circulation control systems are described to illustrate how the computer
has been utilized in quite different ways to cope with the problems of differing library requirements.

INTRODUCTION

The use of computers in circulation control is now well established althoug h in fact it is not much
more th an a decade since computers were being considered as suitable aids to libra ry hou sekeep ing
routines for the first  time. For example , publications of the mid- sixties such as that by Harvey ( I )  were
referring to circulation control systems which relied largely on the physical sorting of transaction cards
as the ce ntral process. Progress throug h the 1960’ s into the 1970 ’ . saw a rapid develop ment and imp le-
mentation in this field. The three papers by Wilson (2) ,  Lingenberg (3) and McCann et al (4) are
interestin g in that over the few years they represented it is possible to see the rap id increase in sophisti-
cation of systems being used. The paper by McCann et al also refers to one of the earliest instances of
minicomputers being associated with circulation control. This was at Bucknell Universit y Library, where
it was use d as a ba ,L- up device in case of failure of the mainframe machine.

The rapid development of on-line systems in the earl y 1970 ’ s to gether with the even faster develop-
ments taki ng pace in minicomputer production led inevitabl y to the minicomputer-based circulation control
sy stem. The conference proceedings edited by Lancaster (5) an d the papers from the LASIE Workshop
on on-line circulation control systems (6) serve to give some indication of the state of the art in the U. S.
and Australia at that time , with Foil & Carter (7) providing more recent information for the U. S.

In the U .K .  the same process has been taking place as indicated by publica tions by Young (8) ,
Ga llivan (9), Hu dson (10) ,  Partridge (11 ) ,  an d more recently, by As lin (12 ) ,  G reen (13 ) .  Pickles (14) and
Wilson ( 15).

There i s obviousl y a great deal of information eith er already available or being produced at this time.
I thoug ht it wo rthwhile , there fore , to conce ntrate on the system which I have been responsible for develop-
ing at the University of East Anglia (UEA) and comparing aspects of it with other existing systems , one a
large public library, the other a co-operative academic library system. The UEA system illustrates the
high degree of control that minicomputers place in the hands of the issue desk staff , an d it is also possibl y
one of the first systems developed which has the potential of being complet ”ly in dependent of any mainframe
computer. Until now this system has not been described in any great detail in print.

THE UNIVERSITY OF EAST ANGLIA CIRCULATION CONTROL SYSTEM

Backgroun d

The University is one of the ‘new univer sities and took in its fir it  students in 1963. There are
almost 3 . 500 undergraduates in the year 1977/ 78 and the Library has some 5 , 500 borrowers on its files.
Book issues were about 238 , 000 for 1976/77 not including the Restr ic ted (short) Loan collection.

Prior to the introduction of the present system the Library operated an off-line batch processing
book circulation system based on that developed by the University of Southampton (16) .  The data input
which this required Involved the use of an 80-column punched card in each book and a punched plastic
bad ge to Ident i fy the borrower. Issue desk transactions were accomplished by usin g the cards and
badges as necessary to produce paper tape for computer processing via Friden Collectadat a terminals .
As quite a large amount of effort , and therefor e cap ital investment , had bee~ necessary to produce 
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machine-readable book records , when it became necessary  to replace the ageing te rminals ,  it was
decided to t ry  to retain the punched card form of input. Experience with the old sys tem had also shown
that there was an advantage in inputting alphanumer ic data at the time of t ransact ion .  Thi s helped clear
up problems which could ar ise  due to imperfect data collection and transmission - a problem frequently
encountered with the electromechanical Collectadata machine s.  I t was also felt essen t ia l  that inform-
ation being supplied by the system either to Library staff or bor rowers  should contain as much detail as
possible.

A survey of possible computer-based circula tion sys tems then in existence or under development
led us to the conclusion that the Singer System Ten computer (now I CL System Ten) with i ts  associated
Model 100 Job Input Station (JIS) terminals held the greatest  potential for providing a system compatible
with our methods of data collection and would allow a large increase in control with only a relativel y
modest commitment to software development . The Sys tem Ten is desi gned basically as a transaction
processing machi ne and was therefore well-suited to the procedures which are character is t ic  of the day-
to-day running of an i ssue  desk. The capital investment on machinery seemed large , (about £ 3 0 , 000 .
equivalent to over $60 , 000 at that time) but it was felt  coa t -e f fec t ive  when all other considerations were
taken into account .

The McKe ldin Library at the University of Maryland . U. S. A . , had been using this equi pment for
their circulation control ( 1 7 ) .  But there it was being used to collect  daily transactions which were  then
processed overni ght on the Univers i ty  mainframe machine. Thi s kind of hy brid system using a mini -
and mainframe computer had also been developed at the Univers i ty  of Lancaster in Eng land (9 ) .  It
see med to u s , howe ver , that as we were a smaller university than Mary land the System Ten computer
with a sing le 10 million characte r disc had the capacity for holding all our fi les on-l ine and not just the
daily transactions. Thi s was borne Out by some studies on the old system , some results  of which were
r eported in 1976 ( 1 2 ) .

At about this time the Singer company also issued new software , Disc Management Facility Mark II
(DMF II), designed to run on their up-graded Model 21 processor .  This has the facility for direct acces-
sing of files in the random mode , thus allowing potentiall y rapid access without the re- indexing problems
which can occur with indexed f i les .  There are problems associated with random access  also , but it
was felt that the advantages outwei ghed the disadvantages.

Experience with our earlier off-line computer -based system had demonstrated the advantage of
co-op erating with another library in using a developed system and making only minor alterations to suit
our own environment. Althoug h one may not end up with one ’ s own expectation of a perfect system and
will have to change some existing procedures and desi gns to accommodate the ‘fo r eign ’ system , the re
can be a large gain in other respects , such as speed of installation and , one hopes , tes ted and r eliable
programs. Obviousl y, if there is no computing expertise available to the Library then there is li tt le
choice in this matter. In our case as software supplied with the machine covered disc accessing,  file
handling, terminal control and communications , then all that was required was to develop the software
used to process the data being entered into the system , to store it , and to allow access and removal of
information as necessary .  In the event this took about six months.

A small advisory working group was Set up with the purpose of working out the detailed require -
ments of the system. On occasions larger meetings of the Library staff were reported to with the
object of keep ing people in touch with developments.

As the machinery had bee n delivered some months before the scheduled ‘ go live ’ date we had the
advantage of developing the software in situ. Also , the advisory group and other members of the Library
staff most involved could see how things were progressing and if necessary propose changes. Having
machinery on site during the development phase was extremely valuable as it allowed a flexible approach
to the system design and allowed staff to become familiar with the terminals and their responses. With
this kind of development there is of course a cost to be considered. Expensive machinery is not ,
seemingly, doing pr oductive lib r ary housekeeping, and on e mu s t make allowances fo r the possibility of
a slightl y longer development time than mi ght have been the case if developments had taken place else-
where with the use of a detailed specification of output and input requirements.

Th e Hardware and Software

The Sys t em Ten configur ation pur chased for the circ ulation cont rol system consists of a DCS
(Da ta Collection System) comprising:

1 Model 21 Processor with 40K characters of memory
1 Model 40 Dis c Drive with a 10 million character disc
1 Model 45 Magnetic tape unit
I Model 70 typewriter Workstation
3 Model 100 JI S terminals

Subsequentl y we acquired a serial printer to facilitate the printing of large amounts of data.
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The software supplied with the machinery includes such things as a Monitor , clock program .
terminal driver , to gether with utilities such as an Assembler , Edito r an d File Maintenance
program.

The processor allows hardware partitioning of memory by placing 1oop connectors in particular
positions so that the memory can be divided up into blocks or partitions. Each partition is of a size to
acco mmodate a resident program . Slow perip he ral devices are connected via a hardware input /output
contro l (b C) to the partition containing the relevant program. Adjoining partitions and their associated
peripherals are comp letel y in dependent and can be working on other tasks. Part of the memory is
calle d Common Memory and is accessible by all partitions. This contains all the standard file access
routines compiled into a program called LIOCS (Logica l  In put Output Control System ) .  These routines
are used for accessing the fast peri pher al devices , the dia c and tape , via the hardware File Access
Channel (FAC). Any program too large to reside in a partition , i . e .  over 10K characters in our
machine , can either overflow into the common area or can be overlayed from disc. Automatic switching
from one partition to another provides slices of proc essing time for each program. Consequently,
multi-programming can take place without the requirement of a software executive or operating system
and this saves core space. A guide to the layout of computer memory is shown in Fi g. 1 .

I CL System Ten Model 2 1
Workstation Processor with 40K Characters Disc

of Memory - -(10  million characters)

0 
Partitions Common Core

Mon itor 
LIOCSPrinter Program

Magnetic Tape

JIS Terminals 1 Clock proaram
2[ Ill— T erminal lir iver and

Data Va lidat ioi~ / Processing
— 

P r ogra n-~s

I verdue-n il— i Notices

Ma infram

niiI~III— Co te r

Fig. 1. UEA Library System Outline and Core Memory Layout

The ten million character disc is arranged in 100 , 000 sectors 100 characters. This does not
mea n that records always have to be 100 characters in length , but this facto r has to be kept in mind when
the size of recor ds and files and the efficiency of diec space utilization are taken into consideration.
Records are grouped in files , and files in pools. All files in a particular poo1 would normally be of a
similar kind , e . g. object files or source files , but when relative and rando m direct access data files are
used then only one file is allowed in each pool.

The magnetic tape unit is used for data security reasons in case of disc failure. All daily trans-
actions are written to tape as well as disc. Magnetic tape is also used for communicating with the
University ICL l903T mainframe machine.

The workstation is the main control device and provides a means of inputting data and printing
system messages.

The JIS data collection units (Fig.  2 . ) are the successors to the Collectadata machines mentioned
above. They are sophisticated intelligent terminals capable of imputting al phanumeric data read from
80-column cards , punched plastic bad ges and a numeric key board. A windowed display screen is
provided with a photographicall y-produced mask containing up to 50 fIxed message. (Fig. 3). In addition
at the top of the display area lighted numerals show either the time of day or the variable numeric  data
being keyed in.

- - .— .-. --—- - -------- . --- —.--
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Numeric display area -

Ins t ruct ion/message 
_______________

dis play windows

Transaction select buttons

Numer ic  in put and 
________

control buttons

Card reader

Badge reader

Fi g. 2. Issue Desk Terminal

KEY IN INSERT KEY IN KEY IN INSERT INSERT RESERVED KEY IN KEY IN SELECT
CODE BORROWER BORROWER RETURN RENEWAL AUT IIORITY BY RESERVER S RANSACT ION RA ’ S S C T I O K

NUMBER BA DGE NUMBER DATE BADGE BADG E ANOT h ER NUMBER NUMBER
BORROWER

BOOK NOT
ALREADY INSER T KEY IN BOOK BORROWER INSERT NOT NOT OS TRAN~~ ’ T T ’OH BOOK BOOK NUM BER CATEGORY PUNCHED RESERVABLE RESERVED IRCUIAT ION

LOAN CA RD NUMBER INCORRECT INCORRECT CR.RO FILE

BORROWING BORROWE R RETAIN RESERVED RORRWER KEY IN AC TION
CODE BADG E PROHIBITED ORROWER I /O RLIMIT NOT BOOK FOR (RETAIN NUMBER ERROR BADGE B 

EMil’SINCOPS ECT EXCEEDED ON FILE ISSUE DESt BOOK) INCORRECT
SUPER VISOR

EMERGENCYMISSING EMERGENCY BADGE TRAP CANCEL
ISSUE TRAP Rt - E’TCR

RENEWAL TEST BADGE RESERVAT IONBOOK (NO BADGE) BOOK

ISSUE LOCATION EMERGENCY SPECIALISSUEISSUE RETURN EMERGENCY RENEWAL (3 DAY LOAN ) 
RESERVATIO ENQUIRY 

IGRE~~ CAS O
TRA NS.ICT1O ~RETURN

Fi g. 3. Display Screen Messages

The fixed messages are generated by lights behind the mask , an d they are of two kinds: either
instructions to the operator as controlled by th e terminal resident programs , or mes sages produced as
a result of the core resident program working on the data input.

The system ca n deal with up to 90 different transactions although at IJ EA we use onl y 27 Of
th ese , the nine most common are stored in the terminal memory thus allowing faster access , and
indivi dual transactions are selected by pressing one of the buttons below the bottom row of illuminated
le gends. Under normal idling conditions these are all lit.  Any le ss common transactions are selected
by pressing the special transaction button and key in g in the number required so that it can be loaded from
the computer main memory. For example , to issue a book , assumi ng that both borrower badge and book
car d are present and that it is not a short loan book , the issue desk assist ant p re s se s  the button below the
window marked ‘Issue ’ . The terminal program switches off all other li ghts except ‘Issue ’ and lig hts up
the window marked ‘Insert  Borrower  Bad ge ’ . The assistant then inserts he bad ge and the terminal
chec ks that it is inserted correctl y and has enoug h holes punched in it. If all is well it give, a faint
audible signal and li ghts up the window with the message ‘In sert  Book Card . The terminal reads the
card and checks that it has also been inserted correct ly and gives an audible si gnal that all Is well. If at
any time the card or bad ge had been inserted incorrect ly th e ‘ Re-Ente r ’ li ght is flashed and a repeated
warning sound is given . Pressing the ‘Enter ’butt on t ransmits  the data accumulated by the te r minal for
further processing. The ‘Tra nsmitting window remain , lit while this take. place. I f all validity
checks and file up dates have been successful  the terminal re l ig hts the ‘Issue ’ and ‘Insert  Borrower

- --—~~~- ——~~~--- - --- —--
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Bad ge ’ windows to allow the next issue transaction. If any data or attempt at file up date was found invalid
then the ‘Error ’ window flashes , the re levant error message window is lit and the repeated warning sound
given. If the circumstances of the error are such that more explanation is necessary then details are
printed automaticall y on the workstation. The error flashing light and sound can onl y be stopped by
pressing the ‘Cancel’ button. In an error-free condition this also serves to place the transmitter in the
neutral or idling mode to allow selection of other transactions . Th e numeric keyboard is used for
enquiry transactions or in cases where the book card or borrower bad ge is absent . For example ,
selecti ng the Location Enquiry transaction lig h ts the w indow ‘K ey in Book Number ’ and eigh t zeros are
displayed on the numeric display panel. As each digit of the book number is entered it appears on this
panel and allows the assistant to check the accuracy. Pressing ‘R e- Enter ’ wil l return the panel to zero
again allowing repetition of data input . A li st of the transactions is shown in Fi g. 4.

Transaction

Bad ge Card Key board
Issue Tra nsactions
NORMAL - Standard Loan x x

- Three Day Loan x x
- Variable Loan Period x x

EMER GENCY - No Card - Standard Loan x x
- “ - Three Day Loan x x
- No Bad ge - Standard Loan x x
- “ - Three Day Loan x x
- No Card or Bad ge - Standard Loan x
- lb - Three Day Loan x

R eturn Transactions
NORMAL
EMERG ENC Y - No Card x
Loan Renewal Transactions
NORMAL - Standard Loan * x

- Three Day Loan * x
EME RGENCY - No Card - Standard Loan * x

- “ - Three Day Loan * x
Reservation T ransactions
NORMAL x x
EMERGENC Y - No Badge x
SPECIAL CARD INPUT *
Other Tra nsactions
MISSING BOOK ISSUE * *
CANC EL R ESERVATION * x
TRA P BOOK *
TRAP BORROWER * x
BADGE TES T X
BOOK LOCATION ENQ UIRY x
BO RROWER FILE ENQUIRY x
RESERVAT ION FILE ENQUIRY x
AUTHOR /TI TLE INF ILL *

x — Type of input used
* — Special Badge or Card

Fi g. 4. Circulation Control Transactions used at UEA

Validation

Besides the checks carried out by the .TI S terminals the system program s check automatically on
such things ae:

Mod u lus-l l  check on Borrower number
Borrower on file
Borrowe r badge not out of date
Borrower not trapped for any reason
Borrower is not about to borrow over the limit
Book number Modul us -lO check
Book not already on file at time of issue
Any book traps
Whether a reservation is possible
Whether a loan renewal Is possible.

-J
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Files

It had been decided that the system should be completel y on-line with all data accessible for
immediate updating after appro priate validation checks , and that answers to enquiries should be as
immediate and as comprehensive as possible . With this in mind the speed of access became important.
The nu mber of file accesses  and data t ransfers  in a circulation system is potentiall y v e r y  high , and
depends on pa ramete r s  such as the lengt h of loan period and the maximum number of books allowed on
loan to a borrower . The fastest possible access would have been the relative acce s s  or self-addressing
method where each record has an absolute fixed address relative to the beginning of the file , an d its
identifier , the book number for example , would have been directly related to its disc address. This
method would have required a large commitment in disc space , in effect . one recor d for each borrowable
book , whether or not it was on loan , and in our case quite out of the question. The slowest  method would
have been serial access  an d obviously also out of the question for a real time system with large files.

The choice available to us lay between indexed files and random direct access .  These give
approximatel y equivalent access times when first set up, but where a hi g h tu rnover of data occurs th e
indexe d fi les  become inefficient fairl y quickly and system response times increase. The indexes have
to be recreated quite frequentl y and this is a time-consuming task . With the random direct  access
me thod each record has a key which is subjected to an arithmetic manipulation by a hashing or address
generation al gorythm . The result of this is to produce an absolute disc address relative to the begion ing
of a file , and whenever the disc is accessed the hashing algoryth m is used to find the relative address .
This means that , theo retically,  al l records have an equal chance of being found on the f i rs t  try . Fi les
of this kind , however , have their problems . There are about 300 , 000 borrowable books at UEA , but as
previo us studies had indicated that we were unlikel y to have more than 2 5 , 000 books on loan at any one
time the circulation file size had been set at 30, 000 records . The key used , i. e , the book number , is
eig ht digits in length , Therefore , some of those 300 ,000 ei ght-di git keys in try ing to produce an address
betwee n 0 and 29 , 999 are going to produce identical addresses for different book numbers. This phen-
omenon. sometimes k nown as overflow , gives rise to chaining of records . If an incoming record finds
its f irst  choice position alread y occupied then it is placed in the next available space . With time the
problem becomes worse and lengthy chains can be built up causing a degradation of response time. For
optimal working the file should be about 80% full. Below this there is a waste of disc space with very
little improvement in response time , whilst above , a rapid increase in response time takes place.
Deleted records remain on the file in order to retain the integrity of the chains and allow overflowed
records to be foun d. They are also sometimes used in providing information about the past status of a
boo k. But eventuall y they have to be removed . This is accomplis h ed by a set of prog rams desi gned
for that task , the File Clean-up Sub-System pro grams. The circulation file is cleaned up every two
weeks in term time , the other files less often.

Because random direct access files are suitable only for fast retrieval of information via one key .
and as it was a requirement that book or borrower information be supplied on demand it became necessar y
to maintain separate files .

The main files maintained b y the system are the Circulation File , the Borrower File and the
Reservation File. These are all random direct access files . In addition , the dail y transactions are
stored in a variable sequential file. As all files are on line there is no need for a separate trapping
file for reserved books , delinquent borrowers , etc. All records are capable of being trapped by setting
flags . This is done by individual transactions , such as Trap Bad ge ’ or by the program logic , for
example , on the return of a reserved book. A study we made of the usage of the old circulation system
applied to a prediction of probable usa ge of the new system indicated the file s izes  that would be needed.
In two cases this was overestimate d.

The Circulation File

This is a file of displaced items . It includes books on loan to individual borrowers , missing
books , books at bindi ng, books reported lost , on inter- l ibrary loan , bo oks which are b sing repaired and
those which are in the short loan collection . It should theoreticall y contain a recora sr any item not
on the Library shelves , except of cours e , books which are being read in the Library, or waiting to be
re shelved. The Circulation File record is a simp le ooe with a fixed length of 100 characters of which
at present 94 are used (Fig.  5 . ) .  It occupies 30 , 000 sectors of disc space.

The Bo rrower File

This is a file of registered borrowers and the books they have on loan. It contains records of
two di fferent kind s (Fi g. 5 . ) ,  one , the bo rrower details , the other the book numbers of borrowed books .

T he main problem with desi gning this fi le was that allowance had to be made for , on the one hand ,
a borrower with no books on loan , and on the other , spe cial Library ‘borrowers ’ such as the short loan
co llection which may have 3 , 000 or more items on loan. To provide every potential borrower with
enough fi le room to accommodate the maximum number possible would have required a great deal of

-— - - - - - . - .- .- - - - - -~~~~~~~
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disc space. The solution adopted was to add a di git to the borrower number thus providing an eight -

digit key. Every borrower must be on file for the system to accept any transaction involving him , and
therefore his bo rrower de tails are stored in the record whose key i ncludes a ze ro .  As soon as the first
book is charged out the system allo cates an additional record of 100 characters g iving the borrower
number  an ext ra digit ‘ 1 ’  to form the key. Up to ten book numbers can be stored in that record. When

the borrower takes out his eleventh book another record is created with a ‘2’ and so on up to nine additional

reco rds , thus allowing up to ninety items on loan to any one borrower badge. ‘Borrowers ’ such as
Binding and Restr ic ted Loans are catered for simp ly by provi ding them with a block of bad ges whose
numbe rs have a common four-di git root . This provides a theoretical l imit  of 9000 books to any one
borrower.

As soon as enough books are discharged to empty a record then it can be allocated to the free
file space for use later by the same or a different borrower , as the case may be.

The Borrower File was orig ina lly a llocat a d 15 , 000 sectors of disc space but this kind of dynamic
file pr ocessing has meant that even when the system is on maximum loading only about 10 , 000 sectors  a re
used . Apply ing the 80% ru le it was therefore possible to consider reducing the file size and to allocate
the saved disc space to other tasks.

The Reservation File

This is a file of res erved books with the reservers  borrower numbers (Fi g . 5 . ) .  A maximum
of three reservations per book is allowed as experiencc has shown that a lon ger queue was pointless
since , b y the time the fourt h potent ial borrower was notified that the book was available it was usually

too late. The file was ori ginally allocated 4. 000 sectors of disc space , but one surprising and gratif y ing
fac t to emerge was that the new system improved the turnover in reservat ions so much that it is now

rare for more th an 400 books to be reserved at any one time. The file size was therefore cut by a half
and ca ld be reduced even further if disc space becomes a problem.

CII tC ULA TI ON FILE R E C O R D

Book Author / Tit le C lassmar k R e I u , n  Borrower Ca t egor y Reserve & Exception Overdue & Recal l  1

Number Date and Number Flags Counts

BORROWE R F I L E  RECORD (Sector ze ro )

B o r r o w e r  Sector B o r r o w e r  Bor rower  Name Title Address  Bor rower  Badge Expiry Lost Badge
Number Number Category Code Stop Code Date Link No.

B O R R O W E R  FILE R E C O R D  (Sectors  I - 9)

B o r r o w e r  Sector Sector 
- 

Stored Book Numbers
Number Num be r Const a nt 

— _____________________________________________________________

R E SE RVATI ON FILE RE CO R D

f i3ook Rese rva t ion  Res e rv e rs Reserve Shelf
Number Count Indicato r

Fi g. 5. Record Fields (Not to scale )

Day-to-Day Running

I have already re fer red to the JIS terminals and made passing referen ce to the Workstation. This
latter machine , rather than a Visual Display Uni t , is used as a controlling device , due to the need for hard
copy messages . It has a normal typewri t er key boar d with additional control keys.  Illuminated fixed
messages on a Screen indicate the statu s of the machine , ‘On- L ine ’ or ‘Local’ for example.

First thing in the morning it is used to start up the system and open the files. It is then
co ntinuall y on-li ne under the control of the ‘Monitor ’ pro gram. Among other things the task of the
Mo nito r program is to route messages from program modules which are process ing the data inpu t via the
J IS terminals . Normal er ror- f ree  transactions ellicit no response from the system other than to reset
the JIS terminals to the starting position. But file enquiries will either lig ht up the relevant window if
a record is not found or print Out details on the Workstation if it is present on disc . Should any trans-
act ion result in an error situation the n, as well as a notification on the terminals , a suitab le message is
printed automat ically on the Workstation , for example , the detection of a missing book or the r e-i ssue
of a book which has not been discharged. The return of a reserved item would also result in a printed
message.  This would contain information on the name and address of the reserver , and shortened
book details (F ig . 6 . ) .

- - -- -~~~~- -~~~~ .- .-~~ . - . -
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The Wo rkstation is used for all othe r business associated with the circulation system. Bor rower
file maintenance is carried out with a specially-written program. This allows the placing of new borrowers
on the file , the alte ration of existlog records , enquir ies , including the listing of books on loan to a part icular
borrower and the dele tion of recorde of borrowers who are no longer with us. It is a conversational

program giving the operator guidance at each stage. This program is used on demand and is loaded b y
rem oving the Monitor program f i rs t . Should a JIS transaction require the printing of a message the
system ha lts until the Monito r is broug ht back into use (Fi g. 6 . ) .

05-140R’I
75017211;LEES ,D./IMPAI RM ENT ,DISABI LITY ~ HAND GM2 1410 77333 23000818 19 2
O5-41FM
75017211 RESERVED BY 7500629
05- 41FT’I
7500629 2 MISS INGLISH H V soc o 06 780600
05-4lMl
INGLISH H V MISS SOC 75017211;LEES , D./ I MP RS AVAIL
05- 41PM
MONO
I )MONI TOR ROLL-OUT COMPLNT E
A )17. 42.03 : ENTER PROGRAM NAME.
YUIOP

TYPE OF ENTRY (A,D,E OR N)?  E
TYPE IN BORROWER NO ~ 4000137

4000137O1ASLIN C J DR LIB 0 03 800600

LIST REQ.? (Y/N) Y
LIST OF BOOKS ON LOAN TO BORROWER NO 4000137

76132661 STEADMAN,P./ENERGY,ENVIRONMEIIT & BUILDING.75 TJ163.2 77187 9 4
13069007 KIMBER,R.T./AUTOMATION IN LIBRARIES. 68 Z455 78081 ~
75087456 PICARD,M.D./GRIT & CLAY.75 UE35 77348 1 9 1

TOTAL 03
ANY MORE? (Y/N ) N
Fl NI SHED
A)17.42.51: ENTER PROGRAM NAME .
START

LIBRARY MONITOR IN
05-43PM
75017211 RESERVED BY * 7500629 RESERVE
O5-43PM
75O17211;LEES , J ./IMPAIBMENT ,DIS,ABI LITY & HAND GM2410 77343 RESERVE 55
O5-45PM
76077315;McYPT ,N . F ./ELFI’IENTARY QUANTUM MECHA NICS.72 7612036 SEE NOTE 1’

Fig. 6. Examples of Workstation Messages and the Use  of the B o r r o w e r  File
Maintenance Program (YUIOP )

At the end of the day the Workstation is used to close down the system , load the program used for
analysing the day ’s statistics , and if necessary, run the program for making security cop ies of the files .

The speed of the system depends on several factors . They include the fundamental machine speed .
toget her with the amount of data being transferred , the number of file accesses , the state of the filea and
the number of terminals in use. The fastest responses range from just under three seconds to complete
an Issue transaction to just over one second for a Location enquiry. Thi~ is not so fast as some systems
but is quite acceptable in our case when one considers that in that time it has carried out all the validation
checks and filed the information in such a way that all files are completel y up-to-date and available for any
enquiry other than one requiring cumulated statistical information.

In addition to the main circulation control programs , which were desi gne d to operate on-line in
rea l t ime , we ha ve developed a collection of batch processing programs for various purposes. The File
Clean-up Sub-System ha s already been m enti oned . There are a lso programs for checking that the files
are in good health and are not being corrupted by any system malfunction . Programs for translating
System Ten USASC II code into 1900 ISO code and back again have been written so that we can transfer
data from one machine to another , togeth er with sorting and printing routines for statistics production.

Now that we have acquired a printer the UEA Circulation System is capable of standing alone.
At the moment the University mainframe computer is used for printing overdue notices as this still
requires the sorting of large files , When time allows it will be possible to redesi gn our procedures so
th a t , if required , over due notices could be generated in the Library. At the moment it is more conven-
lent to use the large machine.

- - ~~~~. - - — -  - - . - —. - r-- ~
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Some Comparisons with other Systems

For reasons I have already outlined I have concentrated on one particular minicomputer system
but it is inte resting to look briefl y at two other systems which use minis in circulation control. Both
are  f rom the U . K . ,  one is the London Boroug h of Havering Public Libraries and the other is SWAL CAP
(South West  Academic Libraries Co-operative Automation Project). They have been desc r ibed in othe r
publications (10 , 11 , 13) .

Bo th systems are large in concept , Hav ering serving ten public libraries and SWALCAP three
acade mic libraries at Bri stol , Cardiff and Exeter. Havering uses a single central minicomputer linked
by Post Off ice lines to terminals in the branches (Fig. 7 . ). The SWALCAP system uses a mini in each
library linked by Post Office lines to a central mainframe . computer at Bristol .  There are useful
diagrams in references (10)  and (11) .

Bar Code
Label

Printer

Discs (1 0 megab yte )
Te letypewriters

________________ 
for

\ System / Stockfile

Control / Interdat Linkfile

/ 74 Borrower

J 32K Byt trapping file
P rocess r

\ Enquiries Magnetic Tape
and

eservat ions for
Transactions

ulti-
plexor - 

tra ns-
mitter

M aster ) St ockfi le
Plessey Data Pen Terminals Post Office ~~~~~~~~~~~ & Bor itowerfile

Telecommun-

~~~~~~~es 100)

r
it

F 
~~~~~~~~~~~~~~~~~~~~~ 

rio ts 

Greater

~~~~~~~~ iEet ~~~~~~~te

etc .

Discharge Discharge Discharge

Fi g. 7 Havering Public Libraries System Outline

In both cases the minicomputer is used for data validation , but onl y the Interception List File
(Trapping File) is kept on the mini in the SWALCAP system , whereas at Havering the entire Stockfile
together with a Linkflle of dup licate copies used in the reservation procedure and the Borrower Trapping
File are kept on the minicomputer ’ s discs. In SWALCAP the main files are all on the shared mainframe
machi ne which , being on-line via each library ’ s m ini , allows immediate updating of all records. Thus ,
in that system the mini’ s main role is as a terminal controller , as a trapping store and also in commun-
icat lon with the mainframe. The Ha vering system makes use of the Greater London Council mainframe
computer for weekl y updating of the Master St ock file. Thi s is accomp lished wi th the use of magnetic
tape carried by courier. The GLC machine Is also used for providing overdu e notices , overborrowing
notices and statistical information for management purposes . Similarly at SWALCAP overborrowing
is checked for by using an off-line batch -process f ng program.

— . —.--- 
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The Havering system uses a kind of self-addressing file arrangement for its etockfi le , the book
identifier being directly related to its disc address. The SWALCAP system uses indexed files. It is
possi ble to do this because they use the concept of the ‘Popular File ’ . This is based on the fact that a
small proportion of a library ’ s holdings accounts for most of its book issues. Bristol University keeps
an Item File of 45 , 000 records of which about 12 , 500 tend to be on loan at any one time. Any book issued
which was not on the Item File has its data added from the separate Author/Title File. This concept ,
with the consequentl y re duced turnover of records within the Item Files means that the indexes need
recreating only every two weeks for the two larger files for Bristol and Exeter University Libraries .
But the University College of Cardiff Library Item File is smaller and has a proportionately hi gher
turnover and is therefore indexed weekl y. The Aut hor/Titl e Files is re-indexed every two months.

Dat a input for the two systems is by entirely different means. Both methods are becoming
more common. Havering uses the Plessey Data Pen for reading bar-coded labels for both book and
borrower identification together with teletypes for system control , enquiries ar id hardcopy messages .
Similar systems using bar-coded labels are appearing elsewhere , the CLSI system in the U. S. A . and
Canada for examp le. SWALCAP uses the ALS (Automated Library Systems) label readers. These
read non-magnetic metallic labels which are used to identif y the borrower and book. The labels can
be fi xed in the back of a book in such a way that except for date stamping the book does not need to be
opened . VDU ’ s are used for enquiries and system messages.

Bot h Havering and SWALCAP rely on numeric only input at the time of transaction, Author/
Title detail is added from files held on the system. This requires a more stringent check on the input
data . SWALCAP for examp le , uses Mo dulus-i l  checks plus another of their own devising. Modulus-lO
checks would not be good enoug h. However , the combination of short input data lengths , few and rapid
file accesses has contributed to a very speed y response in both systems. The normal rate for a book
issue is less  than a second .

CONCLUSIO NS

T he minicomputer can be a very powerful tool for Librarians who wish to keep control of their
book circulation systems. It allows for versatility in system desi gn and , depending on such things as
the size of the library, it ca n stand alone or be used in tandem with a mainframe or other minicomputers.
The degree of control it allows the library staff will depend upon the system desi gn but the potential is
alread y great and the outlook stimulating.
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ThE ID~~ ‘S ?‘~ NI(X~~~J’IER—BASED
BIBLI00RAPHIC INFiDI~4ATI0N 5~Y~’1EM

Faye A. t~ne1iuk
Project ~~nager, Mlrii cc~~uter Project
Internat tonal Ceve 1o~r~ nt F~ search en~.re
Box 8500
‘Ottawa, Can&ia
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ARS’FRACT

Beginning in January 1978, the International DeveloT1~~nt Research Centre exr~ ct s t - ~ ~~ ri~~~t ~ng a
m niccs~p1ter’—based information system to process bib1io~ ’aphic data , to provtde many -

~~~‘ -tiatic procedures
f or  managing IDRC ‘s library needs , and to permit ret rieval fran several large data bas’ ‘he sy~~ er ~rt 11
be is~1emsnted on an in-house miniconputer—a Hewlett-Packard 3000 Series II.

The ID~~’s system is sufficiently generalized to permit the creation of data bases I -any dj f Ier ~ nt
t ypes , for exanple , data about projects , bib 1io~~’a~ iic data , library account ing irt ~~~ . The con ert of data
definitions is an integral part of the system software , and it is this wh ich g~v~s the svster it.s
flexibility—the system can , in fact , process any data that can be broken down into sets of lefined
eles~nts.

For over three years the ID!~~ has operated ISIS ( Integrated Set of Information Systens ) • a software
oackage which was developed by the International Labour Organization to run on IBM 360/37~ computers,
which processes bibliographic data , provides both batch and on—line (1nter~ctive) retrieval capabilities,
and has built—in library management rout ines. The IDi~ mi.niccznputer—based system errbodies many ISIS
concept s but it has been desigoed in such a way as to conform — as rruch as it can given the nature of the
data — to the relational madel of data bases. In addit ion, a fully Interactive user language has been
desigoed which enables the user to do anything fran data entry to multi—parameter retrieval or , for
example, fran generati ng a I~ IC Index to producing an accounting of outstanding book orders .

The system has made use of manufacturer-supplied system software • such as the file system, the text
editor , and the sort /serge software. To minimize maintenance of the package, no rodificat ions have been
mate to this software.

The system Is small and stand—alone ; it is desig~ed for in~ lenentation in areas where an Inexpensive
facility Is required.

This paper discusses the basis for acquiring an in—house minicomputer facility and the criteria used for
the selection of the hardware. It also presents an overview of the systems desi~~ and concepts.

Introduction and Background

The International Develoçeent Research Centre (hereafter referred to as the IDRC or the Centre) is a
p.thlic corporation created by Act of the Canadian Parliament in 1970. It is an autorianous body with a
2l-eew~,er Board of Governors (drawn from several countries) who set the broad lines of policy and approve
individual projects. The Centre’s headquarters are in Ottawa, Canada , with regional off ices in Singapore ,
Cairo, Bogota, t~ka.r and Nairobi.

The objectives of the Centre (in the words of the Act) are ‘to initiate, encourage, support , and conduct
research into the problems of the developing regions of the world , and Into the means for applying and
adapting scientific, technical, and other knowledge to the econanic and social advancement of those
regions” , and “to help developing regions build up their own research capabilities and the innovative
skifla needed to solve their problems ” . In order to carry out these objectives, it was empowered to ,
a~~in in the words of the Act , “establish , maintain and operate information and data centres and facilities
for research and other activities relevant to its objects ” and “ initiate and carry out research and tech—
nina]. develoçment , including the establishment and operation of any pilot plan or project, to the point
where the appropriate results of such research and develoçeent can be applied”.

Pour program divisions were originally established by the Act — health sciences; agriculture , food and
nutrition sciences; social sciences and human resources; and information sciences. The inforsa tion
sciences division Is rather unique as its establishment marked the f irst instance in which an aid organi-
zation created a progrem division with the specific objective of support ing information orojects in
developing count ries . It Is this division which has involved itself with the application of ccsnputers to
Infornat ion work .

In 1972 a project which dealt with canpiteri zed information systems was approved by the Board of Governors
of the Centre. The p~rposes of the project were fourfold:

1. to acquire an on—line system which would enable us to canputeri ze our library operations

2. to build a machine—readable data base of our own develop~ent literature

3. to work at an international level with other Institutions with a view to the
develojsnent of a cooperative “network” with a “caTzin ” system

- -- .— --—- -- - —  —-. — -,
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~~. to gain experience which would enable IDI~ personnel to aid In the establishment
of inpit/output stations In developing regions .

The system acquired through this project was ISIS (Integrated Set of Information Systems); it had been
developed over a period of years by the International Labour Organization in Geneva . ISIS was chosen over
a nuirber of other systems, Including caivercial systems, for some very good reasons : It provided an int er-
active mode for data entry and retrieval; it provided considerable batch functions for library management ;
it was Int ernational — at the tine , the Mexican government office of information and labor was installing
it , SAFAD (Swedish Agency for Administrative Development ) was using it , both the 1W and UNIDO (United
~at ions Industrial Development Organization) were using it In Geneva , and the Rumanian government had
Installed it at the Bocharest Management Centre for Docunentalists and Librarians ; and it also provided
facilities for the exchange of data bases via rnaguetic tapes which had been forsatted according to ISO 2709.

Programned in IBM 360 Asserbler language , ISIS required as a m inim um a cannuter Installation runn ing under
DOS (Disk Operating ,System) on a 360 machine. For the IDRC , this meant installing ISIS at a commercial
service bureau — acquiring a 360 facility with teleconmmnications equi~xrent would have meant a prohibttive
outlay of funds . The use of a service bureau is not necessarily an inexpensive approach and the project
proposal , recogaizlng this , had left the division with the future option of renting or buying a computer
system — either a machine compatible with the ISIS software or one for which we would desi~~ new software .
In 1975, after 2 1/2 years of ISIS operations, it was decided to investigate the possibility of acquiring
an in—house computer.

Acquiring an in—house conputer facility

In April of 1975, a consultant was hired by the information sciences division to study the feasibility of
implementing a bibliographic infomration system on a minicomputer. The resulting report , which took into
account such factors as costs and software development , was positive in its conclusions and justified more
intensive investigation on our part .

In the following eight months a critical evaluation was made of all “ stable’ minicomputer manufacturers in
the market , and of their products. The cost of the equipment, although an import ant factor , was not the
only factor taken into consideration. Because we were intending to do our software development in—house,
the extensiveness and reliability of the manufacturer ’s software was studied in great detail . Our endproduct — the information system software — was being developed not only for use within the IDRC, but also
for use in areas where an inexoensive , reliable facility rather than large capacity would be a requirement.
This meant that we had to have some assurance that the manufacturer would remain in business for some time
to come. The manufacturer also had to provide some form of service for his equipment in Africa , Southeast
Asia , and South and Central America, for we were hoping to make our software available to institutions in
those areas . (This latter requirement was not met by any of the minicomputer manufacturers ~

)

At the same tine , we visited other institutions where information systems were being developed for mini—
computers. In many of the institutions visited , a machine had been selected to run a dedicated system and
our first inclinations were to adopt the same procedure . It can be easily understood that if a machine is
dedicated to one application then the manufacturer’s software need not be overly sophisticated at all. One
can a].sx,st accept having to write ter’mInaJ. I/O handlers, file handling systems , and the like if they are to
be used in a restricted manner. However, during this period of evaluatIon , an on-going dialogue was taking
place between Information Sciences and other divisions within the Centre. It was seen that the acquisition
of a somewhat more sophisticated computer could be of great benefit to the Centre Itself. This led to a
narrowing of the field of manufacturers who could seriously be considered potential suppliers .

In early 1976 , a project proposal dealing with both the acquisition of the minicorrputer system and the
software development , was presented to the Board of Governors of the Centre by the Information Sciences
Division. The project , as approved by the Board , specified three major reasons for going to a minicomputer:

1. To reduce operational costs of running ISIS at IDRC. (This was a sigaificant
factor — running cost s at a service bureau can be extremely higJ~.)

2. To define an optijmvzn cost—benefit minicomputer installation that could be offered ,
complete with programs , for ACRE S (Agricultural Information System of the Food and
Agricultural Organization of the United Nations)/DEVSIS (Development Sciences Informa tion
Systems ‘ISIS activities at national centres in developing countries.

3. To provide a basis for a Canadian Input—output centre to a future international
network for development infornetIon (tEVSIS).

The three—member “computer group” within the Information Sciences Division drew up the tender which was
sent out to a number of manufacturers. The tender stressed three characteristics: a) the power of the
operat ing system, b) the reliability and availability of the manufacturer’s software and c) the potential
of the machine to handle a job mnimc . The sane gr oup also destgaed and conducted benchmark tests which were
such as to emphasize the three critical specifications in the tender. Hewlett—Packard won the tender with
their 3000 system. Although the HP—3000 had some shortcomings which are only now being corrected —

specifically , labelled tape processi ng and support for private disk volumes, same fine hardware features
(stack arthitecture ) and their sound , integrated operat ing system (~~E—’~mlti—nrogranrning Executive)
helped them to win the tender. In August of 1976 our equipment was delivered and development began on our
own software .

Developing a System

Once a computer was selected, thoughts turned to the system desiga. At this point in t ime (March 1976) a
final decision had yet to be made that we were indeed going to develop new software for our information
system. Other alternatives did exist — we could simply re—code the ISI~~~rograms for the HP—3000 or we
could adopt the data base man agement package developed by Hewlett—Packard for the 3000 , IMAGE. The first 
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alternative, although providing a quick and easy solution to a system desigu problem , would have proven
unrealistic because it could not have taken advantage of the special features of the HP—3000 . The second
alternative demanded more consideration but was finally rejected for reasons which I am sure are familiar
to those of you who have worked with bibliographic systems. Aimeng those reasons were incloded: 1) no
capability for handling tru e variable length records , 2) no capability for handling varIable length,
variably occurring fields , 3) no capability for handling subfields , 14) no capability for support ing keys
embedded in text and 5) no capability for handling long descrIptive abstracts. A new deslga was definitely
called for

As a first step in desiguing the system, a number of guiding principles were adopted :

1. General applicability
— the system should be as general purpose as possiblt .

2. Modularity
— the system should be totally modular in order to promote ease of maintenance

and extension.

3. Independence
— the applications functions should be independent of the data base management

ftlnct ions .

14. User considerations
— the system should be flexible in that it is capable of handling data in alimest
any physical form.

- system should be simple to understand in order that it could be implemented and
used with minimum effort.

— a user-attractive language should be provided so that users are really users .
— the system should be able to provide a wide variety of outputs.

5. Mission orientation
— the system should have the capacity to accept output s from other inforeetion

systems.
— the system should be viable within a small organization.
— the system should be compatIble with other internati onal systems, specifically
ISIS and ACRES.

6. Cost—effectiveness
— the basic system should be in operation by December 1977 in order that we could

dissociate ourselves fran the service bureau where we had been running ISIS.

Theoretical Foundations

In desiguing a system a set of guiding principles , though very important , are not sufficient . Also
required is a theoretical framework around which to build the system. This framework provides a coherence
which otherwise would be difficult to realize . ~~reftml study was given to the three prominent data base
management theories — the CODASYL (network) approach , the hierarchical approach, and the relatIonal
approach. It was finally decided to employ the relational approach In the system’s desi~~ because this
model of data was seen to have a number of inherent advantages not shared by other models.

The relational model is based on the mathematical theory of relations . Although there is a mathematIcal
definition of relations (the interested reader can look at tate , 1975 and Codd , 1970) one can think of a
relation as being a collection of unique “flat ” records made up of any number of elementary data items.
This implies that one can think of a relation as two-dimensional table in which a) no two rows are
identical , b) at every row/colimi position within the table there is only one value, not a set of values
(i.e. repeating groups are not allowed) , c) colums are honogeneous and d) non—key fi~~~s are flinctionally
dependent on the primary key . Given such a stnicture a generalized set of relational operators are
defined for the manipulation of the data at both the domain (or field) level and the relation (“file ”)
level. These operators are defined in the relational algebra (Codd, 1972) and the domain algebra (Merret t ,
1976). (Codd also defined a relational calculus but this is left to those readers with greater mathe matical
knowledge to pursue on their own in Codd , 1971.) An operation executed using the relational algebra Is one
which takes one or more relations as its operands and produces a relation as a result; the domain algebra
does the sane thing with domains .

There exist three basic operators within the relational algebra — jo in, project , and storage. The join is
by far the most powerf\il comand available in the algebra; basically it permits you to “put together ” two
or more relations using a domain as a bond . For exaniple , the natural join (which nay be thought of as a
generalization of a Boolean AND) of two relations which each have a cannon damain will result In a relation in
which are contained only those records which had identicall y matching values in the cannon domain . For
example , If’ you had two relations AC~~ and CORP which looked like :

Figure 1
ACW) AC~ DNYM FULL NA!IE

ACE American Council on Education
ALA American Library AssociatIon
AACC American Association of Cereal Chemists
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Figure 2

C~~P COEPORA’lE ACROWYM CORPORATE CODE

CIDA 00014814
ACE 0014310
ALA 000062
ECLA 000573

and, if you executed the natural join of these two relations on the acronym domain your resulting relation
would have the following appearance :

Figure 3
CORPORATE

ACRO CX)RP ACRONYM FULL NAI’E CODE

ACE American Council on Education 0014310
ALA American Library Association 000062

Five other joins have been defined and can be investigated In the literature (Codd , 1972 and Merrett , 1976).

Projection is an operation which enables one to generate a new relation which is composed of one or more
coluntis of the table which was the original relation. For example, the projection of our newly—created
ACW)_CORP relation on full name and corporate code would result in the relation of FIgure 14:

Figure 4

FUlL NMIE CORPORATE COlE

American Council on Education 0014310
American Library Association 000062

storage (ta te , 1975) is a name app lied to those operations which effect the insertion and deletion of
tuples (or “ records” ) .  To Insert a tuple into a relation one uses the set union operation — this union
produces a set which conta ins all elements of the original sets. Deletion, on the other hand, uses the
set difference operation — the difference will produce a set in which are contained all those elements of
the first set which are not contained in the second set .

l)xr.ain algebra was, in its practical form, introduced by T. Merrett in 1976. It allows “domains to be the
operands and the results of the usual aritha~etic, logical and string operators ” . The operand domains and
the resulting domains may be (and usually will be) virtual — they exist only as a defined result which can
be actualized on output commends. The operators of the domain algebra may be vertical or horizontal.
Horizontal operators work ce-i one or more domains a row at a time whereas the vertical operators work on a
column at a time, across all rows. For example, the total cost of all books ordered by a library would be
the result of a vert ical operation, whereas the number of days taken by a supplier to fill an order would
be the result of a horizontal operation - date book received minus date book ordered .

Within the confines of the relational model, the basic “data containers” are the relations. An individual
making use of the data base (call this person a user) interfaces with these relations through a data
sutsnodel. A data submodel enab les the user to see his own view of the data contained within the data base.
The subriodel is de fined using a data definition, and is usually the result of operations (on a relation or
set of relations) which were executed by the data base management routines at the request of an
application program. Although all three theoretical approaches to data bases management provide some
facility for the “redefinition” of data , only the relational model provides a uniform interface for
accessing the data at all levels.

A Practical Realization

In any Iii~ lenent ation of a data base system, the definition of data is critical — if data is not well
defined, it cannot be used. The data must have a stnxctur al definition , and its relat ionship to other data
in the system must be understood before it can be used . This information is essent ial to the end—users of
the data bane , to the data base management system itself and to the interface between the two . We therefore
have three “views” of the data — an “external” view which is seen by the user , an “internal” view which is
seen by the operating system, and an intermediate view which relates the external and the internal views to
one another. Within the IDRC’ s system a data definition facility was implemented to deal with this
problem.

Four operational levels have been identified for the ID~~ data base system:

1. ~ id—user : the end-user of our system may be a researcher , a librarian or a casual visitor.

2. System-manager: this person is akin to the data base administrator who is so often discussed
in the literature.

3. Programmer: this is the applications programmer who writes the code which serves as the
interface between the end—user and the data base management system.

II. Data base management systems : this level sits just above the operating system. All physical
access to the data base is controlled by the rout ines at this level.

_ _  _ _ _  —~~~~- -— - -  :-
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Let us start with the end—users. The user will define a data sulxnodel by providing to the system manager
the following inforra tion : 1) the name by which the submodel is to be ksown 2) a description of the fields
of which the submodel is comprised ; this description Includes the length of the field , the names of the
field , an indication as to whether the field is repeatable , field type (numeric or character) , ar-id ar-i
indication of whether the field could be hierarchically processed, among other things 3) a specificat ion of
a default display format 4) an indication of whether any “fast” access paths are required for this submodel,
and the fields on which they would be realized.

This Information is reprocessed by the system manager to produce an intermediate view of’ the data for the
system. ~ iestions answered at this stage are : 1) does this data exist elsewhere 2) is the date volatile
3) ar e “fast” access paths justified for the submodel 14) will access be read only , or read—write. (The system
manager must take care in~ defining this intermediate view because the independence of the data within the
system must alweys be maintained.) At this point the data definition processor is Invoked and the system
manager enters the definition into the system.

At same later t ime when the user wishes to access the subrro del , the data base manage ment system processes
the data definition and presents to t~he application program, the user view, and to itself , the inte rn al
view . (Keep in mind that many different relations nay be used to represent the data sutinodel as defined by
user. These relations In themselves may be actual or virtual , and may or may not represent a single
physical file!) The internal view is always in terms of relations and domains.

USER ACQUISITION S ACQUISITIONS CATALOGUING RE FERENCE CATALOGUING

USER I User
FUNCTION [iNPUTTING F’t )DIFY ING MODIFYING SEARCHING INDE X

I I I
I I

USER VIE W OSM DSM DSM
PROCE SS BIBL I O I DRC

________________ MAPPING _________________

(OS M - Data Subinodel )

DATA MODEL
I DRC M

MAPPING

PHYSI CAl.
DATA BASE

Diagram illustrating the logical path fran the end-user to the physical data base. 
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Having provided a tool for dealing with the various forms of data , we may now look at the functions
provided at each level for handling the data. At this oolnt , it is necessary to int roduce four concepts
which may not be entirely familiar to the reader . They are in order of’ use :

1. Processor — a processor is an application routine which implement s a particular function.

2. Process — a process is the unique execution of a program by a particular user at a
particular tine .

3. Stream — this term is , to the best of ~y l<nowledge , unique to the HP—3000 system. Streaming
spools batch jobs (or data) during either interactive sessions or jobs. The spooled job is
then scheduled by the operating system, arid runs independently of the session or job which
streamed it; control returns to the “streamer” .

4. 1~ strict — to restrict means to select a subset of a relation on the basis of certain
criteria , the criteria usually being the values hel-i by particular domains . To search for
all those records in a data base in which the affiliation is the Ford Foundation is to do a
restriction of the data base on affiliat ion.

The functions at each operational level will be discussed .

Fnd-User

For the erxl-.user, an attempt was made to provide a simple yet powerful language which would make it possible
to get the full benefit of the system. The user’s requirements were divided into two categories — data entry
and data retrieval. Our experience with an automated system had made us aware of problems which were often
overlooked ; for example — record numbers can be a nuisance , duplicate records can cause a lot of headaches
in an envirorinent where gift material can form as large a part of a collect ion as can purchased mater±al ,
standardization of data items causes retrieval problems, determining costs can present a tedious manual
task , keeping track of bibliographic levels is often useful. It was , therefore , decided to implement six
major application processors to handle the user needs. For data entry , we have :

1) the INWr processor , which permits the user to enter new records Into the system. Dapending
on the structure of the data to be input, an internal sequence number ( ISN) may or may not be required for
that record. If ce-ie is required then it will be generated automatically by the data base management
rout ines. The processor Is then told whether bibliographic levels are necessary for this user view; if
they are, prompting will be done accordingly. Throu~~ the data definition facility this processor can also
be instructed to automatically check for duplicate records and to validate the contents of data fields
a~~inst standard authorities. If the new record is a duplicate, the user will be Informed and will be
given the option of continuing to enter that record or starting on another; if a data field is not validated
the user a~~In will be informed and will be able to re—enter the field (having optionally scanned the
authority at this point) having found a valid replacement or to re—enter the field having first been passed
to a son process where the user was permitted to generate an authority entry which would validate the field
content s just entered.

2) the M)DIFY processor, which permits the user to make changes to records within the system.
The modifications operate On fields and can be any one of: CHANGE — to change data within a field , AW - to
add a new field, tEI. EIE — to delete a field , TRANSFER — to transfer one field to another , ~~PLACE — to
replace an old field with a new one. If the record on which the user wishes to operate is not accessible
by ISN, or if the user does not have the ISN, then the user nay do a search within the processor to find
the record in question. If more than one record is found to ful fill the query specifications , then the
user may select the one which is actually required . This processor also works at a global level; when
global processing is specified the processor will stream a cony of itself to run in a lower priorit y queue ,
thus leaving the user free to rim the termInal for whatever else is desired , Including the making of
changes to individual records , within PTJDIFY.

3) the ~~lE.ASE/lEIEIE processor , which permits the user with appropriate security clearance
within the system to release records and to delete records. The deletion of records is self—explanatory;
at the time that this paper was written, deletions were logical rather than physical. The purpose of
releasing is not so obvious, hence an explanation is in order. A record may be released in either of two
ways.~ The first release flage the record as being one to which changes can no longer be made. This feature
is particularly useful in a situation in which the person doing the terminal work is not the person filling
out worksheets or creating the record; it si.guifies that the record is clean , and it prevents modifications
from being made in error. The second type of release will undo the first release, i.e. it will free the
record for further modifications.

For data retrieval, we have :
1) the (VERY proceasor~ which enables the user to search data bases interactively or in “batch”.

This processor has facilit ies for both Boolean retrieval and free text retrieval. l~ trieval may be done
on the ftrll data base or on a port ion of it , depending agein cm the user ’ s view of the data base. An
interesting feature of ~ JERY is that it provides for multilingual thesaurus—aided retrieval. This feature
is based on the existence of a true, stable thesaurus . The TD~~ has made use of the “~~crothesaurus : A
basic list of economic and social development terms” which was published by the Organ isation for Economic
Co-operation and E~velopnent (OECD) in Paris In 1972. This thesaurus, whose development was funded in part
by the IDi~~, exists in many different languages (among then, E~igl1sh, French, Spanish, German, Portugese),
and relates descriptors to one another throu~~ the concepts of broader term , narr ower term , related term,
any tens, use tens, use for tens, and facet number. At the IL *~C , descript ive abstracts for document s are
written by using descriptors, selected from the nacrothesau rus , as embedded keywords. The macrothesaunis
exists In machine-readable forts at the ID~~ in three languages - French, English, and Spanish. (~J ERY
pentdts one to search in any one of the three languages as a base language, and will translate the

- .- - . - -- - -. ~-—~~--—-- - ---— - _--___ 
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descriptor (automatically OR’ Ing the translations to the original descriptor entered) into the other
languages. For our users at the Centre this has proven particularly useful because many of the documents
in our collection are in languages other than English . Furthermore QUERY enables one to search using the
structural relations in the thesaurus (for example, BI development aid, will result in a search being done
on development aid and its broader terms, in all available languages (if the translation facility has not
been disabled by the user)) to any level desired, arid to display the structural relations in the base
language. Other features include both browsing (sorted or unsorted), and root searching capabilities.

2) the INDEX processor, which enables a user to generate outputs in any wild and fantastic
sequences which may be desired. INDEX works on the out put of a query or on a user view to produce,
essent ially, sort keys which will be used to produce ordered outputs from the inputs. This processor is
one of the most powerful in the system and , like !43DIFY arid QUERY , can stream itself to a lower priority
queue. It will accept specifications interactively or from a predefined file of specifications, arid will
also initiate the print job which PRINTs it. It is difficult to discuss this processor on naper and more
attention will be given to it during the presentation.

The PRINT processor does all the printing for the system. PRINT will print the outputs of INDEX arid QUERY ,
arid will print any user view defined for th? data base. PRINT is very flexible; print ing can be done on
special forms or plain paper; it can be tabular or columnar; it can be with or without diacritical
characters, page numbers , and the like; it can be output to a terminal (hard copy or CRr), a line printer,
or other device. The prInting specifications can be predefined and saved, or defined at the tisme of the
run , through the use of a “chatty” dialogue within PRINT itself . This dialogue obtains frczn the user all
the information required to run a print job, including the field formatting specifications. This sane
facility allows a user to modify an existing specification. Like the other processors, it is streaznable.
An arithmetic interface is provided to enable the user to print account —like reports; this is printing
with computation.

With respect to the end—user, data may be stored in both upper and lower case, and encoding for diacriticals
may be embedded with the data (the encoding is recoguized by the relevant processors). The working character
set of the system is 7—bit ASCII. An arbitrary working maximum record length (data portion) of 2048
characters has been set; it appears to be more than sufficient for current needs. It is to be noted that
simultaneous access to the data is a feature of our data base system because of the file locking—unlocking
capabilities provided by the file system of MPE. The lock is ~~‘anular — it is at the relation (file) level
as opposed to the record level. (Studies of current literature, arid, our own experiences , show that this
~~‘anular’ity is not detrinental to performance.)

System manager

At this level a number of processors for maintaining and extending data bases have been provided. We have:
1) the ISOCONV processor , which produces and accepts tapes in ISO 2709 format . This is the

processor which is used to loal data bases received from other organizations. It was made as general as
possible, with facilities for special processing exits , in order that we could accept data from as many
organizations as possible.

2) the data definition processor, which is used to create, n~ dify , and delete all forms of data
definitions (user views, system views and intermediate views).

3) the ~~NUM~~R processor , which permits the replacement of ISN’s with other ISN’s. This
processor is particularly useful in the production of prii~ted biblio~~’aphies.

4) the INVEFT processor, which does batch inversions on fields in order to provide new rap id
access paths to a data base.

5) the “garbage collector” , which is periodically run to recover unused and freed space within
the data bases, arid to generate backups of the physical files of which the data base Is comprised.

6) an initialization processor which initializes areas where data bases are to reside.
7) a number initializer to set TSN counters for different user views . - -

Also available to the system manager are all the facilIties provided by the manufacturer. In the case of
the HP—3000 we are fortunate to have many.

Pro~~aniier

The applications prvg ’arrer is the person who writes the code to implement the end-user and the system
manager processors. Available to this individual are a set of calls to the data base management system.
The functions which were made an intrinsic part of the data base nv’nagement routines make it very easy for
the pro~~’anver to do things such as permit queries within the ~rDIRY processor. The functions available to
the programmer for the writing of applications processors are procedures which will:

1) perform syntax analyses of user dialogue.
2) actualize virtual dcmains according to the rules of domain algebra. For the application

programmer , this call is made for arithmetic processing.
3) perform restrict ions on the data base , and can be used wherever restrictions are desirable .

For example , QUERY is a sophisticated interface between the user arid the restriction module; INRYT uses it
in checking for duplicates; MJDIFY uses it to process user queries.

14) project new relations from existing relations.
5) join existing relations to produce new relations.
6) wrIte user records to the data base.
7) read records from a data base .
8) validate the authenticity of data elements (this is used during INPUT, for exaniple).
9) provide the programmer with the capability of reading, writing, deleting , and u~.Jat1ngfields within user records.

- -  - - - - -— - - -—
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10) make data bases available for processing , and give to the annlicat ion the appropriate user
view with which to work ( i . e . ,  open the data base).

11) close a data base.
12) format records into displayable forms . This procedure is a major couppnent of PRINT ; it

is also used by QUERY and MJDIFY.
13) generate an ISN for a new record entering the system if an IS~ is required .
14) extract keys from data elements. Keys may be defined as words , çbrases , thesaurus terms,

etc., and can be generated in many different forms.

Again , available to the prograrrmner are functions for which provision was made by the manufacturer, for
example, SORT/!’IEFCE, and TR!~NSLA’IE from EBCDIC arid ASCII.

E~ta base management system

At this level are all those procedures which are our implementation of the theory . The procedures include
the fourteen listed above , in addition to three others whose functions axe 1) to process generated keys
2) to do the actual work involved in releasing and deleting records 3) to massage data definitions to
produce the user view for the application program and the system view for the data base management system
(this is called by (10) above).

Although many of the procedures at this level are activated by applications programs , they are also activated
by each other to perform many different functions. One reason for this is that at the data base management
level , all the rout ines work with relations and domains, be they virtual or actual . In order to produce a
user record to pass back to the caller , GETUPLE (the procedure invoked by the application to read a record )
tray have to invoke JOIN in order to put together tuples from the constituent relations. Symmetrically ,
using PROJECT , AUGMENT may have to split the user records into n n—t uples belonging to different relations.
At t ires , GFTUPIE may have to use PROJECT to provide a user record.

As explained earlier , it is possible to define user views which are comprised of virtual domains . At the
t ine the user tries to access this view, the procedure which opens the relations recogaizes that this is a
virtual relation, and activates a procedure which will actualize this relation for the user. All other
orocessing of this relation is identical to that for other relations.

A courrent should be made on access. Relational theory does not provide for non—relational access paths to
a data base but we have done so. Fast access paths are provided by means of inverted files. Inversion is
done on keys extracted from data fields which have been defined for this type of processing by the system
manager. The inverted file for a key which is part of an existing data base tray be updated at three different
tines — when the record is first written to the data base (in this case AUGMENT looks after the calling of
the key routines to do the key update), when the record is rewritten if the data field containing the key
has been modified in any way (in this case the field manipulation procedure looks after i t) ,  or when a
record is released or deleted (here the data base procedure which actually releases or deletes records does
the work of calling the key routines). The three different t ines are actually two cases — on—line or
immediate update and update at release tine only. If a record is deleted then all references to it in all
inverted files are immediately deleted. A storage technique I~~own as B—trees (Knuth , 1973) was used to
Implement the inverted files; compacted bit maps were used to store postings and to implement the Boolean
logic.

Convents on the Implementation

The system as implemented did not require modifications to the manufacturer—provided software. In fact ,
some of the facilities which have been implemented were possible only because of the manufacturer’s software
and hardware. The HP—3000 is a machine which boasts of a stack architecture. This has meant that all our
code is reentrant and recursive. The system software is device independent so our software is device
independent ; processes can be easily spawned through simole calls to the operating system (do you rem~rber
our description of the INRY~ processor spawning itself as another process); user processes can spawn , as
processes, even manufacturer processors; all terminal handling is done by the manufacturer’s software
(unl ike ISIS where terminal I/O handlers had to be written using the PIC~~S — physical input—output control
system — provided by I3~1); processors which we have written can run in any queue, thus they can be streamed,
they can stream themselves , and they can stream one another — this is a very important feature because
processors which are normally used in interactive node can be run in “batch” mode if the t ype of work to be
done warrants it; access security is provided by the operating system. It is important to note that the
facilities of which we made use are basic facilities — inherent in the operating system software .

All code for the system (application routines and data base management rout ines) was written In the systems
programming languages of the HP—3000 — SPL . This language is a hi~~—level AWOL—like language which is
also the assembler language on the system. Thus it provides one with high level structured statements
such as CO. .. .UNTIL and WHilE . . . . IX), yet it also has instruct ions for bit manipulations. It is doubtful
whether our- programming efforts would have been as productive if we had had to write in scite other
language.

Our team consisted of 2 persons for 12 months, and 3 persons for an additional 7 months. Ocring the first
12 months the desigs of the system was cceipleted , and thirteen of the seventeen data base management
routines were completed . Curing the next seven months , we wrote three of the four remaining data base
routines arid the user processors . System development began in June of 1976. In October 1977 our first
users were phased in (the data entry processors and the print processors were complete) and at the time of
writing, we are in the final stages of phasing in our other users. The INDEX processor is cceplete and
the QUERY processor is in the final testing stages. Needless to say, all the system manager processors
are operational as well . Our progress is proof that a small , devoted development team is as effective, I
would say even more effective , than a larger group.
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The data base of the Centre contains scite 26 ,000 references; we also hold the data base of the 11.0 which
runs to over 60,000 references, the data base of the FAO which is in the order of 140 ,000 references , and
two analler data bases which together are in the order of 10,000 references. Until we can afford to acqu ire
more mass storage, we handle the problem of on-line access throu~~ scheduling - the non-mR~ data bases axe
available at certain fixed tines during a week or on advance user request.

Our basic system is operational but our work is by no means complete. Within the next month, the procedure
which implements the domain algebra must be written and inp].enented. By July of 1978, we expect to have
implemented an SI)I (selective dissemination of inforsation) processor, and a photocomposition Interface inp~nrr. ~~ also hope to write a procedure which will use a magr~etic tape unit as a virtual mass storage
unit for the processing of large data bases. We have also to complete the documentation of the system.

It is hoped that this system vU prove to be attractive to Institutions that require a bibliographic data
base system, but cannot afford expensive equipment and have no means of sharing a larger coepiter facility .
It is a logical outgrowth of our experience with ISIS and will, hcpeftully , help to enlarge the camon
network which began with ISIS.
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PROWCT ION OF AN ABSTRACTS J(XJRNAL

By

GEORGE W HART, B.Sc, DIC
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St Mary Cray
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Kent BR5 3RE England

Swisv.ry

One of the most valuable of informs tion tools, bot h for
current cuareness and for retrospective searching, is an
abstracts journal with cumu lative indexes. Althoug h
computer—based ser vices such as SDI and on—line searching
may be used for similar purposes , the abstracts journal
st i l l  has an important ro le to play for organisations
withou t ready access to such services , and part icularly
for centra lised information centres serving many sites.
Moreover, the input for an abstracts bulletin can be used
to provide the basis for an SDI service and eventually a
retrospective retrieval system, on a different computer if
necessary. This paper first describes the production by
mini computers of the abstracts journals of the Defence
Research Information Centre and the Technology Reports
Centre, both in the United Kingdom. It then discusses
the main points that have to be considered when deciding
to undertake such an operation.

1. W~~ HAVE AN ABSTRACTS JC*JRNAL?

1.1 There is a great deal of glamour associated with the use of computers to provide on-line retrieval
services and a substantial though lesser amount accrues to the production of a Selective Dissemination of
Infor mation Service (SDI) . Until recentl y, such services have required the use of main—frame computers ,
but mini-computers cart now perform these and other tasks in an information centre or library . Applications
being described in this Lecture Series include SDI , circulation control , a combined libra ry hous ekeeping
and retrieval system , and the production of an abstracts bulletin, which last is the subject of this
paper.

1.2 It might be thoug ht that there is little point in producing abstracts bulletins in these days of
readily available on-line services and ~DI , and an organisation handling only published items such as
books and periodical ar ticles might find it worthwhile to cease announcing new titles and rely on the
commercial computer-based services such as INSPEC ’ s SPI service for current awareness and the Lockheed
or SDC on-line systems for retrospective retrieval. But I suspect that the cost would be prohibitively
high. As an example , an INSPEC personal profile costs about *ilCO ($175) a year (one would be needed
for each individual or small project group) and on—line searching costs about £20 ($35) per search per
da ta base, see for example refs 1 and 2. For on-line searching there is also a capital cost of at least
£1(XX) for each terminal and modem required .

1. Williams, P.W. and Curtis , J.M. The Use of on-line information retrieval services , Program
Vol 11 No 1 Jan 1977 pp 1—9

2. Johnston, Susan M , and Comparison of manual and on-line retrospective searching for
Gray , D.E. agricultural subjects, Aslib Proceed ings , Vol 29 No 7 July 1977

pp 253—258

*Starldard profiles are only £40 ($70) a year , but they would probably give a much lower precision
for the majority of users . 
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1.3 Moreover, among the information services coninercially available on—line, only two , NASA STAR and
NrI S GRA , contain details of report material; and Defence or other limited reports are never available
through the comercial services. For an organisation such as a research centre needing to obtain details
of report material there seem to be 2 alternative ways of supplying information to the end user:

(a) to develop an internal SDI and/or on-line service , or

(b) to produce an abstracts bulletin.

I believe that a third course is generally preferable , name ly to produce an abstracts bulletin by computer
und use the data generated to run an SDI service (not necessarily on the same computer) to serve those
users whose interests cut across the classification system used to order the items in the bulletin. Of
course, if only a small number of items are listed in each issue , there is no need for SDI . However , the
same data can also be used to build up a data base for later retrospective searching , whether or not SDI
is run .

2. I’~1~ USE A C(}IPITIER?

2.1 Many bulletins are produced by traditional methods involving typing or type-setting , proof-read ing
and correcting. But if a bulletin is to be of value for manual retros pective searching as well as for
current awareness it is necessary to prepare cumulative indexes to it. These should cover all the
different ways in which users are likely to search, either to identify a number of *reports covering
a specified subject area , or to locate a specific , known , report. Indexes that might be necessary
include subject, author, originator (corporate author), monitoring agency, title , keyword from title ,
conference and report number . The last item can include the originator ’s reference number and the
information centre ’s accession number, as well as any other references assigned to the report, eg by
the monitoring agency .

2.2 To prepare such indexes by hand is possible but is an extreme ly labour-intensive and tine-
consuming task. Essentially it requires the manual preparation of a slip or card for each index entry
for each report, each slip or card containing all the details which will appear in the relevant index.
The different types of slip must be sorted by hand into the order required , or filed carefully in that
order iiiinediately they are produced , and the index copy prepared . Proof-checking of the copy is
essential. If some of the indexes are also to appear in each issue of the bulletin , the corresponding
slips or cards must be sorted for the issue and merged by hand with the previously cumul ated set after
each issue has been prepared.

2~ 3 Using a computer saves all the manual effort since computer programs can extract the required
information, sort it and prepare it in the forma t required for printing. I’roof-checking and correction
may be needed only once for each report recorded, apart from a relative ly quick glance at the computer
output to ensure that no unexpected ‘bugs ’ had appeared in the programs thus spoiling the format or
the sorting order or missing out or duplicating items.

2.4 Another advantage of using a computer is that if the details of a report have to be suppressed ,
eg because it has already been announced, or if it has to be placed in a different location in the
bulletin, perhaps because the editor decides at a late stage that it is more appropriate to a different
subject area , there is no need to leave a blank space, to squeeze the information in, to retype and
re—check , or to cut and paste (all possible solutions in a manual system) since the computer can
reorganise the material before printing, without manual intervention.

2.5 Perhaps the most important benefit arisin g from the use of a computer is the ability to build up
a computer-readable data base for later use in retrospective retrieval (as mentioned in para 1.3 above) .

2.6 There is one main disadvantage . You are tied to a piece of machinery, which will , in the nature
of things, break down occasionally. However , provided reasonably quick service is available , delays are
unlikely to be much longer than 24 hours since faulty units , including the central processor itself , can
easily be replac ed . Mare worrying is the effect of a fire (or deliberate destruction of the computer),
and it is essential either to be able to make use of another computer elsewhere or to be prep ared to
revert to manual methods for a time - if necessary producing an inferior product , perha ps without indexes .
Another disadvantage is that special and expensive equipnent is needed to prep are the inpu t for the
computer , eg a tape typewriter ; an ord inary typewriter will not do. Moreover , although computer systems
generally allow flexibility , they cannot be changed quickly if new programs are needed .

2 .7  The rest of this paper will describe the systems used by two information centr es to produce
abstracts bulletins by mini-computers. Both evolved from systems which had previous ly included some
mechan isation to produce the indexes for an otherwise manually prep ared bulletin .

‘For simplicity , I shall refer to all items announced in a bulletin as ‘ rep orts ’.
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3. PROL*JCT ION OF DEFENCE RESEARCI-I ABSTRACTS AT DRIC

3.1 General Description

3.1.1 Defence Research Abstracts (DRA) is the bulletin of the UK Defence Research Information Centre
(DRIC). DRIC is the central facility of the UK Ministry of Defence (MJD) for the acquisition, announce-
ment and distribution of Defence-orientated scientific and technical reports published in the UK and
overseas and more particularly those reports which are Defence—controlled or classified. In essence,
DRIC is the UK equivalent of USA ’s Defense Documentation Center and Canada ’s Defence Scientific
Information Service. A short description of the origins and functions of DRIC was given in ref 3.

3.1.2 DRIC receives some 13,000 rep orts a year of which about 2,(XX) have been approved for unlimited
distribution and are passed to the Department of Industry ’s Technology Reports Centr e af ter select ive
dist ribution by DRIC. The rema inder are all indexed and abstracted and some 8 ,500 are announced in DPA.
There are 2 main editions of DRA , a twice-monthly one for ~.VD and a monthly one for Defence contractors .
A second monthly edition with a very limited circulation in ?4)D is also produced; it is known as the
‘B’ edition. A quarterly supplement of more highly classified information is also prepared. The
balanc e of the indexed and abs t racted rep orts (about 2 ,500) are not announced in DRA but appear in a
quarterly (‘Non-announced’) catalogue prepared for the use of DRIC’ s searchers. These reports are mainly
the older ones and those deemed unsuitable by their originators for ful l announcement. Fig 1 shows the
format of an entry in DRA.

3.1.3 All editions of DRA contain subject , author , and report and accession number indexes bound with
each issue and printed on distinctive coloured paper . Accumulations containing corporate author
(originator), title, conference paper, translation and contract number indexes , as well as the four per—
issue indexes, are published quarterly and annually. The annual accumulation for 1976 contained 1450
pages of indexes and was printed as 4 separate volumes.

3.1.4 An extract from the subject index (including a reference to the report shown in Fig 1) appears in
Fig 2. It should be noted that provision is made for combining two terms to form a more specific index.
‘Access No ’ is DRIC ’ s serial accession number by which the report is stored in the stockrooms. ‘Location’
identifies the issue and edition of DRA and the sequential position within that issue (from 2001 for the
example shown) . The other main indexes are basically similar in form but plans are in hand to print them
in double column format, which we believe will be easier to read than the full width lines in use at
present.
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Fig 2. e.xtract from Cumulat iv e Subject Index to DRA

3. Hart , G.W. The use of a mini-computer at the Defence Research Information Centre.
In ‘Advancements in Retrieva l Technology as rela ted to Information Systems ’ .
AGARD CP-207, October 1976.
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3.2 Partial mechanisation

3.2.1 From 1970 to 1975 , DRA (and its predecessor, R&D Abstracts) was produced in a partially mechanised
manner . This was briefly described in ref 3 and store ful ly in ref 4. Fig 3a shows the sequence of
operations . Essentiall y, once subject index terms had been assigned and abstracts prepared , the reports
were passed to tape typists who punched paper tapes containing these and the bibliographic details , hard
copies for proof-checking by clerks being obtained as a by-product.

3.2.2 Errors were marked on the hard copies by the proof checkers, and the copies were then sorted by
hand into the order required for DRA (*COSATI Field and Group, ref 5) and returned with the tapes to the
typists for corrected tapes to be punched. The typescripts produced during the second typing operation were
on A3 paper and were sent to the Reprographic Section of DRIC for the production of DRA by a 33%
reduction in size and offset lithe print ing on A4 paper. The MDI) edition was prepared in this way, and
the Contractors ’ edition was prepared from the print ing masters by cutting and pasting. The ‘B’ edition
was prep ared by re-typing from the corrected tapes.

3.2.3 The corrected paper tapes produced during the second typing were sent to a bureau conqs.lter
(an ICL 19(X)) for the preparation of indexes for each issue and later accuniolations . The same data were
also used to run an SDI service and were retained to form the data base for a retro-search system. With
this system , it was impracticable to provide indexes for the Contractors ’ edition without further re-
typ ing.

3.2.4 It was clear tha t although the computer was a powerful tool for the production of the indexes it
was not being used in any other way. I’breover, a number of the processes required a large amount of
clerical effort , but would be amenable to computer-operation if the production of DRA were to be fully
mechanised . For these reasons , it was decided to undertake preparation of DRA wholly by computer. A
descri pt ion of the system developed for this follows.

3.3 Full mechanisation

3.3.1 DRA has been produced by computer since early 1976. The processes used are shown in Fig 3b and
the computer’s conf iguration is shown in Fig 4.

3.3 .2  The computer used is a GEC 4080 computer. It is arguable whether it should be called a mini-
computer since it can have up to 256K bytes of central storage (and store recent models may have 1M bytes)
and 28CR bytes of disc storage , and its processing power is the equal of many main-frame computers of a
few years ago. We generally call it a midi-computer and this te rm is becoming store coitilonly recognised ,
but many larger computers are often called ‘minis ’ in the literature. The principles of DRIC’s operation
would be equally applicable to many smaller mini-computers . The 4080 is a multi-processing computer and
so we can carry out other tasks at the same time , including eventually , we hope, on-line retrospective
searching with ful l abstracts among the details displayed. ?u~~ny smaller mini-computers would be unable
to do this, but could be used to prepare a bulletin in a similar manner .

3.3.3 The first 3 stages shown in Fig 3b are essentially the snne as in the partially mechanised
system (Fig 3a) with the production of the ‘Mavements ’ cards for use by the report handling sections
as a by-product. The paper tapes are fed direct to the 4080 computer and their contents stored on disc.
The report details can then be displayed on a Viii screen for checking and correction by the proof-
checkers . The advantages of the Viii correction are that the person who spots an error also makes the
correct ion , thus making a correct finished result mor~ likely, and no re-typing or further tape-read ing
are necessary . The last point is important because paper tape readers are notorious ly liable to reading
errors .

3.3.4 After errors have been corrected , the computer sorts the items into CX)SATI order and extracts
sets of items appropriate to the various editions , assigning location reference numbers at the same t ime .
These numbers are serial numbers identif ying the position of the item in each edition. The lIDD numbers
are 1001 upwards and those for the Contractors ’ edition are 2001 upwards . The number also indicates the
year and issue. Thus 2001—7701 was the 1st item in the Contractors’ edition of issue 1 of 1977. This
item also appeared in the MDD edition, where it had the number, 1008-7701. The location reference
numbers are given as references in each of the printed indexes and so enable the bibliographic details
and abstrac t to be located quickly by someone searching the indexes. The DRIC accession numbers are
also given as references in the indexes. They are needed to request reports from DR I C. A magnetic tap e
contain ing ful l details of all the items is prep ared at this stage and passed to an ICL 19(X) series
computer at an MDI) bureau for use in the SDI and retrospective search systems .

4. Ridler , E .H. et al. Production of R&D Abstracts and printed indexes to R&D Abstracts us ing
tape typewriters. TIL report 21,Aug. 1969.

5. Defense Documentation Center. COSAT I Subjec t Category List (IOD Extended) , AD 624CO0,
December 1965.

mCogmnittee on Scientific and Technical Information of the Federal Council on Science and
Technology. 

~~~~~~~~~ --



3.3.5 The details required for the various indexes for each edition are then extracted to form
separate files , four (subject , author and report and accession number) for each issue of each
edition , and cumulative files for all the indexes . Finally the material is formatted as required
for the various editions and indexes and printed on an upper and lower case line printer at about
A3 size for later reduction by 33% and offset lithe printing on A4 paper.

3.3.6 The Contractors ’ edition now has indexes and the various time-consuming manual operations
previously required have been replaced by ADP processes. The advantages seen by DRIC are sumarised
in Fig 5 (below) , the main ones being the first five . A further advantage , which will arise only when
the comp lete system is implemented, is the 100% validation of descriptors that will be possible by
holding a list of approved descriptors on the computer.

Automatic checking of data

No manual sorting (for subj ect catego ry or edition)

No re-typ ing for different editions

No cutting & pasting for different editions

Indexes for Contractors ’ Edition

Greater Consistency of Corporate Author references

Upper & lower case indexes

Multiple entries of the same item

Less movement of classified material

Own control of processing

Faster turn-round
_______________________________________________________________-J

Fig . S Advantages obtained from fully ccmiputerised production of DRA

3.3.7 Having sumarised the production process , I will now discuss the various stages in more detail ,
describing not only the processes but also some of the problems encountered as I feel sure that the
latter are of most interest to other organisations planning to computerise an abstracts bulletin.

3.4

3.4.1 The basic input document is a report process sheet (Fig 6). This contains a number of boxes , each
corresponding to a field in the computer record ; and different fields are completed by clerical staff ,
by subject specialists and by the editorial staff. To save t ime , where the details are found on the
cover or title page of the report they are suitably annotated, r inged and marked with the appropriate
field number, and the corresponding box on the process sheet is ticked. Where a field is not applicable,
the box is left empty. Fig 7 shows the cover of the report corresponding to the process sheet shown in
Fig 6 and the bulletin entry in Fig 1.

3.4.2 Use of this form should be clear from a comparison of these three figures. The first COSATI field
is the main one and the complete entry will appear there in the bulletin. If additional COSATI references
are used , the bibliographic details will be printed at those locations without the abstract but with a
cross-reference to the main entry. The Edition Code field contains the codes shown in Fig 8 (nex t page ) and
identifies the edition(s) of DRA in which the item will appear. Box 5 contains the code number for the
ori ginator , including a check character , and the computer uses this to look up a disc-based list of
originators , thus ensuring that the references to a given organisation always appear in the same form .
Box 18A is used to indicate the arrangement of the descriptors in the subject index, those marked with an
asterisk appearing as entries and sub-headings in that index (see Fi g 2). The descriptors not marked with
an asterisk do not appear as entries in the index but are available for use in SDI and retrospective
searching. The numbers in box l8A of course refer to the numbers of the descriptors in Box 18.

- ~~~~~~~~~~~~~~~ - —- - ---.—- -- — — - - - - —-—— --_ .  - —-- — ---- — — — — — —-- — —
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M MDI) Edition (twice monthly)

B B Edition (monthly)

C Contractors ’ (monthly) and ~)JD Editions

A All above

S Supplement (quarterly)

N Non-announced catalogue (quarterly)

Q ~iery (edition to be decided)

Fig 8 Codes for editions of DRA

3.4.3 The report and its associated process sheet are used by tape typists who punch a paper tape with
all the details. Each field is terminated by a separator (v) and blank fields are indicated solely
by their separators. The format produced is similar to that which will appear in DRA and is controlled
by a control tape read on a second reader.

3.4.4 The details of conferences (7B) need to be input in a standard form if the conference paper index
is to be satisfactory , ie not to have two or more variant forms for the same conference. This is done by
preparing a short length of paper tape containing the conference title , location and date and inserting
this in the tape typewriter reader when required for each individual paper abstracted.

3.4.5 The details of about 30 reports , including their abstracts, are punched on each reel of tape,
this being a convenient size for handling . During the partial-mechanization stage , however, the first
typing produced single lengths of tape for each report and they were put into envelopes with the type-
scripts and sorted by hand. When the GEC 4080 system was first started many hundreds of these tapes
remained to be used, and it was found to be an extremely slow task to handle them individually. Consider-
ation was given to putting them through the tape typewriters to produce full length reels , but this
would have involved just as much time. However , this problem was responsible, by itself , for quite a
considerable delay in the production of DRA. There seemed to be no obvious way round it but it is a
point to be borne in mind by other organisations in a similar situation.

3.4.6 It is desirable for issues of DRA to be roughly similar in size and at first we used the same
number of reels of tape for each issue. However , the percentage of ‘non-announced’ material (ie items
not being published in DRA) varied from 20% to 50% and this caused the size of issues to fluctuate widely .
We could have got over this by handling the non-announced items separately but in fact we wrote a simple
program to count the DRA items as the tapes were input , enabling us to use an appropriate number of tapes.

3.5 Checking

3.5.1 Each item is validated by the computer to check for obvious unacceptability. The first check made
is that the total number of field separators is correct; if this is not so , the item is rejected. Once
accepted , other checks are made , for example that the accession and location numbers are in the correct
form , that the date of the report is in the correct form and is a feasible one , that the fields with a
maxiitnsn length , such as report number and author , are not too long , that an acceptable classification is
present and so on. A further check to be introduced soon is that the subject descriptors assigned are
on a list of approved terms .

3.5.2 After validation, the items are displayed on a V1YJ for checking by the clerical proof-checkers
who compare them with the corresponding reports and process sheets. An example of the display is given
in Fig 9 (next page) the item separators now being shown by ‘?‘  and not ‘v ’. These are in fact different
interpretations of the same code by 2 different machines. Although a complete item is shown for
convenience, in practice it would be divided into 3 parts , each being shown in sequence. Many items
could not have been accomodated fully on the screen, so rather than split them at an arbitrary point, it
was decided to split them all after the bibliographic details and after the descriptors .

3 . 5 . 3  The marg inal annotations in Fi g 9 are error messages generated by the computer dur ing validation.
The first shows an unacceptable date (a month numbered 15) and a descriptor longer than 40 characters
(a ‘/‘ having been omitted) . The other errors ringed are ones that can only be spotted by a human proof-
checker. If the corporate author code is not acceptable to the computer , an error message is shown, but
if the number is acceptable although incorrectly assigned there is no error message and so the proof-
checker must always ensure that the correct corporate author is present.

-~ -~~~~~~ .---~~ ~~~~~~~~~~~~~~ - ————-- -—- --- - .-J - -- L ___
~ ~~~~ -
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01-0 1
BR-19224 ?A?ARC-C P-109 1’ ?
UNLIMITED?
027500 Aerod yn amics Dept., Royal Ai rcraf t  Est ., B e d f or d , U.K.?
Atmo s ph eric Gusts -A Review of the Results of some Recent
R.A .E . Rese a r ch?

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 57ref? ?

*Wj f ld  (meteorolog y ), Gusts , Airc ra ft /A i rc ra f t ,  Gusts , Thunderstorms
~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~ Flight character i stics Mathematical mod?~~~~

Recent RAE resea rch on ~~~~~ has been part i cularly concerned
with severe _ gus ts and the situations in which they occur . In
the ~~ a~osph~~~~ mountain wave conditions and those in the
vic in i ty  of thunderstorm to ps have been investigated . At lower
alt i tudes , gust s in and near thunderstorms have also been
s t u d i e d , as have wind and gu st effects l ikel y to be s i gni f ican t
durin g t ake-of f  and landin g . This work has relevance both to
air craft  o perations and to ai rcraf t  design . I n  t h e  l a t t e r
co n n e c t i o n , recent work on mathematical models of severe gusts
i s a lso descr ibed . Mention is made is made of the ef fect s of
p ilot control act iv i t y  durin g f l i9 ht through gusts. PBP?

Fig 9. Example of the Display on VDU for Proof-checking.

3.5.4 Corrections are made by the proof-checker by using the editing controls on the VDU , ie by moving
the cursor to the appropriate positions and over-typing , deleting or inserting characters . The VDU
automatically inserts new lines on the screen as necessary when characters or even whole fields are
inserted, but they are run together before being re-input to the computer so that the output is unaffected.
When the checker is satisfied with the display on the screen the item can be re-input to the computer.
If the record is too bad to be corrected , the item may be sent to a reject file for later correction or
re-typing.

3.5.5 I have described this system of checking and correcting in the present tense although it has not
yet been brought into use, since we expect to have it working in 1978. Until it is , the proof—checkers
will continue to mark up hard copy , as in the earlier semi-automatic system, and the tape typists will
produce a second tape with the necessary corrections.

3.5.6 The number of tapes to be input for each issue of DRA is assessed at present as explained in
paragraph 3.4.6, but when the on-line correcting system is in use , we will no longer need to use an
integral number of tapes because the computer will store all corrected records in a cumlative file
from which it can be told to select the number needed for an issue.

3.6 Processing

3.6.1 Once the items for a complete issue have been selected, the computer sorts them into (X)SATI
field and group order and prints a complete list of all the items in DRA format (the so—called *BLIS
listing) which is passed to the Editors for final checking. The main purpose of this listing is to
enable the COSATI headings and the editions of DRA to be re-checked. For example , great care must be
taken that too highly classified information is not printed in the Contractors ’ Edition. This is to be
checked by computer soon , but certain other types of errors are only detectable by human inspection. At
present, any further corrections are made at the V11I by the computer staff using the editing software
supplied with the operating system. When the on-line correction system is in operation, the Editors will
be able to correct the entries at a VDU in the same manner as the proof-checkers.

*BLIS &illetin List 

-,. -.~~ -  -~~~=~ -- - 
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3.6.2 When this final check has been completed, the computer extracts sets of records corresponding to
the different editions of DRA. Cross—reference entries without an abstract are generated for any
subsidiary COSATI headings. This was possible in the previous system but involved partial repetition of
typing and was kept to a minijmim. Now it merely requires additional entries on the process sheet. The
previously required sorting of up to 4(X) envelopes containing tape, etc , into subject order , used to take
a considerable t ime when performed manually . The records are now sorted into COSATI order (and accession
rnither within that) very quickly by computer , which also assigns the location reference numbers.

3.6.3 Sorting complete bulletin entries would be a very lengthy process and it is most efficient on the
4080 to sort records no longer than 248 characters. So each entry is divided into 9 record types each
containing one or more fields . Any types longer than 248 characters need one or more trailing records.
Each record includes a 16 character header comprising COSATI number, Accession number , record type (0-8)
and occurrence indicator (A for the first record and B, C, ... for trailing records). This header is
used as the sort key.

3.6.4 An alternative method might have been to have retained each report entry as one record and store
it on a disc , sorting only the COSATI number and accession number with a reference to the disc location.
However , this would have been more complicated to program at a time when all DRIC ‘ s staff were unfamiliar
with the GEC 4080 and so the simpler approach was adopted. Sorting a complete issue of one edition takes
only 5 to 10 minutes so its use of processor time is not too excessive .

3.6.5 Once the sets of items for the various editions have been compiled, the computer extracts the
parts of the records needed to prepare the different indexes. Each index set is sorted according to the
main and subsidiary entries, eg the subject index is sorted by subject index terms and title. This is
easily accomplished by forming each extract into a record with the entries in the appropriate order and
then sorting the complete record.

3.6.6 The GEC 4080 computer was originally sold mostly for process control purposes or for use as an
interface between laborato ry equipnent and a main frame computer. DRIC was the first organisation to
use one for automatic data processing and so the software available did not include a sorting procedure.

3.6.7 The sort software was written by GEC under contract and seemed to be satisfactory at first. It
was only when we looked closely, particularly at the title indexes, that a problem became apparent . The
GEC is a byte-oriented machine with different representations for upper and lower case letters. The sort
puts the letters into the order A , a, B, b , C, c, etc , but this means , for example , that ‘ACE ’ sorts
before ‘Acceleration ’ and not afterwards as might be expected. This is somewhat confusing to the user,
particularly when the upper case abbreviation can be read as a word , as in this case. It seems to be
less important for unpronounceable expressions such as ‘MRCA ’, perhaps because we are used to telephone
directories which put such items at the beginning of each letter. The title index is the only one in
which this problem arises since the others such as subject and corporate author have the index entry
points in upper case and the sorting is done with the items in that form.

3.6.8 However, the computer is also used to print a complete list of corporate authors and their codes,
which is referred to regularly by clerical staff. For that list , the problem of the sort would be such
more serious and so the items are all converted into upper case before the sort starts and converted
buck to their original form afterwards by looking up a list of the entries which is held in the computer.

3.7 (Aitpat

3.7.1 Having organised the material in a suitable form, it has to be output. DRIC use a relatively
slow line printer with an upper and lower case print barrel and the print-out is used as copy for plate
making for printing. The quality of the print-out is quite good but the subsequent 33% reduction in
size and offset litho printing appear to accentuate the thicker strokes, making the final product slightly
less easy to read than the typescript used previously. A better quality would be obtained if we printed
at full size , but this would require nearly twice as much paper, and the bulletin would be less easy to
use with fewer items on a page.

3.7.2 We are now considering other ways of printing, eg using a daisy-wheel printer , computerised photo-
typesetting or a Xerox or similar machine driven by magnetic tap e . Ink-jet printing would be another
possibility but is likely to be too expensive for us to have the equiçsnent in—house.

3.7.3 We were originally urged to use nylon ribbons for the printer as they are about half the cost of
silk ones . But we discovered that silk ribbons give a better quality reproduction and we have continued
to use them. The best results seem to come from the use of medium weight paper.

3.7.4 A minor problem seems to have occurred when the printer is unable to print at a steady rate
because the lines of print are not ready in time , eg when a number of disc accesses are required. It
appears that although the printing paper stops, the ribbon continues to move and occasionally rubs against
a fold in the paper leaving a black mark. We have to print across alternate folds because the length of a
sheet of printing paper is less than is needed to give an A4 size page after reduction. This has been
overcome by rearrang ing the formatt ing and print program so that fewer disc accesses are needed dur ing
printing .

3.8. Problems in implementation

3.8.1 As with most computer systems , a number of problems arose during the early days of using the
mini-computer, although none of them was unduly serious . They are described in some detail in paragraphs
26-32 of ref 3 and the details need not be repeated here. The main lesson learnt was tha t parallel
running of the old and new systems requires alim st as such preliminary thought as designing the new system
and that system design should not be completed without detailed consideration of the arrangements and the
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additional resources required for parallel running. This is probably particularly true if you are
converting from one mechanised system to another, but it is also applicable when using a computer for
the first time .

3.9 Programing

3.9.1 The GEC 4080 computer supports a number of languages , including CORAL 66 and FORTRAN lY. CORAL ,
a real-time processing language developed in the UK Ministry of Defence, would probably have been
sui table, but we were advised to use GEC ’s assembler language, BABBAGE, which has many high level features
and so enables programs to be written reasonably quickly whilst still maintaining control over characters
and individual data bits when necessary. The effort required by DRIC to implement the system was about
4 man years , using two trainee programers and a team leader with no experience of BABBAGE or the GEC
4080. They wrote all the programs apart from the sort, which was provided under contract by the manufact-
urer, and the VDU edit, which was a by-product of other work being done by the manufacturer . The latter ,
incidentally, required a good deal of additional effort by DRIC’s staff , but this is not included in the
fi gure above .

3.10 Justification

3.10.1 Why was the system installed and have we obtained the advantages foreseen? A detailed feasibility
study carried Out in 1973 concluded that the installation of a mini-computer would:

(a) increase efficiency in the preparation of data for DPA and indexes;

(b) increase security in the production of DRA (by reducing the amount of movement
of classified information) ;

(c) increase secur ity in the movement of classified documents (see paragraph 3.10.4 below) ; and

(d) provide a ~, ‘nera 1 ly improved service to all DRIC customers.

3.10.2 We have realised benefits (a) and (d) since less typing and clerical effort is required to prepare
DRA yet all editions now have indexes (per issue and cumulative) . To have provided indexes for the
Contractors ’ Edition under the previous system would have required 2 extra typists , it was estimated .
These savings probably do not cover the cost of the installation , let alone the programing team , but
having the computer does enable us to carry Out other tasks which are referred to below.

3.10.3 It is of course impossible to assess benefit (b) in terms of money but it does mean that
classified print—outs of indexes are no longer sent many miles by van. They still have to be taken a
short distance to a local printer , as was done with the previous system, because we have insufficient
capacity to print them in-house.

3.10.4 We intended originally to obtain benefit (c) by keeping records of the movements of classified
reports on the computer but we have recently decided to aim for a more integrated approach in which the
details of all reports will be entered into the system when they arrive at DRIC. This will enable all
later movements, distribution, and changes of classification to be registered with the minijiun of effort ,
and the same details will be available as the basis of the DRA record . We also use the computer to record
the numbers and classification of reports exchanged with foreign countries and this information could be
compiled to a large extent from the basic details entered initially.

3.11 The future

3.11.1 The probable addition of a thesaurus check was referred to in paragraph 3.5.1 above . Other plans
for the future are the replacement of the tape typewriters by some other form of data entry such as key
to disc , the revision of the report process sheet to include additional fields such as the classification
of the title and abstract (at present these are given in brackets at the end of the appropriate field , but
that is not wholly satisfactory) , and an extension of the validation process , eg to ensure that items are
announced only in the correct edition or editions. Apart from these changes , we expect to consolidate the
DRA system, whilst concentrating on the integrated approach mentioned above and the addition of SDI and
retrospective searching to the in-house system. At present , the last two are carried out on a bureau ICL
19(X) computer , but that will be replaced by a new machine in 1981 and the system will then need to be re-
programed. Bringing SDI and retrospective searching in-house would increase our control over them.

4. PRLUJCrIC7’~ OF R&D ABS11~ACTS AT ThE TEC}N)LOGY REPORTS CENFRE CFR)~
4.1 Introduction

4.1.1 TRC is a part of the UK Depar~ nent of Industry and was formed at the same as DRIC (1971) when the
previously existing Mintech Reports Centre was split up. It handles unlimited reports produced by
Government or Government assisted bodies such as UK Research Associations . Essentially it is the UK
equivalent of NTIS. TRC produces an abstracts bulletin , R&D Abstracts , which is similar in format to ISA.
There are 2 editions, one appearing twice-monthly with 6-monthly ctaiilative indexes, the other appearing
every 2 months with annual indexes.

4.1.2 TRC also use a British mini computer - a Business Computers (Systems) Ltd ?.blecular 18. This has
64K bytes of store with one magnetic tape deck and two disc units giving about 4(74 bytes. They have an
upper and lower case printer , an input/output golfball typewriter , and 6 VIXJ5 , each with a 1280 character
display, and various other peripherals.

- — V — — - - - - ---— - -
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4.1.3 As would be expected from the comen parentage, TRC and DRIC ’ s announcement bulletins are very
similar in style and were originally produced by a]iI~ st identical partially mechanised methods . With
the advent of the mini computer , however, the paths have diverged and I intend to describe briefly how
TRC operate. A full description is given in ref 6.

4.2 Production of bulletin & indexes

4.2.1 The process is shown in Fig 10 (taken fran ref 6). The letters that follow refer to that figure.
Process sheets , similar to those used by BRIC are completed by the Recording and Infoni~ tion Malysis
Groups (A) . The details of up to 36 records are then input to two daily input disc files (one for
COSATI fields 1-11, the other for fields 12-23) , using a Viii as a direct entry terminal (B) . Each record
is set up by the operator in the format required for announcement in R&D Abstracts, The data entered can
be corrected by the operator using the cursor controls and editing facilities of the Viii before being
transmitted to the disc file. Each record must consist of 20 fields separated by terminators C?) , and of
course blank fields mast be represented by a terminator. Each operator ’s work is checked at a Viii
against the original documents by another operator.

4.2.2 Each day, sorted indexes to the random disc files are produced (C) and printed in accession
number order wi thin COSATI code . The full input records are validated daily (D) , some 10 checks being
made on the data , eg the number of fields, the format of the Cl)SATI code, etc . An error list is printed
and corrections can be made daily by retrieving the records using their accession numbers and editing on
the Viii (E) . After validation, the daily files are added to the semi-monthly cumulative random files
f rom which the next increment of R&D Abstracts will be produced (F) . Again , 2 files are used, corresond-
ing to COSATI fields 1-11 and 12-23. Each may hold up to 180 records. The entries made dur ing the day
are printed for checking by the data preparation Supervisor , who can also call up and correct on the VDU
any report she wishes.

4 .2 .3 At the end of a cuimilative period,the index records for the whole period are extracted and the
bulletin data again pass through the validation program (G) . A print-out is produced on the line-
printer for the Editor of the Bulletin who checks , inter alia , index terms , COSATI codes and spellings of
proper names . Any corrections necessitated by these checks can of course be made at the Viii (H) . The
body of R&D Abstracts is printed on the golf-ball typewriter in accession number order within COSATI code
and entries are selected from the random files by a similarly sorted index , which identifies the location
on disc of each record .

4.2.1 Lach issue of R&D Abstracts has 5 indexes (subject, author, report number , accession number and
COSATI cede) . The relevant data fields are extracted from the semi-monthly incremental file and set up
in random orde r to form a general index file. To print an index , eg of authors , the first process is to
extr act the basic information required for ordering the items (authors ’ names) from this general index
file together with a reference to the location in the file of each item , thus forming an internal index
to the general index file. The internal index is then sorted (by author) and the full author index is
produc ed from the details i. the general index file using the same order as the sorted internal index.
-\ simila r procedure is then followed for the other indexes. The advantage of this pi ocedure is that only
very small records need to be sorted , thus considerably speeding up processing . The indexes are printed
on the line-printer to save time . The extracted index information is add ed to a cumulative file for later
production of the 6-monthly indexes (I) .

4 . 2 . 5  The body of the bulletin is printed at ful l size but the indexes are photo—reduced by 30% before
printing . Both are printed in-house by off-set litho reproduction.

4.2.6 As at DRIC , a magnetic tape is prepared for use on an ICL 1900 series computer (J) . The SDI and
retrospective search program suites have been run on a number of large ICL machines but the work is
currently concentrated on the Department of Indust ry bureau computer at Eastcot e , Middlesex , where the
accumulated data base is held.

4.2.7 ‘kt. ~i1so prep ares indexes to ‘US Government Reports Announcements ’ using twice-monthly magnetic
tape~ ~1ied by NTIS. This requires a code conversion and data formatting process followed by
field :-. ~‘c~ion , sorting and printing routines similar to those used for the indexes to R&D Abstracts.

4.3 Pi~~ o typesett ing

4.3.1 Plans have been made for the production of the bulletin by computer controlled photo-typesetting .
This involves ICL 1900 programs that format and translate the output magnetic tape (J) so that it can be
used as direct input to a Linotron 505 photo-typesetter. Output is in the form of bromide positive prints
for subsequent off-set litho reproduction. Up to 10(X) characters can be provided, but TRC need only about
250 , comprising roman , italic , bold and capitals. The video optical system produces a high quality image
in 15 sizes from 4 to 28 point and lines up to 64 picas wide are exposed onto 100 foot rolls of film or
paper. The TRC software allows point size (character height) changes within a line , and set size (charac-
ter width) to be varied to provide a condensed or expanded type style. TRC have run some sample bulletins
using this system but at present its introduction has been delay ed by facto rs beyond their control.

6. Adams, H.C. Computer processing of bibliographic data at the Technology Reports Centre
of the Department of Industry , TRC, 1977
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5. GENERAL DISCUSSION

5.1 The two systems described in this paper produce similar abstracts bulletins , yet there is little
similarity between the systems apart from their use of mini-computers. I hope that these descriptions
will suggest ways in which other organisations can use mini—computers for a similar purpose. Points to
be considered when setting up such a system include :

a. is a computer necessary?

b. what computer (model and location)?

c. details to be included in the bulletin ; should there be indexes to the bulletin; and
should the documents be subject indexed (and how)?

d. form of input

e. processing procedures

f .  output equipnent

g. contents and format of the bulletin

h. source of software

I will discuss each of these briefly in turn.

5.2 Is a computer necessary?

5.2.1 The essential thing to remember is that a computer can not do the whole job. Thus analysis of
the documents and data entry will need to be done by humans, and some human proof-reading and correction
will also be needed . ~‘breover , the computer will need staff to operate it and possibly programers as
well. System design for a computer system is more complicated than for a wholly manual one , and decisions,
once made , are generally more difficult to change .

5.2.2 The advantages of the computer lie in its ability to sort material quickly and accurately, to
carry out simple checks on the data, and to enable corrections to be made without complete retyping.
This last feature saves proof-reading t ime since there is no need to re-read a complete document . Two
other advantages of a computer—based system are its ability to compile all manner of indexes with little
extra effort and the availability of the same data for keeping records of the distribution and loan of
reports , for invoicing , for recalling loans, for providin g SDI services and for building up a data base
for retrospective searching, not necessarily on the same computer.

5.2.3 Thus the pros and cons need to be investigated thoroughly before a decision to use a computer is
made. In particular , to sell the concept to management, a detailed feasibility study is generally required ,
and even then it may be necessary to point to intangible benefits , which can not be costed, rather than to
strict financial rewards , as the ultimate or partial justification. A useful paper in this respect is
ref 7.

5.3 IThat cc!nputer (model and location)?

5.3.1 Choosing a computer is being covered by Mrs Grosch and I will say nothing about it here except to
add that other possibilities apart from having one ’s own mini—computer and developing the system in-house
are to use a mainframe computer at a bureau, or a time-sharing system or even to have a ‘turnkey’ type of
system in which the computer is on your premises but another organisation develops and programs the
system and runs it. There are advantages and disadvantages in each of these approaches , but having the
computer under your own control - particularly in regard to scheduling runs and the quality of output - is
of ten of major importance.

5.4 Details to be included in the Bulletin, should there be indexes to the Bulletin, and
should documents be indexed?

5.4.1 These questions are outside the scope of this paper since they are equally relevant to manual
systems and the proposal to use a computer should not play any part in the decisions. But the computer
will enable you to have indexes with far less work.

7. Jones, A.C. Presenting a development plan for approval .
In ‘Government Assistance for Technical Information in Industry
and Simple Mechanisation for ~nall Information Centres ’ ,
AGARD Conference Proceedings 117 , March 1973.

- -. . - .~~~~~~~~-- - --~~~~~~.~~~~~~~~~~~~~ --~~~~ -— - - —V  



5-IS

5.5 Form of input

5.5.1 There are many possible ways in which the data can be entered into the computer. The obv ious
ones are punched cards and paper tape but both these suffer from disadvantages. Both are extremely
noisy and the electro-mechanical equipment tends to be less reliable than more modern electronic equip-
ment. Moreover , both require the handling of discreet items , cards or reels of paper tape , which can
cause problems if insufficient care is taken . Dropping a box of cards or tearing a paper-tape are both
very t ime-wasting. Punched cards have the added disadvantage that the input can only be in upper case
(at least I know of no upper and lower case card punches) . Against these disadvantages must be set the
fact that the equipment is fairly cheap to purchase.

5.5 .2 A somewhat higher level of sophistication is obtained by the use of cassette or floppy disc
encoders. These have the advantages of quietness and reliability ; and handling a magnetic tape cassette
or a floppy disc is far less likely to cause trouble th an handling cards or paper tapc. They usually
provide facilities for formatted displays on a VDU and allow various validation checks to be made . If
the mini computer does not have facilities for handling cassettes or floppy discs , a converter producing
standard magnetic tape must be used and these are relative ly expensive .

5.5.3 The next stage from stand—alone units of that kind is processor—controlled keying , where a group
of such units is connected to a mini-computer supplied as original equipment with the data entry devices.
Some systems of this kind are stated to be economic with as few as f-:ur ‘stations ’, so they could be
used for a medium scale operation. An added advantage here is the ability to retrieve records at will
for verification , proof-checking or inspection by the data prep supervisor. In such a system , records
can be kept of the number of items entered by each operator and of the number of errors (at least those
thrown up by validation). Moreover, the validation checks can be more sophis tica ted than those available
on a cassette or floppy disc encoder .

5.5.4 A variant of this , as used by TRC , is to enter the data directly to the mini computer via a VDU .
The software controlling data entry and keeping the appropriate records has of course to be written in-
house, but the advantage is that a second computer is not needed , making the system economic for one or
two terminals . On the other hand no data input is possible if the computer goes down .

5.5.5 Optical character recognition is yet another approach. The usual method is to ty,ie the material
accurately using a special typewriter with a suitable fount , eg OCRB , and then scan it with the reader.
The cost of this approach is such that a small or medium sized bulletin would probably need to use a
bureau rather than obtain a machine for in-house use. A more speculative possibility is to scan the
appropriate parts of the report directly with a suitable reading device , perhaps hand-held , but I know of
no suitable equipment . However , I imagine it will come eventually , as will voice input .

5.5.6 Coupled with data input is the question of checking the entries. Computer validation is
generally only a limited check that fields are in the right format , that there are the correct number and
that reference numbers and dates are in appropriate ranges. Fuller checking against the ori ginal document ,
particularly of fields such as reference numbers and authors which are likely to be used as identifiers
or search keys , is desirable. This can be achieved either by proof-checking and correction as at DRIC
and TRC or by verification (ie a second key-boarding operation). Verification of this kind is expensive
and the need is questionable when dealing with running text such as an abstract where minor errors such
as the omission of a space after a conina are of little consequence but would delay the operation . A
visual check is probably best for abstracts . However, the added accuracy obtained by verifying using
double key-boarding might make its use justifiable for other fields such as reference numbers, authors ’
names and subject index terms .

5.5.7 Subject index terms can be checked by eye or , if selected from an approved list or thesaurus , by
computer val idation against the list. This check is of most importance if the data are to be used as the
basis of a batch retrieval service such as SDI where errors in spelling will mean that the document is
effectively lost. For an on-line service with an ‘expansion ’ coninand as in the Lockheed , SDC and ESA
systems there is less need for an accurate check since variant spellings can usually be easily identified.
However , incorrect use of partly or wholly synonymous terms such as wolfram and tungsten will cause
difficulties even in an on-line system , so perhaps computer validation should be the aim.

5.5.8 In both the systems described in this paper , data input takes place only when the report has been
completely processed . However , both DRIC and TPC are planning systems in which the basic record can be
input to the computer shortly after the report is received. This approach , which has already been
adopted by some other organisations such as NASA, means that queries about the report can be answered
from the t ime of its receipt without the need for an additional manual record . However , system design
is more complex and great care must be taken to ensure that the accession or other reference number
is input correctly or there may he problems in reconciling the various parts of the re~~rd for each report.
A check digit system may be useful in this context. A direct entry system is the best in such circumstances
because staff entering details after the first stage can display and check the details already entered.

5.6 Processing procedures

5.6.1 The processing procedures used by DRIC and TRC have been described above. However , there are
many other possibilities and the precise approach to be adopted depends upon the equipment and software
available and the number of different outputs required. No guidelines can be laid down except to point
out that computer sorting of large records is a lengthy procedure and so miniiiun-length records should
be used at the scrting stage.

5.7 Output equipment

5.7.1 DRIC use an upper and lower case line printer at present , as do TRC for their indexes. However ,
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TRC use a golf-ball typewriter for the body of the bulletin to get a clearer product , and plan to use a
daisy wheel printe r for greater speed~and ultimately photo—typesetting. The last named requires careful
thoug ht since the equipment is expensive and might be economically justifiable only if a wide range of
work can be found for it. However , it gives such extremely good results and allows so much flexibility
in the size and style of type that it ~hou1d be seriously considered if a suitable bureau is availableand there are no problems of security. Using a bureau will of course add a further delay to the product-
ion of the bulletin. ‘Daisy-wheel ’ printers , which are often found in word-processing systems operate at
about 50 cps and may not be able to cope with the volume of material, particularly cumulative indexes.
However , they aie relatively cheap and so it might be possible to obtain more than one , provided the
computer can service a number of them simultaneously.

5.8 Contents and format of the bulletin

5.8.1 Decisions have to be taken as to the items to be included in a bulletin entry and the exact
format of the entry and what indexes if any are to be published . These are really decisions to be
taken irrespective of the method of production of the bulletin, but they may help to influence decisions
as to the size of computer and the peripherals , eg discs and pr inters , to be obtained.

5.8 .2 Another aspect to be considered concerns page sizes and item formats. DRIC print both abstracts
and indexes on continuous computer stationery at such a size that a 67% reduction gives an A4 page size
for the bulletin. This is about the maxijm.un advisable reduction ratio for ease of reading . It should be
borne in mind , however , that paper is expensive and getting ever more scarce; and the greater the
reduction , the fewer the number of pages needed.

5.8.3 The actual format is often a matter for compromise between aesthetics and computer capabilities .
DRIC has recently adopted a 2-column lay-out for its indexes and TRC intend to do the same for the body
of the bulletin but not the indexes when photo-typesetting is available. NTIS Government Report announce-
ments are printed in a 3-column lay—out . These approaches stem from the belief that short lines of text
are easier to read than long ones . A multi—column lay-out is possible with a normal line-by-line printer
or typewriter but requires careful programing. For example the contents of the first column have to be
written to magnetic tape or disc (preferably the latter) and called back dur ing printing. However, some
recent printers do allow several columns to he printed in sequence, the paper being re—wound at the end
of each column except the last.

5.8.4 Some studies of the format of indexes have been carried out by the Readability of Print Unit of
the Royal College of Art in London, although they do not coment on the length of lines. The most
relevant study in this context is ref 8 in which different formats for an author index were studied.
The most satisfactory format was one in which the whole entry apart from the author was indented by 2
character positions and there was no blank line between entries . A brief review of a presentation of the
work of this Unit with a list of their publications is given in ref 9.

5.9 Source of software

5.9.1 The use of comercial software packages is being discussed by Mrs Grosch and so nothing need be
said on that topic. It is of course, possible to place contracts with a coninercial software house to
write all the software. But if you do so , ensure that the specification is exactly what you want before
the job is started , have a fixed price contract if at all possible , and check that the documentation is
adequate. It is almost certain that the software will need to be changed after the system has been
running some t ime and so good documentation is essential. The alternative of writing software in-hot~ e
does ensure that last minute changes can easily be made, but the cost of setting up a prograimaing team
should not be under-estimated. Documentation is essential , even if programs are written in-house , to
enable later changes to be made when the orig inal progranzner has left the installation or even if he has
merely forgotten the details of what he wrote 3 years earlier.

5.10 StM.IA.RY

5.10.1 In this paper , I have tried to describe in some detail how one abstracts bulletin is produced by
mini—computer and in less detail how another one is produced . There are of course many other abstracts
bulletins prepared partially or wholly by mini—computer which I have not attempted to describe since I
have no first-hand knowledge of them. Finally, I have suninarised the various points that need to be
considered,with a few coninent s on the pros and cons of various approaches .
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SELECTIVE DISSEMINATION OF INFORMATION
By

R.A . Mctvor
Director Scientif ic  Information Services

National Defence Headquarters
Ottawa , Ontario
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SUMMARY

A Selective Dissemination of Information (SDI) system is described which has been implemented on a
minicomputer. The first part of the paper discusses the preparation of profiles , and the role of the info r-
mation scientist in their testing and maintenance. The second part of the paper discusses the methods of
implen~ntation of SDI programmes , in particular the trade-off between memory capacity and speed which must
be faced. The current matching algorithm at DSIS is described in greater detail. Somewhat over 1 ,000
questions are matched every two weeks against about 2 ,500 document records , producing about 12 ,000 individual
retrievals .

One of the more popular applications which automated information systems have facilitated is the
Selective Dissemination of Information or SDI service. Althoug h this service existed in our centre and jr
many others before automation by sending copies of catalogue cards of recent accessions to users based on
either personal or recorded knowled ge of their interests , the introduction of automation has greatly increased
the scope of such services . From a small beg inning in 1969 with some 25 user questions surveying some
250-300 acquisitions every two weeks , our service has grown to some 1 ,100 questions covering close to 2 ,500
documents every two weeks , and in addition an SDI service is provided on project reports of research in
progress but not yet formally reported.

Althoug h the programs have changed several times over the years , the basic method of inputting a
question into our system has altered little (Figs 1 and 2). Although details of entering questions into
an SDI system vary extensively from system to system , the general principles are the same . The method used
at DSIS is similar to one developed at Chemical Abstracts for searching their Chemical and Biological
Activities tapes.

Firstly some form of question identifier is needed. This is used , amongst other things to record the
“question weight ” when this feature is permitted. In our system it also provides a preliminary screening of
the items to separate those which this user is entitled to see and the user ’s name and address. This
preliminary screening serves as a safety check in controlling the security or sensitivity level of the
document retrieved. Following this are a series of term identifiers . Terms are grouped into what we call
“parameters ”. Terms in a given parameter are connected by “OR” logic- -that is , the occurrence of any of
these terms in the appropriate place will count towards a recrieval. However , parameters are connected by
“AND” log ic i.e. at least one term from each parameter must be satis fied to tri gger retrieval. In our
system terms can also be identified as “NOT” terms. Any satisfaction of a NOT term prevents retrieval of
the item. NOT terms are used amongst other things as a further l imitation on security and sensitivity
tailored to a particular user need-to-know . Another feature of our system is weig hting. Terms may be given
a term wei ght , and the sum of satisfied term wei ghts must equal or exceed the question weight mentioned
earlier if the item is to be retrieved, Wei ghts can also be negative if desired.

Other items included with the term restrict its scope to a particular field or fields - for example to
author , corporate source or subject index ; indicate the mode of search and whether it is an OR or NOT
term. The mode can be prefix , suffix , infix or full word or phrase. Individual terms are often truncated
to decrease the number of terms required , and thus increase the number of questions that can be searched
in one pass.

We have found in practice that few people are willing to spend the time and effort to construct or
modify their own profiles , and when they do , the results are much less satisfactory than when done by a
professional. We have a number of i-formation scientists on staff with different subject specialties.
Before automation , their chief tasks were the indexing and abstracting of reports coming into the system
and offering some literature searches or. request , and operating a rudimentary manual SDI system. Over the
years , the intake of documents requiring indexing and abstracting has reduced to one-quarter what it was ,
since the largest proportion of incoming material is in the form of microfiche already indexed and cats-
logued in machine readable form and requiring only the conversion of the magnetic tapes to our format . The
information scientist now spends a great deal of his time preparing and modifying SDI profil es for our
users , and providing custom retrospective searches on our own and commercial data bases . He thus can
become very familiar with the different vocabularies used by different sources to adapt the search profile
to the different source materials. Generally, the user describes his interests to the info rmation sc ient i s t
who prepares a trial profile. We have a facility for on-line testing of the trial profiles , but more
usually it is included in a regular run and monitored for several weeks by the information scientist until
he is satisfied that he has achieved a proper balance of recall and relevance to satisfy the user. We have
found that users differ considerably in their tolerance of irrelevant material. Some users prefer to be
sure of almost total recall at the expense of considerable irrelevant material while others are annoyed by
even a few irrelevant items .

Once the information Scientist (I.S.) is satisfied with the profile , the retrievals are sent automa-
tically to the user; but the I.S. continues to monitor the statistics of retrievals to watch for any
profiles receiving either excessive or few or no retrievals. He should also keep in regular contact with
his users to ensure the material received is satisfactory , since users are often more inclined to complain
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about inadequate service or have it cancelled completely than to make an effort to have it improved. A
number of customers often obtain no hits because of narrowly defined subject areas . Others are quite
content to sort throug h up to SO hits . An average profile runs between 0-25 hits per 1 ,000 documents
searched.

Althoug h in principle any field can be searched , in practice we no longer allow scanning of the text
of th e abstract . It was found by early experience that precision ( i .e.  relevance of the retrieved material )
when abstract searching was permitted was very much reduced without a large increase in recall , and such
searching is considerably more costly than searching of index terms . We have found the best type of profile
construction is to have a parameter of COSAT I subject fields to limit the range of Subject matter searched
and one or more parameters of index words or word fragments.

While we have discouraged abstract searching, we now arrange for mult iple f ie ld  searching when the
index-term field is specified. Our index-terms are divided into three fields - one con tains only those terms
from the Thesaurus of Engineering and Scientific Terms (TEST), at least for our own records , and a second
contains words from our own controlled vocabulary which covers specific item names or concepts not covered
adequately by TEST. The third contains broader terms from the TEST hierarchy. For example if the term -

Saponification were inserted by an information scientist , the progressively broader terms Hydrolysis ,
Solvolysis , Decomposition reactions and Chemica l reactions would be automatically added by computer to this
third field. Items from this field are not included in our Document Digest ir,dexes , but are very usefu l for
Boolean (combination) searches in SD!. The final field automatically included is the document title . If
all our records had been catalogued in DSIS this would perhaps not be necessary , but some of our data bases
do not use the same controlled vocabulary as ourselves , and the use of the title brings about some retrievals
that might otherwise have been missed.

Wei ghting of terms can be another means of realizing greater precision in the SDI output . However , it
must be used with caution . In general , it is more difficult to construct a satisfactory profile with
wei ghts , than when Boolean logic is employed. Depending on the search method used , multiple occurrences of
the term in the same field (or set of fields being searched as one unit) may lead to multiplication of the
wei ght by the number of occurrences. If this feature is present the weighting of general words like
detection should be avoided.

The retrieval form (Fig. 3) sent to the customer has a very flexible format which can be readily altered
fnr di fferent data bases or for special requirements. The usual format contains all material necessa r y for
a lib rary to identify a document plus an abstract ( if  available) and the index terms . We also add an order
block making it very simple for the customer to obtain the document . We do not necessarily have copies of
al l  announced documents of foreign origin. To save effort in such cases we use the same form to order the
document throug h our foreign liaison staffs .

There are a number of ways in which an SDI program can be implemented. While the method chosen does not
affect the user in the broad outlines indicated earlier , there will be some differences in detail.

Two general patterns of implementation are prevalent . One is frequently used when the number of users
is much larger than the number of documents to be screened for a particular issue. It consists of forming
inverted files (i.e. indexes) of the document file to be searched for each field to be searched , and
matching the index one-by-one against the search profile to determine which documents match . This techni que
can be quite efficient , and , if the retrospective on-line search facility is offered the resultant file can
then be used for updating that system. It has the disadvantage of not being readily adaptable to infix and
suffix searching, and the preprocessing may require more storage and memory requirements than are available
in a small system. We have not used this method at DSIS.

The second approach is to read the documents sequentially and compare them against the profiles either
sequentially or after preprocessing. This method is quite adaptable to small systems and all the features V

I have described , and is the system that has been used at DSIS. Our first system used only 8,000 words of
16-bit memory and could search 25 questions at once. It was however much too slow for consideration when
the number of questions ran into the hundreds . In particular , profile terms were stored two characters
per 16-bit word , and the minico mputer we possessed had no instruct ions that could deal with these two
halves , called bytes , separately. When we acquired more memory we stored one character per word in both
the record field to be compared and the profi le terms . Both were converted to all lower-case for comparison
and all punctuation marks were converted to blanks. Using this techni que with 16K of memory, SO profiles
could be searched in each pass through the search file.

With further refinements giving another 4-fold increase in speed , this programme served until a year or
so ago , desp ite the fact that it was becoming more and more unwieldy. With over 1 ,000 questions to be
matched against some 2 ,000 documents , some 21 passes were required at about 40 mm per pass or a total of
some 14 hrs computing time per search. Although this was run unattended during the ni ght , any momentary
power cut , as well as a number of other factors could bring the search to a halt or invalidate the results.
With a single computer and its peri pherals , the number of retrievals that could be sorted in a single step
was limited. This number was being more and more frequently exceeded , and the use of both computers working
togethe r was then necessa r y. Althoug h the sort phase was only about an hour , this too had to be done in
non-working hours because the other computer was dedicated to data input during the day.

With the upgrading of the CPU and the availability of additional memory a new algorithm could be con-
sidered. This used two sixteen-bit words for each character in the search term , however the search terms
were built into tree structures , so common strings of characters needed only to be searched once per pass.
In particular since there are at most 36 characters that can begin a term , only 36 comparisons are necessa ry
for the first level of as many questions as can be comp iled together. This number is variable , as all
available memory is allocated during the profile comp ilation phase. In practice , about 150 questions are
searched simultaneously. It was also possible with more disc space to keep a copy of all retrievals on disc.
The file of hits could then be sorted and stored after every pass , eliminating a separate sort step . With
these modifications , an entire search beginning with pro file compilation to the preparation of a final
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print tape takes about 90 minutes - approximately 30 for the compilation and search and 60 for the prepa-
ration of the print tape . Such a search would produce about 12 ,000 matches for printing off-line. The
printing is done with a Xerox 1200 which prints one page/sec . thus requiring about 4 hours for printing.
The times are now such that this can be easily done during regular hours .

Since this algorithm change has made such a dramatic improvement in search time , it mi ght be worth-
while to describe it in more detail. Each character is alloted a 16-bit word for ease in searching and a
second word as a pointer to alte rnative strings . Let us assume we have the followin g terms with the users
for the purpose of the example indicated by an upper case letter in brackets: cattle (A) , dogs (k),
donkeys (A), cat (A), catalysis (B), catalytic (B). These would be stored as in Fig. 4.

FIGURE 4

ADDRESS LETTER POINTER ADDRESS LETTER POINTER

1 C 8 19 (A) 20
2 A 0 20 L 0
3 T 19 21 Y 0
4 T 0 22 S 26
5 L 0 23 I 0
6 E 0 ‘4 S 0
7 (A) 0 25 (B) 0
8 0 0 26 T 0
9 0 0 27 I 0
10 G 13 28 C 0
11 S 0 29 (B) 0
12 (A) 0
13 N 0
14 K 0
15 E 0
16 Y 0
17 S 0
18 (A) 0

A pointer of 0 indicates no further string occurs. An upper case letter in brackets indicates a hit for
the indicated user. Let us see how this works. Assume the string “CHOW DOGS ARE” occurs in the text .
Matching beg ins at address 1 with the C of CHOW . There is a match so the next letter of CHOW , which is H ,
is matched against the address 2 which contain s A. As the match failed , the pointer at 2 is examined for
a continuation . There is none , so matching beginning with the C of Q-IOW is abandoned. Now matching begins
again at address 1 with the H of CHOW . There is no match , and the pointer at C is non-zero (8) so a new
match is tried at address 8. H does not match with 0 and there is no continuation pointer so the search on
H fails. Similarly, the ‘0’ , ‘W’ and blank characters fail to match. Now ‘0’ is tried and fails to match
at address 1 but matches at the continuation 8 , matching continues at 9 with 0, 10 with G , and 11 with S.
When 12 is accessed to match with blank , it is discovered to be a retrieval f lag  and a h i t  is recorded for
user A. There is no further pointer at address 12 where other hits or a character string continuation would
be indicated , so the matching restarts at address 1 with blank etc. No further hits are found in this
example.

The retrieval form (Fi g. 3) has been rearranged to improve its appearances , at the expense of processing
time , and an order form is printed on the sheet in the same printing operation , using another facility
of the Xerox 1200 . The use of this form has reduced much of the paperwork in dealing with requests.

From a small beg inning in 1969 our SDI service has grown to be our most import ant service , and the one
which gives us the most direct contact with our users . The service , as provided originally, was run on
an IBM 360/65 using programmes written in the FORTRAN language. With the speeds and costs encountered
during this phase , using the programmes then in vogu e , it would never have been feasible to expand the ser-
vice to individual users as we have done . While the structure presently used on our minicomputer would
have probably made the use of the programme feasible on the larger system , I hope to have shown that the
minicomputer can do the job , and in many cases , is a much more desirable solution .
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Cost-effectiveness in Library Automation

J.H. Ashford , BSc . Ph.D. FGS
Divisional Mana ger , Lipman Management Resources Limited

54-70 Moorbrid ge Road , Maidenheaa , England.

Summary

The advent of relatively low-cost minicomputer systems has created opportunities for cost
ef fective library automation . In trying to achieve best results , a number of fac tors
characteristic of library needs have to be taken into account. These include the inter-
leaving of high volume and high comp lexi ty processes ; the need to manage textual material
where the meaning and use of the content are context dependent; and the requirement to
install systems which are easy to use and robust for ‘non—computing ’ users .

Containment of development cost appears to be most readily achieved by collaborative
design — where a group of libraries come together to share design resources and costs —

and by the careful re-use of previous ly deve loped systems . National and regional libraries
can make major contributions in bibliographic systems and a range of co-operative and
other commercial services are proving themselves . It is proposed that the form ation of
shared developme nt groups enables librarians and computer staff to maintain continuity of
experience and growth of expertise both in the ‘librar ianship ’ aspects and in minicomputer
system technology.

Context

Duri ng the last decade , libra ry automat ion has moved from tentative experiments to a well
established , although notoriously dif f i c ult , application area. The advent of the ‘mini-
computer ’ offers the chance to develop library dedicated systems on an economic basis and
to move away from the earlier constraints of sharing equipment and software resources with
other projects .

This is a matter of some importance , beca use library systems di ffer from the general
computer application in several aspects :

a) Straightforward but high volume operations (as in control of issues) are interleaved
wi th complex , low-volume work (as in cataloguing) .

b) Data files are normally large , often slow moving. (40 to 2000 million characters of
on—line storage is the current range ; 200 million characters is typical)

c) The use of much of the data on f i l e , especially in information work , is context
dependent and involves a degree of ‘meaning ’ to be derived from textual matter .

d) The system user , as librarian or researcher , is often not skilled in computing
methods , and may have little numerical or technical training .

- and , perhaps especia lly , the meaning and value of the data are dependent on the expect-
ations and experience of the user , and so library systems can be extended and complicated
wi thout apparent limit , and certainly beyond the ability of the systems engineer to
comprehend them and describe their functions in the exact and predicative form required
for computer implementation .

The attributes of minicomputers are well described elsewhere. For the purposes of this
paper , the following salient characteristics are noted:

a) Hardware - both computer and storage - is cheap, and it is normal to add to machine
capaci ty rather than comp licate programming .

b)  The mini-computer standard software , though of ten excellent , is generall y circum-
scribed , and the systems designer requires a much more detailed knowledge of operating
sys tem and related hardware than in a mainframe context .

c) Many mini—computer manufacturers prefer to sell wholly or mainly to systems eng ineering
compa nies who build systems incorporating the mini for the end user.

- - —---- - - - -- - - - - n~~~-r’ - •- ~~~~~~~ 
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FIGURE 2. COMPLEXITY / COST DIAGRAM
FOR CIRCULAT ION
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Scal e and or igin of development costs

Fi gures 1 and 2 use data from a variety of sources to indicate the range of software
deve lopment costs experienced in library automation projects over the last few years .
The majority of the cases used were designs from first principles; mini—computer and
mainframe schemes did not differ significantly in software cost. The costs are expressed
in man—years so that the comparison can be made between the effectiveness of in—house
and good quality software company teams; the latter gain substantially from their
concent ration of experience and high calibre staff , but their fee per man-year is likely
to run at two to three times the cost of in—house staff.

Major costs arise in the following areas :

a) For circulation control: Costs arise in the large volumes of data to be handled and
the necessity for high accuracy when the eventual ‘lost book ’ has to be attributed
to a (usua lly indi gnant) delinquent borrower . As the cost of books and periodicals
increases and the rules on copying become more restrictive , the security element of
circulation control becomes more significant , and the complexity of software necessary
to achieve very low rates of error and high credibility increases rapidly.

b ) In in fo rmation ret rieval:  There is a recogn ised and well documented ‘trade—off’
between the effectiveness of an information retrieval system and the computer
resources consumed in running it. Less obvious is that the software complexity of many
established IR systems stems from their batch mode of operation and that a determined
desi gn effort is necessary to get accepted the relative simplicity possible on on-line
systems and not carry over interesting but costly features of bat ch work ing. There is
also a major in crease in sof tware cost in going from controlled language (thesaurus—
based) systems to ‘ free language ’ or ‘whole— text ’ working although in the views of
many researchers the latter o f f e r  opera tiona l savings . (S ee , for extended treatment ,
Barraclough , 1977.)

c) In cataloguing: The principal problems in the development of cataloguing systems seem
to stem from the necessary complexity of managing whole text eithar for input or out-
put handling , fo r forming and using access keys , or for sequencin~ f i les on ex tended
text fields in the preparation of ‘alphabetic ’ sequences. One can consider whether
or not to implement diacritic marks (easy in English , difficult in t -~nch) or even
whether to maintain UK-Eng lish/US-English distinctions , but the com~ -~ cies of
genitive prefixes (M’Kay , McAndrew , MacDonald , and for confusion MaL~ and Machinery)
and of gender suffixes (chien/chienne but not chiot/chiotte) tend to surprise systems
ana lysts and programmers not previously exposed to bibl iographic work .

Now , most of these prob lem areas in developmen t are well  understood — at least somewhere
— and the princip les , though rarely the deta ils of successful practices , have been wri tten
about. The Co—operation in Library Automation study (Ashford , et al. 1974) investigated
a number of cases of collaborat ive development , and wh i le the conclusions on the scale
of such co—operation at that time were a disappointment to the authors , they conclu ded
that savings in the region of 25% to 75% of the investment cost of an automation project
could be made by re— use of ex isting system des igns or en ti re systems . Furthermore , in
sever al cases where libraries had considered and rejected the use of a pre—existing system
as unsuitable , the comment w as made tha t the time spent in review and trials was not los t ,
both because of the experience gained and al so because of the sharpen ing up of the
objectives of the design team .

Cost reduction and containment

Perhaps the most effect ive way of reducing system des ign and p rogramming cos ts is to avoid
wr iting unnecess ary programs! This involves caref .1 and detail ed specif i cation of the
req ui rements of the user s of a p roposed system in the lang uage of the user , re—expression
of th is functional requirement as a system des ign , using the language of the computer
systems analyst , and then thorough checking of every segment before it is accepted for
development for  unnecessary elaborat ion , re—development of ex isting work , f a i lure to make
use of available files , and , on the positive side , for giving the user a serv ice at least
as f lexible and robust as the overall library system of which it wil l  form part.

Key questions are :

Circulation control:
Is this a system for ‘informing on the location of material’ — or is it ‘protect ing
property ’?
Are ‘ reservations ’ a necessary feature?
Do the ‘ statistics ’ to be collected on the operation of the system relate to real
management issues , or are they just interesting data?
Do we need a compu ter based system at all?
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Information retrieval:
Why do we need our own system at al l? (i .e. Is our mater ial so secret , special ,
obscure , voluminous that we cannot incorporate it in a generally accessible on—line
service?)
Will the retrievable entries be regularl y accessed over a long period - which

ind icates indexing and controlled language - or does the file contain infrequent use
material and ephemera , suggesting whole—text searching?
Mus t whole documents be stored on-line? — or w i l l  abstracts only su f f i c e? - or can
~ie run an adequate service on citations only, with abstracts on , say , indexed micro-
film?
Does the ‘user interface ’ have to be suitable for trained staff , or must it be
practical for the intelligent but untrained user?

Cataloguing :
Is the catalogue going to be primari ly a retrieval tool (short entry ) or is it also
going to serve bib liographi c funct ions?
Can the en tr ies be drawn f r om a national or other bibliograph ic centre - either
entire , or with local modification?
Is there a subst antial volume of ‘ loca l’  entry — or can the specials be done using an
on—line bibliograp h ic service?
How do the pl anned , true , average costs per entry compare with Birmingham Libraries
Co-operative Mechanisation Project , for example , at less than £0.70 per entry for
15 ,000 titles per year including Computer Output Microform or card output? (Other
bibliographic serv ices are comparable)
Doe s the user (as opposed to the cataloguer) need on—line access to the local
catalogue , or is a printed or Computer Output Microform catalogue more practical?
How many access points are required — author (fairly easy) ; title (easy) ; combined
author title (fairly easy); class number (fairly easy); subject (can be awkward)?

Management:
Does the l ibrary have the skills available for development (and later for operation)
of an in—house computer system?

In the cost justification for the project , have we used true costs, or is the costing
af fec ted  by budgetary rul€ .s or administrative quirks which are arbitrarily variab le
to the detriment of the project economics?

Is there any possibility that the project is being undertaken for ‘resea rch ’ purposes ,
or even for  reasons of personal or departmen tal prestige? - because if this is the
case , the above test questions become very dif f i c u lt to answer objectivel y l

What positive steps can be taken to minimise costs and still achieve a worthwhile and
ef fec t ive  system?
Firs t ly , one can use the experience of those who have recently installed systems , and
often , because librarians belong to a communicative and generous discipline , have f ree
access to much detail of their work . Seek desi gn knowhow , re-usable software , re—usable
manuals and presentation material , an d f or fi les of bibliographic or index material  on
computer media. Sources are Aslib Information , Journal of Library Automation . Library
and Informat ion  Service Abstracts , Prog ram , VINE (See bibliography) . Secondly , it is
usua lly prof itabl e to review the products and services o f f e red commercial ly , par ti cu larly
in cataloguing and information retrieval — in Europe , Automated Library Systems Limited ,
British Library, Blackwells , Birmingham Libraries Co—operative Mechanisation Project ,
Lipman Management Resources Limited , Plessey, ainonq others , are in various ways engaged
in providing automation services to libraries.

At this stage one may have found most or all of a suitable system; often , however , local
requirements and specialisat ion push the project towards new imp lementat ions.  The next
step is to consider whether partners can be found for a collaborative development to
spread the capital costs over several institutions . The history of such group projects in
library automation is good — Ohio College Library Center was one of the earliest ,
Birming ham Libraries Co—operative Mechanisation Project and South West Academic Libraries
Co-operative Automation Project are well established in United Kingdom , and Scottish
Libraries Co—operative Automation Project is doing well at an earlier stage . It has
proved practical to handle quite diverse libraries within each system — Birmingham
Libraries Co—operative Mechanisation Project for examp le started wi th two academic and
one public library and has now over eig hteen members in UK and Western Europe .

The planning and specification stage of ~ collabor ati ve project seems to take two to
three times as long as for a ‘single user ’ system ; however , g iven three or more
participants , not only do the overall shared costs come out beneficially , but the exact-
ness of specification necessary to satisfy the collaborating partners before implement-
ation results in a very low (and sat is fac tory ) level of post installation amendment. The
Birmingham Libraries Co—operative Mechanisation Project Final Report (1976) is highly
informative . 
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If it is not practical  to share one ’s development cos ts by collaboration , it is sti l l
often possible to keep control of some major risk areas by subscribing to established
services . For instance , both the British Library and Birmingham Libraries Co-operative
Mechanisation Project offer in the United Kingdom , automated bibliograp hic services of
high quality and wide coverage. Within a few years , the scope of these bureaux services
will be so wide (say , British National Bibliograph y since 1950; Library of Congress
since 1972; 30 , 000 or more serials records and more than 100 ,000 other ‘non—MARC ’
records) that careful selection of one or more sources for this ‘general ly used ’ range
of material , should effectively eliminate cataloguing of non-specialised material for
the individual library. Special skills and resources can then be applied to the anal ys is
and indexing of content of material  held in the library which more often does require
local knowhow .

A f ina l  point from personal exper ience, is that mixed discipline development teams , with
both librari ans and systems ana lysts participating in al l aspects of the work , get bes t
results and build fewest misconceptions . This approa ch a lso he lps to p rov ide better
continuity of technical support within the library once the initial development is over ,
since the library staff involved in the team tend to be less mobile than the tradition-
ally volati le computer specialists.
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SU+~RY

Presentl y, the larger manufacturers of minicomputers in the United States
offer camercial data base inanag~nent system (D~~~~) software for use in their
medium to large scale minicaaputer onnfigurations. ?.%st of these products
are versions of DIS.~ which have been successfully in operation on large main
frame conventional ~x1~~uters for nearly a decade. Caaparison of D~~S to data
managenent system (I1~ ) software and a brief historical overview are presented
as a background to a discussion of D~IS and the design of online systems for
libraries. Sane questions are posed to help a given library determine whether
it should use a DR’IS approach in its online systems whether within a minicxs~uter
or conventional crisputing environ ment. Specific zniniazrputer DB1’~ discussed are
Hewlett—Packard ’s I1@LE/~ JERY 3000; !IOrAL as iirplenented on Digital F~uipoentOnrp orat ion PDP-ll Series minicanputers; D~4S—l1 for the PtW’-U/45 and PDP-UJ70;
and t.DIPS-ll for the PDP-l]. Series. S~ also present a discussion of the data
structures supported, the language facilities, the minimal hardware configurations
and various other cxznponent features as well as a cxlaparison ancng these systems
fran the standpoint of potential bibliographic systems use. A brief catmnent on
tj~~ japortance of the data administrator fuxx tion in a sucxmssful D~1S iiaple-mentation is nentionei in the concluding remarks.

In the last ten years cxztmercial data base management system (D~~~) software has been developed
and rather widely applied in large-scale cxnputer systems -- particularly in management information systems
applications or other largely non-computational cxs~uter applicatinns. The develolluent of D~4S actually
began in the early 1960’s when a number of different investigators determined that it would be desirable
to separate data definitions fran application programs and use the conoept of generaliz ed storage structures
for data. This ss uld permit multiple use of a single storage structure by different application programs.
With this brief scene setting, let us icok at what is happening in the D~~~ area relative to the mini-
cxsiputer environ ment as opposed to the traditional main frame canputer environment.

DB~~ I~ FINEI)

Before any further discussion, one must prevent any confusion between the class of software
called data management systems (t~~ ) and DBi.~ . DB!’~ software maintains and manages data in a ron—redundant
structure for the purpose of being used or processed by multiple applications. It organizes elements of
data in sane predefined structure and uses certain techniques to retain relationships between these different
else~~its of data where such relationships exist and are critical to the applications being served.
Application programs in this environment need only refer to the data logically by data item nate, usually
translated through a control rrodule accessing a subschema thject nodule.

On the other hand, a Ct.iS software capability permits user programs to access, retrieve, and
ortpy fran a file -- usually predefined for a specific sing le application . A ~~ may have facilities to
minimize data redundancy and centralize storage of the data . Hcwever , its princi pa l inten t is to perform
the functions of data retrieval , report generation ard irpu iry for a single application. Application
programs in this environment must knov the physical relationshios of logical records in a file.

D~~ SOF1S~U’.BE (YJE1~1IEW

Develoçinent of EtII~tS software in the minicatputer environment has samewhat paralleled that of
sof tware in the conventional canputer field. Because of the generalized nature of D~.t5 and the desirability
of s~~porting mul tip le types of data and file organizations, only the larger minicriaputer system configu-
rations can offer anythi ng close to the capabilities of systems in,,lemented within the conventional cxmruter
as a hest hardware system. ?~~lication use of DB~~ in a minicanputer system within a library vould , in
most cases, involve cxmplex data item relationships, large file sizes, and multiple terminals performing
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beth data entry and retrieval applications. Thus, our view of Dff’~ in this paper will be restricted to
tbeee systems, in this author ’s opinion, which have the capability to perform tbese functions rerpiired if
library m anagement systems ~~~e to be designed in the ~~€ environmant rather than in the traditionalsingle application approach.

*,st of the camercial offerings of ~~~~ in the minicanput.er field are systems which were
originally deve]~~~~1 for large-scale creputers. Their degree of generalization requires a relatively
large nesory allocation. The me~ory re~uiremsnts for these systems, at the mizthtun will require at least
a 64K byte capacity to held the operating system and a DaNE bet may require t~~ to 512K bytes for the
operating system and D~~ in a multi—terminal, multi-user operating environment. Using Digital &~ui~znent
~~rporation PDP-ll Series minicrziputers as a representative exarple of the class of system required, a
Pt&~-U/34 with 32K words and t~a 86 million byte disk units would be a minimal configuration. At the
other ems, a very large cz~ figuration would require a PtP-ll/45 or PDP-l1J70 operating ws~er the lASoper at ing system with fran 256K-5].2K words of memory with at least two 176 million byte disk units and
other peripherals customary to a system of this size.
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PIg,ir. 1. DSMS Fuoc tRo ~aI Co.por,.uits . a Gese r atIzed Vi,,,
Ac ross IWo Sy sI..s Curr ,aIty AvaI i . b I .

Figure 1. s1xz~s the functional ca~ponents of a D~~~ fran a generalized view. Fran thesenodules stem the following general capabilities:

• Application program independence fran the Dff’E control program nodules,
• So~port of one or more higher level programming languages to be used to code application

programs processing the data base content,
• Maintenance of user data definitions, i.e. logical data relationships ,
• Mapping of logical data onto the physical storage devices by developing a data organization

• Utility programs which facilitate creation and maintenance of the data base,
• Data rsorganization facilities,
• Data security and data access safeguards,
• System failure and recovery capabilities, usually through an autanatic restart nodule, and
• System facilities for “fine tuning” of the ~~~ physical structure according to experien ces

within the particular user envirornunt encountered after initial, installation, including
performance vs. storage trade-off a.

In the minic~~~uter system, the enaller hardware system versions offer the basic capabilities
atove, but usually st~port enaller sized data bases and ib rot have the “fine tuning” options . These sot-
set versions are normally ip~ard oaipati~le to the ].arger versions. Same of these have been optimized to
maximize the irquixy/response thEm performance at the eçere e of increased mass storage utilization.

-. - - - - - n== r~~~ 
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LIBRARIES AND DB~~

Currently , there are two approaches possible for libraries wishing to design library management
systems or bibliographic retrieval systems utilizing the D~~ philosophy. The first aoproach would be to
design and implement a DBl~~ cptimized toward the a~x lications asTomon to libraries such as bibliographic
data entry, fund accounting, indexing, inventory control, in-process functions such as ordering or claiming,
and perhaps sane specialized application as serials management. Work in this vein has been undertaken start-
ing in late 1972 in one library in the United States, but is still in the late stages of advanced develasment.
In ot~ r words, a considerable inves~~v~t in programming is needed to undertake such a develcprent which5
unless an exportable product results, w~ .ld be a heavy burden fran a cost viewpoint for most if not all
libraries. Clear ly , this first alternative is not a practical one for any but the larg est and wealthiest
of libraries to consider.

The second alternative is to utilize an off-the-shelf generalized DBI’~ and build any necessary
additional functions through application programs written in a supported higher level or asseit~1y level
language for the particular minicaiputer. Dapending upon minicat!~uter and specific model , other caruorcially
available software can materially assist in the deve1q~uont effort . For examole , inquiry/retrieval and report
generator packages are available fran most manufacturers for their systems canable of hosting a D~~~package. Cathode—ray tube screen formatting utilities are also available or can be created relatively
easily to assist in the application input/outnut screen definition, testing, and installation.

In taking the second alternative, the user will require a shorter time to develmo a working
system, less manpower to create, install and support his system , and will maximize his personnel resources
toward problem-oriented analysis rather than detailed coding of system software type functions.

Lb libraries need to use DE1~1S in the develoanent of biblicgraohic systems? TO answer that
uestion it might help to first consider answers to the following six nuestions:

[1] Doss dispersion of data in scattered files lead to large amounts of redundant data with
inconsistencies?

[2] [bes this redundancy present problems in keening the data current and making correct undates?
[3] I~~s data catplexity lead to long lead-times for new application develasment?
[4] Lb requirements for new data items or data relationshins require and cause extensive

application program modification?
[5] Is useful data so scattered in loonticn, both in manual or different casr’uter systems, such

that it is unavailable for use with new applications?
[6] Is access to data primarily random, or non-sequential?

In the case of most library and bibliographic applications, the answer to each of the above qunstions is
usually ‘Yes” . If this is the case for your particular library , then you would be improving your system
developeent effort by ci oosing an appropriate ninica~puter configuration hosting a carefully chosen operating
system and PBMS included in its software repertoire.

SPEX IFIC DB~~ ADAPTABLE FOR DIBLIOGRAPHIC AND LIBRARY SYST}24 USI

In selecting a minicasputer system for library use , the available software will influence
system choice quite heavily if a catuorcial DB~~ capability is to be chosen. ?ost of the larger mini-
cuputer manufacturers offer sate degree of DBt~ capability in their larger systems -- many through sr,ecial
licensing arrangements with software vendors who have initially develoced earlier versions of their D~4Sf or large main frame craputers~ same through supplying availability information on software developed
and supported by third party software vendors.

Our view here ~~~ 11 ~te largely restricted to those proven Dt~’1S products available in 1977 for
several of the larger minicaiputers fran the more well-known manufacturers and attractive for library
and information retrieval use. In the next several years more software of this tyne should be available
which , in this auther ’ s opinion , will have a tendency to be optimized for certain kinds of application
envirorgments. Fbpefully , this will improve the usc’ ’s ability to create systems of improved responsiveness
with lo~mr develc~iment costs.

TO effect same calparison of the DBHS software to be discussed here we will ccnsider:

• Data structures available, i.e. relationships and schema ,
• Tools necessary for creation and use of the data base , i.e • data description language and its

interpret ive routines,
• Operating system required for the particular D~~~,
• Minimal hardware configuration reyuired,
• Data security and access protection provisions ,
• System restart and recovery provisions,
• Report generation and output facilities, and
• Irçut auditing and error handling facilities.

The specific ~13MS software packages we will discuss fran a general usage for library applications moint
of view are:

• DW~/QLLRY 3000 (hewlett-Packard 3000 Series minicai~aiters),
• TOTAL (Digital Equipment Cornoration. PDP-ll/34 and larger ininicanr*iters),
• D1i~~—ll (Digital Equipment Corporation. PE~’-1l/45 and PDP-ll/70) , and
• r4JMPS-11 (Digital Equipment Corpora tion. PDP-11J34 and larger miniccztputers).



Iw.~.GE/Q(JEPY 3000

In 1973 tiewlett-Packard develoned I?.~~ E as the first D~4S to be imolemented on a miniccisututer.
This initial version supported only a single terminal and operated under their Disc Onerating System on the
~P2l00 and 2lI~( minicarputers. IMMT~ 3000 is an improved version designed specifically for the 11P3000,
HP30OCX~X , and hP3000 Series II minicaiputers. The original version of IMA~~ now has been replaced by
I~~iCE 1000 which is a asipatible subset for use on FIP1000 Series , HP21MX, arid HP2100 minicxiiputers.

Q(JLRY 3000 is a subsystem of If4N~E 3000 designed to allow non-programmers to retrieve arid
report data interactively fran an IW~GE 3000 data base through English-like ccxananis. These earusands are
translated into calls to D~4S subroutines within I!~W~E 3000 . We will consider bath of these nrcxhots here
as they are caipanion choices of possible choice for bibliographic systems use.

IM~~E operates in bath online and batch rrcdes and is cas~osed of four parts :

[1] A uata base definition subsystem (DUDS),
[2] A data base management system (Di~1S) ,
[3) A data base utility subsystem (DUDS), and
[41 A data base jnguiry subsystem (QUERY).

Before discussing the subsystems above arid discussing the full scale version of IMN~E, the significant
uifferences between the IMW E 1000 version and IW,~L 3000 should be highlighted. These are the number of
uata sets per data base, the number of detail data sets per master data set , the number of entries within
a chained uata relationship , data set size, and physical volume size supported, although a total data base
size is only restricted by the total available disk storage.

In operation , the programmer uses DUDS to define the data base and produce a file which contains
the internal system description of the data base which is called the schema . The language processor which
produces this scheme is the schema processor. ThWE schema consists of data item identification as to
length, symbolic name , and data type (ASCII character , integer, real) ; identification of groupings of data
itass into data sets and the relationship between these data sets , with master data sets serving as indexes
to the data base and detail data sets containing the actual data ; read arid write privacy of each data item;
arid a decision as to the degree of privacy and privacy nasswords .

The form of data structure resulting in IMA~~ is a network tyne with access to detailed data sets
via the master data set through linkage paths. Thus , related data items can be retrieved directly as any
record can be related to any other record . Data items can be shown to be related into a network structure
of master and detail data sets which are inter-related and these data items within a detail data set would
have similar relationships. Figure 2., below, sIms a typical network structure of the 11.W E type , bat
which is also erployed by the next software product discussed -- TOTAL.

A B C 0

DATA SA T DATA SAm DATA SA T DATA SET

L (NAST ER) (M ASTE R (MASTER ) (MAS 1FB )

_ _  ~L 
_ _

F5g *~re 2. M.t,.ork DA tI Stru c t ,~re

In caiparison to D~~ -l1, however, a new data set cannot be def ined wit)uit lxrpactirp on exist-
ing sets. The data base bui ld utility program mast be used with ThW~E to reload the data base. Also the
D~~S subsystem must be used to redefine the internal system description or schema so that the data base
load utili ty program can load the new data set correctly, with the proper relationehips expressed.

data base utility subsystem DI~JS is caT!Dosed of five programs which provide todating,
restoration, backup arid redefinition of the data base. Data protection and security is according to detail
data set rather than individual data item. Privacy requirements cannot differ between programs. This is
dus to the fact that D~~~ tkies rot seploy a subechema to determine what part of the data base will be
accessible by a given program.

In IJ ’W~Z a CAlL verb is used to acoess the data base. This CalL verb obtains a library pr~~~dure
called D1~ ET which is a c~.’r subroutine asmiand. A determination is thus mede thr ough examination of a
parameter passe.~ fran the calling program as to which of the four available access inetbods is to he used to
obtain the data iten~ arid sets required by the calling program. Serial ~~~ess, forward and backward serial
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access, chained access, directed access , arid calculated access are the supported techniques.

When operating under serial access, ~~~~ starts at the mast recently accessed storage location
for the data set called the current record. It looks at all adjacent records seesentia lly until the desired
entry is found. In forward serial access operation, the object is to find the next higher numbered entry
after the current record. In backward serial access operation, the object is to find the next lower number-
ed entry after the current record . tinder chained access , entries have a cainon search key or item value
and are linked together through pointers to form a chain. Here, access is then merely the retrieval of the
next item in the chain currently being operated upon. For directed access , the calling program specifies
the record address of the data entry where the requested data items should be located. Under calculated
access, master entries are retr ieved by calcu1aths~ an address based on a key of same specified value.

In chained access the pointer scheme is of importar ce to these considering use of I?.~~E for
bibliographic applications. Pointers link one data set item to another. The pointers are normally paired,
with one pointer referring to the previous entry in a chain arid the other referring to the next entry in
the chain. The last nether of a chain contains a zero value forward pointer. To add a row nrmber to the
chain requires only changing the forward pointer value. Up to 16 different pointer pairs can be maintained
for each data item. This permits each data item to be a mether of 16 different chains or access paths.
This is sufficient for mast library applications , such as acxguisitions , in-process file , cataloging,
circulation, serials management aid basic online irpuiry of bibliographic files via specified indexes.

Many retrieval systems in operation today use inverted files for their storage structure.
IMa~~ dees not support inverted file organization. However, use of the chained access arid calculatedaddress techniques is another effective manner to achieve a high degree of redundancy elimination in data
coupled with excellent retrieval capabilities in files of data characterized by axplex data relationships .
Thus, for a system with fran 10-16 terminals or perhaps a bit ! mrqer, one can achieve excellent retrieval
results using techniques which da rot involve inverted files.

IMa~~ 3000 requires a HP3000 Series II t.t~del 5 calputer system operating under MPE II or a
hP3000 or I(P3000CX Madel 50 operating ui~~~r MPE C. A minimum of 481< words (961< bytes) of main nseory and
a 14.7 m illion byte cartridge disk subsystem are the minimal disk stor age required. Run time table
requirements and/or disk file control blocks will , in mast systems , reauire same additional core but this
size will be determined by the size aid caiplexity of the particular data base.

As to system security, IMP~~ provides it at the data base, data set aid data item levels. A
user mast have access to the a~~~~nt containing the data base arid the group in which the files containing
the data base are cataloged. The programmer or data base administrator provides these levels. Users are
assigned data item arid data set entry privileges for reading aid for writing usinq a class scheme having
up to 63 levels. This scheme is such that a user with a level 10 access cannot access at level 9 or below.
The data base administrator supplies a password to each user at each level. When the user opens the data
base, he or she must supply the password as assigned as the system verifies its association with the
correct level before granting access. During concurrent access by multiple users , a record lockout tech-
nique is employed to prevent bo users fran simultaneously modifying the seine record, causing a condition
called ‘deadlock”.

The ~JERY 3000 subsystem enables a user to perform interactive or batch data base interrogation.
iloolean logic selection is used thro ugh the search process. Oimplex or frequently used asmlnands can be
stored in a cximmarid file to be reused later. Data base updating through addition , deletion, arid modification
is supported. The individual user may display the data base structure arid perform multiole level sorts
for grouped items. QL*~(Y is also a f lexible report generator , capable of handling mast library output
needs, except for very czscplex output such as a catalog card. To handle this kind of product would require
the writing of a special program tailored for that purpose, bet table driven to maintain flexibility for
possible future change. Q(JE~~ also ~~mverts one arid two word integer nutherm, two word real numbers.
extended precision real numbers, one word logical values as absolute numbers, ASCII character strings with
or without lower case aiphabetics, and zoned aid packed decimal nszrbers. Error checking is perfornod prior
to all conversions.

ItW~ and ~JERY for the HP3000 minicarputer is a very highly rated software oroduct by its users.
It is hosted on equally reliable hardware. Designers of bibliographic systems, particularly those having
cxsmplex data set arid data item relationships, such as found in the Library of Congress ?~ II ft*thine-
readable cataloging records coupled with diverse subsystem uses of the data base should consider this
software and an associated hardware ca~figuration appropriate to their needs.

~~ AL

This DI1~ product, developed by Cincxxn Systems, mc. , was initially delivered to large main-
frame axputer users in 1969. Over 1000 installations have used the various versions of this product as
rewritten for a number of different mini- and midicaiputer systems. This makes TOTAL the mast widely
used product of its type — partly due to the fact that versions of it are available for more cannuter
systems than any other D&f.IS Implemented on any iminicxsputer system.

T(Y~AL is implemented very closely along the lines of the Conference on Data Svstøm
Languages (QX~SYL) Data Base Task Group Report (Dffl~ ) in its data manipulation aspects , except that
rather than only supporting O)~)L as the host programming language for aprilicatons as called for by
ax~~sYL, ~~~ supports various application langu ages depending unon the particular vers ion . These are
languages which support a CALL statement such as PI ,-l , FO1~rRPN , CX)R~)L. RPG II, ar id various assembly
languages for specific aliput ers.

Before proceeding further in our discussion of ‘f lYThL a br ief word a}mut (X&SYL and its Døl~
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is in order. CX)DASYL was the informal organization which first defined the CX)BOL language . Their DB’l~has produced a set of specifications based on ten years of research. These specifications cover data
manipu lation, data specification, arid data structures. They are the only existing set of specifications
in the field. Thus, many a3~~ vendors have used these recxmmendations to same degree in their products
as it is the currently emerging standard. The DBT~ is also continui ng its work to ij rnrove the facilities
provided in this specification.

‘lb use Digital F~uiçment Corporation minicamputers as our example , T(Y1~L is available to
operate on PDP—l]134 , 11/40 , 11/45, 11/55 and 11/70 processors using RSX-IID or lAS (~ierating Systems
in beth single arid multi-task versions ar id under RSX-llN in the single task version only. Macro-il
Assembler language, FORTRAN ar id Q)B)L are supported as application programming langu ages.

In this paper we will largely address the version of TOTAL for the above machines. Ikmwever ,
TOTAL is also available for the I~ 4 System,f 3 , Harris Series 100 aid 200, NO~ Century Series, aid Varian
V 72 , V 73 , V 75 , arid V 76 miniocsmputers.

Unlike IWiL~~, discussed earlier, TOTAL does not have data base security provisions built into
it. If the user requires such protection , a generalized security nodule would have to be written which
would be invoked by a user application program prior to any further action after a CAlL statement to TOTAL
for mani pulation of the data base . Also , unlike IW½~~ , no system accounting facilities are available.
Fbr bibliographic applications where a minicamputer would be dedicated to serving the users of the
library ’s data base this is not an important feature since central processor unit t ime arid central system
features need not be accounted in the manner of large systems .

Referring again to Figure 2., TOTAL also uses a nebork type data structure. ~ka~ever , it does
rot incorporate any schema data description language . Its basic system operates in three phases . One phase
generates the program for controlling the data base structure using a sub-schema data description language.
T~~ sub-schema defines whet part of the data base will be accessible by a given program. Like IMaG E , TOTAL
uses fixed length records which eases system overhead as far as manipulation but does remuire additional
mass storage for files having greatly varying data item lengths arid data set definitions . The second phase
pre-formats the physical disk areas. The third phase controls access to the data base.

‘l\.io types of records -- a single entry or master record arid a variable entry record are the
building blocks to form a data set or collection of records. Unlike D~~~~, there is no restriction on
the number of data item relationships which may be expressed or their parental relationships to data sets.
TOTAL provides a bidirectional hierarchical structure technique which allows logical develcjimen t of
natural parent , child , sub-child relationships . The user employs the single entry nvoter data set in con-
junction with the variable data set to make these definitions.

A Data l3ase Definition Language is used to define the user ’s logical view of the data items and
their relationships. This description incltr.~ s the name of the Input/Output buf fer , the names of all linkage
fields aid the structure of the records. Data item structure is very straightforward with merely name arid
size in bytes.

For bibliographic systems, IOrAL’s main drawback is that it defines a fixed data base structure
rather than a dynamic one. Records can be added to arid deleted fran any of the existing data sets but if
new relationships are to be defined, new data sets cannot be added arid disk storage exnanded without at least
a partial regeneration of the data base. This entails reloading all affected fi les. In bibliographic
systems arid in a miniaziputer enViroilment this could present a major problem if the system designer does
not initially foresee the cximplexity of the relationships necessary and the tire remuired for such reloading.
Thus , for an integrated application system such as a library system serving aaiuisitions , in-proces s
control, cataloging, accounting, binding , circulation and other tasks the basic subsystem snecifications
fran a data definition view should be identified -- the data items needed by each task aid their inter-
relationships -- even if implementation of each task nodule will rot be immediate. This will m inimize the
problem of extensive, multiple reloading of the data base arid its sub-schema.

Other weaknesses of TOTAL are in the area of utilities, although INP~E is also weak in this
area when axpared to D~I.~-ll which we will discuss next. ‘IOrAL does not have a subsystem for inquiry arid
report generation such as ~ JE2~Y in the Bewlett-Packard system. It will be necessary for the user to use
the general system utilities supplied by the minia~nnuter manufacturer for backup dunning of the data base,
or for restart and recovery as well as any other functions desired . If such utilities are not available,
then the user will have to create these prior to any full implementation of a system.

A significant advantage of ‘IOFALis its highly e’ficient use of disk storage snace and the fact
that many versions of it are available on less expensive hardware configurations. It has sanhisticated
data structures • It uses both Basic Direct Access Mathcxl (BtW4) and Direct Aaxss Matb d (tW4) within the
host operating system’s disk access nodule. Because of these noints its consideration for systems on
sodium scale minicxlmputer system configurations must be sericsislv considered.

D8?~ —ll

This DB~~ product conforms more closely to the (X~ ASYL snecifications than does TOTAL.
The evolution of this system has been lcz~ arid sanewhat camplex. D~~~-l1 in a version of Integrated Data
Base Management System (ICt.S) which Cullinane Cornoraticzi originally developed fran General Electric ’s
Integrated Data Store ( 1DB) . Thus , its functionality is one determined through many field versions over
a period of alnost bo decades in a conventional oamputer envirorrent.

1~~ hardware manufacturers currently offer this software product for mini or smell axr uter
use. Univac names their version rt.~ /90 which operates on a Univac 90/30 orocessor onerating under DB/3
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operating system. Digital D~uipmamt Corporation’s version D~~~-ll , which requires either a PW-ll/45 or
PDP-U./70 minioaiputer system with the lAS operating system will be addressed here to parallel our other
~~tparisons.

Due to the features of D~~~-ll, currently only Versions using the largest of ~~~~ ‘ s ininiccirp ut.er s
under their most advanced operating system are available. Thus , this is one of the most flexible, powerful,
and generalized Da~~ softwam products available in a mini- or midicaiputer enviroenent. For very large
data bases with large numters of interactive users , it may be the only caimmercial d~~ice if data relation-
ships are camplex and cannot respond to any simplification to permit use of a less generalized , lcMer overhead
system with a PIP-ll /45 or 11/70 such as !‘Df’S-ll, discussed next, or lesser hardware versions of TOTAL.

D~~~—ll employs a data description language schema and sub-schema . Beth are separate fran
application programs. By this methodology , adhering closely to the QJOASYL specifications, data base
security can be provided via prohibited access and different privacy requirements for separate programs can
also ocour . Thus , D~~~-l1 provides a greater degree of data base acmmess security to the data item level
than does either TOTAL or I!~~~E. The user ’s password arid use of tie sub-schema make possible this cont rol.

The data structure supported by D~~~-ll is again of the network type with also sinole hierarchical
organization within the data sets whenever it is desirable. Unlike D1N~ arid 1O’TAL, a new data set can be
defined without affecting existing, already defined data sets . ?‘brecver , all records in a data set need not
axotain a camuon data item with a casmon value. This feature , coupled with the fact that variable length
physical records are supported , creates a very good mass storage utilization. Of cairse, to manage this ,
there is an incr ease in the core storage required, the power of the input/output capability of the caiputer ,
and more elegant central processor features in addition to an operating system having many features ~i~ iw
to an operating system found on a crmventiaial camputer system.

This D~~~ product uses run-tin e parameters to establish , ca~trol and maintain operation. The
major nodule at r~~-tise is the Data Base Control System (DBCS). It acts as an e~ecutive or im mitor ar id
handles all requests fran an application program prior to passing any requests to the host cxzTputer’ 5
operating system. As application programs do no physical input/output processing arid reference data
logically only by dat a item names, the DB(S uses the sub-schema nodule feature to translate this logical
reference to a physical reference for the DXS retrieval . Then this physical reference is passed to the
calling application program.

With the sub-schema feature no data definitions exist within application programs. Each set
of application programs which use the same set of data invoke the same sub-schema. Sub-sthenas may overlap
one another as the sub-schema for a shortened bibliographic record would represent a portion of a larger sub-
schema for a full bibliographic record.

To do the translation of these logical data item name requests to a physical address request for
the operating system access method supported , which is BDAM, the D~~S uses an object nodule called the
Device/~odia Control Language (rtCL) . This is a separate nodule created by the data base adeinistrator or
system designer during data base generation. It oretains the physical castrol blodcs needed by the ~~~~ at
nm-tine.

DNCL I
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Figure 3. s)u~s the relationship between these D~~~-ll run-tirme nodules, the host minicamputer
operating system aid the data base. To define the data base, the s~mstem designer talks to t~~’&-ll through
a Data Description Language (DBL) correspondin g to the data definition language s~~~n in Figure 1.
Application programimers use the Data Manipulation Language (~~) to perform any manipulations on data once
the data base is set up and loaded. These are direct iriplementations of the CX~)AS?L WL and (ilL specified

The basic logical data entities are the data item which is the enallest logical unit of data in
the data base language . In a bibliographic system, author ’s name would be a data item as would the dates
of his birth arid death. A record is the next entity which is a collection of data items. For example , a
field sixth as Personal Name , Main thtry (Tag 100 in the Library of Congress Ma~~ bibliographic r~~~rd) a*ild
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be defined as a record cxilposid of data items for each of the applicable subfields within this Tag.
A data set is tie logical relationship between r~~~rd sets . To carry our example further — all of
the fixed and variable fields arid subfields of i’Wl~ II bibliographic r~~~rds could be i’hown as a data set
carprising a full WJC II record. A logical collection of these records such as a given library’s catalog
for one of its specific collections could be defined as an AIff ~A within D~~~-ll. Data item, record, data
set arid Area are the four data entities asmon to the DDL arid ilL.

In addition , the WL also defines entities that are for the use of the person defining the data
base exclusively. These are rot available to tie application programmer who can only use the (ilL. These
are :

• FILE which exhibits the physical characteristics of addressable mass storage. A FILE can be equal
in extent to an area , a portion of an area or contain several areas. As FILE is purely a physical
characteristic, area is purely a logical one.

• ~~TA BASE which consists of all of the record cocurrenoes aid set occurreroes defined in a sciemia,
• SCI~~~ which is the almplete logical description of a data base using the concents of files , areas ,

records, data items arid data sets, arid
• SUBSQT2’~ which is the cxzmplete logical description of a subset of a data base which is to be defined

as known to one or more specific application programs.

The application programmer may use ~~~~L , FORFR~N , RPG , ar id Macro-li Asseitler versions on tie
PDP-ll/45 aid 11/70 for writing application programs. E~coept for a)~ L, these programme astimunicate with
the data base by using CAlL statements. For ANSI C~~ )L the Data Manipulation Language is used and
available only to this higher level language.

Digital Faguipment Corporation is pursuing the isplementation of a version of !~~~~-il in an RSrS
operating system configuration. No availabili ty of this product has been announced at this writing hit
this develcçsent would probably bring a signi ficantly powerful subset of features into mmialler PDP-ll
configurations, thus giving TTYITtL a very powerful campetitor. D~~~-U is fully s~~~orted by rather
than its original vendor and if other versions are released this author would aspect a similar support
arrangement.

D~ IS-11 also incorporates a generalized caminunications interface to permit fully interactive
operation. But it does not offer a retrieval facility such as QUERY 3000. Cuflinane Corporation has such
a subsystem ~alled QJIPRIT hot ~~~ does not plan to use this or offer it. Instead, is in the process
of developi tog its own query/update language.

D. ~ -ll is a good choice for very large mninicurputer systems, rapidly growing systame, arid
those data bases where a maximum of capabilities mast be provided to the individual responsible for the
administration of the data base. For example, D(i~~-ll also employs a data dictionary module which is a
reporting capabiLity listing all logical to physical mapping, the physical distribution of files, which
programs use which sub-schemes, aid full schema and sub-schema listing. Neither DW~ or TOTAL have these
features.

~~~itionally, the most powerful set of utilities are available with the exception of the QUERY
sub-system to be famed on a minioarputer hostel D(i~~. These incltxle data base backup dump, data base restore,
data base rollback and roilforward, examination aid correction of a data base page by a data acbmdnistrator,
pre-sorting of records to speed up loading of a large data base, data base activity statistica, arid program
ahort/data base restoration which is atitamiatic.

For very large mminicatputer systems, D~~~-ll and I?~1E/QUERY 3000 make these b~ leading systems
to be examined for potential use in a liheary or bibliographic environ ment.

?.LH’S—ll

Although of a slightly different nature, the last program product to be examined here is a
asrt)inatioa ~~~~ and application language called !°U~~S—11 which means Massachusetts General Ibapital Utility
?tmltiprogrammining System. Originally developed on a System 10 midisin scale cxsputer , versions are iu~available for the whole PDP-ll Series. For example, a PW-ll/l0 system can support fran four to six users.
The PIP -l1J 34 based (434’S-il system can handle up to 32 users. t’brenver, versions of MIJ4mS are rs~available for Data General Nova arid moon will be for several other mninical~*mters . The American National
Standards Institute (ANSI) has voted in September 1977 to adopt a standard (414’S, making this the third
cuiçuter language to be so standardized.

141’E’S—ll is beth a data base management system using hierarchical data relationships arid an
application language. A user of (414’S mast construct all of the prog rams needed for an application using
this language along with the D3°~ facilities of the system. (414’S is optimi zed trwa xd ease ar id speed
of a~~~ss to data arid application code deveicunent.

In the United States , the National Library of Madicire has j irplamentel many of its internal
management functions suds as cataloging using ?.L~~S. They have acperienoed very short development tines
to bring rather camçlex applications and files to a working state. ~~shington University School of Mad~cine
Libra ry in St. louis, Missouri has installed their updated version of their reborkal serials managelesit
system called P}IIISC?1 111 using a 741.4’S PLP-ll,/40 configuration. There is no &*.tt that (414’S easily levIs
itself to the problem of bibliographic systems.

For users that do rot require the security, the full netwczk data structure, arid the large
iurber of utili ty aids that D~4S-ll offers , P114’S-il should be considered. The main drawback to (‘114’S for
most mninicaiputer application systems is the requirement to use the t ’U4’S language for all applicatiae, 



although for the ~ma1ler systamu particularly, its facilities are certainly adequate for the develoru ment
of workable systems for libraries. (‘breover, MUMPS language enhan~~ rents stem fron the fact that twe basic
dialect versions have appeared . The A-based dialect more closely resembles standard M14PS. The B-based
dialect , developed and maintained by ~~ lical Information Technology , Inc . and called Miis has features aid
options not found in the standard MUMPS. Here we will look at the standard MUMPS as immolemented on the
PDP—li Series rminicaputers .

As previously imontioned , the file structure of MUMPS-li is hierarchical , with any nunter of
levels permitted. Up to tm~zo million nodes may exist at army level. Each node in a file may contain a nointer
to a la~~r level or contain data or contain both. The higher levels usually consist of the n~st significant
digits of record icentification ntrnbers of a f isd length determined by the file size . The level consisting
of data or usta aid a pointer to a yet lower level does not contain the identification number as it was
stor ed in the highest level.

With this type of structure , MUMPS-il reads the first node, finds the pointer to the second ,
reads the pointer to the third node or the data and so on down to the last level node encountered. A disk
access is required for each level , but in most systems three to four levels are ccirimonlv usem~, which rmoans
that access is still very fast -- typically on the order of 100-120 milliseconds for bringing the desired
record into core by a calling orogram.

Another feature of support to the file capability of MUMPS is a seouential disk nrocessor
which provides a facility to allocate, at system generation time, a nortion of available mass storage to this
processor. (liMPS-li pr~~ramTs view this area as a contiguous area of byte addressable storage blocks without
any structure. These blocks enable cxspatible PDP-ll DOS files to he built under timesharing for later batch
processing under the LOS operating system. Another use of this feature is as a srooiing area for outhut to
a line printer . This area would he called by a printing nrogr.sn residing in a small user nartition of main
n~~mory . This is more efficient than having each application program renuest the line orinter individually.

Since M.JMPS-ll is a rather unique system of both a simole D~~S and a language , a brief descrintion
of the basic Z4Jt4PS language is in order. ~L~4PS language xmnands are relativel y few hut very nowerful.
Twenty-five ~~minianc]s are organized into four main classes . Figure 4. below shows these cRTmriands to enable
their ccmparison to other languages with which the reader may be familisr. Figure 5. illustrates the MUMPS
coerators.
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(bte that powerful string processing or pattern matching operators may be used with the (41.4’S-il ~ zm~mands.
For bibliographic systems , this is one of the strengths of the (414’S approa ch to system design. ~~~itional
functions to be used in the construction of (414’S progra ms are sl~~ n in Figure 6. Again note the strincr
functions available.

(434’S-li , as a system development tool has the advantage of sinEl icitv in camparison to the other
DB(’S products discussed here. The application development task is quite rapid in the orogrem coding, debug-
ging , and testing stage when cxiipared to their devel mermt without any DB(J~ nhilosophy at the heart of the
application design.

Of interest to libraries considering (414’S-il is the prospect of locating 91515 already developed
progr ams through the (h IPS Users Group ( l 4 X ) .  For example , the U.S. Dcpartii5nt of Justice, Drug EnfoL0..tN..SI~tP~Jministration in ~~shington, D.C. has developed a system which is in operation under its initial version.
This system is PA~~i IU)Fi~( I which resides in a PDP-.lIJ4S operating under (4JMPS-ll. It is programm ed itt ?‘UIPS
arid uses the file organi zation facilities of (4.14’S hit ;~rovides a full D~~~ capability with its own Data
Dafinition Language (DCL) arid Uniform Data Language (UrL). PXfllFIN~ER I is hoth a powerful D~~~ arid an
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excellently thought out irigu iry or retrieval system. Although this system is in the nublic danain , no
availability of it to other users has been anno unced. In fact, P~~’HFINDER II , to be greatly enhanced,
supporting multi-file searchi ng, interfaces to other ccmputer systems , interactive grar*iics/nlotting node
for da ta analysis, is now under development. Its implementation is planned for late 1978 with the nossibilitv
of a version able to operate under another ~~C operating system, snch as UNIX develoned by Bell Telephone
Laboratories for the PtP-l]J45 or 11/70. However, at this writing a firm decision on which advanced onerat-
jug system would be employed had rot yet been made. 

-

The advantages of the DB(.~ approach to bibliographic systems design, in the opinion of this
author , outweigh the traditional single application develcunent approach, for all but the very simmpliest and
smallest systems. The multiple use of data items, the ra nidlv chanqinq user r~siuiresza’its, the Prospect of
greater application of the asmmputer within the lower cost hardware envirorront of the miniccmnnuter, all
point toward the desirability of the DB(~~ approach. However, with this approach goes a noncamitant resnons-
ibility toward the function of data base aitninistration . This function must reside in an individual
thoroughly cognizant of the user ’s application environment arid the facilities of the chosen DSE to handle
the mapping of logical user ’s views of data to the physical view dealt with through the DE1S~ . If this
responsibility, fran the outset of the project , is not recognized, the D~~~ installation will not be carried
out s~~~~ssfu11y .

This paper merely attempts to familiarize the reader with same of the general asoects of these
systems, offer same ocilparative data, arid same canlent related to the use of these ored ucts within a biblio-
graphic or library management system within a ininicamputer environment. With the caveat about tie inoortance -

of the data aAministrator function, each of tim systems considered here could he a logical choice for use
in a library system given the careful analysis of that library ’s needs, the hardware able to he sunpprted
in tim library ’s geographic location , the funds available , arid the general system recmuirements upon which
cxzrpranise cartrot be tolerated.

1. Levine, D’riil H.; Steve E. Sodgers; Stanton E. Mintz. “PA~~~~ flI~~~R I - A Minicammuter DBt’~ - L~~ Cost
High-Powered Qirputing. A Poster Session at tie 40th Annual (~ eting , Chicago, IL of the American
Society for Information Science, Sq~tanher 26-October 1, 1977. Abstracted in Proceedings of the ASIS
Annual (~ eting , Volume 14. New York, Knowledge Industry Publications Inc. for ASIS, 1977 . ISSN 004 4-
7870 IS~~4 0—9 14236—12— 1. p. 46— 47.
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FUTURE PROSPECTS FOR MINICOMPUTERS

Frank V. Wagner
Senior Vice President

Informatics Inc.
21031 Ventura Boulevard

Woodland H i l l s , California 91364

SUMMARY

The minicomputer revolution has reached the point of no return.
Decentralized computing will be a very important factor in the
thinking of managers of Information Systems . The point of view
of a businessman is presented , which strips the mystique from
computers and puts them in perspective as an operational tool.

As an example , a very simpl i f i ed  and inexpensive minicomp uter
system is described. It assists with catalog maintenance and
is within the budget of most medium-sized libraries . The trends
which have brought this about are presented and analyzed. The
problems caused by the dead hand of Grosch ’s Law (and its lesser
known corollary) are presented. A counter—principle , ‘The
Principle of Decentralized Computing ” is proposed to replace it.

INTRODUCTION

In contrast with most of the speakers at this meeting, my p rofession cannot be described
by the distinguished title of “information scientist ” or by the older , honorable tit le
of “librarian .’ My profession is Management. Originally an eng ineer , I soon became a
manager of eng ineering activities, the n a manager of data processing activities , then
finally manager of the activities of a corporation in the information processing
industry . Consequently , I address you from the point of view of a businessman — one
who is concerned with the most efficient way of increasing the productivity of an
enterprise by increasing efficiency and reducing costs. I aim here to forecast the
future , so perhaps the title of my talk should have been , “Prophecy and Profitability. ”

The Art of Prophecy

In order that a prophet avoid a credibility gap , he must first establish his bona fides
by indicating some past success in the prophet business. I have been a manager in the
computing business for a very long time , since the late 40’s. Part of tha t experience
as a manager involved making many forecasts , most of wh ich I had to back up with my
employer ’s money.

In order to lend an air of precision to my prophecy, I must first define what I mean by
say in g that something happens. Data processing is a continuous spectrum of events
blendin g into one another. But it is possible , by standing back a li t tle to iden t i f y
definite milestones.

There are two iM portan t types of milestones. The first of these is the “Point of No
Return. ” It is the time at which 50% of the leading instal lation s are commmi ted to a
new modus operandi , and the trend is up . To some extent this concept is intuitive —

for examp le , the concept of “leading installations. ” These are generally the large
data proces sing organizations , the ones whose staff members are prominent in the pro-
fessional world, the ones who pioneer new things and who are always working in the
fore front of the field . When 50% of these installations are committed to some new
methodology , then the art has reached the point of no return. Thereafter , anyone who
is not seriously considering that concept is in danger of falling behind and had better
start to worry .

The second milestone is the “Fai t  Accomp li.” At that point the modus operandi is no
longer new or controversial. Not to be committed to it now requires j ust i f icat ion.

Previous Prophecies — and How They Flew

With those two steps in mind, consider the track records that I display in Table 1.
These predictions have been recorded in the archiv es of my employers and of SHARE , the
famous IBM users group .
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Table 1. Early Prophecies

Year Point of No Return Fait Accompli
Prophecy Predicted Predicted
- 

Made ~~~~j~~ct In Actual In Actual

1954 Higher Order Languages 1958 1960 1960 1962
1954 Time—Shared Data Capture 1957 Never(?) 1960 Never(?)
1955 Operating Systems 1957 1957 1960 1959
1955 Numerical Control of Machine Tools 1957 1958 1958 1959
1957 Universal Computer-Oriented Language 1960 Neve r 1966 Neve r
1960 Spooling 1962 1963 1966 1964
1962 Virtual Memories 1964 1967 1970 1972
1962 Wide-Spread Graphic Output 1966 1966 1970 1972

Out of my eight early prophecies , six came to pass. However , in most cases they lagged
my predictions by one or two years .

In 1965 at a symposium sponsored by the University of California at Los Angeles and
Informatics Inc., I made a number of similar prophecies about the transition from batch
processing to transaction—oriented on—line processing. These were recorded in the book
published as proceedings of the conference (Ref. 1). Some of them are shown in Table 2.

Table 2. 1965 Prophecies

Point of No Return Fait Accompli
Predicted Predicted

Subject In Actual In Actual

Remote Job Entry Stations 1968 1968 1970 1970
Time—Shared Program Development 1970 1967 1975 1972
Store & Forward Data Transmission 1971 1970 1974 1973
Basic Processes of the Enterprise 1972 1975 1978 ?

Out of these four prophecies , three came to pass earlier than I predicted .

Current Prophecy

What has all of the foregoing to do with “Future Prospects for Minicomputers ” as .~t
applies to you and your work? The same methodology is applicable that I used to miake
those predictions , namely: ( 1)  Extrapolate the technology , ( 2 )  analyze fundamental .
needs of the users of data processing , and ( 3 )  MOST IMPORTANT , observe the way people
think and act in their use of computers , and predict when they will be able to apply
to their real needs the technology that will be available to them .

The application of such a methodology leads me to quantize for the f irst  time a pre-
diction tha t I have been making qualitatively for the last several years:

“Decentralization of data processing facil i t ies is inevitable. ”

Within a relatively short period of time , certainly less than ten years , a large
majority of the functional units in any enter prise which have a need for data pro—
cessing will  have their own compute r to do it , dedicated solely to a single function
which is the responsibility of that unit. Such decentralization of both the phys ical
faci l i t ies  and the responsibility for them is inevitable . Using the terminology tha t I
explained above, the “Point of No Return ” (when 50% of the leading installations have
adopted i t )  will  occur by 1980.  The “Fait Accompli” milestone (when you have to just ify
not operating that way ) will occur by 1985.

DECENTRALIZATION IS INEVITABLE

I wi l l  now elaborate on the thinking that leads me to such a conclusion . The driving
force is not the technology — it is the behavior of computer users. Data processing
people have glorified their toys so successfully that they have clothed them in a mys-
tique which obscures their only purpose — to serve people . To illustrate the problem ,
let me tell you a couple of stories that I have used many times .

A while ago , as I was skimming through a financial publication , I was approached by a
friend with a philosophical mind . I commented on the interesting item I had been read-
ing about the remarkable growth of the consumer power tool industry . It seemed that
astonishing records were being set for the sale of one-quarter inch electric drills.
expressed my surprise that there were so man y people who wanted one-quarter inch drills.
My f r iend observed , “ I don ’t believe there is any real demand for them.” When I asked
how he could come to such a conclusion in the face of the evidence , he pointed out :
“People do not want one-quarter inch drills. What they really want are a great many
one—quarter i.~ch holes. ”

- - - —---~~~~~~~ ~~~~~ - -~~~ -- - -~~~~~~~~~~~~~ --~~~~~~~~~ - -  — -
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Computer professionals , in their saner moments , wi l l  acknowled ge that computers are
only tools to enable us all to achieve our real objectives. But unfortunately ,
computer professionals usually talk and act as though the computer is an end in i t s e l f .
However , the realization is slowly coming into focus that we don ’t really want one-
quarter inch dri l ls ;  we just want a lot of one-quarter inch holes . Fortunately ,
technological imp rovemen ts wh ich a re drivi ng down the cost of computing wil l  make i t
possible for users to approach the sub ject a l i t t le more ra t ional ly  th an we have in
the last twenty years.

Summary of Cost Performance Trends

Fig.  1 has been derive d from many sources , including Withingto n (Ref. 2) and Phister
( R e f .  3 ) .  It shows that dramatic reductions began in 1960 in cost performance trends
for the elements of compu ting systems . Major cost reductions in central processors
have been accomplished by 1975 , and there wi l l  be continuing reductions through 1985.
Reductions in communication costs , on the othe r hand , lag fa r  behi nd all other types of
hardware costs . The cost of software development has been progressing nicely, but
dramat ic improvements can on ly be achieved by using sof tware products. The pa st and
future improveme nts are :

Table 3. Reduction in Costs

1975 Costs 1985 Costs
As a Fraction As a Fraction
of 1960 Costs of 1975 Costs

Hardware

Processing and Internal Storage 0 . 0 0 5  0 . 2 0
Fast Access Mass Storage 0.02 0.10
Common Carrier Communication Lines 0 . 6 1  0 . 5 3

Software

Custom Development 0.28 0.47
Software Products 0.06 0.33

The Ef f i c i ency  of People

Because computers have been , in the past , so terribly expensive , we have forgotten
something important. In most organizations , data processing costs tend to be somewhere
from 0.5% to 2% of total Costs. Salaries and other costs of the people doing the basic
work of the enterprise are between 40% and 90% of its total costs. The efficiency of
the tota l enterprise is the ef f ic iency of the global system of people doing the neces-
sary work , assiste~ by computers. Yet , at meetings of computer people , the discussions
might lead one to believe that all the work was done by computers . Serious papers are
published on optimizing the hardware/software sub-system , leading the unwary to be lieve
that such optimization would solve the whole problem . To i l lustrate the f allacy of
optimizing a sub-system , let me tell you a parable .

Just suppose that typewriters had never been invented. All the secretaries in your
of f ice are producing letters and reports by writing them out very neatly in longhand
with ballpoint pens . Suddenly Olivetti makes a dramatic announcement — it has invented
the typewriter! Next morning, at every large corporation , an Ol ivet ti typewriter sales-
man has an appointment with the Vice President for Office Services. Let us see what
happens , for example , at Philips Gloelampenfabrieken. The salesman suggests tha t
Philips buy a $600 typewriter for each secretary . This is a revolutionary proposal.
Purchasing is called in. Internal Consulting is summoned to a meeting . Operations
Research is charged wi th investigating the concept , and conducting a feasibility study .
The results show that the average use of a typewriter by a secretary would be 1.1873
hours per day , and tha t the productivity of secretaries would increase by 325 .26% . It
is stron gly recommended that the corporation convert to typewriters. It is recommended
that enough typewriters be procured so that each is loaded 4.7492 hours per day.
Allowing for down time and assuming that most overloads .can be handled by overtime .
each four secretaries will share one typewriter.

The recommendation is adopted. The typewriters are delivered , and training be gins.
Soon all secretaries are mechanically proficient; Purchasing cancels all orders for
ballpoint pens ; and the system is cut ove r to document production by typewriter only.
Productivity is very low the first week . It is worse the second week , worse the third,
and by the end of the month , the backlog of letters and reports has reached alarming
proportions . Most executives are spending a good deal of their time consoling tearful
secretaries who complain that they cannot get their work done because they cannot get
access to a typewriter. An emergency meeting is held . Only two viable alternative s
presen t themselve s — go back to ballpoint pens , or ge t a typewriter for each secretary !
Operations Research does a fast study , and concludes that spending four times as much
for the typewriters will be paid for many time s ove r by the increase in productivity .
The recommendation is accepted , the secre taries live happily ever after , and Philips
increases its dividends.

- - ~~~,-,- — —‘“c’or .. ‘.~‘
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The mora l of the parable is clear. Efficiency of people can vary over a wide spectrum .
The efficiency of people can seriously be impaired by frustration — “Nobody lets me
get my work done without interference .” Conversely, productivity seems to be at its
highest when the worker has full control of the tools he needs. Many of you have had
experiences with central dat a processing similar to those of the secretaries with the
shared typewriters . What would happen if you had cor.trol of your own computer? If
anything went wrong , you would look around for someone to blame , and see no one bu t
your own unit. You would roll up your sleeves and solve the problem.

Of course , the moral of my parable would not be applicable if typewriters cost $600, 000
apiece , instead of $600. Until ten years ago , computers were too expensive to consider
decentralizing control of them . But today their prices , including sof tware, are
approaching the low level where it is foolish to sub-optimize computing costs at the
expense of the costs of the people who really do the work.

Trends in Leading Installations

A number of pioneer s are proving the validity of the decentralized concept. Canning
(Ref. 4) records several interesting case histories . One of them , C itibank (First
Nat ional City Bank of New York ) , is the largest bank in the United States in terms of
net income . Through the 1960’s it was a leading example of centralization of computing
facilities. Beginning in the early 70’s it did a complete about-face. It recognized
the importance of giving opera ting units their own computers , and began a massive pro-
gram of decentralization. White , the architect of this revolution , tells the story in
(Ref. 5). Another example is Hughes Aircraft , a multi-billion dollar aerospace f i rms,
which embarked in the early 60’s on the consolida tion of all data processing faci l ities
and responsibilties into a super—centralized facility. In a fascinating public con-
fession , Reynolds (Ref. 6) recants all of the dogmas that he believe d in the 1960’s and
espouses the cause of giving each functional unit total control of its own data pro-
cessing , including the physical computer.

Distributed Processing

I have been using the term “decen tralized” in order to emphasize local autonomy and
control of as much as possible of the data processing function . In data processing
literature , you will today see much more frequent reference to “distrib uted processing. ”
Canning (Ref. 4) uses the terms interchangeably. However , most people use “distributed
processing” only to describe the trend toward incorporating “intelligence,” (i.e.,
processi ng capability) into the remote terminals. There is a definite growth in the
use of such intelligent terminals , which incorporate minicomputers. More and more ,
the processing which can be done remotely is done remotely, and only that which
requires a central computer is transmitted to and from the central site . This concept ,
known as “dis tributed processing ” is rapidly gai ning in popularity. It is a hybrid
system , partially decentralized. It is fostered by IBM and by the management of cen-
tralized data processing as long as they can retain control over it. However, since
the cost of communication is not coming down as rapidly as all other hardware , it wil l
soon become obvious that the remote processing done by such “dis tributed processing ”
will require a data communications link to a central site only in rare instances.
I expect to see such umbilical cords cut with increasing freq uency in the next decade.
Then there will  be no reason not to divorce the operati ng uni t from the control of
central data processing management.

A Decentralized System for Use in Libraries

An example of a minicomputer system operating in a decentralized mode is the MINI-MARC
system now in use in the library of the United States Department of Energy . It was
developed to increase the productivity of the cataloging staff of a library which uses ,
as its source information, the da ta issued in special format for each book by the
Library of Congress. However , for this particular library ’s own catalog, it is not
appropriate to use the information in its raw form. The cataloging staff eliminates
some of the data , and adds additiona l data , using MINI-MARC .

The system has the following fundamental characteristics; it :

o Is a stand-alone unit which requires no telephone line hook-up
or connection with a main-frame computer.

o Provide s access to the records on the Library of Congress (L.C.)
MAR C Distribution Service tapes .

o Handles all MARC formats : Monographs , serials, f i lms , naps ,
manuscrip ts , and music (when issued ).

o Provides record look-up by main entry, by title, and by L.C. card
number.

o Displays a oil MARC record — complete with fixed fields , variable
tags , indicators and subfield codes.

-— . - - 5.- -- —. - S. — .- --- -, — — — — —.5- — -
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o Provides the ability to revise and/or add local information to
MARC records.

o A llows a library to build a working file of selec ted MARC records .

o Allows a library to input original records into the working file.

o Constructs working files which can be used as input for BIRPRO IV ,
a set of p rog rams for a central 360/370 to p roduce thereon catalog
card sets , book catalogs, COM , KWOC index , etc.

Fig. 2 is a simple schematic of the MINI-MARC system. It consists of the following:

HARDWARE

Basic: A minicanputer configuration made up of the following
components: Processor (CPU), CRT Console , and F loppy
Disk Storage Device .

Optional: Printer , Magnetic Tape , and Acoustical Coupler.

DATA BASE

Over 600, 000 records from the MARC tapes written on 300
to 400 floppy disks. New floppy disks are provided
cont inua lly to update and keep the data base current
with the MARC subscri ption service .

SOFTWARE

Ba sic: A prog ram which ~.l 1ows access to a record by L.C. card
number; disp lays the full record ; allows changes to be
made to a record; al lows local data to be added; wri tes
the record onto a workfile on a floppy disk ; and allows
a complete record to be keyed in and written onto the
workfile .

Optional: A program to compose a catalog card format and print it
on an at tached printer. A program to write records onto
a 9-track magnetic tape in MARC II Communications Format .

How Does It Work? -

A book can be searched by main entry (author), by tit le , or by Library of Congress
card number. There are presently two indices in hard copy :

1. L.C. Card Number Index — Lists the card number and a floppy disk
number.

2. Author/Title Index — Lists authors and titles interfiled into
one alphabetica l sequence . Each author or title entry lists the
floppy disk number and the L . C .  card number.

The floppy disk cited is pulled and mounted. The L . C .  card number is keyed in and
the system searches the floppy disk and displays the correct record in less than three
seconds .

The record is displayed in ascending tag order starting with the L .C . card number ,
followed by the fixed field data . The forty characters of the latter are broken up
in to nine logical uni ts and each is ident i f ied  wi th a labe l or a “promp ter. ” The
variable f ie lds  follow , each with complete numeric tag and indicators and subfield
codes inserted within the text of the field. The prompters , tags , indi cators , and
subf ie ld  codes are d isplayed in l ighter face type than the text of the record , to
allow greater ease in reading and reviewing the record.

The record can be mani pulated through use of the keyboard and function keys. These
activi ties include : Inse rt a blank li ne , delete a line , rep lace characters , insert
a new field, di splay previous record . This allows a record to be revised or local
da ta added. The record can be written onto the working f i l e  (user f i l e ) disk in the
rev ised form. The pure MARC record cannot be altered in the data base proper.

An original record (not based on the L.C . record) can be entered. The CRT displays
promp ters for building a MARC-like record . The record is also written onto the working
f i l e  disk.

The wor ki ng f ile , or user ’s file , serve s as a permanent record of the library ’s acces—
SiOfls. The user ’s file can be used to produce output products such as proof lists ,
catalog cards or book catalog pages.

- — ~~~-S. — . — ——5-- — - -5-  5 ~~~
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Ten years ago such an application would have been done on a centra l computer. Today
it is nonsense to do so — but most data processing managers would not admit it because
of the dead hand of Grosch’s Law.

THE MYTH OF GROSCU’S LAW

In the first quarter century of the computer age , from 1950 through 1975 , a number of
generat ions of mach ines were developed. As each ma jor computer was o f fe red  for sa le ,
it cou ld perform more work for less money than its predecessors . Dr. H .R.J. Grosch ,
the current president of the Association for Computing Machinery , was the first one to
popul ar ize a forma l description of this phenomenon.  It became known , humorously at
first , as Groscta - . Law , formulated as f ollows: “Through put capaci ty of a computer is
proportional to the square of its price .” A number of more formal documented studies
of this phenomenon have confirmed that the “Law ” was indeed valid for the la rge com-
puters of that era when operate d in batch mode ; e.g. Littrell (Ref. 7), Solomon (Ref. 8).
(Cynics , however , pointed out , in Oldehoeft and Halstead (Ref. 9), that the Law was not
fundamental because of the economics of engineering development , but only accidental
because of IBM pricing strategy.)

In the same era , there was another phenomenon occurring . The users of such large
machines were making greater and greater use of computers. More and more computer
applications were being developed , as described by Patrick (Ref. 10).

Data processing management , responsible for selection and procurement of computing
equipment , became well aware of the “economies of scale .” Since the demand for capacity
seemed to be growing without limit , there evo lved a corollary to Grosch’s Law , that I
call the “Dogma of Data Processing .” It is: “The most economical way to do computing
is to acquire the lar~est computer that the enterprise can possibly foresee a need for;
therefore , all computing in the enterprise must be done in one central computing
fac i l ity. ” The application of the Dogma maa~~Tt clear that what was good for data
processing installations was very good for the data processing manager! His prestige ,
power , authority, and salary were also proportional to the size of the installation
that he ruled. Hence , there has evolved a strong “union ” of data processing managers
who quote the gospe l according to Grosch in defense of centra l i zat ion , and trea t as
heretics the radicals who would propose decentralization .

The Repeal of Grosch ’s Law

As costs decreased in the ways shown in Fig. 1, the price-throughput relationship of
Grosch ’s Law began to disappear. Half in jest , but with astounding foresight , Adams
(Ref. 11) first headlined “GROSCH’S LAW REPEALED” in 1962. On the one hand , the very
large machines began to encounter some dis—economies of scale . As more and more work
was done on a single ma in frame , the operating system , in order to sort it all out , got
more and more complicated. Operating system overhead began to climb , so that less and
less useful work was actually being done . Patrick , in (Ref. 10) Doints out the possi-
bility of such systems growing large enough to fall of their own weight . Further
testimony is provided by Reynolds (Ref. 6) and (with emphasis on the dis-economies of
data base management systems ) by Frank (Ref. 12).

On the other hand , as we have seen , the new small cheap minicomputers simply did not
follow the law that “throughput capacity is proportional to the square of the price. ”
Although I am unaware of any computations to demonstrate the fact , I believe that the
da ta si nce 1965 would support Adams ’ 1962 conjecture (Ref. 11) that: “Throughput
performance is proportional to the s9uare root of the price .” If this conjecture is
true , the cheapest way to get computing done is to get the smallest computer that can
per form a ‘ -ir ticu lar application . The $4.95 hand-held calculator may be an illustration
of fh .• latter “law .”
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decentralization . Thus , the importance of the words , “exc lu sive use ” — which cannot
happen unless the group is smaller than 30 peonle. If such a group performs several
f unct ions , i t should consider one computer for each function.

The computer must be big enough to do the job properly . There are many problems which
simply cannot be handled by today ’s small computers . Nuclear reactor design , numerical
prediction of global weather, maintenance of reservations a year ahead for all of the
airline seats in the world , instant retrieval from massive data bases , are BIG problems .
Such applications are only feasible today on a computer so expensive that it is only
practical if it is shared by many groups of users. I venture no predictions as to the
speed with which technological improvements will catch up with these applications . Up
until recently, I believed that large data bases would be the last application to become
adaptable to a dedicated small computer. But a careful analysis shows that such is not
always the case. For example , data bases can frequently be segmented and distrib uted
to the place where the segment is used. “Instant” updating may be unnecessary ; Canning
(R e f .  4)  notes tha t  a large insurance  policy f i l e  has been d i s t r ibu ted  among branch
o f f i ces , each of which services a distinct small group of policy holders .

The last part of the princi ple of decentralization speaks to the utilization of such a
dedicated computer. It stipulates that the computer should be loaded to over 10% of
its capacity . Logically, of cou rse , the loading is immaterial , as long as the produc—
t iv i ty  of the group is increased enough to pay for the computer. However , I have added
th i s  requirement , without  any analytical ju st i f i c a t i o n  for the selection of the 10%
leve l of use , because of my bel ief  that , if it is to be successful , the assistance of
the computer to the group should not be for some trivial application , but should parti-
cipate in the main-stream activi ty of the group .

CONCLUSIONS

It  is now clear that Grosch’ s Law has been repealed by technological advances. IT IS
NO LONGER TRUE THAT THE MOST COST-EFFECTIVE WAY TO DO DATA PROCESSING IS ON A LARGE
CENTRA L COMPUTER. The new “ P rinci p le of De c e n t r a l i z a t i o n” is a useful guide for a
small group to use in evaluating whether to use central data processing or whether to
acquire i ts  own dedicated computer.

However , certain powerful forces will delay for many years the inevitable growth of
decentralization. These are the curr ent investment of large amounts of money in
central data processing installations and in the organizations built to support them ,
and especially the vested interests of their management and of IBM’s manufacturing
capability. Nevertheless , the “Point of No Return ” is 1980 , when the majority of
leading ins ta l la t ions  wi l l  be decent ra l iz ing .  By 1985 decentral izat ion w i l l  be a
“Fait Accompli” and you will have to justify to your boss why you are sharing the use
of a centra l computer.
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look up to help the scientific staff , and information retrieval (both SDI and Retrospective) . A brief
sumary of other uses of computers in the UK Ministry of Defence Information and Library Services is included.
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Any present and future applications of computer technology to information management are explored.
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IMPLEME ION OF A MINI-COMPUTER BASED INFORMATION SYSTEM. PART 1 SYSTEM OVERVIEW
by Mc l vor .A.
Defence Scientific Information Service , Ottawa (Ontario)
August 1974
NASA 75N 1O72 5
An automated processing system for entering bibliographic and project data dealing with scientifi c and
te chnical information , and for producing document digests , catalogue cards or microfilm cartridges , and
Selective Dissemination of Information (SDI) notices , has been designed and implemented on a minicomputer
system. A consolidated patron file was also implemented . The report describes in general terms the
programmes which were developed and their interrelations. Examples of the outputs are included.

I nformation Systems , Minicomputers . Selecti ve Dissemination of Information , Bibliographies , Computer
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by Coury , Fred F.
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1972
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