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ABSTRACT
In recent years the public has become acutely aware of

the energy crisis that has been inevitable since man first

became dependent on finite fossil fuels., Today there is emphasis

on developing "alternate" energy sources. The use of wind power

.for irrigation of farm fields is investigated in this paper.
>
Many options have been proposed for harnessing wind power

for irrigation. Here, two options are investigated using a

system dynamics approach. The first option uses mechanical

energy extracted from the wind as input to a mechanical pump.

A flywheel serves as a buffer and as storage for low wind

periods. The seccond option uses the mechanical output from the

windmill to generate electricity. This eleciricity is then fed

into an electrolysis cell to produce hydrogen gas. This gas is

then burned in an internal combustion engine which drives the

1 in depleted natural gas wells

P
ore

purp. Surplus hydrogen is store

fo N

for use during low wind periods. A back up system is provided

in both cptions for when the wind is not blowing and the stored
energy has been exhausted,
1965 wind data from the U.S, Weather Bureau Office in

used in the simulation of the two proposed

o

0

Dodge City, Kansas, i

syslems.

wind year. The summer months, during which the irrigation will be
taking place, have average wind velocities within one half a

standard deviation of a 25 yeav average for the area, The other
nine months each have average wind velocities within two standard
devirtions of a 25 year average,.

Firet, the general concepts of system dynamics are explained,

Then, models of the 1wo options are formulated ond tested by

1965 wind data is used because it tends to be a “typical"




simulating their performance over a “typical" year using the
DYNANO compiler. The results of these simulations are then
compared with each other and with the current methods of farm
irrigation.

Finally, a glance to the future is proposcd which reveals
that, though the systems proposed are presently more expensivé
than current forms of energy, this very well might not be the

case in 10 to 15 years.
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CHAPTER ¢ - INTRODUCTION

The amount of land area being farmed per person in the
United States has been on the decline for the past several years.
Yet today the people of America are eating better than ever
before, This is due in part to the development of new strains
of crops that reach maturity faster and give a higher yield than
the old strains., But at the same time the amount of energy
required per given area of farm land has increased., Larger, more
powerful pieces of farm equipment are being used today than ever
before. It is customarily the case that these machines are
fueled by an oil product, It is estimated that in 1974 the
equivalent of 487 million gallons of gasoline was consumed on the
86,000 farms in the state of Kansas alone (1), This fuel was
consumed in the process of tillage and harvesting operations,
irrigation, grain drying, marketing, business and management
transportation, and poultry and livestock operations. The
production of fertilizer, a larsge consumer of natural gas, is
not included in the above estimates. 7Therefore, it should bLe
clear that the American farm is very dependent on an available
supply of oil product fuels,

Common sense indicates that the supply of oil will even-
tually be exhausted at the rate it is presently being consumed,
Estimates of our remaining o0il reserves range from 30-50 years
(2,3). Many industries ave today converting to electricity
produced by coal or nuclear powered plants, But there does not
appear to be a method available at the present time to allow a
conversion from petroleum fuels to electricity for the mobdile

high encrgy demands of most farm equipment,
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The conversion from petroleum based fuels to a more plen-

tiful energy supply for even only a few farm operations would
help the overall situation, If, for example, irrigation water 3
could be pumped without having to deplete the limited supply of
natural gas (the fuel uced on the majority of midwestern farms
for irrigation pumps) there would be that much rnatural gas
available for other uses. The simple conversion to an electriec
punp might help, but most of the electrical power generated in
the midwest still depends on petroleum fuel supplies, So, an
alternative source of energy that could easily be used to pump
irrigation water without depleting limited fossil fuels would

be a better solution.

The use of methane derived from animal wastes has been
proposed as a substitute for the natural gas presently being
used, So has hydrogen produced electrolytically at the farm
site using electrical energy derived from solar sources (and
possibly from convential coal and nuclear fueled generating sta-
tions during off peak periods). This paper is concerned with the
evaluation of iwo alternative energy systems for pumping irriga-
tion water. The first method would utilize wind power coupled
mechanically to the pump. The second method would use wind power
to senerate electricity, electricity to produce hydrogen, and
hydrogen to fuel the pumps,

An extension of the seccond method could eventually lead to
production of hydrogen on a large scale and the use of hydrogen
as the basic fuel on the farm of the future,

There are many approaches that could be taken in developing

an "optimal" system for use on a farm. There are many different 1




types of windmills currently available at a variety of prices,
If hydrogen is goingz to be included in the system, come sort of
storage facility should be considerad for the hydrogen produced
during low erergy demand times, Little actual optimization
work has been done on systems similar to those considered in
this paper. By considering the system as simply as possible,
linear programming could be applied to minimize the total cost
involved in establishing such a systcd. By viewing the problen
from different points of view, dynamic programming, stochastic
programning, or multi-objective decision problem techniques
could be utilized. A "system dynamics" approach is taken in this
paper. Rather than attempting to satisfy certain objective
functions subject to various constraints, as would be the case
with the techniques already mentioned, system dynamics is used
here to model a proposed system and to evaluate its periormance.
From these findings, changes in the model of the proposed systen

can be made, By continuing in this fashion, a "best” design can

be forced to emerge.
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CHAPIER 2 ~ GENERAL CONCEPTS OF SYSTEM DYNAMICS

2,1  BACKGROUMD

When Vannevar Bush built his differential analyzer in the
1930's to solve the equations of simple engineering problems, he
also laid the ground work for a powerful approach to understanding
the dynamics of complex systems, This ground work eventually
lead to the development of "system dynamics®, The differential
analyzer, set up in accordance to the equations that described
the system under investigation, became a simulator tracing the
dynamic behavior of the system, It was during this same period
in time that Nortert Wiener developed his concepts of feedback

A7

0
(7]

tems that were later labeled "cybernetics“., Some of the first
introductory papers in the field of feedback control systems
(soon to be coined "servomechanisms") wevre weitten by Harold

L., Hazen. Gorden S, Grown created the Sevvomechanisms Laboratory

in the 1940's, It was here that the thoory of feedback systems
was first expanded, taught, reccrded, and introduced to the

world on a large scale, Digital computers were first used for
system simulators in the 1950 at the Digital Computer laboratory
and Division 6 of ths Lincoln atory under the direction of

Jay W, Forrester, Since 1956 Professor Forrester and a group of
associates at the M.I.T. Alfred P, Sloan School of Management
ave extended the concepts of system dynamics to cope with the

great complexity of social systems (2).

For many years the modeling of feedback-loop systems has
been known as “industrial dynamics". But with the application to
important areas outside of the industrial structure, the name

"system dynamics" has come into more general use, Applications

g

g
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of systen dynamics have been made in corporate policy, dynamics
of diabetes as a medical system, social forces affecting drug
addiction, and the behavior of research and development

organizations to list just a few (4,5,6,7).

S

2,2 SYSTEMS

Almost anything can be thought of as a system. Man lives
in a social system. Through his scientific research he has
uncovered some of nature's systems structures. Through his
chnological breakthroughs he has created complex physical
systems. But, he still does not fully understand the principles
governing the behavior of systems.

A5 used here, a "system" is a group of parts that operate

tozether with a common goal. A school is a systen for education,
S > J

o]

Panting or shiveri

temperature, Communication satellites in space provide a system
by which communication between almost any two points on earth
is instantaniously possible,

With systems teing common and easily defined, why is 1%t that
man has been so late in grasping the concepts and principles of
systems? Jay W, Forrester has pointed out three possible answers
to this question (8). First of all, until recently there has
really been no need for understanding the nature of systems., The

systems that primitive man were exposed to were mostly those of

o

nature and werec accepted as being divinely given and beyond
comprehension and control., In erder to survive, man adapted
himself to these natural systems and change came slowly, usually
through evolution rather than desire.

Secondly, many systems did not seem to possess any meaning
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or general theory. As man's gocloties emorged and systems of
trade, cconomtes, and politics begun to evolve, man wais unablo
to distinguish all of the Interactions and principles duce to thae
overall complexity of the systems, And finally, even aftec man
bogan to secek the underlying prineiples of systems, these princi-
ples were so obscure that they were undetectad, During the last
century Lt hag become clear that the barrier to uncovering the
principles of systems was not the abuence of goneral concepts,
Rather, it was the diftieculty of expressing these principles,
Mathematics have only ralatively recently reached a level such
as to ba adequate for handling the essential realities of some
of man's more complex systems,

Learning from past exparlence s difficult without a
gtructure to interrelate facts and observations, Javoma 5,
Bruner of Harvard (9) has avgued well the importance of ¢tructure
in cducation,

"Grasping the structure of a subjeot is
underatanding it in a way that permits many other

things to b related to 1L meaningfully. To learn

agtructure, in chort, 1a to learn how things are

related, .. .g800d teaching that emphasizen the

gtructure of a subject is probably even mora valuable

for the laesa able student than for the gifted one,

for it is the former rather than the latter who is

most ennily thrown off thoe track..."

2,3 SYSTEMS - OFEN AND PFEEDBACK

All systems can be classified as olther opnon systoms or

closed systems. Closed systems are aluo callod “feedback®
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systems, The difference between an open system and a feedback
systewm is that in a feedback system the behavior is influenced |
by its own past behavior whereas an open system is unaware of

its past behavior. A walch, taken by itself, is not awace of i1

its inaccuracies and can not correct itself, thus it may be
thought of as an open system, But, if you include the owner
of the watch in the system and the owner continuously corrects
the inaccuracies in the watch, the asystem may bte thought of |3
! as a closed (feedback) system., An open system and a feedback
system are skematically 1lllustrated in Figure 2.3.1.

Whether a system is classified as an open system or a
feeddback system is more dependent on the viewpoint of the observer
defining the purpose of the system than the particular asscmbly

of parts, A broad purpose may be seen as a large feedback

system consisting of several small subsystems, each with its

own purpose. Each subsystem may then in turn be considered an

open oxr a feedback system,
The basic structure of a feedback loop appears in Figure
: 2.3.2, The feedback loop forms a closed path starting at a
decision that controls an action, passing through the level
(state or coundition) of the system, the information about the
level of the system, and terminating at the decision-making
point. fThe available information, at any point in time, is the |
basis for the current decision that controls the action of the
loop., It is this action which alters the level of the system,
The level of the system generates information about the system,
i This information may be delayed or erroneous, It is this infor-
mation (apparent level) of the system, though, that is used as {

the basis for the decision process,
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Feedback loops fall into two catagories; positive feedback ’
. and negative fredback, |
! In a positive feedback loop, the result of the action gener- !
| ates otill greater action, thus generating a growth process, |
| Positive feedback loops ave relatively rare in natuce, The
: compounding of interest cn money in a bank account is an example
: ! {
of positive feedlack (see Figuve 2.3.3). The amount of money in ::
"
the account at a given point in time determines the amount of i
i interest the account earns; the greater the amount of money, the ‘
! greater the amount of interest earned., The amount of wmoney i
thus increased continuously by the interest paid and the amount
! of intervest paid increases continuously due to the increasing
: amount of money in the account, Population also generally fol-
. lows the rules of a positive feedbask loop. A single cell splits
: inta two cells, 7These two cells then each split resulting in a
{ total of four cells. The more c¢ells theve are before splitiing
|
; the more there will be after splitting,
' In & negative feeddback loop, the action strives to maintain
a specific level., A thermostat in a building is an example of
a negative feedback loop (zee Figure 2,3.4)., The specific level
:‘ Is the temperature set on the thermostat. If the room temper-
ature drops below this level, the heater comes on until the ‘
room temperature reaches the specified level at which time the
heater is shut off, If it should become teo warm in the room,
the air conditioner is switched con until the temperatuve is
reduced to the specified level, Negative feecdback loops are
R quite common in nature, The thermoregulation of the human
t body follows closely that of the building thermestat already
'
|
| .
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discussed with perspiration acting to cool the body when over
heated and shivering and body metabolism acting to warm the body

whan it is chiiled,

The concept of information-feedback loops, both positive
and negative, provides a basis for attempting to understand and

intevpret the behavior of all systems, Feedback theory has
successfully been applied to mechanical and electrical systems

over the past 50 years. During the past 15 years these same

sivnvatnYae ) - Yz H
principles have been applied to social systems as well.

2. MODELS

in object, situation, or systenm.

A model is a substitute for

[t can be expressed in many forms, Concrete models of cars,

airplanes, and ships are common toys on which children otten

focus imaginative adventuras. Concrete models of various abjects

also nid scientists and engineers in wind tunnel tests and in

visualizing space and arrangements in architect

ural designs and
in community developement, But even more commen than concrele
models are abstract models., Any got of rules and relationships

tuation, or system is an absiract

that describe an object,

model of that object, situation, or system. OQur wontal pro-

8

cessos use concepts of a model which we manipulate into noew

3D

=2

arvangeuments. ‘hese mental concepts are actually an abvstract
model of the real system, These abstract mental models ave
subject to filtering, distortions, and delays as a result of
our individual perceptions and experiences, Mathematical
simulation models are a special class of abstract models.

The human mind is ecapadble of absovding, adapting, dbuilding,

and using fairly complex models of various systems. But the

13
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human nmind is subject to certain inherent drawbacks, The erfects
of these drawbacks are amplified when the system becomes very
complex and dynamic (changing with time) behavior is introduced,

(1) Méntal models are often ill defined. Interpretations

e " e ———_n

and assumpiions about real-life situations are continuocusly

i changing resulting in changes in what the models imply and
5 often resulting in internal mental contradictions,

14 (2) It is aften not possible to veview how a mental model :
? was formulated. Conseguently, assumptions are often not clearly
? identifiea,

{ (3) Pormation of a mental model is an individual experience
i
| subject to individual prejudices and personal feelings., As a
result of this, mental models are not easily communicated to
; others, Two parties may feel they bdoth have the same mental
; nodel of a system but in actuality the two models may differ,
I : These differences may be slight but they can often lead to
P hoated disagreements and false conclusions. N
(h) The capacity c¢f the human mind for absorbing and

manipulating ideas is extremely vast but it is limited. When
one tries to manipulate complex dynamic mental wodels, cenfusion

is usually the result. The unaided human mind is just not

adequate for conslructing and manipulating dynamic models.
System dynamics provide a foundation for translating mental
wmodels into mathematical models which can, with the aid of a
computer, be manipulated with relative ecase. By translating
nental models inte mathematical medels most of the prodblems
associated with mental models are alleviated. With all nmodels

expressed in the same terminelogy confusion about terms, assump- !
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tions, and communication of models is reduced.

Models should not be judged against imaginary perfection,
Rather, they should be judged in terms of how well they describe
the systom compared to existing models. The certainty with which

models show the correct time-varying results of the model state-

m
ments compared to the same conclusion reached in extending
another base on which to judge the wmathematical

.

e

mental models i
model. Models should then be judged not on an absolute scale
that applauds or condemns them but rather on a relative scale
that approves them if they satisfactorly clarify the known

facts about a system. One model is better than another only if

it better comaunicates the mental and physical statements of

ANALYTICATL SOLUTIONS

T

Lo SIMULATION TECHNIQUES i

Simulation is an experimental attempt to represent the

behavior of systems. It consists of a step-by-step approach

to "simulate® the dynamic (time varying) behavier of the real

0

system the model reprecents. An analytic solution expresse
the system's condition in terms of any future time, not just

Wil o

in terms of short time intervals »etween computations 23 in a

simulation approach, In addition, the form of an analytic
solution can tell much about the general nature of the response

of the system without having to carry out any numeric computations,
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For example, consider a simplified inventory control system
(assuming no delay between ordering of goods and their receipt
into inventory). Figure 2,5.1 shows the simple first-order
negative feedback loop that models the system, The “"goal" of
the system modeled is to maintain the desired inventory DI
which is a constant, Assume that merchandise can be either
ordered or returned to the manufacturer; that is, the orvder rate
OR can be either positive or negative. I[n attempting to bring
the actual inventory toward the desired inventory, the order
rate must increase positively as inventory falls and negatively
as inventory increases beyond the desired inventory.

ssuming a linear relationship for the ordering rate, the

system could be described in equation form ass

t
OR = AT (0L - 1)

where OR - order rate {units/week)
AT - adjustment time (weeks)

DI -~ desired inventory (units)

I -~ inventiory units)

The adjustment time AT factor is included te make the

3

sgnation dimensionally balanced and by being a constant est-
abtlicshes the linearity of the system. Assume that lhe desired
inventory DI is 6000 units and that the adjustment time { the
time that any curvent order rate would require to correct the

inventory) is § weeks. The equation describing the system

then tecoues:

"OR = % (6000-1)

16
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Assuming also that the initial inventory is 1000 units, the
initial order rate bacomes 1000, Now, if this order rate is in
effect for 2 weeks before a new order rate is calculated, there
will be 2000 units added to inventory which then becomes 3000

¥

units., 7This new value of I results in a new order rate of 600

units per week, By continuing in this fashion it is possible
% te simulate the dynamic behavior of the system through time,
Proceecding with these calculations yields the results shown
in Table 2.5.1. These results are shown plotted in Figure 2,5.2,
i This demonstrates the simulation approach to a solution. Now
consider the analytical approach to the same problem,
Due to the relatively simple structure of this system,

it is possible to arrive af an analytic solution.

OR. == (BL = 1) EQ(2~1)

n AT n
)
+ ~= (DI - 1 _)(time interva EQ(2-2
i Lot n ¥ ar (01 a) (BiT terval) EQ(2-2)
: where the subserips n and nt+l denote the present and next
time interval values respectively., Assuming that the time
intecval between successive simulation computaiions has become
varishingly small;
B =4 A £q(2-~3)
In+1 " Ay = I = i (DI - In) dt Eq(2-~3
Q% o 2l 2Q (21
at = x7 (0 - 1) BR(2-4)
dr ; 1
e TH = e : Dl
§t * zp (1) = 43 (D1) eQ(2-5)
‘ Equation 2-5 is a first order differential equation whose

solution yields:

L




1.9

Table 2, 501

Computation of Tnventory

Time (weeks) Inventory (units) Order Rate (units/week)

1000 1000
3000 600
4200 360

L4920 216

o

535 130

5611 78

-

V] o x N N <

5767 47

—

: 14 5860 28
! 16 5916 17
' 138 5950 10
20 5970 6
22 5982 4

o

t 2l 5989




PE) = Aoc't/AT F DL EQ(2-6)

ssuming an initial inventory of [2 it ig possible to determine
{
the value of +the econstant Ao’

1(0) = L. = A, *+ DI EQ(2-7)

A - - DI EQ(?--’})

SL/AT g,
(1, - D)e t/AT 4 by £Q(2-9)

-
—~
t
~
il

Substituting in the comstant values assummed in the simulation

solution:
=t/ 8
1 = 6000 - 5000 o~ %/5

By substituting any time (in weeks) for %, the inventory at

without going through the

in the simulation procedure,

o

The negative exponential nature of the system shown in the plot

(S

of the simulation solution (Figure 2.5.2) is obvious from the

form of the analytical s

o)
=
=
o+
+ e
o
c 3
.

Since the analytic sclution of a system's behavior contains
so much information and since it allows direct computation of
the condition of a system at any specified time, it might be
presummned that an analytic solution should always be obtained
for every system under study. Howover, this is not possible,
Present mathematical procedures do not permit fofmulntion of

an analytical solution for many cowmplex systems, When an
analytical solution is beyond the scope of teday's mathematics,

simulation techniques are used to model the dynamic behavior of

A PR P TR PV
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the system,

The use of simulation has been limited in the past due

to the costs and time involved. Navigation tables dating from

the 1600's that were computed using simulation techniques

show the relatively long history of the simulation technique

(8), It was not until about 1955, when computation could first

be carried out on digital computers, that the time and costs

o

associated with simulation techniques were reduced to the point

where wlation solutions were not only more easily reached than

analytic solutions but were inexpensive as well, Today, with
the aid of high speed electronic computers, a lengthy simulation
of a conplex system takes only a few seconds and costs only a

w cents,

2,6 FLOW DIAGRANS, CONMPUTATIONS, AND EQUATIONS

Flow Diag "A picture is wortih a thousand words", or

equations as the case may be., Often it is ecasier to grasp
the idea of the workings of a system if that system can be
diagramed effectively. That is the ;ﬁ;«')zxi of flow diagraming.
Whereas the equations of a system focus on the composition of
the elements that make up the system, the flow diagram should

show how these elements are interrelated to include feedback

loops and how they effect the system,

The Industrial Dynamiecs Research CGroup at the M.I.T.
Slean School of Management has developed a set of standard flow
diagram symbols for dynamic models (10).
LEVELS - Levels are represented by a rectangle. Calculation of

all levels involves integration of incoming and outgoing data

that are controlled by rates, The letter group of the represented

T




~

the full name of the represented peortion

ok

portion of the systeu,

of the system, and the equation nunber as a cross reference to

the formal Aefinition of the system model are included in the

N

rectanzle (see Figure 2.6.1).

RATES - Rate equations of a system model are the policy state-
ments and define the flow streams in the system, The only input

to a rate is information and the only output is in the form of

controlling flows. reprecent a

rate due to this type of "controlling

A symbtolic walve is used 1o
* output. 7The letter group

of the represented portion of the system, the full name of the

the equation number as a

crapes b

represented portion of the syctem,

cross reference to the formal system medel, and the infermation

+s on which the rate depends should be shown with

inputs the rate

symbol {see PFigure 2.6.2),

AUXILIARY VARIABLES - Auxiliary variables lie in the flow channels

betwoen levels and rates., They are actually parts of the rates

but are subdivided separately because they represent independently

meaning concepts of interest or because they make the comp-

the symbol for an

utation of rates less complex. A circle is

auxiliary variable and should include the abbreviation of the

variable name, the vaviable name, the equation number as a cress

reference to the formal model of the system, and the input and

output flows (see Figure 2.6.3).

FLOW LINES = Six types of flows are shown in Figure 2.6.%,

Use of the appropriate flow will eliminate the nced to label
individual flows (with respect to type) within the flow diagram
of the system.

INFORUATION TAKE-OFF - A small circle at the information source
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Figure 2,6.3 - Flow Diagram for an Auxiliary
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Figure 2,6.4 - Flow Lines




and the infurmation flow line vepresents information take-off,

LR

This reprasents the removal of information about an element of the

svotem without affectinz that element, In seme instancec, though,

3

~

the inforsation taken from a flow, rate, level, or auxiliary
will be used to change that flow, rate, level, or auxiliary (see

Figure 2.6.5).

S AND CONSTANTS - System parameters and other

SYSTEM PARAMETER T
constants do not chanze within a given sinulation but wmay change

between successive simulations, Figure 2.6.6 shows the symbol

for a constant,

SOURCES AND SINKS - In some cases, the source or termination of

v

14 it

a flow has no influence on the systicm itself, In this case 1t
is assumed that the source or sink is "infinite” Such a source c¢an
never be exhausted and such a sink can never btecome full,

Figure 2.6.7 shows the symbol for a source and a sink, Such

symbols have no dynamic characteristics,
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These are explained in further detail in Appendix 2 as well as

in (8,10,11,12).

mulation is a step-by-siep combutation

P

Computations. S
ased on a set of equations describing a given system, This
step-by-step procedure calls for some sort of definite computing
sequence, System dynamnics models contain only two basic types
of equations; levels and rates, Other types of equations include

auxilary and supplimentary equations, constants, and initial value
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cquations The time step size DT used in carrying out the step-

1S,
by~-step caleulations of a simulation is alse very important,
Time can be broken into three distinct sectors; past,
present, and future., The time nolation convention utilized in
’

s illustrated in Figure 2.6.9., The "present"®

(7]
O
4]
e
D
=
2,
<
=
B
=
oo
O
v
pode

s designated by 'K', an instanl one DT time

pan

instant in time

ast by 'J*, and an instant one BT time interval

interval in the i
in the future by 'L'. Values for levels at ‘K' can be calculated

from their values at 'J' (from previous calculations) and from

P’

JK'. iven

the value of the rates involved during the interval
this information, the values of the rates during the next time
period 'KL' can be calculated, This is the situation shown in
Figure 2.6.8,

The sequence of calculations may now be repected by advancing
the time indicators, J; X, and L, by one DT. his is shown in
Filgure 2.6.9 « ALl calculations are carried out exactly the
same as before, The time interval that was pécviously YKL is
now 'JK'., This process is continued until the simulation has

been carried as far as desired,

Fauations. The variables and constants of a system ave
represented in equation form by symbols (or abbreviations). A

standardized style of establishing these abbreviations is
essentia)l for practical purposes. A symbol (or abdreviation)
for a variable or constant in a system consists of up to seven
characters, the first being alphadetic. All variables are

followed by a period and a time postscript. Levels and auxiliary

variables carry a single letter postscript indicating the
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the value applies. Rates carry a two

point in time for
Jetter postscript indicating the time interval over which they

apply. Constants are characterized by no postscript.

LEVEL EQUATIONS ~ A level equation represents a reservoir (or
accumulator) that accumulates the rates of flow that flow into

and out of the reservoir., A new value is calculated by adding
from the previcus value the flows that have
occurred during the DT time interval., The level equation format

is given below,

L LK=L.J+(DT) (RIN.JK-ROUT .JK)

- level equation

=

L.K -~ value of L computed at K (units)

L.J - value of L from vrevicus time period J (units)

DT - length of time interval

RIN.JK - rate into L during interval JK (units/time)

ROUT.JK - rate out of L during interval JK (units/time)
The level equation is the only equation type that contains the
time interval DT notation. Any number of rates may be added or
subtracted from the level at one time,

The level equation performs the process of integration., Th
above equation could be written in the notation of calculus and

differential equations as

L =L + Sf) (RIN - ROUT) dt

Level equations are represented by the letter "L",

3t
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constants provide

¢ how flows within a system

the input

from, or between

] are controlled, System levels and

! .

t to rates and rates in turn control

; levels, The format cf the rate equation is:
: R R.KL = f(levels and c

Rate eguations are denoted by the

ished by

ronstants of the system)

ton a rate equation will be subdivided

or to separate an intermediate value of
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axpress the value of a particular

nen o an

%T(DI~I.K)

: A 1.k = Q.K/cC

S

Auxiliary equations are

Q.K = SAP/RP.K

ey are

. L e
auxiliary

followed by either "J" or

SUPPLIMENTARY EQUATIONS =~ Supplimentary equations define

variables that are not

hich contain infermat

-

or pletted. These variables are then used only

INITIAL VALUE EQUATIONS

values specified

before

a

ctually variables in the system,

ion which it

instructions.,

- All levels must have

a simulati

Q

but
is desired %o have printed

in printing

their initial

n can begin. These values

] are necessary for determining the flow rates over the first

time interval (0 - DT),

letter "N",

These equ

-~
o

tions are designated by the
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STRUCTURE

CHAPTER

3 - THE

My R

)'e

EQUIRENENTS

The encrgy of the wind hasg heen harnessed tor hundreds of
years in Burepe, Since the late 1800's the wind has been used to
punp water for live tock throeunghout the 5\:"“‘:: \tes of America.
It i a coincidence that the areas that seem In the W nand of
power for crop ilrwed ation y also the . Jd -4
power, Therefore, Lt 3 JE en ked; Why no d g ! ation
ayotons with wind power? (13). It L1y sl
can be done. But no one has yot dovi ! and Legtod suecosgs
fully a system that will solve the eco BB TASINLGRT. PrGILenE
which must be solved belove widespread use of wind power for
irrigation can bocoms reallty, There geems to be almost a
foelit of impati entering around this problem. LL the
Dutch could pump the polders dry with wind power BOQ yoars ago,
why can't we irri e with wind powsr today? The problem of
cost-benefit seons Lo be of major concern today, We must ba
eareful not to spend move fov iv-igation than a on is worth,
The use of systen dynsmics as A tool For Luat] various
proposed systems has not been exploved as far as the awthor ean
determine,

The midwest is the Lread basket of the United Statew, and
the United States is the bread basket of the world. ‘The western
plaing of the midwest are also rich in avallable wind energy. It
iz in this area, then, that the proposcd wind powered jrrigation

gystems (WPI) ave considered,

.

1965 wind data from the U.85, Weathee bureau

T

Dodge City, Kansas, 18 used in the simulation of

Orf

Lthe

ten in

Wo proposed
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gsyatens, 1965 wind data is used because it tends to be a "typical®

[h: summer months during whieh irrigation will be taking

year, Th? sumner

place have average wind veloctties within one half a standard

averags ror the area, The other nine

deviation of a 25 year
months each have averagse wind veloclties within two standard

deviations of a 25 year average, Wind data were recorded evervy

3 hours. The data was obtained at a height of 6 meters above the

‘2 designed to provide energy to irrigate

" The WPI systems n
160 acres with 6§ to 8 acre-inches of water per month during June,
July, and Angust., The water table is assumed to bte at 200 feet,

% MODEL STRUCTURE - OPTION 1

A schematic of Option 1 appears in Figure 3.2.1,

In this systen, the wind turns a wirnd turbine (windmill)
which is coupled to a flywhesl through a gear box, The energy

sa the wind is directly relaied to the velocity of the wind,

()

But the wind does not blow at a steady speed for mere than a few

soconds at a time. So the flywheel acts as a buffer to even out

the high and low wind periods and it also serves to store a

certain amount of energy four use when the wind is not blowing.

ry in the flywheel is passed through a transmission

to @ mechanical pump where it does the work of pumping the

irrigation water. A farm tractor provides a back up for those

s when ‘the wind is not blowing and the flywheel's stored

5

period
energy is low, Fach component in the system has its own ef-
ficiency, “—1'

A casual loop diagram of Option 1 is shown in Figure 3.2.2

and the DYNAMO flow diagram of the model is shown in Pigure 3.2.3.
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System levels. There are six levels in Option 1. Total
available energy TAE is the total amount of energy available
an any point in time,

Total energy surplus (wind) 1st index TESW1 is a level
which accumulates and keeps track of wind energy that is avail-
able from the rotor %Wut can not be put to use immediately or
gtored in the flywheel for future use, This surplus energy
occurs when the flywheel xtorag:'is full but the wind is still
blowing. TESW1 is used in evaluating the rotor and flywheel
combination. A large TESW1 would indicate that the rotor is too
large or that the flywheel is toco small.

Total energy surplus (wind) 2nd index TESW2 is a level which
accunulates and keeps track of wind energy that can not be
gensrated due to the rated wind speed RWS of the system, BSuppose,
for example, that the rated wind speed of the system is 10 knots,
The energy available from the wind is directly proporticnal to the
cube of the wind speed. So as the wind speed increases from §
knots to 7 knots to 10 knots the system will be able to extract
more and more energy from the wind., But for any wind speed greater
than 10 knots the energy extracted by the system will be the sane
as at 10 knots, Thus, with the wind blowing at 12 knots, only 10
knots worth of energy can be exﬁrncteﬁ. TESW2 keeps track of the
difference between this amcunt of energy and the amount of energy
available were the system able to extract all 12 knots worth of
energy. If simulation of a system results in a large TESWZ then
the rated wind speed RWS should be increased, There is a limit
to how large RWS may become depending on the system. Suppose the

system has a wachanical device coupled directly to the mechanical

|
fﬁ
|

B s 5

e e

e




o

cutput of the rotor and that the rotor is rated at 10 knots,

Assume a2lso that the rotor will begin to extract energy from the

1181

wind at about 4 knots. Then, at 4,00 knots the mechanical device i

coupled te the rotor will be operating at only 10% of its rating,

If RWS is increased to 21,53 knots then the device would be
"y .

operating at only 1% of its rating at 4,64 knots., This is why

,,

RWS must be limited., A range of 10 to 15 knots between the

will tolerate and still operate,

The system described by Option I could theoretically pump
irrigation water 24 hours a day, evevy day, for the three summer
months; June, July, and August, But such a consiraint would not
correctly describe the physieal situation and would cost a
consjiderable amount. If the system were to bz pumping 2/ hours
everyday, mor2 water would be asvailable than would ve needed.
More realistically, the pump would be shut off during times when
the wind were not blowing, These times when the pump is shut
off are referred to as "down" .time, And the daily amounts

of down time are stored in the DOWN accumulator. The amount of

down time allowed per day is specifie

jor

in the program as down

o]

time allowed DTA, DNTOT accumulates the total amount of down

time occurring in the complete simulation run,

When the system has already been “down" for the allowed
amount of time and the wind is not providing enough energy for
the system, the farm tractor is attached to the system as a

back up., Running the tractor cost additional money. Therefore,
o5

the total amount of tractor energy used in the complete simulation
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e
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reccrded in the total tractor energy used TTEU accumulator,

All “ENERGY'S" are expressed in kilowatt-hours (kWh) and all

"POWER'S" 2re expressed in kilowatts (k¥W),

22 sguations that describe Option

them are explained below,

1@ total available energy TAE is a level and is expressed

ours (kWh). This is the total anount of energy that

in the system at a given point in time, TAE at any point

¢

in time is calculated as the flywheel energy at the preceding

point in time plus the power to the flywhsel since the last period

-~

minus the flywheel power usaed since the last period plus the

1 -

£act

tor power used since the last period., MNe

. T

Lcal enevrgy

into and out of the flywheel must pass through a gear box or

transmission with an associated efficiency. These energies are

must be provided for all levels. In the case of TAE it is

sasumed that the initial level is 75% of the flywheel's energy

capacity. A factor of 24 is included to convert the time units

from days to houvs,

N
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LYWHUEL ENERGY

If it were possible to store an in
in the flywheecl, the flywheel energy FWE

finite amount of energy i

and the total availabdble

; energy TAE would always be equal. But the flywheel can only
store a finite amount of energy. This amount of storage is
referred to as the flywheel energy capacity FWEC and is expressed
i in kWh's. So, in order to assume a maximum energy stovage capacity, i
i i
FWE is the same as TAE until TAE becomas larger than FWEC. When-~
[ ever TAR is greater than FWEC, the flywheel is assumed to be
| Filled with energy to its capacity.
E

2

2.1
ERL  ENERGY
DYNMAMO FUNCTICN

FLYWHEEL ENERQGY

(=MIN(FWEC, T

FWEC=1000
FWE

PTFW is set to zervro.

R PTEWKL=CLIP(PER LK, Dy PFRLK, D)
PTFW =  FOWER TO FLYWHEEL
CLIP = DYNAMD LRGIC FUMNC
(SEE APPENDIX
PER -~ POWER FROM RITOR
4 POWER FROM THE ROTOR PFR
'
: Wind power, Pw' is calculated from

€,

| per unit time,

(Kai)
FOR " MIN[MyM
CAPACITY (KuH)

- TATAL AVAILASLE ENERG (K W)
3 POWER TO THE FLYWHEEL PIEW
. The power to the flywheel PTFW is a rate that controls the
wind energy input to the flywheel, For the next period in time
- PTFW is assumed to be equal to the power from the vrotor PFR
during the present perioed if FFR is positive. If PFR is negative, [

3

(K1)

LR EARY

21 1
{KA) {

the kinetic enevgy, KE,
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where m ig mass and A its flow rate, V is wind spced, ¢ is air
density, and A is cross-sectional area perpendicular to the
flow. For the examination of wind turbine performance, these

factors combine to give a function cof the forms

= 8,355 x 1073 V3 kilowatts/square meter

where V is in knots., However, this assumes that the rotovr is
100#% efficient and that it will perform over an infinite range

of wind speeds, A more realistic form would bes
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x 10 5 X rotor size(m™) x rotor
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ovevcome friction and begin to turn, VS is sometimes referred to
as the cut-in wind speed. In addition there is a rated wind
speed VR of the system, beyond which no increase in power will
result due to an increase in wind speed. The Betz theorem (14)
indicates that the rotor efficiency has a theoretical maximum

of 16/27ths (=0.5926), Measured values vrange from 0,45 to

0.10 (15).

Another tfactor that should be conaidered when examining the
power in the wind is the height of the windwill. Near the ground
the wind is slowed by friction, The amount of this friction
depends on the roughness of the surface and obstacles in the wind's
path, Studies have shown that a power law increasa2 of speed

with height is adequately deseriptive for practical purposes (138),

Over flat terrain similar to that which we are considering for
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irrigation, this power relation can be expressed ass

where P is the power available, z is the height above ground,
and the subscripted values are those at the anemometer height
at which the wind data was gathered, Thus, as the height of the
wind turbine is increased, the power available from the wind
increases,

All of these principles are considered in the equations for
power from the rotor,
PERK=RE# (3 EE=5¥RSH( WSA, KEWS A (e WSALK*F(EXP (4 4285 T=LAGH{HSF)) )=
CIS%CIS*CIS) 4

zE"-.}J '&ql
*S=1100 4,2

s MR E el -

HSF=H a3
C15=3 “ah
PFR -  POWIR FRUM RATOR (KW)
RE = ROATOR EFFICIENCY (DECIMAL
8s36E=5 = CONSTANT CREFFEI TO CONVERT TN DESIREDR UNITS
RS = RITOR SI2E METERS )
WSA =  WIND SPEFD (KNDTS)

EXP(.42357) *LASN(HSF) - HEIGHT PIWzR FUNCTION
HSFE ~ HEIGHT SCAL ING FACTIR = WINCMILL HEIGHT
(IN METCRS) DIVIDED BY ANEMOMETER HZIGHT .
AN £ ER HELIGHT = &6 METERS [N 1965
CLS ~ "CUT-IN-SPEED (KNOTS)

5 ADJUSTED WIND SPEED © WSA

As has already been mentioned, there exists a wind speed above
which an increase in wind speed will not result in an increacsa2
in power from the rotor, This is referved to as the rated wind
speed RWS of the system, The adjusted wind speed WSA is actual
wind data that has been adjusted so that any wind data that is
recorded as bdeing higher than RWS is set cqual to RWS, This

ad justment is made here in a separate auxiliary equation in
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order to simplify the cguation for power from the rotor,

WSAK2CLIPIRNS ;WS KNS K¢RAS) 5 i
RWS=22 Sl |
WSA = wIND SPEEQ (ADJUSTED) (KNUTS)
CLIP - DYNAMO LOGIC FUNCT TON
EWS - RATED WIND SPEED (KNAYS]
WS = WIND SPEED CATA (KNAOTS)

>

6 WIND SPEND WS

The wind speed data used for this program was recovded

by ‘the Naticnal Weather Bureau in Dodge City, Kansas. Long term

Weather Burean wind data is recorded as a one minute visual

average as cobserved on a wind speed meter, This is typically
recorded every three hours. The standard height for recording

i3 10 moters. However, the anemometer at Dodge City is only 6.6

weters high.

The cubic response to wind speed of the power in the wind

makes predictions very sensitive to

averaging. The actual

energy output of a system will always be higher than the output
predicted by using average wind speeds (16). This discrepency
can be raduced by using as short an averaging time perioed as

possible, The Weather Bureau's 3 hour interval is used here,

The wind data is represented in table form,

ACTUAL WIND DATA FRQOM J‘:JN. JUL, ANC AUG 1965

WS K=TALL ELWS Ty TIMEKR 1 0¢909.12Y) b

¥ST=9

JOSIIV VLI NDI VG VS VG227 5708700735700 703716714
FR220270140 V47037027917 98796/35/700705712/L3715710

M, A - e

. :
X 705704 703V / 0T/ VR0 017 99 WL/ 1L LAaZ L6/ 124082100
X O LTS TA R AL VAT AR A R VALY ARV FAE VAL VIR WA LY ARTA K
WS = WINDY SPEED (KNETS)
WST = ACTUAL WIND SPEEDY DATA (KNOITS)




7 FLYWHEEL PCWER USAGE 'Y Py

The mechanical irvigation pump draws its needed power from
the flywheel. The flywheel power usage FWPU will be equal to
the pump power demand PPD as long as there is energy available
in the flywheel. When the energy in the flywheel.drops below a

specified low energy level LEL, the pump will stop drawing power,

Whenever the pump is shut off, “"down" time is accumulating

The system can only tolerate a certain amount of down time,

per day DTA. If this amount of down time has

&

down time allowed
alrzady accumulated and the flywheel energy is still lew, the
tractor back up will be switched on and the pump will begin to
draw power from the flywheel again,

Thus, in determining FWPU for the next interval of time, one

first examines the system to determine if the system was accumula

down time in the previous time interval by looking at the down
time accumulation rate DTAR. If no down time was accumulating,
then FWPU will equal PPD., If down time was accumulating and DTA
has not been excoeeded, the system will shut down for the next
{tma interval. And if docwn time was accumulat lng and DTA has

been cxceeded, FWFU will equal PPD,

R 57.‘-‘“[].“\L=.'.i.Xi’\(Ll"l""'\..\,0, DOUNGK,OTALL) e PPDR L OTARGIK, 2)
C DTA=15 7.1

FWPU = FLYWHEEL POVER USAGE (KW)

CLIP = DYNAMO LOGIC FUNCY ICHN

PPD =~ PUMY POWER DEMAND (KH4)
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