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FOREWORD

A wide range of analytical methods are presently available to assist
planners and engineers in planning of complex water resource systems.
Their purpose is to provide pl anning Information — information not
otherwise ava il able, or available only at greater cost. Making
effect ive, meaningful use of the variety of analytical , quantitative
computer-oriented techniques available presents a challenge to every
planner. It requires an understanding of the methods themselves, of
the information they can provide, and of the cost to obtain this informa-
tion. These, and other topics were the subject of a 3—day seminar on
uAnalytical Methods in Planning is held 26—28 March 1974 at The Hydrologic
Engineering Center and funded by the Institute for Water Resources,
Corps of Engineers. These proceedings are the papers presented at this
seminar. They describe a variety of analytical methods - computer
s imulation, optimization, computer graphics, input—output analysis -
and their application to planning studies. It Is hoped that their
availability will encourage greater, more effective use of these
techniques in planning.

The papers are, in general, frank discussions by the authors and are
not official Corps documents. The views and conclusions expressed
are those of the seminar participants, and are not intended to modify
or replace official guidance or directives such as engineer regulations,
manuals , circulars , or technical letters Issued by the Office of the
Chief of Engineers. 
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A REVIEW OF MODELS AND METhODS
APPLICABLE TO CORPS OF ENGINEERS

URBAN STUDIES PROJECTS

By

Jerry W. Brown~

I. Purpose

The general field of Urban Studies embraces a very wide range of
problems. The types of agencies and institutions studying these prob-
lems and the met~~ds they employ to solve them are as numerous as the
problems themselves. In order to provide some direction to field
offi ces faced with problems in urban planning, the Office of the ‘Chief
of Engineers (OCE) initiated a study at the Waterways Experiment Sta-
tion (WES) 1) to identify the available methods and simulation models
of potential use in urban studies, 2) to evaluate the applicability
of these methods and models, and 3) to recommend future actions that
will enable the Corps of Engineers to meet their continuing obligations
in the field of Urban Studies.

II. Scope of Study

The focal point of the study was the role of water problems in
urban planning. The areas of primary interest were the socio economic
aspects of planning, land-use analysis, water supply, wastewater manage-
ment, urban hydrological processes, and recreation planning. Each of
these areas was thoroughly researched in order to locate all working
models of interest to the urban planner or engineer. From the large
number of possible models that were found and studied, the most useful
and most representative of these were summarized for inclusion in this
report. In addition, the general level of research and the state-of-
the-art in each area are also summarized here.

These general summaries of the field of urban planning, along
with some recommendations to the planner, are given in the next section.
The particular models and methods dealing with specific topics are
summarized in special format in the Appendix.2 Also included in the
Appendix is a list of institutions active in urban planning.

~Opsration,a Analyst, Mathematical Hydraulics Division, Waterways
Experiment Station
2The Appendix is not included in this paper; the reader is referred
to the final report for the information cited as in the Appendix.

7



III. Summary and Recommendations

A. Socio Economic Planning

1. Summary
a. Introduction

As part of the overall attempt to identify computerized
models of use in the Urban Studies program, social and economic con-
siderations were included in the search. Under the heading “economic ,”
the study concentrated on macroeconomic frameworks for urban economic
analysis , benefit measurement for water resource developments and, to
a lesser extent, on the application of mathematical prógranmting tech-
niques in the formation of water resource economic models. Even
though the specific thrust of the search was directed in the above
areas, it was impossible to include the abundance of models analyzed.
The models selected for this- report represent the state-of-the-art of
application of economic models to water resource development in an
urban context. Where there was more than one model associated with a
particular methodology, the one included in the Appendix was thought
to be most representative of the technique illustrated.

b. Economic Modeling
Two basic macroeconomic frameworks were included in the

economic section. rnput-outpue modeling was the most widely used
technique with varied applications. Econometric modeling was the
second techniiue included. The application of econometric models
dealt less directly with water resource problems in urban areas, but
represents a viable technique for important economic analysis.

(1) Input-Output Models
The potential applications of 1-0 analysis to water

resource development planning in urban areas are many. The 1-0 matrix
provides a picture of the general structure of the economy under
scrutiny. In Urban Studies, it is important to understand the inter-
relationship of industry, manufacturing, households, resource use ,
etc. in order to plan effectively. The effects of investments in water
resources on the economy can be determined more accurately.

Using projections of income, payroll, employment,
population, etc., the 1-0 matrix is a device which can forecast the
requirements for water by relating it directly to the expected growth
of the economy. Using linear programming in conjunction with 1-0
analysis, one can generate a procedure for the optimum allocation of
Water or other resource based on sectoral constraints. Trade-offs
between sectors can be evaluated by sensitivity analysis.

Another technique involving 1-0 is given the general
label economic-ecologic analysis. Pioneered by Walter Isard , this
technique attempts to relate emission of pollutants to the environ-
aent with economic activity. The linkage occurs between the 1-0 matrix
and an environmental matrix. Dollars of output per unit of pollutants
emitted can be roughly estimated.

8



Even though the potential uses of 1-0 are many,
the operational use of this technique is still in the developmental
stages. Most of the publications on 1-0 analysis are the results
of academic research, not application . The huge data requirements
involved in completing an 1-0 matrix are one drawback to its
essential large-scale application . The recent use of “modified”
data from OBE national 1-0 model adjusted to fit a regional area
shows promise as a way to cut down the cost requirements for
gathering basic data. The San Francisco Bay-Delta Region Industrial
Water Quality Study used this method . The 1-0 theory itself contains
many assumptions of which a potential user should be aware. The
model is static, i.e., a snapshot of the economy. The trade and
technological coefficients used in the model are derived from base
year calculations . Most 1-0 models have base years that are at least
10 years prior to the time of analysis. Economic changes during
that time span decrease model credibility. 1-0 models assume stable
and linear trade and technological relationships. Economies of scale
and technological progress are not taken into account.

(2) Econometrics
Econometric modeling is an important area of interest

to many people in the field of economic forecasting. However, its
application to specific economic problems related to water resource
development in urban areas has been limited. An econometric model is
composed of a number of equations that are used to give forecasts of
important economic indicators (output, employment, income , taxes,
etc.). Once the equation s are ver ified using historical dat a , projec-
tions are made about the economic future of a region.

An econometric model can simulate the effects of
major new developments in a region by assessing the effects upon the
economic variables in the equations. This characteristic offers an
approach to investigating economic benefits of proposed water resource
developments in urban areas .

As with I-U analysis, however, econometric modeling has
practical limitations with respect to data requirements. Regional
economic data must be provided for each region modeled. For the Urban
Studies program , the spatial area must be delineated and data gathered.
Since the econometric model uses standard aggregate economic variables ,
the availability of these data is more co~mon than for 1-0 analysis.

The equations are driving components of the model.
These equations are formed by regression analysis and analysis of the
area modeled. The mod-el is “fit” to historical data. This technique
may be acceptable for short-range forecasts, but does not have the
sensitivity required for long-range forecasts. The model may well

9



explain past behavior, but there is no guarantee that it will
accurately represent future changes. Cogent analysis is necessary
when applying this type of model .

At the present time , the amount of disaggregation
of model output is not sufficient for an urban area. Forecasts are
usually made at the state level. None are available at the substate
or urban level. Modifications must be made to existing data bases
before meaningful analysis can be made at an urban level. Thus, the
present value of this modeling technique is to large regional planning
rather than a single urban area.

(3) Benefit Evaluation
Benefit evaluation is an important aspect of an

urban study . Some of the conventional procedures, requiring manual
methods in the past, have been computerized . Also, new procedures
readily adaptable to computers have been developed. All of the topics
in this search touched upon benefit evaluation in their specific
modeling area. Land use models deal to a large extent with this
subject.

Flood control, urban water parks, long-term invest-
ment in water resources, and water quality changes are a few of the
areas in which economic benefits have been calculated with the help
of the computer. Most of the models use the computer only as an
accounting device and calculator. Flood control benefits are asso-
ciated with “damages prevented” by the institution of flood prevention
measures. Using a given probable flood, the damages with and without
flood control measures are calculated . The difference in damages is
the assumed benefits of the respective projects. The computer memory
offers a reliable accounting system to store data on land use, surface
elevations and flood inundation levels and produce estimates of damage.
The University of Kentucky flood control programs take this analysis
a step further. These models evaluate alternative flood control
measures, both structural and nonstructural that minimize the economic
cost of flooding. Planning level estimates of the optimum combination
of flood control measures are part of the output. Similar use of the
computer ‘an be foun d in the application of statistical techniques to
give an estimate of benefits associated with various urban water
resource projects.

A recent development in this area is the use of an
economic trade-off model for use by decision-makers. This type of model
uses a set of economic and environmental submodels dealing with important
factors associated within a region. Data concerning employment , income,
industrial output, land use , natural features and resources, among
others , are used as base input. The model attempts to measure prospec-
tive changes in the economy , such as a water resource development
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impact upon the region . Both economic and environmental parameters
are affected . These impacts can be assessed more accurately by
decision-makers by examining their effect on the economic and
environmental factors of the region . The term “trade-off” relates
to the final decision which must be made based on (to a large extent)
the information supplied by the model. After refinement of the
initial mode l and improvement in data bases, information models of
this sort would be a powerful tool for the urban studies program.

(4) Mathematical Programming
Mathematical programming techniques were found in

abundance throughout the literature. These include linear program-
ming, non-linear programming , dynamic programming , network theory,
and geometric programming. The techniques are used in the study of
water quality, water supply, and optimum timing and sequencing of
water resource projects. Most of the literature, however, describes
a hypothetical situation using simplified assumptions which ignore
many of the practical problems involved in real project study.
Dracup( ) discusses this problem and calls for a move from theoret-
ical research to analyze sound practical problems. His book analyzes
the use of all system analysis techniques as applied to water resources.
It is a state-of-the-art study of the most significant research in
water resource systems analysis.

Many models that view water resource problems such
as water supply, waste treatment, flood control projects, etc. have
cost constraints as an integral part of the prob l em formulation.
These were not considered economic models , and the computerized
applications which are of use in urban studies are found under the
specific water resource area of concern in the Appendix.

c. System Dynamics Models
A relatively new technique for analysis of water

resource planning is the system dynamics model. This technique
examines the cause and effect relationships between important
variables of a system by means of feedback linkages. This frame-
work incorporates the dynamic nature of a system by allowing for
changes in important factors (resources, policy decisions, etc.).
Once the feedback structure is established, simulations can be run
to determine spatial and temporal effects of various policy decisions
about resource use.

The KSIM model is a variation of the system dynamics
technique. KSIM is a simulation technique that al lows a group of
participants from different disciplines to evaluate a wide range
of interactions among key variables in the planning process. Both
economic, social, environmental, and political ramifications of a
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proposed plan can be examined using the KSIM method . KSIM is not only
a computer model , but an entire process. Participants must formulate
the problem , identify the variables for study , deve lop the connection
between variables , and , after construction of the cross-impacts
table and subsequent computer simulation run, analyze and evaluate the
effects of a proposed plan . The application of this method to water
resource development projects under the Urban Studies program is a
powerful tool. The planning process is condensed in the KSIM session
allowing the participants a greater insight into potential problem
areas. As a “first cut” approach to a planning problem , KSIM is a
methodology with great potential .

d. Social Models
t4ich of ~.ie literature of water resources deals with

the need for evaluation of the social effects of project development .
Unfortunately, the more elusive question of how to identify, no less
measure, these effects is yet to be answered satisfactorily. When
one writes of “socio economic” effects i~ the literature, the economichalf dominates the article with a rather brief mention of the need for
“recognition” of social problems . Little actual research has been
devoted to what impact water resource development has on the social
system of a region. The studies that have been completed are
explanatory in nature and examine limited aspects of the problem
and focus on small areas.

One computerized model presents a method for evaluating
the social impacts of alternative urban developments . The method
involves evaluating the effect of different alternatives in terms of
achievement of social goals. The STRAWMAN model is the result of
three years of research work on the development of techniques for
estimating the potentials of water resources development in achieving
national and regional social goals. The Technical Committee of the
Water Resources Conference of the 13 Western States developed the
model. Essentially, the STRAWMAN model establishes a hierarchy of
goals all assumed under the goal, “general welfare.”

The STRAWMAN represents an important step toward eventual
inclusion of the social impacts of water resource development in the
planning process. The methodology , however , outstrips both the data
available for analysis and the state-of-the-art as far as social
indicators are concerned . There is not a widely accepted or general
group of social indicators curi~ently available for such a methodology.Research is needed in order to identify pertinent social indicators
and develop measurement techniques for practical application. Initial
tests of STRAWMAN involved basic economic indicators, which are well
established , but omitted social indicators . Continued social research
into understanding social phenomena will hopefully produce the under-
standing of the social system to allow the full use of STRAWMAN .

12
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B. Land Use Models

1. Summary
a. Introduction

The initial consideration in urban planning is determining
what rec~urces are currently available in the urban area of interest.
This resource inventory is required for all aspects of urban planning
including wastewater and solid waste treatment and management, flood
protection , land use, recreation, etc. Once the resources have been
determined, the next step in the process is to predict how individual
portior~ of the urban area will change as a function of time. Since
land allocation is one of the most important factors in controlling
urban change and development , it is extremely important that mathematical
models that simulate the impacts of different uses of the land be
provided (or developed) for use in the urban planning process.

In this part of the report, the models related to land use
and land—use analysis are presented. The specific details of each
of these programs are contained in the program data sheets included
in the Appendix, Part C, and therefore , only a general comparison
between the models is given in the following paragraphs.

The land—use models that have been developed provide
projections and allocations of the uses of the land at prescribed
times in the future. In addition to the land—use allocation considera-
tions, some models provide consideration for floodplain management
and control measures to obtain the best development in terms of economic
benefits.

Eighteen computer programs and concepts related to land
use and land—use analysis were reviewed and evaluated in this study.
The programs and concepts consisted of a variety of linear and non-
linear functions that perf ormed various operations and calculations
to obtain allocations of and forecasting f uture uses of specified parcels
of the land. A few of the programs contained provisions for modeling
different land uses such as single—family and multiple—family residential,
high—rise apartments (residential), light and heavy industry, commerical
centers, transportation arteries (i.e., highways, roads , streets, etc.),
agricultural , vacant and public land. None of the land-use models
considered in this study provide for allocations of parcels of land for
recreational uses. However, it is believed that the model recently
developed by Midwest Research Institute (see Part C of this report)
contains methods that might have some application in specifying land
(and water) for recreational opportunities or uses, such as reservoir
access areas for hiking, campsites, picnic areas, etc.

It is believed that one of the major difficiencies of
the present land—use models is the shortage of formulated techniques for
“deterministically” assigning uses (or multiple uses) for the urban
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lands. Most of the models contain “methods” for projecting historical
trends in the uses of the land , but there are very few , if any,
presently acceptable methods for making predictions of the future uses
of the land from the standpoint of environmental, social , and aesthetic
considerations.

b. Evaluation of the Land—Use Models
Various literature sources were canvassed for models, com-

puter programs, and projections techniques and methods related to land
use and land—use analysis. Examination of the various programs and
methods obtained revealed some basic commonality , despite some initial
differLnce in structure and appearance. Each of the similation tech-
niques were examined as to what was being addressed by the model in
terms of (a) type of use , (b) size of land unit considered , (c) projec-
tions and allocation methods; (d) flood protection considerations ,
and social and environmental effects. In some cases, it was most
difficult to determine just how each of the above considerations was
being treated in the program(s), and as a result some subjective deter-
minations were made as to what was being considered in the model.

Table 1 in the Appendix, Part C, shows how the various
programs and methods compared in terms of what was being considered in
the models. These items are briefly discussed in the following
paragraphs.

c. Type of Land Use
All of the land—use models reviewed in this study contain

specifications for different uses of the land. For example, the
Intasa model provides allocation of any number of activities (residen-
tial , industrial , commercial, etc.) to the available vacant land;
whereas, some of the other models are more specific about the type of
activity to be allocated. In the St. Louis SMSA model, the demand for the
land is divided into four main categories — industrial , residential ,
commerical and public and these four categories are then ranked for
allocation in a prescribed order of importance. Thus, the St. Louis
SMSA model first allocates the industrial uses for the land and then
based on this allocation the next land—use type (i.e., residential)
is then allocated and so on until the four categories have been satisfied.

d. Projection and Allocation Methods
Most of the programs reviewed herein contain provisions for

estimating population and econd.~ic activity forecasts for future times.For the most part, the population and economic forecasts are provided
exogeneously as inputs to the models, and these data are the basis for
allocation of the land for some prescribed use. Most, if not all, of
the forecast data have been obtained through the use of linear regression
models which project into the future what happened in the past. As a
result, the forecast data do not realistically account for any future
change in taste or technology that may develop.
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The land allocation methods used in the various models are
based to a large extent upon a desirability ranking of the land units.
For example, in the St. Louis SMSA model , population is allocated to
presently used land subject to a user supplied maximum density. This
density represents the maximum level to which currently used land can
be developed. When this level is reached, the next land—use can be
developed. When this level is reached , the next land—use category,
in the order of importance as established by the model (or in some
cases by control variables), i~ selected f or population allocation andso on until the predicted population estimates have been satisfied.

Since the allocation procedures contained in the various
models are quite different in a number of ways, additional study is
warranted to determine which allocation methodologies would be most
acceptable for Urban Studies .

e. Floodplain Management Considerations
Three of the land—use models reviewed herein contain some

consideration for floodplain management. These include the Intasa
model, the Galveston model and the University of Arizona model. All
three models are directed towards achieving floodplain management
objectives by considering the most economically efficient combination
of land uses, development policies and engineering alternatives such
as the use of dams , reservoirs , levees , floodwalls , channel alterations ,
etc., to provide different measures of flood protection. The
models provide for assesements of flood damage using a reference flood
profile as a basis of analysis .
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C. Water Supply

1. Summary
Water resource management problems are concerned basically

with Supply-Demand studies. Historically, governments have concentrated
on locating supplies and performing the necessary engineering to
distribute the supply in a potable condition to the users. Various
studies concerning these methods have appeared for many years. Demand
studies and methods of forecasting need have not received nearly so
much attention. These methods are only recently being developed and
most ~~e rather crude. With supplies becoming limited , and with
serious consideration of reuse being evident , the planner can expect
future studies to be as concerned with how much water is needed and
how it will be used as they are presently concerned with how to treat
and distribute supplies.

Most programs that have been developed to aid in water
supply studies have not been restricted to urban areas. The large river
basin development studies have the capacity to consider storage and
release for irrigation and diversion as well as power generation, low
flow maintenance , and urban consumption. This would be a useful feature
for regional studies.

Supplying water for recreational use has not been an
important problem in the past, even though this use of water has
always proven of great benefit to urban areas. Water projects were
justified on seemingly more important issues such as industrial needs,
irrigation, flood control , or urban consumption. With the present
interest in multi-objective planning , such areas as conservation,
fishing, hunting, camping, and scenic beauty can be raised to their
proper level of importance.

An area of water supply that is currently receiving much
consideration is water reuse. The EPA is presently conducting research
into the many possibilities of reuse, the biological and psychological
problems, and the economy of reuse. The state-of-the-art in the area
of reuse is not sufficiently advanced to consider it a maj or source
for present water supply planning purposes, but the planner should
study the current literature so as not to overlook any important changes
in the status of water reuse.

A perusal of the models contained in the area of water
supply in the Appendix indicates the very limited attention that
problems associated with water supply, i.e., location and pumping
of groundwater, transport of surface water , storage , treatment, and
distribution , are currently receiving from the builders of simulation
models. However, these areas are covered quite adequately in many
standard engineering texts which are readily available.
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~~. Wastewater Management

1. Summary
a. General

The management of wastewater is a primary factor for
consideration in the urban/regional planning projects that are being
conducted by the Corps. The passage of PL 92-500 in 1972 established
a sequential series of goals intended to improve the quality of the
Nation ’s water. Therefore, the p lanner is constrained to give serious
consideration to these goals. Briefly stated they are:

(1) Secondary treatment by 1977.

(2) Best practicable treatment by 1983.

(3) Zero discharge of pollutants by 1985.

Wastewaters eminate from a variety of sources including
sanitary sewers, some storm sewers, industrial effluents, cattle
feed lots, agricultural runoff,meat processing plants , etc. Manage-
ment of these wastewaters may be handled in several ways. The
associated management schemes fall into one of three general categories,
i.e., assimilation of waste by receiving waters, use of conventional
collection, treatment and disposal systems, and land disposal of waste••
water. In practice, a well-designed system may include all of these
systems to optimize treatment and minimize cost.

b. Assimilative Capacity of Streams and Estuaries
There are two schools of thought regarding the use of

streams and estuaries to carry a part of the wastewater loads asso-
ci-~ted with domestic, industrial and agricultural needs and practices
in this country. The economist and some engineers and biologists prefer
to plan for use of the streams maximum safe capacity for assimilating
waste loads without degrading the water quality below some established
standard. On the other hand, some engineers, biologists, environinenta-
lists, and ecologists feel that we should strive toward maintaining
(or reestablishing) a near pristine environment. Regardless of the
position one assumes, it is obvious that there is a need to accurately
predict the effect of wasteloads on receiving waters .

Although a number of models are in existence , there is
no model available that is a complete and accurate representation of all
the physical , chemical , and bieiogical forces at work in either a
riverine or estuarine environment . There are , however , a number of
models that are good state-of-the-art approximations of these environ-
ments. The models vary in complexity depending on the number and types
of pollutants to be modeled and the hydrological and geometrical corn-
plexity of the aquatic program. The Appendix contains 39 references
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on models and other articles of recent vintage (1969 to 1973) that
pertain to aquatic systems.

Riverine. The most complex of riverine models
noted in this review is capable of handling transient (non-steady-
state) conditions , both conservative and nonconservative pollutants,
electrical conductivity, and temperature. In addition , there are good
engineering models of limited scope that may be very useful for certain
applications.

Estuarine. Probably the most widely used of the
estuarr models is the DEMI ). It has been used in a number of
estuaries with reasonable success. The model is two-dimensional , it
can be used to predict spatial and temporal distribution of both
conservative and nonconservative pollutants.

c. Design of Collection, Treatment, and Disposal Systems
A total of 21 models were evaluated that pertain

specifically to collection , treatment, and disposal of wastewater.
These are referenced in the Appendix , Part E. Within this set,
there are several categories of models. There are two general plan.
fling models, the WESCAT model(l) and the Regional Wastewater Treat-
ment System model (2). Two of the models (3 ~ 6) address theproblem of overall treatment plant design and 13 of these (4, 5, 7,
10 through 18) are simple models for the design of a single treatment
process. Two models deal with sewer designs and stormwater control
alternatives (19, 20) and three models’ sole purpose is cost estimat-
ing and optimization and (8, 9, 21).

d. Planning Models
The WESCAT model (1) is very comprehensiv ’ in that it

considers options for placement of waste treatment facilities, charac-
teristics of collections systems, and allows an assessment of the
effects that various types of municipal and industrial growth might
have on receiving streams. The model given in reference (2) is
designed to permit a rapid assessment of economies of establishing a
regional treatment system as opposed to constructing two or more (up
to 20) smaller systems. The cost model currently being used by the
San Francisco District (21) may also be considered as a third large-
scale planning tool.

References 3 and 6 in the Appendix, Part E, contain
models that can be used for system design, evaluation and optimization.
Design in this case pertains only to selection of the proper grouping
of selected unit processes, general sizing of faci-lities required an
estimation of effluent quality and sludge production. These models
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contain cost equations as well as design equations and provide for
cost and design optimization in a single model.

The EPA has formulated a series of models dealing
with specific processes. These models are useful for planning parti-
cularly in those instances where planning involves expanding and
upgrading of existing facilities in compliance with PL 92-500 where
only a limited number of processes need be considered .

The stormwater control model (19) can be used to
design urban stormwater systems and to estimate flows. The latter is
of particular importance when the urban runoff is sufficiently polluted
to require treatment. Muritt’s sewer design model (20) can be used
for general planning and speci fic designs .

e. Land Treatment
In 1971, the U. S. Army Engineers in cooperation with

the EPA began an investigation of comprehensive wastewater management
on a regional basis. In 1972, the U. S. Corps of Engineers initiated
a very limited research program at two of its laboratories (CRREL and
WES) and at the same time the Corps made funds available for the
monitoring of several prototype systems. The monitoring and research
efforts conducted to date have not produced sufficient data to warrant
the formulation of a comprehensive mathematical model. However, CRREL
and WES are in the process of formulating models of certain elements
of the process.

In 1973, EPA published a survey of facilities now
practicing land application of wastewater in the U. s.(l) It was
found that this type of treatment had been practiced successfully
throughout the U. S. Th~ facilities included in this survey range
from small systems with intermittent flows to continuous operation
systems handling as much as 570 MGD. It was pointed out that in present
practices most people are not “stressing” the system. While land
treatment, in many instances, is an attractive alternative and has the
advantage that renovation and recycling are a natural part of the treat-
ment system, it is by no means a panacea. The solution of land disposal
as a treatment alternative is dependent on a series of social , economic,
and technical factors such as those given in the Appendix , Part E.

f. Cost Models
Al though a number of the models in this group contain

some cost data, only three are actually labeled as cost models (8, 9, 21)
These are: the Wastewater Treatment Plant Cost Estimating System , the
Economic Evaluation of Water Supply and Wastewater Disposal including
the Cost of Seawater Distillation and Wastewater Renovation and the
Cost Optimization Model developed by the Bechtel Corporation in 1970
(21) and modified by personnel of the San Francisco Engineer District
in 1972.
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E. Hydrological Processes

1. Summary
a. Introduction

The literature review conducted as a major effort in
this study revealed much insight into the state-of-the-art of hydro-
logical modeling. An overwhelming amount of work has been conducted
in sophisticated hydrological modeling since the advent of the electronic
computer. As a result , all models of possible application in Urban
Studies could not be studied ; however , the models selected are con-
sidered to represent a cross-section of the best available at present .
Some n~odels were eliminated from consideration by the simple fact that
literature could not be obtained in time for review . Others not
included did not appear to be applicable to the solution of urban
problems.

A brief summary of urban hydrological processes is
given below to introduce the reader to the mathematical models
currently used to simulate these processes.

b. Urban Hydrology
Urban hydrology is rapidly changing from the “Rational

Formula” era to the use of relatively complex simulation models for
predicting the effect of land-use changes on the overall hydrologic
behavior of the area of interest. Use of such models is no longer
restricted to the engineer who must design storm sewers and other
drainage works, but is increasingly being adopted by urban planners
who are charged with regulating the growth of an urban area.

(1) Basic Hydrological Processes
There are three interrelated but separable effects

of land-use changes on the hydrology of any area:

(a) Changes in peak flow characteristics.

(b) Changes in total runoff.

Cc) Changes in quality of the water.

The primary transfers of water associated with a large sector of
land occur through the processes of:

(a) Rainf1all
(b) Infiltration

(c) Surface runoff

(d) Groundwater flow
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These processes have been studied extensively and models incorporat-
ing these features (such as unit hydrograph techniques) are in
widespread use for flood forecast and river development studies.

In a sense, the urban hydrologic system is much
more complex than its rural counterpart. The hydrologist’s answer
to this problem of increased complexity has largely been to ignore
it and to use models of great simplicity, e.g., the Rational Formula
and its derivatives , to simulate urban basins. Are urban basins too
complex to model accurately? No, a number of very good models for
predicting the quantity of flow at various points in an urban area
have been developed in recent years. A few models also estimate the
effects on water quality or urban stormwater runoff, but generally to
a lesser degree of accuracy than water quantity. A prerequisite for
using the elaborate modern models , however, is the availability of
good field data for calibrating a given model to local watershed
conditions.

(2) Stormwater Runoff from Urban Areas
Perhaps the most notable change due to urbani-

zation is the change in the runoff characteristics of the basin.
Urbanization tends to increase both the flood volume and the flood
peak. The volume of runoff is governed primarily by infiltration
characteristics and is related to land slope and soil type, as well
as the type of vegetative cover. It is thus directly related to
the percentabe of the basin made impervious. This increase in run-
off has the secondary effect of reducing groundwater recharge and
thus decreasing low flows. With increased urbanization, the peak
runoff rate will , in general, increase much more than the volume of
runoff. This change is related to the increase in the rate at
which water is transferred across the land to streams , and the
resultant decrease in the concentration time of the basin . This
change is related not only to the fact that water runs off faster
from streets and roofs than from naturally vegetated areas, but that
the construction of artificial channels , especially storm sewers and
the increase in the hydraulic efficiency of existing ones , as they
are lined or otherwise improved , also decreases log time. This
reduction in the log (or concentration) time of the basin has an
extremely important effect, which has been sometimes overlooked.

(3) Effects of Urbanization on Water Quality
One of the greatest public concerns will con-

tinue to be the quality of water. Changes in water quality due to
urbanization are almost uniformly negative. There are two principal
effects of urbanization on water quality. First , the influx ~f waste
materials (such as raw sewage, treated effluent , oil and gasoline
products) tends to increase the dissolved solids content and decrease
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the dissolved oxygen content. The addition of nutrients tends to
promote algae and plankton growths in streams and lakes, turbidity
usually increases, and game fish disappear. Second, as flood peaks
increase less water is available for groundwater recharge, with
resulting lower flows (and usually the development of stagnant pools)
during non-storm periods. One of the more important water quality
problems is the very rapid increase in the sediment load in streams
due to the exposure of bare soil to storm runoff during construction.
Increases in sediment yield in the order of 100 to 250 times that of
rural areas are common.

(4) Urb an Hydro logical Data
Complete and detailed hydrological data would ,

of course, be the ideal background information for urban -drainage
design. Continuous streamflow records collected over a long period
at key points in the drainage system are needed. Where important,
comparable records of water quality are also needed. Although these
data are far from complete, useful information is available in the
form of streamflow records from the U. S. Geological Survey and in
the form of precipitation and other meteorological records from the
National Weather Service. Most of the data from these records are
available in the STORET system.

c. Hydrological Modeling of Urban Areas
(1) General Requirements

Because all of our metropolitan areas are
constantly undergoing dynamic change, a problem exists in predicting
changes in the hydrologic behavior of areas where little or no field
data have been collected. The data that do exist may be invalid
since they were collected under continually changing field conditions.
In addition, a variety of catchment sizes are associated with most
urban areas, ranging from the small area tributary, to a street inlet,
to those of-sewered and local stream catchments, and to the basins of
large rivers that pass through urban centers. A wide range of
prediction requirements, therefore, exist for both the quantity
and the quality of runoff.

The physical phenomena involved in urban systems
are so complex that an analytic solution for any given problem is ,
in general, not feasible. The approach generally adopted has, there-
fore, been to simulate the system to the required degree of complexity,
accord ing to the user ’s desires. Understandably, there can be substan-
tial differences between model requirements for planning , design and
operation.

As discussed by McPherson and Schneider , 1972 ,
the procedure used in nearly all current storm sewer design is the
“rational method,” the numerous inadequacies of which are commonly
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known . This method yields only an estimate of peak flow. A hydro-
graph is needed for the design of detention storage, for evaluation
of pollution abatement facilities , for designing local flood protection
works along streams, and as input for design of river development
works. Also, quantification of the effects of urbanization on the
hydrologic regimen is dependent in many cases on the availability
of sewer outlet hydrographs.

Model requirements for planning require less
detail than for design because the investigation of a range of
broad alternatives is at issue . Data required for use in planning
tools are general parameters or indicators for large-scale evalua-
tion of various alternative schemes. Hence, the degree of model
detail required in metropolitan planning is much less than for
design. However, a certain amount of intensive detailed modeling
is needed to establish parameters and indicators and to provide
an understanding of governing hydrologic processes, so that simpli-
fied expedients are not misused.

(2) Methodology for Modeling Storm Runoff
Quantitative estimates of flows in a water-

shed can be made by one of four basic techniques:

Empirical formulae. The oldest and
most common method is the rational formula, which was mentioned
earlier in this section and will again be discussed in the “Con-
clusions and Recommendations.”

Statistical correlatiom with water-
shed characteristics (regression models). Regression models
seek to relate a causal factor such as precipitation and/or water-
shed characteristics with an effect such as peak flow, storm
runoff volume , or annual runoff, by statistical correlation.
These models are an extension of empirical formulae based on more
data and more sophisticated methods of analysis. The application
of regression models to urban problems are few, i inly because of
the lack of adequate data on urban streamf low for regression analysis.

Frequency analysis of streamflow. If
adequate streamflow records exist at a station , a means Sometimes
used to determine the probability of peak flows for drainage design
is the statistical analysis of,~,bserved peak floes. Again the paucity
of data on urban runoff creates an obstacle. Evei~ if observed f lows
are available, their utility for urban drainage design might well
be low because progressive urbanization could have led to shifts in
hydrologic characteristics of the watershed.

Hydrologic Synthesis. Sometimes a hydro-
graph must be constructed from estimates of raisfall-runoff relation-
ships.
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(3) Urban Water Quality Models
Of the many hydrological models reviewed , only

three attempt simulation of urban runoff quality: The EPA model ,
the Hydrocomp Simulation Program (HSP) , and the Urban Stormwater
Runoff model (STORM) available from the Hydrological Engineering
Center (HEC). The MITCAT is currently being expanded to include a
water quality prediction capability .

The algorithms in the STORM model , for example ,
are quite simple, relating BOD, suspended solids, and several other
quality indicators to flow volume and days since the last runoff
event.( This may , for the present, be about all that can be done
with respect to quality of urban storm runoff in the absence of some
continuous observations of urban runoff quality in many cities.
Good data, therefore, a

~re 
a first prerequisite and a carefully

devised accounting model is a second need .
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F. Recreation Models

i. \ Summary--a. Introduction
Water and land have both experienced heavy use of their

recreationai resources. Justification for land and water resources for
recreation is dependent upon acceptable methods for estimating probable
use (attendance) and the social value of that use. The role for recrea-
tion as a user of both land and water or as one use in a multiple—
purpose program is not easy to determine. However, like most other
resource uses, recreation has to be measured by those characteristics
that permit comparison with other resource uses such as residential
housing, indu~try and others.

Considerable effort has been devoted to improving the
methodology for determining the value of water and land recreation
resources. Various statistical models have been devised for evaluating
some of the recreation resources , and some techniques have been put
forth for determining the willingness of people to pay , in terms of
national income benefits through use of money and time costs of travel,
for the recreation resource. However, the approaches that have been
developed do not provide an adequate basis for projecting future use
(attendance) of the resource, and most of these techniques have not been
computerized and , therefore, require substantial investment for their
use.

In this study , a search was made to locate computer
models (and concepts) related to recreation and recreation demand
that might have some application in Urban Studies. The recreation
models are discussed in the following paragraphs.

b. General Descriptions of Recreation Models
At the time of this report, very few computer models

and programs related to recreation and recreation demands have been
developed. For this reason, only three computer models were reviewed
and determined to be of some benefit for Urban Studies. The three
recreation models include:

(1) The COMPATRAX Recreation/Demand Allocation model

(2) Nationwide Benefit—Cost A\nalysis of Outdoor
Recreation

(3) The Honey Hill Study; or Systems Analysis for
Planning the Multiple Use of Controlled Water Areas

In addition to the computer models listed above, some of the noncomputer—
ized concepts and methods of determining the demand for and value of
outdoor recreation that have been developed by Clawson( ) and others were
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determined to be of some benefit in recreational modeling for urban
studies. Since these methods were not reviewed in detail in this study,
additional study of these methods is recommended for determining their
usefulness in recreational modeling.

To provide a general understanding of the models
related to recreation and recreation demands, two of the three models
are briefly described in the following paragraphs.

The COMP~TRAX model is basically a computer—based model
designed to provide estimates of present and future (or projected)
usage at individual recreation destination complexes. The model’s
underlying rational is as follows:

(1) Recreational demands are functions of
numbers and characteristics of population
groups and are expressed by the desires
of the individuals.

(2) The recrea tional demands are satisfied at
the prescribed recreational destinations ,
which have various resource characteristics
such as boating, camping, driving for pleasure,
fishing , hiking , hunting , nature walking ,
sailing, sightseeing, snow skiing, swimming,
and water skiing, etc.

(3) The portion of the recreational complex is
derived from each market concentrations and
depends on the complex ’s recreational resources,
compared with destinations complexes that
compete with it.

(4) The total recreational usage at any individual
destination complex is specified as the usage
generated by all of the individual market
concentrations that provide a significant
recreational demand. The total demand is
determined by each market concentration and
is based on the distance and the competitive
efforts of all other accessible recreational
destination areas.

The COMPATRAX model is quite flexible in that it has the advantage of
being able to accommodate a large number of sources (i.e~, origin areas)
and destination areas. The specific details of the computer program is
given in the program data sheets in the Appendix , Par t G, of this report.
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The Nationwide Benefit—Cost Analysis model provides
estimates of benefits and costs of providing outdoor recreation facili-
ties for differen t geographical areas. The program’s underlying
rational is given below.

(1) The program projects the quantity of various
recreational activities based on estimated
demand fun ctions and projected socioeconomic
characteristics of the population.

(2) The projected demands are distributed over
existing supplies of recreational facilities
as to minimize the number of additional
facilities that would be required.

(3) The benefits and cost associated with adding
recreational facilities of various types to
the various geographical areas are then
determined.

The details of the Nationwide Benefit—Cost Analysis model is also given
in the Appendix.

- —  - 
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IMPLEMENTATION OF THE CORPS’
INLAND NAVIGATION SYSTEMS ANALYSIS PROGRAM

By

DuWayne A. Koch1

In 1787, two years before the adoption of the U.S. Constitution, an
act was passed by the colonies which declared the navigable waterways
between the St. Lawrence and the Mississippi Rivers to be common highways
and forever free. In this way interstate commerce was encouraged through
the free use of this nation’s navigable rivers, harbors and channels.
Through a series of Acts in 1824, Congress extended this general principle
and began the federal waterways improvement program which was assigned to
the Army Corps of Engineers.

This responsibility was accepted seriously and carried out admirably
by the Corps, having developed and maintained over 25,000 miles of navig-
able channels since that time. There are now 15,000 miles of channels 9
feet or more in depth.

Including domestic deepsea , Great Lakes and Inland Waterway , nearly
950 million tons of commerce was handled in 1970 alone. Since 1940, the
Inland Waterways have passed (in terms of ton—miles) nearly 16% of total
domestic intercity freight moved in this country. And as the economy
grows, so does the demand for reliable low cost barge transportation.

As this nation enters a trillion dollar economy, the demand upon
various modes of transportation is being strained. In the absence of
expanded and more efficient facilities, the cost of all modes must rise;
and in the longrun, the ability to consider one form of transportation as
an alternative to another may be less relevant than the ability to trans-
port at all. The less efficient these improved facilities, and the less
efficiently they are utilized, the sooner this practical capacity will
occur. Highway, truck and rail terminals , as well as airports, are becom-
ing ever increasingly congested adding to both fixed and variable cost.
Where suitable land , capital and facilities are limited resources common
to all modes, the waterway itself is~ for the first time, acting as a
constraint upon the future of barge transportation. The options open to
the waterway planners is clear: maximize the efficiency of the navigation
system or accept higher, possibly prohibitive, costs to shippers.

There are many factors governing a shippers choice of a transportation
mode, including length of haul, the bulk nature of the commodity shipped ,
the annual volume of commerce to be transported from a given origin to a
given destination, and the value of the coaaodity being shipped. Generally

1Project Director of the Inland Navigation Systems Analysis Program; Acting
Chief of the Systems Analysis and Applications Branch, Planning Division,
OCE.
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speaking, low value bulk commodities to be moved long distances are typi-
cally those moved by barge.

The inland waterborne commerce market is serviced by approximately
1,800 firms. In 1970 , the industry consisted of nearly 2 ,300 vessels and
about 15,200 barges. Length of haul has increased 20 fold over the past
40 years while the maximum tow size has increased for 5,000 to 50 ,000 tons
per tow. On any waterway, navigation dams inevitably constitute restric-
tions to traffic movement because of the time required to transit the lock
from one water level to another. This inevitably causes substantial delays
to commercial navigation as traff ic increases beyond a lock’s designed
capacity. Until recent years it was not considered necessary to study the
complex aspects of the entire navigation system when a lock and dam or
other improvement was deemed necessary. Essentially, if a problem of
capacity was observed at a given lock, an estimate was made for projected
traffic which could be expected to navigate through the facility for fifty
years and if it could by economically justIfied, the facility was con-
structed. The rest of the waterway was recognized to influence this
traff ic, improvements would be made as needed. Consequently improvements
were made with no clear understanding of the effects of those improvements
on navigation tn the system as a whole. An improved method of determining
and evaluating developmental needs has long been recognized as a requirement
for the navigation planning process.

On 1 May 1970, the Special Assistant to the Secretary of the Army (Civil
Functions) requested the Corps of Engineers to: (1) develop the logic of
the waterway system and its subsystem (2) recommend alternative methods
for systems analysis (3) identify data needs (4) develop interim procedures
to include this type of analysis for current projects and (5) recommend
organizational changes including necessary funds to make systems analysis
of the waterways. An Office, Chief of Engineers (OCE) Task Group was formed
who in their report conclude that: (1) a systems analysis of inland water-
ways was desired and required , (2) various methods and models including
simulation can be developed as tools . C~

) uniform and comprehensive data
are required and (4) systems analysis is vital to our planning efforts.
Upon receipt of the report the Special Assistant to the Secretary of the
Army requested the Chief of Engineers to proceed with these recommendations.
As a follow—on to the foregoing effort the Director of Civil Works, with
the concurrence of the Chief of Engineers, tasked the Planning Division of
the Civil Works Directorate to coordinate efforts to implement a formal
system. A 10 man Inland Navigation Systems Analysis (INSA) Coordination
Group with a Project Director was established on 18 April 1973 to accomplish
this assignment.

The problem which the Corps INSA program addresses is essentially two-
fold: (1) there is a need to maximize the operating efficiency of the
navigation system as it presently exists, and (2) all reasonable means
must be utilized to optimize the design and scheduling of improvements to
meet future demands within current and projected budgetary constraints.
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Analysis of the inland waterway on a systems basis requires determin-
ing the performance of the waterway as a whole and the interaction and
interrelationships of its component parts under various assumptions about
the economic and technical environment within which it will be operating.
In short, this means predicting demand for inland waterway transportation,
producing descriptive data on the towing industry, and applying this
information to a model representing the inland waterway system. A graphic
representation of these components is presented in Figure 1. Models can
be developed to represent or simulate a system, typifying its component
parts and their interrelationships.

Two general types of models exist: physical models and mathematical
models. Physical models represent a system by physically duplicating the
system on a smaller scale so that its performance can be studied under
various conditions, assumptions, and changes to the system itself. Mathe-
matical models represent a system by describing the performance or opera-
tion of its component parts by mathematical formulas or time elements.
If such a model is being run on a computer, the computer causes these
operations to be “performed” in the proper sequence in time, simultaneously
keeping track of these numerous events, interrelationships and in terms
of elapsed time. Mathematical modeling was the approach selected for
Inland Navigation systems analysis since generally, mathematical models
are more flexible, require less time, physical space and expense to develop
and operate, and are able to compress time more efficiently than physical
models. One can appreciate the space, time, and expense ~eq~&ired for a
physical model of the entire U.S. inland waterway. Physi-al models may,
however, also be used in this study to generate parameters for or to
validate selective components of the mathematical models.

The development of large core 3rd and 4th generation computers has
made possible the representation and simulation of large complex systems
by means of such mathematical models. Thus it is possible to simulate
the operation of the entire Inland waterway system on a computer by repre-
senting its component functions such as tow reconfiguration, approaches
to locks, filling and emptying of locks, exiting, and lock to lock transit,
in terms of time elements and their interdependencies. To build such a
model and have it accurately represent the waterway system to be studied ,
accurate Ia~owledge of the system is needed, including its physical descrip-
t ion, component costs, method of operation, and time components.

The 3 year, one million dollar INSA program is principally an Office,
Chief of Engineers directed in—house effort. The study is under the general
guidance of a project director with the actual execution of the work
components managed by the Inland Navigation System Analysis Coordination
Group. This Group consists of representatives of the Corps Waterborne
Commerce Statistical Center (WCSC), Waterways Experiment Station (WES),
Board of Engineers for Rivers and Harbors (BEER) , and personnel from the
Planning, Operations and Engineering Divisions of the Civil Works Direc-
torate, OCE. In addition, a field liaison coordination group was formed
of Corps District and Division experts to participate in the INSA program.
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Contractors will be used for those aspects of the study where the Corps
of Engineers does not have sufficient expertise or where in—house resources
are limited.

The INSA program will permit the long range planning process to be
pursued more expeditiously and with a greater degree of confidence than
has been possible heretofore. With projections of future tonnages to be
moved on the waterway system, changes and additions to the systems at any
point in time can be studied and suitable long range plans for system
improvements developed. Prosecution of planning procedures utilizing
simulation models and other studies of the entire waterway system as
discussed above will exert a significant impact on waterway planning and
design. This will be felt in the timing and location of improvements to
the system; of additions to the system, and of the operation of the systems.

Systems analysis should not only be used in the design and evaluation
of a recommended navigation Improvement but also in its schedule for con-
struction. These system interrelationships must also be made known to
Congress when it is time for authorization of construction funds. Current
system information should “follow” the project from the survey stage,
through authorization and construction. Improper sequencing of construc-
tion can seriously jeopardize the efficiency of a system improvement,
thereby significantly reducing the return on the capital expended on its
construction. The reluctance to fund the Locks and Dam 26 project at
St. Louis, for example, will seriously jeopardize the efficiency of the
new Kaskaskia Navigation Canal below St. Louis. Ap~~ ”~tmately 3.8 million
tons of coal was projected to move from southern Illinois coal fields on
the Kaskaskia to Upper Mississippi River utility plants in 1976. By 1980
this is expected to increase to an annual level of approximately 6 million
tons. But construction of Locks 26, through which this commerce must pass
has hardly begun! Indeed, the present structure is already staggering
under the demand for its use in excess of its 45 million ton capacity.
For this “new” Kaskaskia tonnage to reach its destination by water it
must leave the waterway. Even if this commerce does move on the Kaskaskia,
and through Locks 26 to its final destination, a loss will occur somewhere
else on the system to make way for this tonnage; a loss which could hav4
been avoided, or at least minimized, had the Kaskaskia been analyzed as
part of the Inland Navigation System.

The benefits that will accrue to thø. Nation’s economy from development
of systems analysis techniques for the Inland Waterways will be difficult
to predict in monetary terms. - However these benefits are, nevertheless,
of prime importance; they are very real in nature and will become increa-
singly important as the Nation’s demand upon its transportation system
increases. Benefits to be realized through development of systems analysis
include the more efficient operation of waterway facilities. Application
of systems analysis techniques to the operation of our locks, darns, canals
and channels will result in reduced transit time for tows, less traffic
congestion and hazards from accidents, and greater tonnage capacity of
the existing system, which in turn will reduce overall investment costs

_ _ _ _ _ _  :
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for the facilities required to move a given level of commerce. In addition,
the improved planning and scheduling of improvement programs which will
result in reduced capital investment. Previously the development and
scheduling of inland navigation improvement programs were based largely
on judgmental factors. No methodology existed to evaluate effects that
changes would cause to the entire river system. The lace of a real
systematic methodology has , in some past instances, resulted in building
“over capacity” at some locations while at the same time problems with
inadequate capacity developed at others. Premature construction or con-
struction out of sequence was also a real possibility. While these
possibilities always exist to some degree because of problems inherent
to economic forecasting, the INSA program will permit a much more lucid
examination of all of the system variables thereby minimizing, if not
eliminating, the risk of erroneous system design. Benefits will also
result directly to tow operators (and in turn to shippers) through the
possession of better information on system conditions, better communica-
tions between tow and lock personnel through better scheduling of tow
movements and more efficient utilization of towing equipment. This, and
the availability of sufficient reliable information of the Inland Naviga-
tion system, should contribute significantly to maximizing the operating
efficiency and optimizing the design of our system of Inland Navigation.
The remaining two years of the INSA program will tell.
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MAKING EFFECTIVE USE OF ANALYTICAL METHODS IN PLANNING

Douglass B. Lee, Jr)

The discussion below is organized around four intendedly contro-
versial statements. They should be controversial because a great many
if not most analyses run counter to at least one of the statements,
whereas my motive in fomenting controversy is to try to bring efforts
at analysis into conformance with these statements . The views expressed
are meant to complement those of mine and others that have appeared
elsewhere (Lee, 1973).

Two words are used that should be clari fied at the outset in rela-
tion to the four statements: both “political” and “technical” are
neutral descriptive terms, and have no positive or negative connotations
by themsel ves. Political refers to the process by which we make social
decisions for which there Is no generally accepted technical basis
(whether to Invest in mass transit, emission controls, or air quality
models). Technical decisions are those that are based on expert Informa-
tion (how thick the pavement needs to be to support heavy trucks). Most
social decisions are a combination of political and technical , and the
proportions of each often shift one way or the other. Political decisions
become technical when the decision process becomes routine (management
of drinking water quality), and technical decisions become political
when the results raise controversy (the construction of urban freeways).
The words are used to point out that policy or planning necessarily
invol ves both politi cal and technical procedures, not to label things
as good or bad.

Attempts to Do Prediction and Forecasting are Mostly Misguided

Prediction and forecasting emphasize outcomes, but in most systems
for wh i ch planning Is difficult there are so many likely outcomes that
the probability of any one is extremely small and hence uninteresting.
If forecasting Is to be useful, It must aggregate outcomes to the extent
that the forecast has a reasonably high reliability. Almost always ,
this wi ll mean the use of a relatively simple aggregative model . Trying
to forecast with complex disaggregated models will have low utility for
policy purposes .

A much more sound approach is to develop analytic procedures that
list hypothetical outcomes along with the particular assianptlons that
1Department of City and Regional Planning, University of California ,Berkeley.
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give rise to each one.2 Obviously, the simpler the set of assumptions
leading to an outcome the more useful the analysis, ceteris paribus.
Methodologies of this type (often simply accounting procedures ) depend
heavi ly upon a strong body of theory, and their use depends upon a good
deal of judgement. Inserting statistically estimated models into this
kind of methodology severely reduces the value of the results; statisti cal
estimation should be used to construct and test theory, not to construct
operational models.

Forecasting land use, for example, has fallen prey to most of the
dangers mentioned above. The best way to avoid these pitfalls is to
forget about predicting and direct attention instead towards evaluating
specifi c policy al ternatives.

The Optimal Amount of Analysis is the Minimal That Will Distinguish
Between Policy Al ternatives

Being able to distinguish between policies means that only the
differences between the two (or more) choices need to be identif led, and
only with sufficient precision and reliability to evaluate the policies.
Providing more than this Is technica lly wasteful In that the capacity Is
not needed, and politically counterproductive in that irrelevant informa-
tion distracts from the relevant. Why then, produce more than the
ml nimon?

One illusion that supports overly ambitious efforts is the belief
that many questions can be answered from the same analytic device and/or
data source, often a computer model. In practice, the opposite has
almost always been the case —— the cost/effectiveness would have been
much more favorable if each question had been addressed separately with
an independent and minimal analysis. For some reason the fear of repeti-
tion of the same tasks completely dominates the consideration of excess
capacity never used.

Another possible rationale for premature or excessive analysis
is the shortage of lead time for producing results, the idea here being
that there may not be time to build the capability when the need arises.
Aside from the issue of deciding what unneeded capacity to construct,
the short—lead—time problem is not a problem because there is always
sufficient time to do the needed analysis (there may, of course, be no
answer, In which case no amount of lead time is enough). If attention
~1s directed at the political process instead of attempting to buildall—purpose models, there Is no reason to be caught In the situation
of having too little time to do the analysis that is appropriate at the
time It Is needed.

2Bella (1974) makes a parallel point by comparing “experimental ” model s
(predictive ) and “theoretical” models (hypothetical).
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There also seems to be a belief that when the whole pi cture becomes
clear the correct policies will become obvious, or at least much eas ier
to discover and test. Without going into detail , it can be said that
analytic procedures not designed to generate and test policy alterna-
tives relating to a ~p~cif1c problem will be less efficient than those
uniquely designed to~~ so. The issue then comes back to whether there
are economies of scale from combining problems, as opposed to methodologies.

Analysis Should Be Designed to Be Sui table for Political Impl ementation

A strong tradition in planning says that we should not make short run
decisions until we have taken a careful look at the big picture and the
long run, because short run decisions may be counterproductive. Whatever
the appeal of this ‘~comprehensIve” view —- and its appeal is strong —— it
is unworkab le for pl anning or policy purposes. One important reason is
that the systems are too difficult to model , and w i l l  probably remain so.
A more fundamental reason is that comprehensive analytic procedures are
suitable only for autocratic Implementation, i.e., through an administra-
tive hierarchy, and our social decision processes do not function in that
way. Nor do we want them to.

The alternative to technical implementation (from the top down
through the hierarchy) is politica l implementation, and this process can
be thought of as organizational negotiation. An organization usually
represents some kind of interest (local government, public works agenc ies ,
neighborhood groups, conservationists, Federal regulatory agencies, etc.)
or group of interests , and the resolution of the inevitable conflicts is
achieved not by an omnipotent czar or king but through politi cal bargain-
ing. It is not a question of this being a bad or good process: there is
simply no democratic alternative.

We are then left with the choice of trying both to build highly
comprehensive methodologies and also convince the population and the
policy makers to think and operate in those terms, or trying to create
analytical procedures that can be useful in making a sequence of
(usually binary) decisions through a messy political process. To me,
the question Is rhetorical.

Optimizing Algori thms Have Very Little Ap~licat1on in Planning

A large nunber of methods have been developed for finding the best
solution to a problem -— often large In terms of the number of possible
solutions -- given that the problem Is clearly specified and the object-
ive criterion directly measurable. Examples of methods include linear
or mathematical programing, branch—and—bound or hill— cl imbing algorithms,
calculus of variations and optimal control theory.
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Several criticisms of models or problem—solving techniques of
the optimizing type have been suggested. A major one is the claim that
most planning problems are not well specifi ed, which is true; if they
were , they would not be planning problems, but simply technical problems.
An even more devastating criticism is the obvious fact that only one
goal (also well—s pecified) can be considered, and this is never the
case in reality. The difficul ty with this criticism is that it implies
that if algorithms could be constructed for dealing with multiple goals
the methods would be useful, when in fact the failure is more fundamental.
For a model to be useful in planning , it must be able to incorporate
feedback and learni ng about both the system performance and relevant
goals.

Since planning is a political process which uses technical informa-
tion, part of that information is for the purpose of re—evaluating goals
as well as evaluating progress towards them. If we knew exactly what we
wanted we could turn the whole thing over to a computer or a tyrant, but
the truth is that we cannot determine whether we want one goal over
another until we take at least a step towards the goal. The tradeoffs
between environmental quality, energy consumption, and other consumption
provide numerous examples of this kind of learning through a political/
technical process.
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A TECHNIQUE FOR
OPTIMIZATION OF

MULTIPLE-PURPOSE RESERVOIR PROJECTS
BY

PAUL E. JENSEN 1

INTRODUCTION

Planning can be defined as the orderly consideration of a project from
the original statement of purpose through the evaluation of alternatives
to the final decision on a course of action. Planning includes all of
the preconstruction work associated with a project except the detailed
engineering of the structures. The project formulation phase of the
planning process is perhaps the most important aspect of the total
engineering for the project in that the project formulation phase lays
the foundation for all subsequent studies. Because no two water
resource development projects are formulated (or planned) in identical
physical or economic settings, each project or system of projects must
be evaluated on its own merits. Although there is no substitute for
experience being carried over from one project to the next, every
decision made in the planning process should be supported by quantita-
tive analysis.

PURPOSE

The purpose of this paper is to present a technique for optimization
of multiple-purpose reservoir projects. Most water resource planners
view the construction of a reservoir project as a permanent commitment
of a very valuable resource, the site itself. When a site is committed,
it should, therefore, be utilized to the fullest extent possible within
physical, political , legal, and economic limitations. In this paper
optimization refers specifically to optimization of the scale of develop-
ment at the site based on maximum net benefits (total project benefits
less total project costs). Optimization based on maximation of net
benefits yields a scale of development which is generally, if not always,
larger than the scale of development that would result in a maximum
benefit-to-cost ratio. If the objective in the planning process were
to maximize the benefit-to-cost ratio, a slight variation of the follow-
ing technique would be necessary. The technique described below is a
graphic technique but may be adopted to a computer program.

PURPOSES OF RESERVOIR DEVELOPMENT

The first step in planning any reservoir project is a determination of
the purposes to be served by the project. Reservoir projects are con-
structed for any number of purposes, including flood control, hydroelectric

1 Civil Engineer, Basin Planning Branch, Engineering Division, Kansas
City District
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power production, irrigation, water supply, navigation, and recreation.
The first step in the optimization process is the evaluation of the
benefits that would be realized from each project purpose at various
levels of multiple-purpose project development. Let us take, for
example, a lake project which is being planned to serve the purposes
of municipal and industrial water supply, recreation, and flood control.
Estimates could be made of the benefits resulting from storage of a
10-year flood, a 100-year flood, and various intermediate floods.
These estimates could then be plotted as a flood control storage-flood
control benefit curve as in plate 1. Benefits resulting from various
amounts of multipurpose storage can be determined next. In our
example, all of the multipurpose storage is allocated to municipal and
industrial water supply and recreation benefits are based primarily on
the surface area available for recreational use. The recreation
benefits and water supply benefits can, therefore, be added at any
selected multipurpose storage amount. The multipurpose benefits can
thus be plotted against multipurpose storage as shown on plate 2.

COSTS OF RESERVOIR DEVELOPMENT

Hand in hand with the evaluation of project benefits must be an estima-
tion of project costs. Cost estimates should be made for projects with
varying amounts of total storage capacity so that a lake capacity-annual
cost curve can be plotted as shown on plate 3. Unit prices used in
estimating costs should be based on comparable construction work, cost
analysis of work performed by or under supervision of the Corps of
Engineers, and data obtained from local organizations. Field inspec-
tions should be made in connection with these estimates, particularly
for the real estate and relocation portions. The damsite should also
be inspected for geologic characteristics, etc.

COMPARISON-OPTIMIZATION

After plotting the three curves shown on plates 1 and 3 at the same
scale, the optimization procedure is reduced to a graphic problem.
The origin of the flood control benefit curve, plate 1, is placed on
the multipurpose benefit curve, plate 3, and moved up or down on this
curve until a point is reached at which the horizontal distance between
the flood control benefit curve and the cost curve is at a maximum.
See plate 4. This point on the multipurpose benefit curve represents
the optimum multipurpose storage capacity and its associated benefit.
The point on the flood control benefit curve at which maximum net
benefits are attained represents the optimum flood control storage and
its associated benefit.

APPLICABI LIlY

The procedure presented above is applicable to nearly all multiple-
purpose reservoir projects at least to some extent. It provides a
fairly simple method of simultaneously determining the optimum scale
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of multipurpose and flood control development . Its results should not
be considered f inal , but an indication of the scale of development
which would fully develop the potential of the site. Its applicability
may be limited due to legal or political constraints. In the case of
municipal and industrial water supply storage, for example, local
interests must furnish assurances of the need for such storage. The
amount of storage local interests are willing to provide assurances
for may be significantly greater or less than the optimum storage.
The same is true for storage provided for recreation and/or fish and
wildlife enhancement. This procedure can still serve a useful purpose,
however , even in these all-to-common situations. A case in point is
Garnett Lake which was authorized as a unit in the Osage-Marais des
Cygnes River, Kansas and Missouri , flood control system. This system
consists of several lakes plus two local protection projects. Garnett
Lake would be located in the headwaters area of the basin on a major
tributary in eastern Kansas. At this project the total multipurpose
storage necessary to meet all present and near future needs for
multipurpose storage amounted to only a small portion of the total
multipurpose storage necessary to attain optimum site development.
Relating this to our previous example and plates, we could assume
that the multipurpose storage required to meet all present and near
future needs amounted to only 30,000 acre-feet. Development of the
project at this size would be economically feasible but hardly acceptable
if optimum site development were to be a consideration. In the case
of Garnett Lake, planning was discontinued and the project was placed
on the inactive list pending development of additional need in the area.

SUMMARY

Planning for a multiple-purpose reservoir project involves the use of
many tools which aid in the final decision making process. The opti-
mization procedure described above is but one of these tools. Properly
used, however, it can be a very significant and helpful tool.
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HEC-5C, A SIMULATION MODEL
FOR SYSTEM FORMULATION AND EVALUATION

by Bill S. Eichert1

1. Need for Hydrologic and Economic Simulation Model

Because of the great expenditure of funds required to construct
structures to reduce flooding in a river basin, It Is important to make
sure that each project built is justified and is more desirable than any
other alternative. In a complex river basin where numerous system
components exist or are required to reduce flooding, the evaluation of
each alternative requires a large number of calculations. Unti l recently
all such evaluations had to be done by rather crude techniques or by
laborious manual procedures, although a few simple computer models could
be used on parts of the study. For example, a study made 10 years ago,
required that 10 flood control reservoirs be considered In firming up
the design of a -few new reservoirs in a flood control system. The
hydrology required in operating the system (after the historical flows
throughout the basin were known) for several historical floods required
three men working full time for about 4 months at a cost of about $25 ,000.
In spite of the large time and cost, many simplifying assumptions had to
be made, no economic evaluation was made and no alternative solutions
were investigated because of the m anpower, funds, and time limitati ons.
The same job can be done today wi th greater detail and accuracy wi th a
simulation model such as HEC-5C wi th less cost and manpower and , in
addition , each alternative can be studied with a few hours of work and
a ~2O computer run which will show the average annual damages at all
damage centers and the net system flood benefits. The initial work in
assembling the rese!rvolr data In the required computer format for the
system requires about one man-week of work . The determination of the
historica l flows for all major floods of record throughout the system is
the major task and has to be done by either manual or computer techniques,
but could be done wi th about 3-man months of effort for this basin.
The verification of the model on historical floods can be done In a
couple of man months . Once the above tasks are completed, detailed
simulations can be made easily and with little expense for numerous
combinati ons of reservoirs, and other alternatives Includi ng nonstruc-
tural alternatives.

‘Bil l S. Elchert, Director, The Hydrologic Engineeri ng Center, 609 Second
Street, Suite I, Davis, Califo rnia 95616.
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2. Purpose of Water Resources System Simulation Model - HEC-5C

This program was developed to assist In p !ann ing studies required
for the evaluation of proposed changes to a system and to assist In
sizing time system components for flood control and conservation require-
ments for each component reconinended for the system. The program can be
used in studies made Immediately after a flood to calculate the preproject
conditions and to show the effects of existi ng and/or proposed reservoi rs
on flows and damages in the system. The program should also be useful in
selecting the proper reservoir releases throughout the system during flood
emergencies i n order to minimize flooding as much as possible and yet
empty the system as quickly as possible while maintaining the proper
balance of flood control storage among the reservoirs .

The above purposes are accomplished by simulating the sequential
operation of various system components of any configuration for short
interval historical or synthetic floods or for long duration nonflood
periods , or for combinations of the two. Specifically the program may
be used to determine:

a. Flood control and conservation storage requirements of each
reservoir in the system.

b. The influence of a system of reservoirs, or other structures on
the spatial and temporal distribution of runoff In a basin.

c. The evaluation of operational criteria for both flood control
and conservation for a system of reservoirs.

d. The average annual flood damages, system costs, and excess
flood benefi ts over costs .

e. The determination of the system of existing and proposed
reservoi rs or other structural or nonstructural alternatives that
results In the maximum net benefit for flood control for the system
by making simulation runs for selected alternative systems .

3. Computer Requirements

The program, written in FORTRAN IV , was developed on a UNIVAC 1108
computer with 64,000 words of storage . The UNIVAC version can simulate
the operation Gf 15 reservoirs , 25 control poInts, 5 diversions , and 9
power plants, usi ng up to 50 time periods in each flood or nonflood
event. Dimension limits have been increased for a CDC 7600 computer
which allows the simulation of 35 reservoirs, 75 control points , Ii
diversions, and 9 power plants for up to 100 time periods for each
runoff event.
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4. General Capabilities of Program

a. Configuration of system - any system configuration may be used
as long as dimens ion limits are not excee ded for number of reservo i rs ,
number of control points , number of di vers ions , etc.

(1) Reservoirs which have flood control storage may be operated
to minimize flooding at any number of downstream control points .

(2) Reservoirs wi th conservation storage will be operated for
their own requirements (power or low flow) and can be operated for any
number of downstream control points .

(3) Reservoirs may be easily deleted from the system.

(4) Reservoirs in system are kept in balance (in the same degree
of troub le) as much as poss ib le.

b. Outflows can be specified for any number of reservoirs for any or
all time periods and program will adjust other reservoir releases as
necessary; otherwise program will determine all reservoir releases.

c. Effects of forecast errors can be evaluated by specifying the
number of forecast periods and a corresponding contingency allowance
(i.e., error in forecasting).

d. Local flows can be calculated from observed discharges and
reservoir releases; system operation can be performed or omitted after
flows are determined. -

e. The multiflood option may be used to operate the system for a
continuous period of record (for example , 5 events each containing 4
years of monthly data may be used for a total of 20 years). Al so a
mixture of computational intervals may be used such as running a monthly
operation for a few years (assuming no routing if desired) and then
operating for daily or hourly flows during a major flood (with detai led
flood routing) and then back to a weekly or monthly routing interval , etc.
An unlimited nt.vnb~r of events can be simulated in this manner.

f. Evaporatior and a monthly variation in reservoir operating levels
can be considered in the routings if desired.

g. Volumi nous output can be suppressed by requesting only a summary
output. Detailed output for a few selected control points can also be
obtained.
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h. Stream routing may be accomplished by the following methods:

(1) Modified Puls, Working RID , Muskin gum , Straddle Stagger , and
Tatum.

(2) Each routing method may be used several times for each reach.

(3) Actual releases that are routed by nonlinear (storage-outflow
is not a straight line) methods (Modified Puls or Working R/D) use a
linear approximation for determining reservoir releases.

(4) Natural and cumulative local flows are calculated .

i. Reservoir routing is based on:

(1) Accounting methods (release is determined based on desired
operation, storage is equal to infl ow less outflow plus previous storage).

(2) Surcharge routing - when desired release is greater than
physical outlet capacity, the ari thmetical method , which is a trial and
error method, is used which will provide the same results ~s the ModifiedPuls method.

(3) Emergency releases - when desired release for current period
plus channel capacity releases for future periods (up to l imit of fore-
sight specified) would cause reservoir to exceed maximum flood storage
in current or future per iods , a release is made for the current period
(up to channel capacity er the outlet capacity) so that the reservoir
does not exceed top of flood pool in future period.

j. Multifloods

(1) Read and operate an unlimited number of floods for a
reservoir system.

(2) The series of floods can each start at different reservoir
storages or from same storages or can be cont inued using the storages
from the previous flood.

(3) Operate up to 9 ratios of any or all floods read.

(4) Long floods may be routed by dividing the flood into flow
events which are each less than the dimension limit of the time array.
This may be done by manually setting in several sets of flow data (with
each less than the dimension limit) or by allowing the computer to
generate separate floods (when the data read exceeded the dimension
l imit). A minimum of a 10 period overlap between floods is used to
preserve continuity .
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(5) Period of record analysis may be made by analyzing a series
of floods consisting of monthly or weekly data duri ng nonflood periods and
dai ly or multihour ly data during flood periods.

k. Diversions

(1) Diversions can be made from any reservoir or control point.
Only one diversion from each control point or reservoir is allowed.

(2) DiversIons can be made to any downstream control point or
reservoir or out of the system.

(3) Diversions may be routed using any linear method allowed and
multiplied by a constant representing the percent of return flow.

(4) Types of divers ions

(a) Diversions can be a function of inflows.

(b) Diversions can be functions of reservoir storages.

(c) Diversions can be constant.

(d) Diversions can be constant for certain periods such as
50 cfs for January, 40 cfs for February , etc.

(e) Diversions can be made for all excess water above the
top of conservation pool up to the diversion pipe capacity.

5. Reservoir Operational Criteria

a. Reservoirs are operated to satisfy constraints at individual
reservo irs , to maintain specified flows at downstream control points , and
to keep the system in balance . Constraints at individual reservoirs are
as follows :

(1) When the level of a reservoir is between the top of conser-
vation pool and the top of flood pooi , releases are made to attempt to
draw the reservoir to the top of conservation pool without exceeding the
designated channel capacity at the reservoir or at downstream control
points for which the reservoir is being operated.

(2) Releases are made equal to or greater than the minimum
desired flows when the reservoir storage is greater than the top of buffer
storage, and or equal to the required flow if between level one and the
top of buffer pool . No releases are made when the reservoir Is below
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level one (top of inactive pool). Releases calculated for hydropower
requirements will override minimum flows if they are greater than the
controlling desired or required flows.

(3) Releases are made equal to or less than the designated
channel capacity at the reservoir unti l the top of flood pool is
exceeded, then all excess flood water is dumped if sufficient outlet
capacity is available. If insufficient capacity exists, a surcharge
routing is made. Input options permit channel capacity releases (or
greater) to be made prior to the time that the reservoir level reaches
the top of the flood pool if forecasted infl ows are excessive .

(4) The reservo ir release i s never greater (or less) than the
previous peri od release plus (or minus) a percentage of the channel
capacity at the dam site unless the reservoir is in surcharge operation .

b. Operational cri teria for specified downstream control points are
as follows:

(1) Releases are not made (as long as flood storage remains)
which would contribute to floodi ng at one or more specified downstream
locations during a predetermined number of future periods except to
satisfy minimum flow and rate-of-change of release criteria. The
number of future periods considered is the lesser of the number of
reservoir release routing coefficients or the number of local flow
forecast periods.

(2) Releases are made , where possible , to exactly maintain
downstream flows at channel capcity (for flood operation) or for
minimum desired or required flows (for conservation operation). In
making a release determination, loca l ( intervening area) flows can be
multiplied by a contingency allowance (greater than 1 for flood control
and less than 1 for conservation) to account for uncertainty in fore-
casting these flows.

c. Operational criteria for keeping a reservoir system in balance
are as follows:

(1) Where two or more reservoirs are in parallel operation above
a common control point, the reservoir that is at the highest Index level,
assuming no releases for the current time per iod, will be operated first
to try to Increase the flows In the downstream channel to the target
flow. Then the remaining reservoirs will be operated In a priority
established by Index levels to attempt to fill any remaining space in
the downstream channel wi thout causing flooding during any of a specified
number of future periods.
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(2) If one of two parallel reservo i rs has one or more reservo i rs
upstream whose storage should be considered In determining the priority
of releases from the two paralle l reservo i rs , then an equivalent index
level is determined for the tandem reservoirs based on the combined
storage in the tandem reservoirs.

(3) If two reservoirs are in tandem (one above the other), the
upstream reservoir can be operated for control points between the two
reservoirs . In addition , when the downstream reservo ir i s being operated
for control points , an attempt is made to bring the upper reservoir to
the same index level as the lower reservoir based on index levels at the
end of the previous time period.

6. Average Annual Flood Damage Evaluation

Average annual damages (AAD ) or damages for spec ifi c floods can be
computed for up to 9 different categories for any or all control points
(nonreserv oirs) us i ng one or more ratios for each of several hi stor ical
or synthetic floods. They will be computed for the following three
conditions:

a. Natural or unregulated conditions.

b. Regulated conditions due to the reservoir system assumed.

c. Full regulation at those reservoir sites (uncontrolled local
flows).

Damages calcula ted for base conditi ons (normally natural flows ) using
selected floods and ratios are adjusted to average annual damages,
computed by integrating the base conditions damage frequency curve or
by using a predetermined average annual damage. The corresponding
adjustment is printed out to help verify the appropriateness of the
floods and ratios selected in integrating the damage curve for base
conditions. Damages for modified conditions are based on the cumula-
tive product of the damages associated wi th the modified peak flow for
each flood (for a certain damage center) times the probability Interva l
assigned to each flood from the base condition integration . See figure
1 for an example of the MD integration . The damage for the uncont.~ol1ed
local flows are also calculated in a simil ar manner to the modifi ed
conditions.

The damage reduction due to the proposed system is based on the
difference between the MD for the base conditions and the modified
conditions. If an existi ng reservoir system exists the damage reduction
can be based on the difference between the base conditions and the
modified conditions where the base conditions were determined from
another simulation run (existing reservoirs only).

51



A separate set of damage data can be used if the modified condition
damages do not follow the base condition discharge-damage curves as
would be the case for a levee , channel improvement or nonstructural
al ternative such as flood proofing , relocation, purchase , flood plain
zoning, etc.

7. Mul tiflood Selection and Operation

The selection of the floods used in operating the system, is of
paramount importance in the determination of the average annual damages.
The floods selected must generate the peak flows at the damage centers
(particularly the key ones) which represent the full range of the flow-
frequency-damage relationship for base conditions as well as for modified
conditions.

Even using all hi storical floods of record may introduce some bias in
the average annual damage if most historical floods centered over a
certain part of the basin by chance and not over other areas. For instance
one dam site may have several severe historical floods while another dam
site immediately adjacent to that area may, due to chance , not have had
any severe floods.

While it is possible in the program, HEC-5C, to use only a s ing le
flood and several ratios of that flood in computing average annual
damages , this procedure could introduce considerable bias in the results.
It would be far better to use several historical floods with storm
centerings throughout the basin and to use several ratios of those floods
to obtain flows at the damage centers representing the full range of the
flow-frequency-damage relationship for base conditions and for regulated
condi tions. A good idea of the adequacy of the selected floods and ratios
for reproducing base conditions can be obtained by looking at the
correct ion factor printed out at each damage center for eac h damage
category. This correction factor is the ratio of average annual damage
computed by integrating the input frequency-damage curve (or from input
on DA card) to the average annual damage computed by assigning probability
intervals to the system flows computed by HEC-5C. When the correction
factor is close to 1.0, It represents the base conditions very well ,
but may not represent the modified condition if only one or two regulated
floods cause damage. It is des i rable to have one flood that does not
cause damages so that the smallest flood with damage doesn ’t receive too
large a probability interval . It is also necessary to have several
modified historical floods produce damages spread out over the modified
frequency curve since the Integration of the damage-frequency curve is
based on rectangular blocks for each flood using the probabilities from
the base condition curve.
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Studies are currently being made at The Hydrologic Engi neering Center
to help establish cri teria for the selection of the floods and ratios
to use.

8. Evaluation of Alternative Reservoir Systems

If this computer program is to be used to evaluate proposed reservoirs,
then the data cards should be assembled so that all proposed reservoirs
are included , even if some of them woul d serve as alternatives of others .
Control points should be selected and coded for all damage centers, control
points for reservo ir operation, and information points. Once the entire
system is coded, a single card can be used to delete reservoirs from
the system for each alternative system selected. This card can be used
to delete any reservoir in the system except for downstream tandem
reservoirs (these reservoirs can be deleted by removing the reservoir
cards). Flood damages for a single flood (or average annual flood damages)
can be evaluated at any number of control points . Reservoir costs can also
be evaluated by showi ng how the costs vary with reservoir storage based
on the top of flood control storage. If costs and average annual flood
damages are calcu lated, the net system flood benefits will be printed
out for each alternative system operated. By careful selection of
alternative systems, the system that produces the maximum net flood
benefits can be determined by a reasonable number of separate computer
runs .
9. Evaluation of Nonreservoir Alternatives

Structural and nonstructural alternati ves to certain reservo i rs can
also be evaluated in the system simulati on with or wi thout reservoirs in
the system. The existence of a levee or channel improvement can be
reflected in the reservoir system operation by changing the channel
capacity if appropriate. At the present time only one set of routing
criteria can be read for each reach and thus the natural and modified
routings use the same cri teria. This limi tation requires that when the
routing cri teria Is different between natural and modified conditions,
the natura l flows must be calcula ted by a separate computer run and entered
on cards for modified conditions. Costs of nonreservoir alternatives
can be shown as functions of the channe l discharges . For a given desi gn
discha rge an interpolation is made to determine the capital cost
appl i cable to the control point. The average annual flood damages can
be evaluated in the same manner as for reservoir alternatives. However,
the zero damage point can be automatically changed to the design
discharge for modified conditions if a control point cost card is read .
Two sets of damage cards can be read as an alternative to the above
procedure , in representing natural and regulated conditions , so that
the entire damage curve can be changed for regulated conditions.
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Nonstructural alternatives (flood proofing, flood plain zoning, etc.)
can be handled in the same manner as structural alternatives (usually by
using two sets of damage cards), however the nonstructural alternative will
require defining the upper limi t of the flood proofing, zoning, etc. as
a channel capaci ty or design discharge .

10. Use of HEC-5C in Flood Control System Selection

As can be seen in tab le 1, quite a few reservoir systems have been
simulated using IIEC-5. Most of these systems have used the flood control
version which was released in May 1973. The version which also includes
conservation operation (HEC-5C) has not been officially released yet, but
it has been used for flood control simulation and average annual damages
have been calculated for the Susquehanna , Red River of the North , and the
Grand (Neosho ) Ri ver basins . Monthly conservation operation has been
used on the Pajaro River , the Red Rive r of the North, the Hudson River
Basin and several hypothetical systems. Of the studies conducted to
date by HEC using this model , five of them have been for preliminary
planning studies and have been used for the sole purpose of determining
the regulated flows throughout the basin for various historical and
synthetic floods. Each one of these basins also had a HEC-1 rainfal l
runoff data model developed in order to calculate the runoff from
synthetic floods and to use rainfall to get a better distribution of
runoff for historical floods. The study of the 15 reservoir system for
the Trinity Ri ver was made in connection wi th Design Memorandum studies
for the Tennessee Colony reservo ir in order to determine the flood control
storage in that downstream project (14 reservoirs above it) and to eval-
uate various alternative plans of channel imp rovements below the project.
The work on the existing five reservoir Merrimack basin is expected to
use HEC-5 in a real-time operation mode using forecasting routines and
automatic data collection by July of 1975.

The Susquehanna River Bas in has 12 reservoi rs ex isting or under
construct ion , and another 22 potential reservoir sites are being
investigated along wi th other structural and nonstructural alternatives
in a preliminary plannning study being conducted by the Baltimore
District office of the Corps, the HEC and a pri vate consulting firm
Anderson-Nichols of Boston, Massachusetts. The decision for selection
of the desired system will make important use of the average annual
damage reduction and net benefits of the alternative systems which will
be printed out for each alternati ve evaluated by HEC—5C.

11. Model Data Requirements and Output

The input data requirements for HEC-5C can be minimal for very
prel iminary p lanning studies or it can be very deta i led for model ing
existing systems. The minimum data requirements are as follows:
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a. General Information (4 cards)

(1) Title cards for Job (3 cards)

(2) Six miscellaneous i tems including the number of periods of
flow data , time interval of flows, etc.

b. Reservoir Data (4 cards per reservoir)

(1) Reservoir capacities for top of conservation and top of
flood control elevations.

(2) Downstream control points for which reservoir is operated

(3) Reservo ir storage/outflow tab les

c. Control Poi nt (incl uding reservoirs) Data (3 cards per control point)

(1) Identification number and title

(2) Channel capacity

(3) Channel routing criteria

d. Flow Data

Inflow or local flow data for each control point for one or more
histori cal or synthetic floods.

Additional i nput information useful for planning studies:

a. Average Annua l Damage Data (a minimum of 4 cards per damage center)

Peak discharge-damage-frequencies tables

b. Cost Data (1 card per control point)

(1) Reservo i r capital costs vs storage or

(2) Control point capital costs vs channel discharge and

(3) Capital recovery factor

(4) Annual operation and maintenance costs

The output available from the program incl udes

a. Listi ng of input data
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b. Resu1ts of system operation arranged by downstream sequence of
control points.

c. Results of system operation arranged by sequence of time periods

d. Summary of flooding for system

e. Sumary of reservoir releases and control point flows by period

f. Summary of conservation operation if monthly routing was made

g. Summary of maximum flows, storages, etc., for each f1 ’od event

h. Summary of maximum and minimum data for all floods

I. Summary of average annual damages

j. Summary of system costs (annual and capital) and net benefits.
Examples of some of the summaries are shown as figures 2-12.

12. Strategy for Selection of Al ternative Systems

For systems wi th only a few possible components the strategy for
determining the best alternatives can be quite simple since each possible
alternative can be evaluated. For systems with a large number of possible
alternatives , the strategy can be difficult to predetermine and the best
available procedure to follow may be to simply select alternati ves to be
evaluated one at a time following a careful review of information obtained
from previous runs.

Certain economic criteria must be observed for the final system
selected. The incremental cost of the new components of the proposed
system must be less than the damag~’ reduction accomplished by the newcomponents. In addition , each project must be justified on the basis of
the last increment added. That is to say, the cost of each project must
be less than the difference between the average annual damages of the
proposed system with and without that project.

A certain minimum performance cri teria is also necessary. This
philosophy says that if a certain level of protection can not be provided
by the system then it would be better not to build any structures than
to give the public a sense of false security.

With the above ideas in mind it seems necessary to fi rst determine a
minimum system that will provide an acceptable level of protection. Next
see if various alternatives can be used to get a larger value of the
maximum net benefi ts . When the maximum net benefi ts appears to be
obtained (and it is positive) then each project should be deleted in
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turn to see if that project prevented more damages than it cost to build.
The process of ~iaximizing the net benefits by selecti ng alternatives andevalua ti ng using HEC—5C , at present, can only be based on good engineering
judgi~ent. After a few studies are completed using this new tool , perhaps
more definite guidance will be available.

13. Future Use of Model for Multipurpose Systems

The curreit version of the program does have capabilities for multi-
purpose operation of reservo ir systems , but does not have multipurpose
economic evaluation routines. While the program can operate -for low
flows at one or more downstream points , for flood control operation and
for individual hydropower requirements, the conservation capabilities
have not been tested on a sufficient number of systems to provide the
necessary confidence. When a few more systems have been successfully
operated for conservation and flood control together, that confidence
will be obtained .

The major additi ons necessary for the future are in the area of
hydropower systems, multipurpose benefit evaluation and extensive testing.

14. Conclusions

It appears that the HEC-5C simulati on model should be a useful tool
for planners to evaluate the effects of water resource projects and
nonstructural alternati ves in most river basins because it can accurately,
quickly, and i nexpensively simulate the hydrol ogic and economic responses
of the system. Whi le much of the detailed analysis of hydrology, reservo i r
regulati ons, and economics can be accomplished by the model , considerable
engineeri ng ingenuity will be required to insure that the proper data is
used in the model , that the model is giving valid results , and that the
proper sequence of al ternatives are evalua ted in order to determine the
best plan for the reduction of damages in a basin.

It also seems probable that the model will be useful for simulating
multipurpose reservoir operation . In this connection considerable work
will be required to develop economic and social parameters to allow
multipurpose evaluation of the system alternatives similar to flood
control.

Considerable experience and research will be required to develop
procedures , techniques and/or optimizati on subroutines which will enable
the program to be used in the most efficient manner in the selection
of the best multipurpose alternatives for the basin.
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DAMAGE- FREQUENCY CURVES

AVERAGE ANNUAL DAMAGE CALCULATIONS

FLOOD 5
PASE 

NDITION
CONDITION

_____ CURVEDAMAGE _~
00D4~

FL000 4 
-

~~~~~~ 
— — — — — — — —

DAMAGES 

FLOO

,

~/

Fl .OO _______

MODI FIED MODIFI Et CONDITION
CURVECONDITION

DAMAGE

OD 4FLOOD — — — —

0 DAMAGES I I 1 1  I
SC .5 .1 .1 1 .~~~

CASE CONDITION FREQUENCY
FOR FI.OOD 4 PROS IN?

FOR FLOO D 4

EXCEEDENCE FREQUENCY

NOTE : Th is figure Is not for some examp le as FIgs. 2— 12.

FIGURE 1.

EXAMPLE OF AAD INTEG RATION FOR
MULTIPLE FLOODS
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A SELECTIVE REVIEW OF UNITED STATES

INT.ER.INDUSTRY MODELS AND APPLICATI ONS 1

by

E. M. LOFTING 2

The theoretical principles of interindustry economics

were well -develo ped by the late 1930’ s an d bas i c mo dels ha d
3

been established for the economy of the United States.

Dur ing World War 2 generalized models of this type were

developed to aid in the solution of problems relating to
4

the stra teg i c al l oca ti on of man power an d ma ter i a ls .

After Wor ld War 2, th e 1947 econom i c censuses

we re used to develop the first large -scale interindustry

model of the U.S. economy , known as the emergenc y mo del

(E-M).
5 T hi s wor k was carr i ed ou t i n the Bureau of La bor

Statistics (BLS), U.S. Department of Labor. The model in

I ts most detailed form showed 450 discrete sectors of the

na ti onal econom y an d was use d for the anal ys i s of poten ti al

resource bottlenecks which might arise in connection with

var ious aspects of U.S. international comm i tments In what
6

was known then as the Cold War.

In 1953 , a ma jor review of agency programs was

initiated and In the Interest of reduced government spending

further work In In terindustry analysis at the national level
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7
was cur tailed. Hence, no U.S.  i nter i ndus try ta b le was

structured from the 1953 economic censuses. In 1961 the

usefu lness of input-output tables was reassessed and based

on the 1958 census a modest research undertaking was initiated

which resulted in an 82 sector table being published in
8

September 1966. The 1947 table , as no ted , was developed by

BLS i n th e U.S . De partmen t o f La bor. T h e researc h bas ed on

1958 data was sited in the Office of Business Economics ,

U.S. Department of Commerce and in contrast to the earlier

work the 1958 table was made fully consistent with the National

Income and Produc t accounts. In fact the table was used as

a benchmark for mo dify i ng componen ts of th e en ti re Income
9

and Product Account series extending back to 1929.

For the 1963 census year a more ambitious effort resulted

in a further 82 order model published in 1969
10 along with

11
367 and 478 sector models which emphasized manufacturing

an d construction sector detail.

The Fe b ruar y 19 74 i ssue of th e Surve y of Curren t
12

Bus iness contains the 1967 Input -output table , an d com p uter

tapes of the 367 and 478 sector models are expected In the

near future.
’3 

The original 1947 BLS table was re-worked to

conform wi th the later OBE tables
14 

so that for the 20-year

period (1947 - 1967) a detailed analysis of technological

change Is possible.

72



In allied research endeavors the Bureau of Labor

Statistics has projected the 1958 and 1963 80-order tables
15 16 17

to 1970 , 1975 , and 1980 . Similar work is underway for
18

1985

The United States Bureau of Mines undertook the

disaggregation of the six ori ginal ISP
19 

mineral sectors

of the 1958 table to show the structural detail of 48 three

and four digit SIC mineral industries
20 . This research was

extended to the 1963 367-sector table in which the original

six ISP mining sectors were disaggregated to show 44 three
21

and four digit SIC mining industry detail. It is expected

that similar detail for mining will be generated for 1967 ,
22

and 1972 with projections to 1975

In a major research undertaking based on the 1963

national table the Economic Development Administration funded
23

the Harvard Economic Research Project (HERP) to develop

80-order state tables that were consistent with (would sum to)

the national totals in a multiregiona l input-output frame-

work
24

. This effort brought the first consistent set of gross

outputs , fi na l demands , and state-to-state commodity flow
25

estimates to the field of regional input-output analysis

Plans are curren tly underwa y to re p ea t thi s p roce d ure for
26

1967

Having presented this brief summary of interindustry

rese arch as a background to the discussion of specif ic
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applications , it may be viewed as somewhat disappointing,

given the marked inflation of recent years , to stress that

work based on 1967 data will be undertaken , or has just

recently been released. However , there continues to be hope

that this situation can and will be remedied once the value

of interindustry studies in regional planning is more fully

understood and appreciated. In contrast to the rather slow

growth of interin dustry economics in the United States ,

investment planning abroad has received substantial support
27

from generalized multisector models

Perhaps because of the vastness of the United States

and its traditional wealth of resources compared to many

European countries there appears to be a much greater reliance

on what Adam Smith termed the “invisible hand 1’ of the market.

It is not uncommon to encounter a strong resistance to input -

output methods and the belief that resource scarcity problems

i .e. wa ter , ener gy, air , can be alleviated without conscious ,

deliberate effort on the part of planners. As Harry Richard ~ on

has noted in his recent book
28 “A s trange feature a bou t

regional input -out put analysis is that attitudes towards its

usefu lness and validity tend to be extreme. Every reg ional

economist seems to be either its dauntless champion or its

fi erce detractor . ” R ichardson , writing In 1972 , documen ts
29

the contentions noted clearly by Leontief in 1941 - 

-
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The excerpt points up the philosophical difficulties

for input -out put that remain after thirty years of professional

debate. During this timespan , h ow ever , the base of factual

information in the United States has been greatly fortified.

In matters of practical application , the uses of

interindustry economics generally fall into three broad

categories. These are: (1) the analysis of economic structure ,

(2) the formulation of economic policy and programs of action ,

(3) the projection of indu strial activity levels and resource use

to future time frames.

As a part of the ana lysis of the general interdependence

or inter l in king of the economy it is customary to develop

output and income multipliers for each sector under study .3°

The output multipliers show the extent to which sectors are

interlinked. A consideration of the magnitude of the income

multipliers can aid in policy decisions concerning sectoral

programs to stimulate income. An analysis of resource use

is aided by the concept of a “factor content” ma tr i x.

This matrix is usually formed by premultiplying the matrix of

total requirements by a diagonal matrix of coeff icients which

show the resource inputs per unit of output for each sector.

The resulting matrix Is (for example) in units of man -years
31 32 33

o f l a bor , acre-feet of water , or BTU ’ s of ener gy . An anal ys i s

can then be carried out sector by sector to determine the
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la bor (water or energy) intensive activites and the extent

to wh ich industries which use minimal resources as a direct

input to their own productive processes are heavily interlinked

to other industries which are resource intensive.

The pro b l em can  be re p h r a s e d somewha t i n t e rms  of

“ i m pa c t . 1’ It might be asked what impact the expansion of

d eman d fo r  the  p r o d u c t s  of one s ec to r  may have  on the ou tp u t

of any o t h e r  i n d u s t r y . The m a t t e r  i s  one of a n a l y z i n g d eman d

inter dependence for specific resources. More recently with

the awareness of environmental problems it was realized that

in put-output tables could not only focus on resource inputs

but also on residua ls output , or wastes , to the environment
34

per unit of product output. Thus the sale of an automobile

in Texas has resulted in waste emissions from steel , rubber ,

and paint production in Gary , Akron , and Detroit respectively.

The problem is one of accurately quantifying the emission

rates of residuals per unit of production for water , air ,
35

an d sol id was tes.  “Residuals ” c o n t e n t m a t r i ces cou l d be se t

u p for each type of waste being discharged. A materials

mass balance of the economy could be studied and the opportunities

no ted for reclamation and rec ycling these materials back into

t”e productive process. The associated costs in terms of real

•‘.r’~ reso urces and labor could also be quantified.
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The theoretical accounting framework exists for such

comprehensive analyses at the national , regional , and local

level. However , it may be asked what are the real possi-

bilities for successfully implementing this form of analysis

for some specific planning app lication in the United States?

Let us deal point by point with problems of data assembly,

model construction , and analysis.

As no ted ear li er , at the present time the 1967 national

input-output table is available showing 80, 367 , and 478

sector detail. For discussion purposes let us say that we

are interested in app l yin q the anal ysis to a single county

or group of counties. A first objection might be that the

use of 1967 technical coefficients for 1974 anal ysis and

projection would be of little value. This objection can be

met , at least partially. It can be noted that the 1972

census is currently being released and that these data along

with 1972 national income data and sectoral price relatives

can be used to “ update ” the table to 1972. Updating tech-

niques have been used in England and Canada with moderate
36

success. At worst the resulting table would probably over-

state resource requirements. Having dealt with the updating

problem at the national level the matter of regionalizing

rema i n s .

Techniques have been develo ped for allocating

outputs to state , Standard Metropolitan Statistical Areas ,
37

and counties. These allocations can be based on county
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payroll or employment data where a maximum of industry detail

is maintained. Frequently County Business Patterns ~~
can provide much of this information. Richardson maintains

that the use of national technical coefficients for local

area input-output work is acceptable if one begins with three
38

to four hundred national sector detail. For practical purposes

this assumes four-di git SIC data are needed at the county level.

Final demands can be estimated based on population , income ,

and Federal , state and local expenditure data.

The final structuring of the transactions table can be

accomplished by following some variant of the basic Moore and
39

Petersen technique.

I n c o m e , employment , wa ter use an d o th er resource d a ta

can now be assembled for each sector of the local table and

the multiplier or impact analyses described above can now

be carried out.

For env i ron men tal anal y ses , Cor p s o f En gi neers

permit Application data , Regional Air Quality Control Board

information , and other estimates of solid waste generation

can be used to ma ke a com pre hens i ve sec tor an aly s i s of th e
40

environmental impacts for certain hypothesized growth patterns.

If it seems desireable the entire analysis can be cast

i n a li near p rogramm i ng forma t to max i m i ze re gi onal p ro duc t

su bject to certain resource constraints on the supply side

an d certain environmental constraints on the gross wastes

d ischarged. In sum , it might be stated with reasonable
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objectivity that for most loca l areas of the United States

and certain ly for states and regio ns comprehensive input-

output analyses of resource use and environmental impacts

are full y rea lizeable as part of the regional plann ing

process.
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OPTIMIZING COMPONENTS OF URBAN
FLOOD CONTRO L SYSTEMS

- By

Darryl W. Davis1

INTRODUCTION

Flood control works within urban areas frequently consist of a
number of Interrelated components, such as detention storage reservoirs,
channel modi fications , land use controls , levees , floodproofi ng and
pim ping facilities. There Is a wide range of configurations and sizes
of these measures that will accomplish a specific technical objective
such as a specified degree of protection. The need to determine the

• size and configuration of the works wi thin urban areas has given rise
to many analysis that attempt to determine trade-offs between faciliti es
and performance so as to achieve an overall better solution. For example,
if there were two components being studied for an urban system——storage
and ptanpi ng——water coul d be stored in some areas and the excess pwiped

- . out in the lowers reaches . There would obviously be some best size of
these two components that would maximize the system’s net value or
accomplish a performance standard most effi ciently.

The problem of determining the size of a nimiber of interrel ated
components is not new and for at least the recent past a large niinber
of analytical optimization procedures have been developed. In fact the
professional discipline of operations research has concentrated almost
exclusi vely on these problems. These techniques have been quite success-
ful In areas where the objectives are well defined, and the system response
to the Interaction of system components can be model ed wi th fairly simple
mathemati cal relationships . The application of these techniques to water
resource systems has been mostly by academic research groups in the case
study mode (analyzing others ’ problems ) as contrasted with functioning
as an Integral part of planning studies . A major reason for this Is
that water resource systems are extremely complex and to accurately
define the functioning of the system requires fairly detailed analysis.
In addition there is considerable uncertainty in system Inputs and
desi red outputs. Water resources planners have been relunctant to sim-
plify their systems to the degree necessary to make use of the more auto-
mated optimization procedures. The belief among pl anners is that the
simpilfications result In not capturing the essence of the system per—
fonnance and component interactions of water resources systems.

1Chlef , Planni ng Analys is Branch , The Hydrologic Engineering Center,
Davis, California.
March 27, 1974.
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This paper describes a technique that has been developed and
progranuned Into an existing Hydrologic Engineering Center (HEC) com-
puter model that permits the determination of the “bestTM size of the
individual components of a complex interrelated system of urban flood
control works while using techniques of analysis that are very near
to the present state—of— the—art In the Corps In hydrologIc modeling,
cost analysis and economic damage-frequency analysis. “~~st1’ is
defined as the component sizes that yield the maximum value of system
net benefits while  observing performance standard constraints , If they
exist. This capability has been developed so that a system consisting
of up to six detention storage reservoirs , two within or out of basin
diversions, and two pimping facilities can be automatically sized.

The major contribution of this capability to planning efforts is
that it permi ts the study to focus on broad structuring of alternative
systems that include physical works and nonstructural measures and not
allow to become dominant the large task of searching out the correct
sizes for components for each alternative system.

PLAN FORMU LATION METHODOLOGY

The technique has been developed to be as near compatible with cur-
rent plan formulation procedures as possible. In order to understand
the development of the technique and its proba ble role in planning
studies, it is necessary to understand, at least conceptually, the
plan formulation and evaluation process in urban flood control studies .

A simplified descri ption of a plan formulation strategy that Is
employed in urban storm drainage and flood control planning is as
follows. Initially, public meetings are held and investigations are
initiated to determine the broad social objectives wi thin the study area.
The social objectives primarily serve to assist In defining the concerns
of the public and concepts to be used in structuring management alterna-
tives and defining technical objectives and criteria that will be used
in structuring the technologic components of management alternatives.
Stated more completely, such social objectives as alleviating a specific
dangerous flooding situation, providing a regional recreation opportunity,
removing the cause of stunted economic growth, and providing a better
conmiunity environment would be translated into a range of management
alternatives that would consider the location and severity of flooding,
possibiliti es of joint site use for specific temporary detention storage
and urban recreations and appropriate performance standards for compo-
nents of the systems. Once the general delineation of concerns and oppor-
tunities for furthering the social objectives is accompl i shed, the techni cal
analysis Is performed to define the performance of the alternative systems
and assess the system’s economic and environmental assets and liabilities.
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The information developed by these analyses is used in successive
refinement of the alternatives and formulation of implementation strategies.
An objective wi thin the successive refinement of alternatives is usually
to determine the system, which can Include physical works and other non-
structural measures , that will in the aggregate perform their function
most economically. The most economically efficient size for a system exists
when the difference between the total annual benefits and the total annual
cost is maximized, which is termed the scale of maximum net benefits. In
studies with a few components, say two or less, the usual approach Is to
nominate a few selected component sizes , determine their performance and
graphically estimate the particular component scales that would accomplish
the economic objective. For more than two components, graphical analysis
Is virtually Impossible.

The next step in formulation is usually to “select” a performance
standard, giving appropriate weight to social and environmental objectives.
The performance standard is usually expressed as the “degree of protection”,
or the specific hydrologic event that can be control led so that flood
damages do not result. A 50-year degree of protection woul d be provided
by a system that reduced the flows and stages wi thin an urban area for a
50—year flood to flows and stages below damaging levels.

Another sizing problem exists upon selecting a performance standard
which is to determine the sca le of the system components that will
accomplish the target degree of protection most efficient economically.
The usual approach is to size the facilities so that they accomplish the
ta rget performance standard at the least overall annual cost. A better
approach would be to size the facilities to accomplish the target perform-
ance standard while to the extent possible maximizing system net benefits.
This concept recognizes that different components, such as reservoirs
and levees, perform differently over the entire range of future events ,
some of which will probably exceed the performance target event.

The determination of the system that maximi zes net benefits or
accomplishes the performance standard as specified by a degree of pro-
tection is by no means trivial when there are more than one or two major
components whose individual sizes may vary over a considerab le range and
the system’s performance is complex. For complex urban flood management
systems, the analysis can be extremely tedious and consume a very large
portion of the efforts and energies of those performing the studies, if
they are done at all.

The technique that has been developed and described herein Is designed
to be compatible wi th the above plan formulation methodology. The objec-
tive in its development was to create the capability for performing this
analysis in the usual fashion but to remove the tedium of searching for
component sizes and thus provide the capability for studying a wider range
of system alternatives than might otherwise be considered. It also would
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therefore permit determining the relative sensitivity of the syst3m to
changes in fac ility costs , project Interest rates, assumed economic
conditions, and hydrologic performance standards, so that an array of
information could be easily developed that could be used In formulating
a desired management plan.

OPTIMIZATION TECHNIQUE

The grand strategy for developing the techniq ue cons isted of first
devising a computer simulation model for simulating the hydrologi c and
economic performance of flood control systems, then structuring an auto-
matic search procedure that would exercise the simul ation model by success-
ively adjusting the scales of each component of the system until the
solution is found. When it is decided to automatically determine the
best size or the “best” anything in a mathematical sense, a certain
nwber of requirements ininediately become apparent. The first is
that “best” must be precisely and uniquely defined by an indicator or
index that integrates all of the desired performance characteristics
of the system that is being analyzed. This index is normally termed
the objective function. The capability to automatically adjust the
component size within a feasible range and eval uate the performance
of the system for the components must also exist. The last requi rement
is the necessity of developing a search procedure that is as nearly
foolproof as possible.

Objective Functions

The plan formulation strategy descr ibed earl ier included initially
determining an economical ly optimum system (unconstrained maximimii net
benefit) as a starting point for determining a performance standard for
subsequent analyses. The unconstrained economic optiniun can be charac-
terized by an index of the system performance (objective function) that
consists of the sun of the total annual system cost and the total value
of the system’s expected annual flood damages. If we l abel this the
total social cost of flooding , then the objective is to find the compo-
nent sizes of the system that results In the minimum total value of
system social cost of flooding. It can be proven that the system that
results In minimun total socia1 cost as defined above is exactly the
system that will result in the maximum value of system net benefits.

The prob lem then is to nunerically perform the analys is to
accomplish

n k
mm (OBJ FTN) = 

~ C1 + z AD .
j~l ~

where
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C1 = equivalent annual cos t of system component .j
AD~ = expected annua l damage at loca tion

n = nunber of system components to be optimized

k = nunber of damage locations (damage centers )
The second phase in plan formulation was to determine the component
sizes that would accomplish the performance standard (degree of protec-
tion) most efficiently economically. The objective function that was
developed for determining the system that will satisfy the performance
standard while maximizing system net benefits to the extent feasible Is:

n k I~z
QtI

mm (08.3 FTN) ( z C1 + ~ AD~)[( )4 + CNST]
i=l j=l A

where

C1, AD~, n, k = as before

= flow (stage) for target degree of protection
of system

= target flow for target degree of protection

A , CNST = normal i zing constants and weights, usuall y .1
and 1.0, respectively

This function is similar to the previ ous function except that the system
components are penalized whenever they result in performance that is not
within a certain tolerance of the desired system performance target. If
the flow (Q2 ) is equal to or less than the target flows (Qt) for a given
system then for a constant CNST of 1.0 the objective function is exactl y
the same as the unconstrained function. Providing a value of 0.1 for
the normalizing constant A in effect says that when performance (Q2 ) is
within 10 percent of the target (Qt ) the weight between the cost and the
performance Is the same. For deviations larger than 10 percent the com-
ponents are penal ized at the rate of the fourth power and for devi ations
less than 10 percent the penalty is reduced rapidly. In practice, one
needs only this objective function since by setting CNST to 1.0 and Qt
to a large value, the unconstrained sol ution may be found.

The objective function is meaningful only if It is possible to accu-
rately calcul ate, and have confi dence in, the components of the function.
For example, the annual damage at a control point (AD 1) results from economic
analysis that define the damage functions ard hydro1o~ic analyses that
define the exceedence frequency relationships. In order that this pro—
cedure be as nearly acceptable to Corps users as possible , the hydrologic
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and economic analysis have been performed in the computer simulation
model by approximately current state—of—the—art standards in the Corps.

The hydrologic simulation is performed using accepted Corps proce-
dures of subbas in average rainfal l analyses , extraction of loss es to
yield rainfall excess for indi vidual subbas ins , and the computation of
a runoff hydrograph from indi vidual subbasins by use of the unit hydro-
graph procedure, thence routing subbasin hydrographs for the system by
appl ication of the usual hydrol ogic routing procedures such as the
Musking~in and Tatun methods , and thencombi ning hydrographs at concen-
tration points. The simulation is performed by the HEC-l computer
program that has been in use by Corps hydrologists for a nunber of
years. A schematic of computations of the hydrologic runoff from a
complex basin is illustrated in figure 1.

The economic calcul ation of the expected val ue of annual damages
is performed using the Corps procedure of defining the economic conse-
quence of a fl ood in terms of damage functi ons that relate the damage
for a fl ood event to the peak flow or stage, and combining this func-
tion with the exceedence frequency relation of peak flow or stage to
yield an exceedence frequency rel ationship of damages. This relation-
ship is subsequently integrated by nunerical methods to yiel d the
expected value of annual damages. The simulation program accepts dam-
age functions in the form of flow damage or stage damage relations ,
accepts exceedence frequency functions in the form of flow or stage
exceedence frequency, develops from input a range of hydrologic runoff
events for the watershed so that modifi ed conditions (with the system)
exceedence frequency relationships at all damage centers can be
developed and the expected value of annual damages automatically can-
puted within the simul ation. Figure 2 illustrates a schematic of this
procedure which is explained in detail in Addendun 3 of the HEC— l
Users Manual (reference 1).

The components whose scales (sizes) may be automatically deter-
mIned incl ude detention storage reservoirs, punping plants and diver-
sions.

Storage Reservo ir Characterization

The detention storage reservoirs that may be considered are those
for which It is possible to define the operating characteristics as a
unique function of the stOrage content within the reservoir. A reservo ir
with an uncontrolled outlet works exactly meets this requirement. Reser-
voirs that have operating rules that are determined by reservoir storage
content al so meet this requirement. To provide capability for automatic
adjustment of operating characteristics , a reservo ir is characterize d
by (1) the outflow characteristics of a low level outlet, which is
def ined by the centerline elevation of the outlet and an ori fice equa-
tion of the form:
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C II. Computation Sequence

Compute Subbasin H.G. at A
—
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E Compute local C H.G.
Combine and Route through Reservoir
Compute H.G. for D
Combine and Route to outlet
Compute local E H.G.
Combine

b. Modell ing Concepts

Figure 1
Rainfal l—Runoff Calculations
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Figure 2
Flow—Damage—Frequency Analysis
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Q = CA v’2j (H) EXP

where

C = discharge coefficient

A = outlet area

H = head on low level outlet

g = acceleration of gravity

EXP = exponent dependent on tallwater conditions, 0.5 if no
tai lwater

and (2) the overflow characteristics of a spiliway which is defined by
a weir equation of the form:

Q = CLH~
’
~

where

C = discharge coefficient

L = length of spillway

H~ 
= head on spiliway

and (3) the site storage characteristics which are defined by an eleva-
tion—storage capacity relationship. For an index storage to be optimized,
which is the storage at the elevation of the spillway crest, the above
relationships are merged to define the reservoir’s outflow as a function
of the storage level in the reservoir (storage outflow function).

Two modes are possible for optimizing a reservoir. In the usual modt
a reservoir that can be characterized by a low level outlet and an over-
flow weir as above will be automatically adjusted in its index storage
capacity, along with all other system components, to achieve the mintmi~iivalue of the objective function. The cost function for the reservoir in
the usual mode consists of a capital cost function and an associated
capital recovery factor for converting the capital cost to annual cost,
and the annual cost of operation, maintenance and replacement expressed
as a proportion of the capital cost. The capital cost function includes
land acquisition and construction costs , Interest during construction,
etc., expressed as a function of the index storage size of the reservoir.
The capital cost for a specific size Is interpolated from this function
and the equivalent annual cost is computed as- the product of the capital
cost and the capital recovery factor for the appropriate discount rate.
The annual cost of operation, maintenance and replacement is the product
of the annual cost proportion and the interpolated capital cost. The
total annual cost of the reservoir is the sun of these two costs.
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In Initial test applications of the technique to the Blue Waters
Ditch studies of the East St. Louis and Vicinity Interior Flood Control
Project, it became apparent that for one component the “reservoir size”
that was to be determined was in actuality the lands that were to be
acqui red since the “reservoir” embankment was sufficiently high so as
to contain all floods. The embankment was in fact a large proposed
hi ghway fill. The flow of the reservoir would therefore pass only
through the low level outlet and thus the only variab le to control the
operation of the reservoir was the capacity of the low level outlet.
For this particular situation a reservoir’s operating characteristics
are specified uniquely by the outflow characteristics of the low l evel
outlet and the item regarding the reservoir that is to be optimized is
the “si ze ” of the outlet. The reservoir performance is characterized as
before except it simpl y has no spiliway and the discharge coefficient for the
low level outlet is held constant and the area of the outlet opening varied.
The cost characterizations include a capital cost of outlet works func-
tion, and the reservoi r capital cost function which woul d be primari ly
the cost of acquiring the reservoir site for the ponding level equivalent
to a specified exceedence probability , taken here as the degree of pro-
tection. This characterization will also be necessary for studying
systems for urban areas that are protected by major levees , as is typical
in many local protection projects where punping is necessary to remove
flood waters and the amount of ponding near the ptxnping facility is a
function of the size of the punping facility.

Punping Plant Characterization

A punping facility removes vol Llne from the system at a rate equal
to the punping capacity. The performance characteristics of a punping
plant are defined by an initial threshold water level at which the
punp is activated and the discharge capacity of the punping facility.
In this analysis, it is assijned that water punped from the system does
not later appear at other locations in the system. The cost of a pim p—
ing facility is computed from a capital cost function and an associated
capital recovery factor for converting to equivalent annual cost, the
annual operation, maintenance and replacement cost that is a proportion
of the capital cost , and the annual power cost. The power cost Is
adjusted if the vol une to be punped changes as the system components
sizes are being optimized. It can be demonstrated that no matter the
pimping capacity the power costs would not materially change if the
volune to be punped does not change. The annual power costs are there-
fore adjusted only for water that is removed from the system by diver-
sions or other pwnping facilities.

Diversion Characterization

A diversion transfers flow between locations wi thin the system.
The performance characteristics are defined by a threshold flow and
a diversion capacity. The concept of the diversion relationship is
Indicated In figure 3. Water diverted may be returned to the system
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at any downstream location so that It Is possible to characterize facil-
ities which would bypass a portion of flood flows around a damage center.
Flow may also be permanently diverted from the system. The cost is
characterized simi lar to a punping plant by a capital cost function,
a capi tal recovery factor and annual operation, maintenance and replace-
ment factor.

Remaining Flow

Diverted Flow

Diversion Capacity

Threshol d Flow

T ime
Figure 3
Diversion Concept

THE SEARCH PROCEDURE

The mathematical strategy for automatically adjusting the component
sizes such that the objective function can be minimized is that described
prev iously by Beard in “Optimi zation Techniques for Hydrologic Engineering”
(reference 2). The procedure is the univari ate gradient procedure which
makes use of the trend characteristics of the objective function for
sel ected small changes in each component size. The convergence proce-
dure used to project the trend to determine improved component sizes is
the Newton—Raphson convergence procedure. The optimi zation methodology
proceeds as follows :

Fi rst, trial sizes of all system components are nominated and
the enti re system is simul ated in all of its hydrologic, costs ,
and economic detai l to ca lculate the val ue of the objective
function, which for unconstrained optimi zation is the s ian of
the equivalent annual cos t and annual damage.
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Then the size of one component is decreased by a small
selected amount (1 percent) and the simulation is repeated
for the entire system to compute a new value of the objective
function. This is repeated again resulting in three unique
val ues of the objective function for small changes in the
size of one component.

From these three val ues, an estimate is made of the component
size that would result In the minimum value of the objective
functi on. The computation of the adjust ment is illustrated
schematically in figure 4.

After adjustment of the size of the system component, the
entire system is simulated again In detail to compute the
new val ue of the objective function and, provided the objective
function has decreased, the procedure then moves to the second
system component whose scale is to be optimized.

The above procedure is repeated for the second and all subse-
quent components to be optimized.

A single adjustment has now been made for each component for
one compl ete search of the system component sizes.

This procedure is then repeated for four more complete system
searches and concludes by adj usting a few additional times,
those components that are making the greatest contribution to
decreasing the objective function.

The procedure Is terminated when either no more improvement
In the objective function can be made (within a tolerance) or
the complete search cycle is completed.

The efficiency of the search procedure (see figure 4) and the degree
of success in determining the optimum sizes for the components is a func-
tion of the behavior of the objective function. If the objective function
varies erratically with smal l adjustments in the component scales, chances
of finding a unique optimun are less than with an objective function that
varies regularly (termed well—behaved). Results of appl ications to date
suggest that the objective functions are reasonably wel l-behaved and
that unique answers do in fact come out of the procedure. It should be
noted, however, that this particular methodol ogy (univariate gradient
procedure) does not mathematically guarantee that the true optimum
(global optimum) is achieved. All that can be stated is that the system
that is derived out of this procedure will perform, as indicated by the
objective function, better than the system that was initially specified.
Appl ications to date Indicate that the procedure arrives at very nearly
the optimum val ues for a range of starting values. A study methodology
that considers that local optima may occur, such as testing a few start-
ing val ues, would be appropriate.
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Convergence Procedure

APPLICATION TO AN URBAN FLOOD CONTROL PROJECT

The development of the technique and the progranmning of It into the
computer program HEC—l was requested by the St. Louis District for use
in plan formulation studies for the Harding Ditch component of the East
St. Louis and Vicinity, Interior Flood Control Project. The District
desired a technique that would enable automatically determining the
scales of flood control system components comprising three to four
reservoi rs , a diversion and one to two pumping plants . The development
work had proceeded well so that when it became necessary for the District
to perform additional analysis of a component of the project that had
previously been studied, an application of the technique was undertaken
to assist the studies and provide for testing. The area studied was
the Blue Wate rs Ditch component of the project which encompasses approxi-
mately 9,000 acres of the Nnerican Bottoms area. Figure 5 is a schematic
of the system.
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Blue Waters Ditch System

Previous studies had defined two detention storage sites and a pumping
facility as potential system components. The technique was applied to
determine the best size of the pumping facility and detention storage
areas for a range of storage site characteristics, interest rates ,
assumed economi c conditions and performance standards . A major objec-
tive was to determine the sensitivity of the component scal es to assumed
flood plain l and use controls. This was accomplished by optimizing for
no target degree of protection and economic flow—damage functions prepared
for damage potential as it exists in 1973, then optimizing for economic—
flow—damage functIons reflecting (a) uncontrolled future growth, and then
(b) repeating the optimization for a reasonably controlled future growth
compatible with the flood control system. Optimizati on was then repeated
for a target degree of protection of 100—year return period. The sensi-
tivity of the system to detention site characteristics was examined by
al tering the reservoir elevation—storage and reservoir storage-cost
functions and optimizing. The sensitivity to the project interest rate
was examined by optImizIng one of the previously studied conditions for
three interest rates.

The results of the studies are preliminary and should be considered
as a test appl ication of the methodology rather than the final results
of the formulation studies for Blue Waters. The studi es , however , were
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a real component of the plan formulation and evaluation strategy and the
results presented in Table I are not a selected case study. The solu-
tions were suff iciently promising that design will probably ensue based
on the analysis performed. Table I presents a s innary of resul ts of
selected optimization runs. An important revelation from this applica-
tion was that it is possible to quantitatively determine the effect of
a number of interesting system conditions , such as land use controls.
Also , the range of component s izes that are optimum under a var iety of
assumed conditions was surprisingly (pleasantly) limited in most instances
so that considerable confidence was developed in system component scales.
The studies indicated a meaningful role for land use controls as a compo-
nent of an ur ban flood contro l system and , to a limi ted extent, its con-
tribution quantifi ed and its role explicitly evaluated.

No additional development work is contemplated before the technique
is applied to the Hard ing Ditch area. It should be possibl e in the
Harding Ditch study to further test the methodology as to its value in
plan formulation and evaluation studies. If the results of the initial
rather hurried application in the Bl ue Waters Ditch plan formulation
studies are an indication of its utility, it will have considerable
value in studies where a range of alternative systems with a number of
components are to be studied.

INPUT REQUIREMENTS AND RESULTS

The methodology has been designed to be consistent wi th plan forinu—
lation strategies in use by Corps offices that are studying urban flood
control and major drainage projects . The methodology is in fact not
limi ted to urban flood control studies and is equally applicable to
other flood control studies for which the assumptions of the operating
characteristics of storage reservoi rs, pumping and diversions apply.
The technique provides a means of assisting studies so that study effort
can be focused on a wi de ralt~e of alternatives. The information needed
to apply the technique is essentially no different than the usual pro-
cedures used in Corps of Engineers flood control plan formulation studies.

Data Requirements

The level of data refinement needed to model the rainfall-runoff
res ponse of the bas in, characterize the operation of system components,
compute system costs and perform economic damage computation can vary
but should be at least feasibility level. The hydrologic data required
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are the subbasin breakdown and areas , precipitation for each subbasin
for a representative storm , uni t hydrogra ph, loss rates , and base flow
recess ion for each subbas in, streamfiow routing criteria for each
channel reac h , and reservoir routing criteria for all reservoirs.
Exceedence frequency relations for each damage center for existing
conditions must be developed and provided.

The system cost functions require tabulation of capital costs for
a range of facility sizes, the capital recovery factor for each facil-
ity, the annual operation, maintenance and repl acement costs, power
costs and costs of any fixed facilities (not considered variable) to
be included.

The economic functions required are flow—damage or stage-damage
relationships for each damage center. The functions must capture al l
econom ic conse quences of a flood event and shoul d be presen t wor th for
the assumed future conditions. A number of damage functions should be
prepared representative of a range of assumed future conditions. The
study of nonstructural measures requires manipulation of the damage
functions, for instance flood proofing measures are reflected by di s-
pl acing a portion of the damage function wi thin the elevation range
that flood proofing is considered.

As might be expected, when a tool becomes available that provides
expanded capability there is the tendency to attempt to more precisely
defi ne the hydrologic and economic performance than would be done other-
wise. For example , in the usual study procedure, two damage centers
might be used as index points for a reach of stream whereas wi th the
capability available herein twice that many damage centers might be
used and this generates additional study. The fault is probabl y more
in the appl icat ion than in the tool Itsel f ;  al though , it seems to be a
very real situation in the present age. An evea’~ stronger urge seemsto arise to answer more “what if” questions. Wh i 1~ this is somewhat the
objecti ve of a technique like this one, the urge shoula ~e at least
mildly resisted.

Deve lopment of general performance and cost functions for the
system components requires additional analysis. In a study that is
of necessity not considering a wide range of component sizes, a s ingle
or perhaps two detailed cost estimates mig ht be developed. For the
optimization methodology, cost functions that relate to component size
are needed which requires a different philosophy of cost estimating.
General cost functions are needed initial ly and the detailed cost esti-
mates deferred until approximate component scales have been determined
by the studies. The generalized reservoir performance characteristics
require additional hydraulic analysis to develop preliminary sizes for
outlet works and splll’ways.
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The information output from the appl ication 0f this methodology
~ould if not carefully control led by a pragmatic study procedure,
engulf the analyst. The technique provides the capability to “what
if” a great number of items that probably would not be otherwise
analyzed. Tools of this kind should of course be applied to conduct
sensitivity analysis but within reason so that only information useful
in the planning study is generated. It is worth emphasizing here that
all anal ys is tool s , and in particular computerized methodology, have
as their primary function the generation of information that will be of
use in decision—making; not removing any decis’on—making requirements
from the pl anning function. Data is not necessarily information.

The outputs of a system optimizati on for a set of system components,
performanc e cos t, and econom ic functions are:

1. The scale (size) for each component of the system.

2. Complete hydrologic simulation of the entire system.

3. Economic expected annua l damage analysis for each damage
center in the system.

4. Costs for each component of the system.

5. A system summary of cost, performance and system net bene-
fits.

Figure 6 is an example of output from an optimization run.

Resources and Costs

The Blue Waters Ditch analysis provides some insight into the man-
power requirements and computer costs of applying this technique. For
this study the information had been previously developed. The primary
effort was to ass emb le the hydrolo gi c data of loss rates , unit hydro—
graphs , routi ng cri teria, etc., economic flow damage information for
the damage centers and cost relationships in a form acceptable to the
computer program. The specific studies were processed and information
analyzed as the results became available. There were nine damage
centers within the basin; nine storage areas, two of which were vari-
able in size; and one pumping facility. The data preparation for
the processing required about a man—week on the part of each of a
hydrolog ist, economist and water resources pl anner. The detail process-
ing and interaction for the studies required about another week’s time
of each of these indivi duals. The computer time associated with pro-
cessing a run was not trivial. Efficient processing for a complex
system such as Bl ue Waters requires a large capacity high speed com-
puter. Even though computer execution times are rather meaningless
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since they are unique to specific computer and optimization problems,
the following computer resources used for Blue Waters might be of
interest. To process a g iven sys tem conf igura tion to determ ine the
optimum size of each of three components optimized and output of the
results required 15 mInutes of accounting unit equivalents on a COC
7600 computer and resulted in costs that ranged between $30 and $50
per computer run. The actual execution time ranged between 1.5 and
2.0 minutes but a great amount of input-output and system storage were
required. The study resul ts were generated by about 12-15 successful
computer runs.

SUMMARY AND CONCLUSIONS

A technique has been develo ped and programmed into HEC— 1 that
automatically determines the sizes of urban flood control system com-
ponents that results in maximizing total system net benefi ts subject
to accomplishment of performance targets. The system is described by
hydrologic data, component performance and cost functions and flow
damage information for damage centers, The system components that may
be optimized include detention storage reservoirs, pumping and diver-
sion facilities. Initial applications suggest that the technique has
considerable value in urban flood control plan formulation and evalua-
tion studies.
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A STOCHASTIC APPROACH
TO

IMPACI ~~~~~~

By

Maj or Harvey C. Walker , Jr.1

INTROIXJCTION

Since enactment of recent legislation, the Federal planner has
broadened the scope of his planning to include the environmental and
social effects of his plans in addition to the traditional economic
and engineering considerations - The trend toward n~re ccmiprehens ive
planning and a greater emphasis on the noneconomic effects induced by
alternative plans can be expected to increase in the future. To fully
exploit the potential of effects assessment, it will be necessary to
begin early in the planning process while technical solutions are still
at the conceptual stage and use the results in developing the alternative
plans rather than to wait until the plans are alnost complete and then
try to determine what the overall effects will be.

Purpose

In order to be ful ly integrated into the planning process , the
method chosen to assess and analyze effects must (1) be relatively easy
to use; (2) provide output quickly; and (3) respond to varying degrees
of data confidence. This paper describes an approach built around a
time-sharing simulation program which attempts to meet these criteria.

Definitions

Throughout this paper , the following definitions apply:

Parameter: A component of man ’s environment which, when changed,
directly contributes to or detracts from the accomplishment of a

~Specialist in ~~erations Research Applications, Planning Division,
Lower Mississippi Valley Division

106



planning objective or quality of life. Parameters are qualitative
in nature and not measurable directly. This is the level at which
people establish priorities; for example, they generally prefer air
which is clear and free of smog, contains no unpleasant odors or
substances which are detrimental to health, and does not contain
excessive particulates; they are not interested in specific component
concentrations, only in their effects. The public may be willing to
trade degradation of one parameter for gains in another. The degree
of willingness to trade is expressed in relative priorities.

Indicator: A component of a parameter which is often measurable and
expressible in quantitative terms . Changes in the indicator can be
predicted by examining the physical structures and processes involved
in a plan . The planner may then use these changes to estimate changes
in a parameter. Examples of indicators of air quality which are
quantifiable are: particulate , SO,, CU, and ~) concentrations. Otherindicators , such as odor, cannot b~ quantified,

xbut they can be described
in qualitative terms and their effects predicted.

AssiJnpt ions

The following assu~ tions are implicit in this approach:

• The purpose of the analysis is to provide a relative measure
of net change in some function; for example, social well-being or
environmental quality.

• The function can be modeled in terms of definable parameters,

• The transfer function between changes in the parameters and
changes in the function can be approximated by some form of stmination
process.

• The effect produced by a change in a parameter is a function of
the magnitude of the change and the perceived or measured importance of
the parameter .

DESCRIPTION OF ThE APPW)ACII

Parameter Selection and Definition

The selection and definition of the parameters to be used are
critical to the success of this approach. Referring to the basic
definition of a parameter, you will recall that it represents an
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unmeasurable attribute of the function under evaluation , although
there may be measurable indicators which predict changes in it.
C~e of the basic problems in impact assessment today is the inability
to rigorously synthesize all the predicted changes in the indicators
into some meaningful conclusion about what the net effect of a plan
will be. Anyone who has studied a typical cause-effect linkage
diagram on even a relat ively minor project can appreciate this
problem. Given the current state of the art , this synthesis can
best be accomplished by applying professional judgment. (~ e of the
roles of the parameter is to provide an area of focus on which an
evaluator can exercise his j udgment. A second function is to provide
a means for the public to express its priorities .

The first step in applying this procedure is to identify and
define the parameters to be used in ~the evaluation. It is important
that , when the definitio ns of all the parameters are combined, the
function under evaluation is described as fully as possible, even
though no change may be anticipated in several of them. During
field-testing, it was determined that the social well-being function
could be adequately described with as few as 6 parameters or as many
as 22, depending on how inclusive each parameter definition was. It
was also discovered that , when 6 parameters were used, the focus was
not narrow enough for the team to draw conclusions with an acceptable
degree of confidence; and 22 parameters were unmanageable because the
focus was too narrow. The number finally selected was 12, which
provided sufficient focus for meaningful evaluation, while providing
parameter definitions which were broad enough to allow synthesis.
The number of parameters, their names, and their definitions will
vary depending on the function being evaluated and the individual
or individuals performing the evaluation.

A parameter is most easily defined in the form of a series of
questions and conditions. It may also specify aspects which are not
included. An example of what a parameter labeled “Employment” might
look like in a function to evaluate social well-being is as follows:

• Will the plan create jobs or stinulate the creation
of jobs coninensurate with the locally available work
force?

• Will these jobs cause workers to move up the employ-
ment ladder into more satisfying jobs?

• Will there be jobs created at the entry level which
would be fill ed by unemployed people from the region?

• If the jobs created will be filled by imported labor ,
they will not be credited as an improvement in this
parameter.
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• Increases in income will be credited to an economic
parameter.

The above example is given for illustrative purposes only. The
exact scope of this parameter would be determined by the others used
in the evaluation. It should be noted that these parameters are not
study- , plan- , or area-dependent .

Assessment of Public Priorities

Once the parameters have been identified and defined , it will be
necessary to determine how much degradation in one parameter the public
is willing to trade for a gain in an other. There are several methods
for measuring public priorities, which are discussed at length in the
literature including: expert opinion, seminars , workshops , public
surveys, and surveys of elected officials. With care, any of these
techniques can produce valid results, and selection of the particular
method of measurement is left to the reader. The important cons idera-
tion is that the relative priority assigned each of the parameters
reflect the affected public’s attitudes . A method which relies
heavily on public input will have the added advantage of greater
surface validity. At the conclusion of this assessment, each parameter
should be paired with a priority score which reflects its importance
relative to the other parameters . It is not necessary to have the
scores add to any particular number or to be within a specific range
because they will be normalized by the program which will perform the
analysis . The priorities so developed will be area-dependent but not
study- or plan-dependent.

Identification of Potential Impacts

As soon as conceptual plans are identified for consideration, the
process of identifying potential impacts can begin. By examining th’e
structural features and processes involved in each potential plan ,
the evaluator can begin identifying potential cause-effect linkages
between the plan components and the parameters . Once this is
accomplished, it will be necessary to: (1) select the indicator to
be used; (2) determine which of these are to be quantified , the level
of quantification required , and the measurement technique necessary
to achieve this level of quantification ; and (3) select a procedure
for evaulat ing those indicators which will not be quantified.
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Assessment of Impact Magnitude

Predicted changes in the indicators are used to produce three
estimates of the magnitude of the change each alternative plan will
induce in each parameter. The change is estimated between the plan
under consideration and a projected base line rather than between
the plan and existing conditions. The estimates required are of the
two limits of the interval which contains all probable impacts and
the expected impact . The width of the range is an expression of
data confidence. These estimates are converted to numeric scores by
translating the appropriate subjective description to its numeric
equivalent , using a scale similar to Figure 1.

The method selected for assessing impact magnitudes will depend
on the resources available and the purpose of the assessment. The
complexity of the process may range from one evaluator ’s expert
opinion to a structured group evaluation. Several evaluations
encompassing the full range of complexity may be employed during a
single study.

A structured approach , which is reconinended, employs the entire
multidisciplinary study team augmented by outside expertise, if
required. In addition to the active evaluators, an individual well
versed in the method should act as moderator. The moderator’s function
is to manage the assessment, consolidate individual assessments, and
insure that proper focus and perspective is maintained during discussions.

The team is assembled by the moderator , and the alternative plans
are discussed; important linkages identified; and anticipated changes
in the indicators described. After the team disperses , the members
independently score each parameter for each alternative plan and give
the scores to the moderator . The moderator identifies those areas of
general agreement and disagreement. The team is reassembled and the
moderator notes those areas of general agreement and proceeds to
discuss individual parameters where there is disagreement. Team
members explain their reasons for the score they assigned and attempt
to determine if the disagreement results from lack of confidence in
the input data or from differences in the treatment of the data. The
team then disperses again and each member rescores the parameters .
The monitor collects the second set of evaluations and examines -it
for convergence . It is not necessary that the convergence be on a
single point; only that a range be identified which is acceptable
to the team. The extremes of this range provide the high and low
estimates , and the mode of the estimates is used to provide the
expected value. This process is repeated until acceptable convergence
is achieved. The moderator uses the results of the final evaulation
to prepare the input data for the program.
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Use of the Computer Program

Using an interactive, time-sharing program, the assessment
information described above is loaded onto a computer file. This
file is used as the input for the evaluation program. The following
is a brief description of the simulation process:

• The parameter-importance factors are normalized to sum to
one. -

• Each alternative is evaluated independently:

o The three impact scores are used to define a triangular-
frequency distribut ion for each parameter.

o The frequency distribution is expressed as a cumulative-
distribution function (CDF).

o One hundred random numbers are generated for each parameter.
These are converted to trial impact scores by relating them to the CDF.

o The trial impact scores are used to compute the trial
parameter score using the function:

Sjk = IjMjk
where:

Sik is the trial parameter score for parameter j and trial k.

is the importance factor for parameter j .

M.k is the magnitude of the change predicted in parameter j
durin~ trial k.

M.k = 1 99546x_1 for X> 0

Mik 
= (199546

_x
)+1 for X< 0

X is the trial impact score provided by the simulation.

The exponential form of M.k was chosen to correspond to the scale
illustrated in Figure 1. 30n that scale, a score of -l represented
an impact which would be barely perceptible, while a score of -6
represents a situation where the comunity would become highly
mobilized. Obviously, six parameters which had impacts estimated
to be at level -1 would not have a net effect as intense as one
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parameter with a -6 impact. By using the scores as exponents instead
of adding them directly, the problem of a series of minor impacts
becoming equivalent to a major impact is avoided. The base of
1.99546 causes the expanded scale to have a range from -1,000 to
+1,000, and the +1 causes the function to be continuous through 0.
This form was dei~ived during the initial testing and may requiresome adjustment as a result of more extensive use.

o The mean and upper and lower 95-percent confidence limits
are computed for each parameter.

o One hundred trial impacts are computed according to:

Nk = j~k 5jk

where:

Nk is the net impact for trail k.

n is the total number of parameters under evaulation.

o The trial-net impacts are used to compute the mean or
expected net impact and upper and lower 95-percent confidence limits.

o A sample of 15 of the trial net impacts is taken and saved
for later use.

o After necessary sorting, the alternative evaluation is
printed.

• After all the alternatives have been evaluated , they are sorted
by expected net impact and the samples saved above are used to conduct
a ranked-sun significance test (Snedecor , 1956, pg 117) to determine
if discrimination is possible between the net impacts of the alterna-
tivec . This information is printed , completing the run.

Program Ontput

An example of the program output for one alternative is contained
in Figure 2. The first line is the title of the run and the second
line is the alternative under evaluat ion. The next three lines are
self-explanatory, except to point out that they are on a scale extending
from plus to minus 1,000. The numbers are useful for comparing the net
effects of alternatives within a single computer run only. The numeric
data are followed by a verbal interpretation .
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EXAICPLE OF PRO G RAM OUTPUT FOR ON E ALTERNATI Vt

ALT A l

THE EXPECTED NE? IMPACT OF TH IS ALTERN A T I V E  10. 1
THE LOWER 95% CONFIDENCE LIMIT IS -.8
THE UPPER 95% CONFIDENCE LIMIT IS 25.9

THE EXPECTED NET IMPACT IS JUDGED TO BE MODERATELY BENFFIC IAL
THE PROUABLE I AN GE IS  FROM SLIGHTLY ADVERSE
TO MODERATELY BENE F I C I AL

PARAMETERS W ITH POSITIVE SENSITIVITY I N D E X E S

PARAMETER NAM E S E N S I T I V I TY
I~4DEX

PUBLIC FAC. & SERV 1.7
EMPLOYMENT 19.6

S I G N I F I C A N T C O N T R I B U T I O N S  TO ThE EXPECTED NET I M P A C T  ( WE I GHI F O)

PARA METER NAME IMPACT PARAMETE R NAME I r P A C T

HIGHLY BENEFICIAL HIGHLY Ar”ERSF

NON E

MODERATELY BENEFICIAL MODERATELY AD V E ~~~Fi

EMPLOYMENT 10.9 PUBLIC FAC. 4 SERV 7.5

SLIGHTLY BENEFICIAL SLIGH TLY AP”FP~ F

I NCOME 3.6 EDUCATION 0.7
DESIRABLE GROWTH 2.7 COMM. COEHFSIO’4 (‘.3
AI R QUALITY 0.8 AESThETICS 0.1
COMM. STABILITY 0.3
CULT. 4 RECREATION 0.3

M ODER A TE AN D H I G H  IMPACTS ON PAR AMETE RS CU N V E I C H T E D )

bENEFICIAL

PARAMETER NAME MODERATE 1.’IPACT HIGH IMrACT

EXPECTED POTE N TI AL E~PF.CTF.D POTFHTIAL

A Il~ QUALITY Y. 
EMPLOYMENT X 
COMM. STABILITY X 
DESIRABLE GROWTH X 
I NCOM E X 
H O U S I N G  X 
C ULT. & R E C R E A T I O N  X 

* *S  ADVERSE S..

PAXAMETER NAME MODERATE IMPACT ‘41CM IMPACT

EXPECTED P3TENTIAL EXPECTED POTENTIAL

AESTHETICS x 
COMM. COENESION X 
PUBLIC FAC. & SEIaV N Y

MOUSING N 
EDUCATION N 

SAMPLE ALT ERNATIVE EVALUATION
Fi gure 2
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The discussion of the section on sensitivity indexes will be
deferred until later.

The next section is a sorted parameter list grouped by category
according to each parameter’s contribution to the expected net
impact. The figures displayed are weighted according to the
relative importance of each parameter. The boundaries between the
categories and the limits of the parameter scale are based on the
input data. The shape of the scale is consistent with the net
impact scale and is constant throughout a single run.

The scale limits are set by taking the highest normalized
parameter weight and multiplying it by 1,000 , which determines the
highest value any parameter can achieve. A base is then computed
by taking the tenth root of this value. The boundaries between slight
and moderate and moderate and high are then computed according to the
formulas previously given for 

~jk 
by substituting the new base for

the original 1.99546 and three and seven, respectively, for the
exponents . Scores which fall below 0 0 5  are considered insignificant.

The final section of the output identifies those parameters which
have expected or potential moderate or high impacts, regardless of
the importance of the parameter .

Figure 3 shows the results of a discrimination test in an evaluation
containing three alternatives . ~vbst of the output is self-explanatory,
except the area underlined on the right. The “3’s” which appear next to
Alternatives B and A indicate that their net impact is statistically
indistinguishable, at the 95-percent confidence level, from the
alternative in rank position three; in this case, Alternative C. They
are, however, distinguishable from each other. What this means to the
user is that no choice should be made between Alternatives B and C or
A and C, based on their net impacts.

FIGURE 3

DISCRIMI NATION TEST

DEM)NSTRATION OF DISCRIMINATI~ 4 TEST O~ffPUT’ - 3 ALTERNATIVES

TEW~ATIVE NAME EXPECTED INSUFFICIENT (X)NFIDENCE TO DISTINGUISH
RANK IMPACT BEThEEN RN~K # (S)

1 ALT B 7.2 3
2 ALT A 5.0 3
3 ALT C 4.4
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The lack of discrimination between two alternatives will result
from one or both of the following conditions:

• The individual impacts of the two alternatives may be so
similar that no degree of data refinement will allow discrimination.
In this case, the selection between these alternatives should be
based on some criterion other than the one used in this particular
analysis.

• Lack of discrimination resulted from a lack of confidence in the
individual assessment of impact magnitude for one or more parameters.
The degree of confidence in the data is expressed by the range between
the high and the low assessments. In this case, it may be possible to
achieve discrimination by further data refinement. The purpose of the
sensitivity index contained in the alternative analysis (Figure 2) is
to identify the areas where data refinement will be most productive
in achieving discrimination.

The sensitivity index is based on a comparison of the width of the
95-percent confidence interval for each of the parameters with that of
the expected net impact score. Those parameters with confidence
intervals which exceed 30 percent of the confidence interval for the
total alternative are displayed. The sensitivity index is computed,
using the formula:

0.3(A .) - Pci Ci xl0
0.3(A

~1
)

whe~’e:

SI~ is the sensitivity index for parameter j .

is the width of the 95-percent confidence interval for the
alternative.

is the width of the 95-percent confidence interval for
parameter j.

The use of 30 percent of Ad as the cutoff point was established by
trial and error, and the l~ is a scaling factor. The specific valuesare not critical, as the sensitivity index is only a measure of.
relative variability between parameters within a single alternative.

If a planner is faced with a situation where it is necessary for
him to make a choice between alternatives that the analysis indicates
are indistinguishable , he should first look at the two alternatives
and determine if this condition is a result of similarity between the
alternatives, or a lack of data confidence. If the lack of discrimi-
nation is a result of the similarity of the alternatives, then further
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data refinement and use of the program will not solve the prob lem.
If , on the other hand, data confidence is the cause, the sensitivity
index identifies the parameters for each alternative plan where
further data refinement will be most productive . The higher the
index, the more productive data refinement should be. The presence
or absence of parameters displayed in this section should not be
interpreted as an indication of the quality of the evaluation, and
no attempt should be made to refine the data for the sole purpose
of reducing or eliminating the list. The only way to insure that no
parameters appear is to provide point estimates for all impacts ,
which will produce a deterministic analysis which defeats the purpose
of the program.

Application in the Planning Process

Effects assessment is not new to the planning process; the benefit-
cost ratio is a form of economic effects assessment. Traditionally,
the benefit-cost ratio has been used throughout the planning process
to aid the planner in forming his initial plans ; modifying those plans ;
plan evaluation ; and plan selection.

Expanding the scope of the effects assessment can be viewed in
either of two ways: (1) it can be considered extra work for the
planner who now has an extra subject to cover in his report , or , (2) it
can be a valuable tool to augment the benefit-cost ratio and engineering
expertise to streamline the process and broaden the planner ’s perspective .

To maximize the usefulness of the assessment process , it must begin
in the early phases of a study and have an influence in determining the
study ’s direction . The procedure just described is particularly
suitable for early application because it allows the evaluator to
express his confidence in, and then analyze, his data, taking the
confidence level into consideration. In the earliest phases of the
study, data confidence will be very low and the assessment process
relatively informal ; however, even at this level , the program is useful
in determining data-collection priorities and some plan discrimination
may take place . As economic and engineering data are refined , more
precise assessment data can be developed. If serious adverse impacts
are detected during the assessment process , this information can be
used to modify the plans early in the study, or may even lead to early
abandonment of unacceptable plans before a large amount of time and
money have been invested in engineering.

Because the evaluator creates a permanent data file at the
beginning of the assessment , it is not necessary to reenter all the
data each time there is a change to be made . All that is required
is that the appropriate changes be made to the data fi le and the
program rerun .
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The purpose of data refinement is to produce discrimination
between alternatives . Once this has been accomplished, further
refinement will not aid in the decision process and the time and
money spent will be of little benefit. Because the output of the
program indicates when discrimination is possible and where to
direct additional data-collection efforts , it can also serve as a
valuable management tool.
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AIIALYSIS OF ALTERJIATIVES
FOR

SAID AID TOLL GATE CREEKS, COLORADO
US 110

THE FLOOD PLAIN MAXAG~ 1EW~ SIMULATOR

By

John I. VelehradsV
David Gjesdahl

INTRODUCTION

Formulat ion of flood plain ~~nsgement plans in urban settings requires
the analysis of n~~erous cambinat ions of structural and non—structura l
measures • Selection or a plan for implementation from the myriad of alter-
native s that must be analyzed may be an almost impossible task . This is
especial ly true if there is diversity of public attitudes regarding the
“best use” of the flood plain. The Flood Plain Management Simulator can
provide a useful analysis tool for simulating the economic effects of a
particular flood plain .anagement plan . By changing basic hydrologic
and/or land use data and by changing assumptio ns about the plannin g hori-
zon , alternat ive flood plain management strategies can be simulated for
display .

Purpose

This paper is structured to present a brief description of the Flood
Plain M.nagement Simulator , a description of the planning setting, an analy-
sis of selected alternat ive flood plain management strategies , and a
discussion of the stre ngths and weakne sses of the analytical tool. The
Flood Plain Management Simulator is currently being utilized in the
Missouri River Division ’s three urban studies : Metropolitan Omaha,
Nebras ka-Council Bluffs Iowa ; Metropolitan Kansas City , Missouri and
Kansas; and Metropolitan Denver and South Platte River and Tributaries.
In addition, data are being prepared for use in the analysis of alternative s
for lover Big Sioux River flood plain at Sioux City , Iowa.

Sand and ToU Gate Creeks , Colorado pass through the easter n portion
of metropolitan Denver , Colorado ; an ar ea cur rently undergoing rapid
developeent. Alternat ive plans for managing the flood plains along these
str eams are currently being analyz.d. This paper has a two—fold purpose:
to provide information vithin the Corps of &gin..r s on th. application
of the Flood Plain Management Simulator to Corps ’ study activities; and
to provide an anal ysis of the tool ’s applicability in the formulation of
flood plain management plans for the metropolitan Denver ares.

1 Chief , Regional Planning Branch, Omaha District
2 Urb an Planner , Planning Division , Missour i River Division
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Much of the information utilized in this paper was developed with
the assistance of William Drake and R. C. Hoff, Planning Division, t.!~D;
Charles L. Hillerson and John Sbobe , Planning DLvision , Omaha District;
and Robert L. Musselman , formerly of the Planning Division, Omaha District.
Without their assistance , this paper would not be possible. The authors
gratefully acknowledge the contributions made by these persons .

FLOOD PLAIN MANAG~24ENT SIMULATOR

The basic SIMULATOR was developed for the Institute for Water
Resources by INTASA of Menlo Park, California. Subsequent modifications
and documentation were accomplished under contracts with the Office ,
Chief of Engineer s , and with the Omaha District. Application of the model
to Sand and Toll Gate Creeks , Colorado was essential ly accomplished under
a contract with the Omaha District , completed on 31 Ju ly 1973 .

The Flood Plain !6negement Simulator is divided into input data
and three main parts :

Input Data. Basic data are required for calculati ng flood
damages, land values , and economic rent • Economic rent includes fixed
area deve1o~ment cost , site deve1o~~ent cost , transportation cost ,
amenity values, and social envirooment affects. Addition al data
includes ultimate land use plans with and without flood plain management
and land use requirem ents over time. A flow diagram shoving the data
requirements is shown on exhibit “A”

Economic Rent , Flood Damage and Land Value Computations.
Economic rent differences and flood dama ges are computed for aggregate
activities and subarea combinations . For benefit evaluat ion , the same
computation is performed for detailed activity/subarea combinations,
where the land use over time is used to account for the social environ-
mental effect of neighboring land uses .

. Land Use Allocation. The land use allocation ~ode1 is the
main portion of the Flood Plain Management Simulator • Before the benefits
of a specific plan can be evaluated , the land use over time with and
without the plan must be forecasted . The allocation of land use is
performed at two levels • Th. first level is used to arrive at land
utilization over time and locates aggregate activities in subareas . This
allocation is , in general , based on the ultimate land use plans at some
future point in time within or . beyond the social planning horizon , and on
present value s of net economic rents using a private discount rate and
market hor izon . It account s for inter d.pendencies between activity types;
need to reserve land for future uses with higher productivity ; availabilit y
of land outside the study areas; social and political constraints on land
uses ; and irrational behavior of land users • The second level locates
detailed activities to parcels and provides the detail required to obtain
accuracies in benefit evaluation .
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Benefits Evaluation. Using the detailed land use allocation,
the economic benefits accruing to the flood plain management plan are
determined at each evaluation period by reduction in flood damages and
locational advantage. For activities that locate the same with and
without flOOd plain management, benefits are measured by locational
advantage, and three different methods can be used for its measurement .
The first is based on economic rent differences and flood damages ; the
second on land values and flood damages; and the third in a combination
of the two previous methods . Finally , present value of benefit s is
computed using the social discount rate and planning horizon.

COMPUTER SYST~24 REQUIR~~ENTS

The Flood Plain Management Simulator is written in CDC FORTRAN IV.
Control Data Corporation Models 6J~Oo, 6500 , 6600 , and 7600 can be used
to run the program. If program changes are to be made, a standard CX
RUN computer is required. The program can be operated either via over-
the—counter subaission or on a batch process terminal such as the CX
200 USER TERMINAL . The maximum number of cards which can be read in
one run is 1,000. Compilation of the program requires 100 of core
memory and program execution required 150 K8 of core storage .

THE PLANNING SE’I’PING

The Study Area

Sand Creek iB a. right—bank plains tributary of the South Platte
River. Sand Creek and its principal tributary, Toll Gate Creek, pass
through the eastern portions of the metropolitan Denver area . The
Sand Creek basin is a 189—square mile area, with a major portion of the
basin lying upstream from the metropolitan Denver area. Send Creek
flows through the northern portions of Aurora and joins the South Platte
River at Coamerce City . Prior to World War II, nearly all of the Sand
Creek basin was devoted to agricultural production. A few industrial
buildings and oil refineries situated near the mouth of Sand Creek had
encroached on the flood plain. By the mid—1950’s, Aurora had expanded,
eastward to the vicinity of Toll Gate Creek . By 1969 , the downstream
10 miles of Sand Creek and the downstream 1~ miles of Toll Gate Creek
had experienced the effects of urban developsent. In the past five
years, additional areas along Sand Creek and Toll Gate Creeks experienced
the effects of developsent. This trend is expected to continue due to
Aurora’s abundant water supply-. Portions of the Sand Creek basin are
experiencing the highest rate of growth in the metropolitan Denver
area . The study area is shown on plate 1.
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Land Use Data Used in the Analysis

The following assumptions and data were used in the analysis:

Economic Growth Areas. Economic growth ar eas are geographic
areas encompassing all alternative developuent sites considered in the
analysis. A study area can have up to five economic growth areas . For
the analysis on Sand and Toll Gate Creeks, the study- area was assumed to
represent the economic growth area .

Duimny Locations. A dunety location is defined to account
for locations that cannot be included in the study area, either because
they cannot be identified , or because their inclusion complicates the
study to an unwarranted extent . The analyses on Sand and Toll Gate
Creeks did not require the identification of a dummy location .

Available Land. Identification of the land available for
urban developuent is one of the initial steps in the definition of the
study area. U.S.G.S. Quadrangle maps are useful. in identifying avail-
able vacant lands by topographic features, such as slope and by proximity
to highways and existing developsent . Local land use plans can also
be used to augment the information provided on the quadrangle maps .
Areas outside the flood plain that will develop the same with and without
the flood plain management are blocked out , since these areas will not
be alternatives for flood plain developsent . Areas reserved for open
space and those areas which have a high developeent cost are also blocked
out. The remaining land forms are available for urban developuent . The
available land ar eas are shown on plate 2.

Flood Damage Zones. Flood damage zones are areas where
the flood character ist ics , such as depth , velocity, and debr is can be
assumed to be uniform . To achieve this uniformity , the flood plain
along Sand and Toll Gate Creeks was divided int o 13 reaches. The
locations of the reaches used in this analysis are shown on plate 3.
Each reach was divided into three damage zones, representing the area
affected by floods having a 2 percent, a 1 percent , and 0.2 per cent
chance of annual occurrence. The model can accomodat e up to ten
damage zones.

Site Develo~~ent Zones. Site developuent zones are
located on the basis of relative uniformity of site developsent and
construction coats within each zone. Factors affecting the location
of these zones include differences in site preparation, road construction,
and transportation costs. Terrain , general slope , soil composition , and
soil bearing character istics are considered in the selection of site
developsent zones. The site developnent zones used in this analysis
are shown on plate Is .
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Tran8portation Zones. Transportation zones are located
on the basis of the approximate uniformity of cost for commuting and
transporting goods. Factors that determine the transportation cost of
a site are its distance from business activities, employment centers,
and proximity to main arteries. Table 1 shows the distances and travel
times from the subareas to the employment centers used in the analysis.

Table 1

TRAVEL DISTANCES AND TIMES

Distance Time
Subarea in Miles in Minutes

1 8 20
2 7 17
3 9 22
4 7 11
5 11 21s
6 9 22
7 11 23
8 12 26
9 14 28
10 20 33
11 19 31
12 10 22
13 10 23
14 11 21s
15 9 22
16 13 24
17 12 26
18 11 23
19 12 24
20 16 30

Based on the regional transportation plan for the metropolitan
Denver area, it was assumed that the transportation network would change
twice during the 50—year planning horizon: at 10 years and at 20 years.
Table 2 shows the revisions in travel times and distances during the
planning hori zon .
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Table 2

TRANSPORTATION REVISIONS

Change Change
Subarea 10-years 20-years
Affected Distance Time Distance Time

6 8 17 6 13
7 9 19 6 11
8 10 21 7 16
9 11 23 9 18

10 16 28 13 23
11 15 26 12 21
12 8 17 5 11
13 8 17 5 10
14 8 18 3 11
15 8 17 6 13
16 13 24 13 24
17 8 18 5 1].
18 8 17 5 12
19 9 18 8 15
20 us 27 12 24

For commercial and industrial activities, a similar analysis is
used , except the distance and travel time area computed from the subarea
to the access point of the nearest transportation network . The number of
tons transported per annum per acre is used to determine the transportation
cost .

Social Environmental Effect. Social environment effects
are considered when defining subareas and the subareas are used to
define social environment effect zones. The effects of social environ-
ment are an estimation of the influences of neighboring activities on
the economic rent of a residential activity. For example , neighboring
activities such as industries , low income housing , or other detrimental
activities can have a negative effect. The proximity of recreation
activities can have a positive effect.

Parcels and Subareas. Parcels are the smallest land use
units used in the model. Their selection is based on the uniformity
of flood damages, site developsent costs , and amenity values over the
area under consideration . The total number of parcels in the study
area is limited to 100. Groups of parcels may be combined to form
subareas . A subarea is that part of the study area that can be assumed
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to develop as a unit. A planned unit developnent would be an example
of subarea. The relationship between the various levels of geographic
definition is shown on plate 5.

The following constraints and considerations are used in combining
parcels into subareas :

The total number of parcels must be kept to 20 or less.
The maximum number of parcels within a subarea is limited to 18.

If the number of parcels is equal to or less than 20 ,
the parcels can be considered as s~abareas.

Subareas consiaered to develop early in the planning
horizon should contain more parcels than those expected to develop
later in the planning horizon .

The direction of growt h from a developed area to an
undeveloped area should be considered .

Subareas are used as social-environmental effect zones
where it is assumed that no differences exist between subareas.

For the analysis on Sand and Toll Gate Creeks, the subareas and
study reaches were chosen so that no study reach would be in two
adjacent subareas . Subareas 1 through 13 correspond to reaches 1
through 13. Subareas 1I~ through 20, shown on plate 3, represent the
alte rnative non-flood plain sites used in the ana].yais For the
analysis , the land use plan was assumed to be the ~~~ ‘~lth and withoutthe flood plain management plan.

Activity Types. Aggregate activity types are high , middle ,
and low income housing communities; industrial groups; and agriculture
groups. Housing community types are related to income or housing type.
The aggregate activity types for industrial land use distinguish between
two industrial groups ; one group would be those land uses serving retail,
wholesale , and distribution; and the second group would be those land
uses serving special purposes. For agriculture , the aggregate activity
types include those agricultural uses having the same yield per acre.

Community land use types can be subdivided into detailed activities
such as residences , commercial enterprises , public buildings, open
space, streets, highways, and utilitieb. The activity types for
industrial types can be subdivided into more specific industry types .
For agriculture , no detailed activity types are used .
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Land Use Allocation

Allocation of land use activities over time with and without the
plan is developed from land use requirements and from the ultimate land
use plan for the area. The allocation is performed in two levels: level
1 is the land use over time; and level 2 is the detailed allocation of
activities over time. Input data required for level 1 follows:

Allocation periods during which increase in land use is
assumed constant .

Cumulative requirements for each aggregate activity at
the end of each allocation period.

Ultimate land use plans giving the ultimate land use
in acres for each subarea by aggregate activity type.

Sequence in which area with a fixed developuent cost
will be used.

Private discount rate and planning horizon.

The following input data is required for level 2:

Sequence in which parcels will develop in each area.

Preference order of each aggregate activity type .

Sequence in which aggregate activities locate in a subarea.

LAND USE REQUIR~ 4ENTS OVER TIME

Land use requirement s over time for each activity type are given
by the total requirement from the beginning to the end of the planning
period , and by the percentage of this total required from beginning to
end of the planning period . Figure 1 illustrates the allocation of land
use requirement s over time .
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FIGURE 1

LAND USE ALLOCATION OVER TIME
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Allocation Allocation Total
Community Type 1 2 

— Acres

1. Residential A 20 60 391
2. Residential B 20 60 855
3. Residential C 19 60 7, 268
Is. Retail I 19 60 525
5. Retail II 20 62 1,000
6. Warehousing 21 60 1,725
7. Industrial I 20 60 2,059
8. Industrial II —— -- 0
9. Industrial III 19 6o 271

10. Special I 20 60 133
11. Special II 20 60 1,121
12. Special III -- —— 0



Hydrologic Data Used in the Analysis

Descriptions of the hydrologic and hydraulic data required in the
model and assumptions used in the Sand and Toll Gate Creek analysis
follow:

~~~th-Frequency Curves. Average annual flood damages
are computed using depth (stage)-damag e and depth ( stage ) —frequency
relationships for the damage zones. For the Sand and Toll Gate Creek
analysis, stage—discharge and frequency-discharge relatIonships were
converted to stage-frequency—relationships . The stage—discharge and
the frequency—discharge relationships are computed exogenous to the
model. Since the Flood Plain Management Simulator (FPMS) uses the
same computer equipment as HEC—l and HEC—2 , an office using these
models could also use the FPMS. For Sand and Toll Gate Creeks, these
relationships were developed from data computed by Omaha District
hydrology and hydraulic models.

The methodology used for converting stage—discharge and frequency—
discharge relationships to stage—frequency relationships is shown on
plate 6.

A reference location, representative of the hydraulic character-
istics within a reach, was selected for each of the 13 reaches previously
identified. The flood having a 1 percent change of annual occurrence
was selected as the reference flood for each reach. A total of 10
sample floods were selected to represent the depth—frequency relationship
for the reach. Table 3 shows the frequency of sample floods used for
all reaches.

Table 3

FREQUENC Y OF SAMPLE FLOODS

Sample Flood

Frequency .10 .08 .07 .06 .05 .04 .03 .02 .01 .20

For the analysis , three flood plain management alternatives were
selected in addition to the existing situation . The Illustrations on
plate I demonstrate the delineation of the reference and sample flood s
and damage zones. The distances between the reference flood and the
sample flood s are shown in table Is.

130

-
_________ -r~~~~~~~~~ — -  - - -— --- - —



Table 4

DISTANCE OF SAMPLE FLOOD TO
REFERENCE FLOOD W/0 FPM PLAN

Reach .10 .08 .07 .06 .05 .04 .03 .02 .01 .002

1 —4.80 _Is.50 —4 .30 —4 .05 —3.70 —3.30 —2.70 —1.70 0.00 2.50
2 -.8.60 —8.10 —7.80 —7.40 —6 .90 —6.30 — 5.20 —3 .55 0.00 6.90
3 —6.80 —6.30 —6 .00 —5.70 —5 .30 -.4.80 —I~.O0 —2.60 0.00 6.50
Is —10.70 — 10.00 —9 .50 —8.95 —8.20 —7.50 -.6.10 —4.10 0.00 8.80
5 ~7.IeO —6.80 —6. 50 —6.00 —5.50 —4.80 —3. 80 —2. 4 0 0.00 4.90
6 —8.00 —7.leo —7.00 —6. 50 —5. 90 —5.10 —4.00 —2.40 0.00 1s .6o
7 —7.90 —7 .30 —7.00 —6.6 5 —6.00 —5.50 —4 .55 —3.00 0.00 4 .80
8 —5.50 —5.90 —5 .60 —5 .20 —4 .~o —4 .20 —3.40 —2.20 0.00 4 .30
9 —4.Iso —Ie.io —3.90 —3.60 —3.30 —3.0 0 —2.30 —1.60 0.00 3.30

10 —4 .90 —4.50 —4 .20 —3.90 —3.60 —3.20 —2.50 —i.6o 0.00 3.10
11 —9.70 —8.70 -.8.10 _7. I~5 -.6.50 —5.50 —Is .io -.2.65 0.00 2.70
12 —9.90 —9 .30 —8.90 —8.40 -7.70 —6.90 —5 .50 —3. 15 0.00 2.00
13 —12.40 —11.60 —11.10 —10.45 —9 .60 —8.20 —6.30 —3.55 0.00 2.38

Depth—Damage Relationships. Depth-damage characteristics
are given by depth -dam age curves and value of dam ageable component s for
each activity or structur e type that locates in the flood plain . The
damageable components are structure , contents , and fixtures. The damages
for each damageable component are expressed as a fraction of its value.
The same depth—frequency curve applies to all land uses of the same type
regardless of value .

For some activities , separate depth-damage curves may be required
for structures , contents , and fixtures . For other activities, depth—
damage relationships are required for only the structure and content s
or the structure. Zero damage in the depth-damage can refer to ground
level or first floor elevation , whichever is appropriate for the analysis.

Up to three time periods can be used to determine the effects of
an increase In value of damageable components over time. The age of the
structure can also be used to determine the effects of depreciation over
time. Three time periods are also used in the depreciation calculation.

Figure 2 shove the depth-damage relationships for structures and
contents used in reach l~.
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ANALYSIS OF ALTERNATIVES

For the purposes of illustration, four alternative flood damage
reduction techniques were chosen: the first, a dam on Sand Creek and
a darn on Toll Gate Creek ; the second, channel enlargement on Sand and
Toll Gate Creeks ; the third , a levee along Sand and Toll Gate Creeks;
and the fourth , a combination of dam s and channel enlargement . Other
techniques such as flood proofing , zoning , and evacuation in selected
reaches and combinations of these measures will be evaluated.

Dams on Sand Creek and Toll Gate Creek

Previous studies of potential flood control measures on Sand and
Toll Gate Creeks identified potential dam sites on Sand Creek and Toll
Gate Creek. The potential dam site on Sand Creek is located about two
miles southeast of Buckley Field shown on plate 1. The potential dam
site on Toll Gate Creek is located at the confluence of East and West
Toll Gate Creeks. The latter site is currently being encroached upon
by residential development. Both darn sites would be capable of
impounding the standard project flood. Discharge-probability relation-
ships for the without project condition were based on the assumption
that no releases would be made from the dams during a flood event.

It was assumed that land use in the flood plain was essentially
the same with and without the potential dams . However , the Flood Plain
Management Simulator is capable of analyzing a changed land use over
time with the project in operation. For the analysis , thirteen cards ,
representing the depths between the reference flood and the sample
flood for the controlled conditions , were inserted in the data deck .
The model has the flexibility of changing the distance between the
reference flood and the sample flood over five time periods during the
planning horizon to represent the hydrologic effects of urban develop-
ment .

Channel Enlargement on Sand and Toll Gate Creeks

For this analysis , it was assumed that the Sand and Toll Gate
Creek channels would be enlarged to contain a flood having a 1 percent
chance of annual occurrence. Again , the major change in the data set
was the insertion of cards with data representing the changes in
depth between the reference flood and the sample flood. Alternative
channel sizes can be evaluated by simply changing the depth relation-
ships . Development of these relationships requires the exogenous
computation of depth—probability relationships for each condition to be
simulated.
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Levees along Sand Toll Gate Creeks

It was assume d that levees , capable of providing protection against
a flood having a 1 percent chance of annual occurrence , would be con-
structed along Sand and Toll Gate Creeks. Analysis of this alternative
requires a minor modification in the input data.

Combination of Dams and Channel Enlargement

This analysis assumed the combination of the two dams described
under the first alternative with the channel enlargement in -the second
case. This combination would provide control of the standard project
flood. As in the previous simulations, the major change in the data
set was the difference in depth between the reference flood and the
sample for each of the 13 reaches .

Analysis of Simulation Results

Selected results of the four simulation runs analyzed are shown in
table 5. Column 1 shows the annual reduction in flood damages to
existing development in the flood plain. The reduction in damages to
future activities that would locate in the flood plain with or without
protection are shown in column 2. Certain activities would locate in
the flood plain if protection were provided; column 3 shows the
reduction in damages to these activities. Column I~ shows the economic
advantage of locating development in the flood plain in lieu of locating
in an alternative non-flood plain area.

Table 5
COMPARISON OF ALTERNATIVE

FLOOD DAMAGE REDUCTION MEASURES

Benefits in $1,000

Existing Future Act Future Act Loc Tots].
Alternative Activities Before Proj After Proj Adv Benefits

Dams on Sand &
Toll Gate Crks $1,196.9 $1,193.5 $662.5 $ 750.8 $3,803.2

Channel
Enlargement 1,127.2 1,124.0 284.7 1,131.7 3,667.6

t.evees 375.Is 220.6 359.8 11.7 970.5
Dams and Channel
Ealargement 1,315.3 1,278.9 321.4 1,300.3 4 ,215.9
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An obvious conclusion from the comparison is that levees are the
least effective method and a combination of measures consisting of
dams and channel enlargement is the most effective method of reducing
flood damages in the study area. Based on a comparison of costs , which
are not shown , channel enlargement would be the most efficient method
of damage reduction considering existing levels of development in
the flood plain.

The combination of dams and channel enlargement would provide
essentially complete flood protection. The other alternatives provide
a high degree of protection; however , by completely eliminating flood
~lamages , a savings in site development and transportation cost s
amounting to over $1,300,000 annually could be realized. Dams alone
would produce a savings of about half the amount realized by adding
channels to the dams.

Theoretically, the plan providing essentially complete flood
control should be the most efficient land use allocation. This thesis
is predicated on the supposition that in the absence of flood damages,
land uses would allocate solely on the basis of the economic rent
calculation. Table 6 shows a comparison of land use allocations for
aggregate activity - Retail I. Without flood protection, initial
development in subarea 1 ‘would occur in 46.3 years. With complete
protection , Initial, development of this activity would occur in 31.3
years. Subarea 7 is a dramatic example of a location that is extr amely
attractive for development . However , the flood threat is such that the
land users viii not find it feasible to take advantage of this desirable
site until the flood damages are reduced. 
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Table 6

LAND USE ALLOCATION
AGGREGATE ACTIVITY

RETAIL I

Year of Initial Development
Without Flood With Proj ect

Subarea Protection Dams Channel Levee Combination

1 46.3 49.1 31.9 33.1 31.3
2 NA NA NA NA NA
3 37.6 40.6 37.0 38.Is 33.6
Is NA NA NA NA NA
5 147.1 46.3 29.0 Is7.1 12.4
6 31.0 28.Is 27.1 30.1 32.1
7 30.1 5.1 33.1 31.6 5.1
8 43.3 29.9 34.0 leIs.1 39.3
9 32.4 33.3 42.7 34.0 42.7
10 26.4 37.7 47.1 27.3 47.1
11 29.7 32.9 32.7 26.9 42.3
12 29.3 12.4 28.6 26. 14 13.8
13 36.9 12.6 12.0 32.4 i4.o
114 0.0 0.0 0.0 0.0 0.0
15 2.5 2.5 2.5 2.5 2.5
16 12.0 13.0 12.14 12.0 l4. ls
17 5.1 5.5 5.1 5.1 5.5
18 16.2 17.2 16.5 16.2 18.5
19 NA NA NA NA NA
20 19.7 21.3 20.0 19.7 214.1
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EVALUATION

The Flood Plain Management Simulator calculates the benefits of
a plan in two categories : (1) Damage reduction, and (2) Locational
advantage. Damage reduction is the appropriate benefit measure for
existing activities and for projected land uses where the influence of
the flood control plan does not affect the locational decision. Loca-
tional advantage is the appropriate benefit measure where the effect
of the plan results in a change of location. While the ultimate location
for each activity is fixed by the final land use plan which is direct
input, the model derives the most efficient land use plans over time
based on economic rent calculations. The Omaha District has found
that the simulator can be applied beneficially in two ways:

(1) As a damage reduction model only.

(2) As a comprehensive flood plain land use analysis model.
The strengths and weaknesses of each approach will be discussed below.

As the name “Simulator” implies, the model was built to analyze
land use over time. This compromises the detail with which existing
land use information can be used as input. Specifically:

(1.) The user must specify the same basic land use types for
both existing and future activities.

(2) A residential community must have the same structure
type mix and density both over time and throughout the study area.

( 3) A limit of 145 land use/value categories must suffice for
both existing and future.

Work is now underway in the Omaha District to remedy some of these
problems by expanding the detail at which existing land use can be input.
It will then be possible to calculate damages in c onsiderable detail for
existing uses while at the same time estimating damages at the aggregate
level for future activities.

Limitations have also been imposed on the detail with which
hydrologic information can be input. Only 15 reaches can be specified
and all flood profiles are assumed to be parallel throughout the length
of each reach. If this limitation is unacceptable and would cause signif I-
cant error, the stream profile may be segmented into the number of reaches
desired and then introduced into the Simulator in groups of 15 reaches.

Despite these problems, the Omaha District has found the INTASA
model to be useful when applied as a damage reduction and potential
benefit model . There are two significant reasons for this:
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(1) The model requires that all pertinent hydrologic and
economic data be precisely specified. Often, much of this important
information is never clearly defined.

(2)  Alternative management plans and sensitivity analysis
can be accomplished with a minimum of additional effort. The effect
of uncertainty in flood frequency, valuation , depth damage , flooded
area—frequency, discount rate, density, and land use information can
be readily evaluated.

It is also prudent to weigh theBe advantages of the flood damage
model against the theoretical deficiencies of the Simulator. It is
quite probable that in almost all cases, the uncertainty in such data
as area-flooded vs. frequency, and depth of inundation vs. damage is
a source of greater probable error than the defects in the methodology
used by the Simulator.

When the Simulator is used as a comprehensive flood plain land use
analysis model, the applicability of economic rent and its components,
in addition to flood damages , must be evaluated. Due to the complex
data required and the scope of investigations to date, the Omaha District
uses the INTASA model as a flood benefit evaluation tool. If we assume
that efficient use of land is a reasonable criteria for evaluating the
potential for occupation and development of the flood and for evaluating
the benefits of a land use plan , then we should consider the method used
to accomplish this goal as defined by the INTASA Simulator:

A. The flood plain under study is typically a very small part of
the area in an urban economic system. It is from this larger area that
an activity can choose its location. Therefore, when using this Simula-
tor , we are faced with a problem in geographic scale. We must detect
the subtle economic rent differences in alternative flood plain locations
with economic rent component routine attuned to a large complex economic
system such as a metropolitan area.

B. There is another problem of scale with this model as well as
many other complex computer models. The Simulator as a whole was kept
to a manageable size in terms of computer storage , input required , and
running cost . These specifications meant that some of the subroutines
were generalized to a point where their output has limited credibility.
For example , the social and environmental models are virtually direct
input/output procedures . The transportation model cannot accommodate
multiple destinations and the zones of constant cost tent to become
overly large .

C. Applying the concept of differential economic rent (the differ-
ential earnings to activity/site combinations as a result of occupying
or developing alternative parcels of land) as modeled by INTASA to
simulate land use decisions requires that the user and planner exercise
care when interpreting the output . It is inherent in this model that :
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(1) Decisionmakers have perfect knowledge of potential costs.
We assume, for instance, that the flood damage threat and its costs are
known by the economic system.

(2) All decisions are made in economic terms and all alterna-
tives can be displayed by economic cost. Social and environmental
effects, for instance, must be reduced to dollar costs and benefits.

(3) The risks are equal and uniform. It is questionable,
for instance, that for purposes of simulating economic decisions,
whether the risk of Incurring a site development or transportation
cost is equal to that of incurring flood damage cost . Furthermore various
political units may incur varying amounts of the risk through a wide
array of taxing and compensation arrangements at the local , regional , and
national scale.

(Is ) Each person in the decision matrix has the same time
horizon.

(5) We Impose existing values and technological interdepen—
dencies on future land use decisions . There is no provision for the
introduction of new urban forms . We assume the same social and environ-
mental values will be relevant decision criteria throughout the
study period. No change in transportation technology and its effect
can be quantified in this model nor in any other model of this type.
In other words, the quantification of situational interdependencies is
virtually impossible.

Despite these theoretical and practical difficulties with the Flood
Plain Management Simulator , it does have value when used as a tool in
the development of a flood plain management plan . Moat importantly, it
at least creates an environment where the right questions can be
addressed. With this model, the use of the flood plain is considered
in conjunction with the use of land throughout the study area. Also ,
since the ultimate land use plan is given as input , we are not required
to develop a land use plan, rather we can evaluate alternative plans
developed by local or regional agencies. This model is therefore not ~n
optimization model; rather the allocation of activities to land is
restricted by the zoning maps (ultimate land use plans). It is the
responsibility of the planner to prepare an ultimate land use plan that
reflects the values of the people and accounts for the social, environmental,
economic , and political considerations that are not modeled . The
Simulator will then der ive the most economically efficient use of
land over time within these limitations. The output then is a consistent
rationale for future growth and flood plain development with the benefits
measured by the ~.ncreased earnings through locational advantage and
damage reduction that result from the flood plain management plan .
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A common concern is that the benefit category of locational
advantage opens the door to indiscreminate boosting of benefits.
This is not the case . Rather , the Simulator ’s economic comparison
of alternative locations provides a more rational basis for benefit
accumulation than an arbitrary assumption of flood plain develop-
ment regardless of the cost in flood damages . Since some of the
economic rent components cannot be accurately quantified with a high
degree of certainty, the Simulator calculates an “upper bound ” for
locational advantage benefits to prevent the planner from deriving
unrealistically high benefits.. The upper bound calculation is based
on the assumption that the economic rent benefit cannot exceed the
flood damage reduction if the activity had located the same both
without and with the project . This is based on the fact that an
activity would have located in the flood, plain even without the
project if the economic rent advantage of the flood plain location is
greater than the flood damage.

This model is more amenable to user interaction than many compre-
hensive land use models. In no sense is it a “black box”; changed in
data produce logical and predictable variation in the economic rents
and activity allocation .

Data collection for the flood benefit and economic rent analysis
can be a major task. Assuming the stage-discharge and discharge prob-
ability data are available , a minimum of about 2 man-months are required
to gather the remaining land use and flood damage dat a req uired to
complete the basic data packate. Debugging and analysis of the basic
data requix -~~ several computer runs. When the basic data requirements
are sat ~i-~d , sensitivity simulations will range from about $10 to
$70 depe...i~i~ on the computer facilities used.

Finally, INTASA has remedied some of the technical deficiencies
of the Simulator with the development of a new model called the Land
Program. The Land model consists of the Simulator plus more detailed
transportation analysis , a routine capable of allocating population and
employment projection alternatives, and map display capability . A
resource demand subroutine has also been added to calculate the water
supply , vastevater output, etc . required for each land use plan derived.
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DESIGN FUNCTION AND APPLICATION OF THE ST. LOUIS SMSA
LAND USE MODEL

by

Richard Rodakowski’

I. Introduction

a. This study is an effort on the part of the St. Louis District,
U. S. Army Corps of Engineers to develop a methodology that will assist
in analyzing project impacts and evaluate alternatives for optimal plan
formulation. The model is essentially a land use simulator which attempts
to incorporate and imitate real world land use development. It is an
urban land—use tool developed by the Univeráity of Missouri, St. Louis,
and was designed to allocate land—use activities based upon an initial
(1970) data base and internal ranking criteria.

b. Basic input consists of three essential and interacting elements.
An initial 1970 data base is required . Data must be collected for each
and every grid in a county by the size grid the planner desires. The data
forms the variables and platform for simulator land—use forecasting. The
second component of input varies with the user’s general understanding of
the area under investigation. Population forecasts for each decade and
all land use types must be provided for the counties involved in the study.
Further, the user must be cognizant of the density constraints by decade
and land—use type. An elementary understanding of economic principles and
spatial relationships would be helpful in forming the exogenous population
and density parameters.

c. Two basic types of output are provided. One is a printout of
land—use allocation results consisting of real numbers such as population,
employment, acres, and density. The other is a grid—map printout which
provides a visual illustration of the modeling process. All output is
provided on a decade basis from 1970 to 2030. Five land—use activities
are evaluated each decade: (1) heavy industrial, (2) light industrial,
(3) residential, (4) commercial, and (5) public.

d. The output is grid oriented . Each of the eight counties in the
St. Louis SMSA is segregated into 5000—foot units called grids. The large
counties may be composed of as many as 1000 such units , whereas the smaller
counties are composed of 400 to 500. The 5000—foot unit is not mandatory.
For example, a 10,000—foot or eve~ a 20,000—foot grid pattern may be used
depending on data availability and needs. Each county must have the same
size grids, but grid sizes can vary between counties. Each cell is identif led
by a row and column number , designated by R and C respectively, corresponding
to the Y and X axis of the Cartesian Coordinate System. The St. Louis
model has 32 variables for each land unit , eight of which may be used
simultaneously during the ranking process . Grid maps A and B provide a
visual example of the mapping process. In the actua l simulator , there
are ten shade variations each representing a different level of land—use
development. Two size maps, one small and the other large, are producible.

~Econoaiics Branch, St. Louis District , Corps of Engineers
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II. The Model

a. Figure 1 illustrates in schematic form the sequential flow of
computer operations in the distribution process. At the top of the
schematic is a list of counties to which the computer distributes
exogenously forecasted employment or population to land—use types. It
is important to recognize that each of the eight counties is functionally
independent in terms of computer algorithms. The land—use types to
which the distribution process takes place are also indicated in the
schematic , and are in order of desirability. All industrial land use
is first completed followed by residential land use, commercial land
use , and public land use. This process is repeated from 1970 to 2030
at decade intervals. The arrows indicate the general direction of com-
puter logic. Steps one through five are repeated for each county and
each decade. A detailed discussion of the internal operations will facil-
itate understanding of what actually takes place within each modularized
land—use type. It should be noted that the entire area could be run all
at once or on a coun ty by county basis .

b. Figure 2 exhibits a detailed internal view of the distribution
mechanism within a particular module, namely heavy industrial land use.
This example is typical of what occurs in the other four land—use types
during the allocating process. Frame 1 shows a hypothetical example con-
sisting of County X. The heavy industrial emp loyment forecast for County
X is 1,000 industrial employees for 1990 and was exogenously determined .
This 1,000 industrial employment figure must be distributed among the
grids which make up the county. The typical land unit to which employ-
ment or population is distributed Is the grid (sometimes referred to as a
cell). The decision as to how much employment is distributed to each land
unit is directly related to the ranking matrix (Frame II) which is essen-
tially the heart of the model. The matrix consists of a minimum of one
and a maximum of eight rules or independent variables per land use type,
which are the relative weights by which one cell is distinguished from
another in terms of the number of employees it receives . These rules ,
which will be discussed in more detail later , algebraically interact to
rank each cell in a county. The resulting rank is in the form of a per-
centage of total exogenously forecasted employment that Is distributed
to each grid. Notice that the sum of all industrial employment allocated
in a particular county must total 100 percent of the forecasted employment.
In essence , those land units which are ranked more desirable receive the
greatest percentage allocation, whereas those ranking lower because of a
less desirable variable constituent receive the least allocation. Frame
III shows grid 1 ranks first in County X In terms of relative desirability.
Grids 2 and 3 on the other hand , rank second and third , respectively.
Although a land unit ranks f i rs t  for industrial use , it may rank two—
hundredth for residential use , f i f t i e th  for public use , and twentieth for
coimnercial use. Hence , ranks are Invarient to each other , and the computer
responds accordingly . This order priority ceases when all grids in a
county receive thei r weighted share of employment and when all projected
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employment Is accounted for. Frame IV is a distribution process which
each and every grid must pass. Within this frame, each grid ’s allocation
is distributed to a land—use type. Continuing with the hypothetical struc-
ture, If grid 1 Is to receive 5 percent of total industrial employment
(50 workers) then those workers must be distributed on industrial acres
in some ordered fashion. The key to this distribution is another set of
exogenously determined parameters , namely, density or employees per acre
of land—use type. If land unit 1 must absorb 50 workers and the 1990
County X density is 10 workers per acre, then clearly it will require 5
acres of industrial land to satisfy the land—use requirements. The com-
puter will allocate those workers on 5 acres of land. The density thresh—
hold of 10 workers per acre acts as a constraint which may change each
decade depending upon population forecasts. In the case where there are
more employees to allocate than current industrial acres available, the
computer proceeds to acquire whatever vacant acres it needs in that unit
and distributes the residential or unallocated employees to vacant land .
Similarly, if suitable vacant acres p. )ve insufficient to satisfy the
process , computer logic then proceeds to agricultural land within a grid
and initializes the same process. If undistributed population still
exists after this phase , another phase beg ins which accumulates all un—
distributed population and deposits it to the most desirable grids that are
not already saturated. It is doubtful any residual exists after this
stage, but if one does persist , an error message will be printed informing
the user that such a state of a f f a i r s  has arisen . More will be said about
this point later in the discussion of model phases.

c. Frame V represents a repetition of the entire process for the
light industrial land use module (Figure 1). No change of county or
decade t akes place until  all land use modules of all counties are appropri-
ately processed for a particular decade. At this point , the decade is
incremented and the allocation process is repeated.

d. Reference was made earlier to the ranking matrix (Frame II, Fig. 2)
in terms of a more detailed analysis. The analysis Is somewhat complex ,
but important to a full understanding of the model. A hypothetical example
will again serve to illustrate the fundamental principles involved during
the distribution process. A discussion of the ranking process must be
done in two essential and interrelated stages : (1) the ranking of inde-
pendent variables, and (2) the manipulation of these variables to form the
final percentage distribution. Table la and lb will serve as key references .
Suppose there are five grids in a particular county and three variables,
X1, X2, X3, which are the weighting parameters. These independent variables
can represent any economic , demographic , or ecological measurement desired.
For example , X1 can be a measur e of commercial employment , distance to a
railroad terminal , or the number of f irms in a grid. Similarly , X2 and X3
can represent some Indicator of sewage and water accessibility, the percen-
tage of that grid in a flood plain , or population. Almost any parameter
can be used as a weighting element In the ranking matrix. The only con-
straint on this Is that of consistency , i.e. same units. As many as eight
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ranking variables can be employed for each county and land—use type ,
representing a variety of proxies of economic base performance and measure-
ments. The actual ranking process goes as follows: Suppose we let X

1
be acres in heavy industrial usage, X2 a measure of accessibility to a
railroad terminal, and X~ industrial employment (Table la). The values
of these variables are placed adjacent to their respective land units.
For example , grid (100R , SOC) has X1 = 50, X2 = 8, and X3 = 800. In this
simplified example , on ly three variables were used for ranking five land
units. In actuality, we could have used eight variables and there may
have been 700 land units. Note also that the X’s are real world numbers.
Table lb shows what the simulator does. Each real number in Table la is
converted to an integer value. To illustrate, column X1 (Table la) shows
land unit (lOO R, 50C) as ranking fourth in numerical value out of a maxi-
mum of five units. Cell (lO5R , 50C) ranks fifth out of five——thu highest
ranking value for that cell and that variable. A similar conversion ocess
takes place for all cells and variables. The next operation horizo .~ly
sums the X values. The overall highest ranking unit sums the greatest ,
and after conversion, receives the highest number of employees. In real-
i ty,  modeling does not stop here , but the simplification provided portrays
the basic algorithmic processing.

III. Model Phases

a. In order to present a comprehensive description of model functions
and processes , a non—mathematical approach will be utilized. The math—
e.matics and statistics are not d i f f i cu l t  to comprehend but would require
a detailed example too lengthy for general description purposes. The
model functions on a three— phase basis as described below.

b. In Phase I, population and employment are distributed to developed
land based upon the ranking process heretofore described. Each grid re-
ceives a relative percentage share of use depending upon its calculated
desirability. If a land unit is not fully saturated during this phase,
it may receive additional use during subsequent passes. Alternatively,
if the unit becomes fully utilized and the cutoff density constraint is
reached , a residual of unallocated population or employment will exist.
This is to say that developed land within a grid cannot absorb further
allocation.

c. Phase II is designed to allocate the residual of population and
employment that could not be distributed during pass one . It accomplishes
this task in two steps. Step 1 distributes the residual to vacant acres
in that land unit.  Population is allocated to vacant land at a density
which is less than the density of the previously developed land . This
corresponds to reality in that newly developing land usually does not
produce high density land units. The partial density is functionally
dependent on three principle factors : (1) the level of development al-
ready existing, (2) the relative desirability of contiguous units, and
(3) a random number generator. All three factors are given consideration
when the partial cutoff density is calculated . Ordinarily , Phase II will
allocate all remaining residuals. However, a few land units may rank
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sufficiently high that a residual still persists. Under these conditions,
Phase II, Step 2, allocates any remaining population to agricultural land
in the grid——at the same weighted partial cutoff density, as was the case
with the vacant use . In a few cases , more allocation is required . Phase
III is designed to rectify the problem.

d. Phase III is a last effort to remedy the problem. Like Phase II,
Phase II I has two steps. Step 1 directs the allocation effort back to
vacant land which, as you recall, is partially developed. This time,
vacant land is brought to the same maximum density as highly developed
land. Greater allocation takes place further decrementing the residuals
of population and employment . Finally, as a last reso r t , Phase III , Step
2, Increments the density of agricultural land and attempts to distribute
population. If a residual persists, an error message is printed indicating
that an adverse condition is in effect. The entire three phase process
is repeated each decade. It should be realized that what has been des-
cribed is illustrative of general sequential flows.

IV. Control Cards and Input

a. The input section of the model consists of two major sources: the
decade 1970 data base , and user—supplied input and control cards. Within
the context of the subdivision, there exists a set of primary control
cards , a set of secondary contro l cards, and a set of auxiliary output
specification cards.

b. The primary control cards are required for the allocation algorithms
to take place. These cards include the following: (1) the population
projections or “POP” cards , (2) the terminating decade card or “TO” card ,
(3) the ranking input variable cards , “FILL ,” (4) the limiting density
factor , “DEN ,” and (5) the initiating control , “DO. ” All five cards ate
mandatory for the distribution process to function, as each of these cards
contains vital information. For example , the “POP ” card contains the
exogenously forecasted population and employment by land use type and county
from which distribution takes place. The “TO” card controls the decade that
the model forecasts to, i.e., 1980, 1990, 2000, 2010, 2020, or 2030 . The
“FILL” card, on the other hand, contains the variables by which land units
are ranked (a maximum of eight variables per use) . The “DEN ” card limits
allocation by land use density constraints which are exogenous to the model
per se. The “DO” control card instructs the computer to perform all indi-
cated processes to all counties and land use types where the letters “DO”
are placed . If a “DO” card is omitted , that land use type for that county
will not be processed .

c. Secondary control cards are used primarily for “fine tuning” the
allocation process by specifying action to be taken under specific con—
ditions . Seven different cards are used for this purpose . None are re—
quired , but in using them , certain desired economic activities can be con—
strained or facilitated by kn own contingency developments. These cards
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include (1) a dispersion or ~~~~~~~~~ card , (2) a ranking or “RANK ” card ,
( 3) a “XDEN” card, (4) an exception or “EXCP” card , (5) a special
statistics or “STAT ” control factor , (6) a “ZONE” con t rol , and ( 7 ) a
“HOLD ” command , and (8) a “Cell” card.

(1) The “DISP ” card allows the model user to interrupt  the main
sequence flow process in order to store a percentage of exogenously fo re-
casted population or employment for a reallocation procedure. For example ,
5 percent of a given county ’s industrial employment can be set aside and
the remaining 95 percen t dist r ibuted according to p lan. The 5 percent will
then be distributed to , say, the top ranking three grids. In e f fec t , this
can represent a proxy of redevelopment of more established urban areas, if
desired .

(2 ) The “ZONE ” and “HOLD” commands permit control over the utilization
of land. The “HOLD” commands permit control over the utilization of land
by withholding vacant or agricultural land from development. Ordinarily ,
the computer would absorb both when needed , as explained above. The “HOLD ”
control specifies a land unit number , the type of land , and the acreage to
be withheld from development. Each acr eage specified on a card app lies to
one decade in the forecast. Similarly , the “ZONE ” command increases flexi-
bility by allowing the model user to set a maximum on the number of acres
which can be developed on a specific land use ostensibly for zoning regula-
tions. Each “ZONE” card specifies a land unit, a land use, and the maximum
acreage that can be developed in the land unit.

(3) The “RANK ,” “XDEN,” “EXCP ,” and “STAT ” cards require special
attention because of a set of algebraic rules. The rules within a land
use type take the form of a series of “IF” statemen ts” I f A is LE (GT ,
EQ, LT , NE , GE ) B , then action B is taken . The three symbols in the “IF”
statement represent the input specification of a rule: the “A” symbol is
the var iable number in the data base to be used , the “B” symbol repr esen ts
the value of this var iable to be satisfied , and the “X” symbol represents
the algebraic operation to be performed : less than or equals, greater
than or equals , or equals. For example: If 31 is LE 25 , where “31” is
the variable number of the percent of land subject to flooding , “LE” means
less than or equal to, and “25” is the value of the flood plain percentage
which must not be exceeded.

(4) Specifically, the “RANK” control card provides the capability to
alter the ranking of land units within a county for land use. For example,
the “RANK” card alters the result of a ranking b~ allowing an increase,
decrease , or specification of rank for a land unit or units. A logical
expression similar to the one above is required for the ranking change to
take place. In addition, the ranking can be altered for a certain decade
if desired, rather than all decades.

(5) The “EXCP ” command provides the capability to alter the maximum
population (employment) density for a land unit(s) in a particular land use
after the initial (DEN) allocation process has taken place. The “EXCP”
control card alters the maximum density by allowing an increase , decrease ,
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or specification of maximum population density for a land unit(s). As
before, a logical expression is constructed to achieve an alteration of
density. This flexibility can be applied to reflect unusual or atypical
circumstances not identifiable during the normal flow process.

(6) The “STAT ” control card is unique in providing for the capability
to alter the population density at which agriculture and vacant land is
developed. In other words, the density at which vacant and agricultural
land is used can be changed to reflect realism. For example, vacant land
in relatively rural areas generally does not develop at the same density
as does vacant land in the older , more established urban areas. This can
be reflected by use of the “STAT” card and the proper logical expression.

(7) The “XDEN” control card allows the model user to modify the maxi-
mum population (employment) density for a land unit(s) in a specific land
use, prior to the initial allocation. This control element alters the
maximum density by allowing an increase, decrease , or specification of
minimum population density for a land unit(s). In addition , the densities
can be altered fat a certain decade by specifying that decade.

(8) A “Cell” control card is also provided . This permits the user
to specify processing on a land unit for a particular purpose . In this
way , control over one land unit is possible without directly interfering
with other units.

d. The last eight control cards discussed are basically used to “fine
tune” and solve unusual problems not covered in the normal flow sequence.
The user is constrained to 1000 cards by the memory complexities of the
computer.

V. Output Specifications

The output specification cards allow for suppression of parts of print-
outs which are unnecessary or undesirable for applied analysis. These in-
clude a “Base” card , “RPT” control, “UCALC” function , “MAP” card, and a
“DIAG” card.

(1) The “Base ” card permits the planner the flexibility of dumping
specified decade data base variables for purposes of statistical analysis.

(2) The “UCALC” function is an access point where a statistical analysis
package can be placed, such as a regression, correlation, factor analysis,
or Chi—Square program.

(3) A mapping “MAP” suppression is also incorporated . If the planner
wishes to use only 1990 and 2010 maps, all others can be suppressed (1970,
1980, 2000, 2020, and 2030). In this way , he is not bothered by massive
printouts of maps.

(4) Finally, a “DIAG” card allows for suppression of extraneous print-
out. Some of the simulator ’s output is non—functional for a planner ’s pur-
pose. This is auxiliary data used ordinarily for checking model processing .
These reports are often called diagnostic reports.
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VI. Data Base

a. Most of the data util ized in the model was collected by the East—
West Gateway Coordinating Council , th e St .  Louis area ’s council of govern-
ments. This data consists of a host of information pertaining to area—
wide economic , demographic, and geographic at tr ibutes of potential use in
te rms of ranking variables . A list of these variables is contained in
Table 2.

b. Those variables chosen as economically useful are known to be
theoretically important. For example , accessibility to t ransportation modes
such as railroad and truck terminals, barge facilities, and highway inter-
sections, are all valuable for determining the potential development of a
particular land unit. All four types of transportation are important to
commercial development. There is a number of large retail establishments
in the metro area that require input to warehouses via rail , truck ship-
ments to the retail outlet , and extensive highway development for customer
delivery and business.

c. Another important economic variable is that of a measure of dis-
tance from a central business district (CBD). The data base also provides
this. A grid within a county is chosen as a CBD because of known economic
att ributes and all other cells in that county can be ranked by the distance
f rom that cen t rally impor tant unit. Since there ar e eight coun ties (in-
cluding the City of St. Louis), eight CBDs can be chosen upon which to rank
their respective units. The principle behind using distance from a CBD lies
in the research conducted on “central place theory.” Briefly, “central place
theory” asserts that as one moves away f r om a dense urban cen ter , densi ty ,
business activity, and ut i l i t ies decrease in quantity . In other words ,
developmen t is functionally dependent upon distance from a central business
center . Thus , land units farthest from a CBD will be given less weight in
terms of rank as compared with those adjacent to the hub of act ivi ty.  The
model also has the ability to modif y this process for atypical situations.
There are many more variables that may be regarded as economically deter-
ministic and the two indicated above are examples.

d. Demographic variables are also available as ranking parameters.
Population of each cell is in the data base and can serve to “weight” units
in terms of residential development. If the assumption is made that those
units containing high residential population at a particular time will
also contain high populations in the future , then it is reasonable to be-
lieve that those same units will be residentially oriented in the future.
A second related ranking variable is that of population and employment
densities (people per acre). An already dense population center could
prove to be attractive to further residential development via high rise in
the future.

e. Examples of geographic parameters would include soil types (severe ,
moderate, slight), the percentage of a land unit in a flood plain , and
total acre size of a particular unit. These types of variables allow the
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modeler to take into consideration topography , inundation , and a number
of othe r “physical ” features of the unit under consideration.

VII. Planned_Applications

a. The St. Louis Dist rict ’s Land Use Forecast Mod el was designed to
measure project impacts and to assist p lanners and economists in formulating
alternative solutions to water resource problems. The model can best be
app lied to projects which are regional in scope. For example , in formula-
ting alternatives to wastewater treatment projects , a var iety of solutions
can be evaluated and tested fo r the eight—c ounty area. Another potential
use which shows promise is the app lication of the simulator to interior
drainage problems . By using flood plain data and altering input var iables ,
a quantitative output can be analyzed. It would be useful to more vividly
describe how the model could be used and how the output is interpreted for
a wastewater proj ect and an interior drainage prob lem .

b. The St. Louis District is developing the foundations for a regional
wastewater t reatment complex to meet the growing needs of the St. Louis
SMSA. There are essentidly three basic problems which must be thoroughly
analyzed before final plans can be implemented. They include the questions
of :  (1) where to locate the treatment sites in terms of a comprehensive
regional coverage , (2) how many and what size facilities to provide , and
( 3) what kind of treatment should be used. The model can .,e app lied as
a supplemental tool in evaluating this maze of p roblems . Each alternative
can be tested by a separate run and compared to the no—project condition .
In this way, land use impacts can be analyzed . As a formulation tool , it
can show how alternative plans respond to meeting some predetermined and
desired end——such as local land use plans . Output will include, but not
be limited to , such factor s as population and employment shi f ts , land use
density conf ig urations, acreage requirements , variances in land—use spread ,
and area needs. This information will be provided for each grid in every
county within the SMSA from 1970 to 2030, by decade. In addition , all
principle land—use types will be evaluated numerically and on grid maps.

c. A second promising application of the simulator focuses on
analyzing numerous solutions to interior flood control problems. The
traditional remedy frequently involves the installation of pumping stations,
the addition of levee protection or ditching , reservoir construction , or
some integration of these types of projects. The land use simulator has
the capacity to test the alternatives and their varying impacts. For
each designated alternative, a separate run can be made and the difference
in land use could then be compared and contrasted. It gives the planner
a variety of choices from which a single p lan can be formulated. As be-
fore, the output will be in terms of population , employment , densities,
and acreages. It is possible to incorporate the addition of water supply,
hydroelectric power, recreation , and environmental aspects of project
implementation. A great deal can be done provided that data base variables
are made available .

d. The two types of projects discussed are amenable to modeling.
The model can also be of assistance in evaluating airport development,
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industrial park impacts , recreation projects , and possibly other uses
not yet thought about. It is an excellent supplemental tool.

VIII . Technical Configuration

The minimum core requirements to run the land use simulator is 850K .
A memory capacity greater than thi s is f r equently needed . It was developed
on an IBM 370/ 165 , O.S.  Ve rsion 21.6 Hasp Version 3.1. Fortran is the
principle language used , but a large “U” matrix is written in PL—l. One
direct access device is required to accommodate the nine files used
(IBM 2314 diskdrive or Model 3330 drive) during processing and compiling.
In addition , a Grid mapping program is needed fo r pr inting map output .

lx. Summary

As a regional impact tool , the St. Louis District ’s Land Use Forecast
Model ful f ills many of the f unctional needs of p lanners and economists alike
It can be applied to many areas and is not unique ly attached to the St. Louis
area in any technical sense. It is not designed to be an all inclusive tool
and should not supplant all other methods , but rather serve to supplement
existing analytical techniques. The two sources of output (real numbers
and mapped results) provide for both a quantitative and visual inspection
of impacts and facilitate plan formulation. Modeled results are as detailed
as desired with the only principal constraint being the quality of the ini-
tial input data base.
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FIGURE 1

FLOW SEQUENCE

c
CITY 1st
STLC 2nd
STCH 3rd
FRLN 4th
JEFF 5th

I MNRO 6th

I STCL 7th
MDSN 8th

L _ _ _ ~~~~
I’ll

- 

Hvy. Industrial Use L~ i
_ _ _

Lt. Industrial Use

The planner is limited .—

to a maximum of five
uses, but may combine Residential Use
or delete uses to make
two, three, or four -

qroups I

~~~~~~ 

Commercial Use

Public Use

- Next Decade -

1980
1990
2000
2010
2020
2030
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FIGURE 2

Internal Struc ture

Exogenous Forecast Control Cards

I ~~11 _ _ _ _ _ _ _ _

I I —  I I TO I
Coun ty X  

I _ _ _ _ _ _ _ _ _ _ _

I 1000 Hvy. m d .  Empi I I i DISP
(1990) 

_______________I 
_ _ _ _ _ _  

[
I [FILL (CALL)

RANK

I Ranking ~ II I I
XDEN

I i iv I 
________________

I I Dis tribu tion I EXCP
_ _ _

R c $ [indus trial I I I

100 50 ~~~~~~~~~~~~ I I I STAT

I c 1 i _ _ _ _ _ _ _

I 105 50 
~~
I Vac. j I DEN

I ~~
R C~~~~~$ ~~

, 

_ _ _ _ _ _110 50 i [ Ag. 

I L.
_~~

ONE __j
L — — — — — E =  1000 — — — — 

HOLD

I UCALC

1’ RPT

County X
2400 Lt. m d .  Empi V 

~ 
DLAG

( 1990)

[MAP

* The numbers 1, 2, and 3 are hypothetical ranks as would be calculated
by the simulator
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TABLE la

County X

Ranking Process

Grid Acres in Access to Ind.
Hvy. m d .  RR Empl.Row Col

100 50 50 8 800

105 50 150 10 1000

110 50 30 3 800

115 50 0 1 500

120 50 20 2 77

TABLE lb

County X

__________ __________ 
Rank Values __________

Grid Population
Row 

- 

Col X1 X2 X3 EX~** Allocated*

100 50 4 4 4 12 27 270

105 50 5 5 5 15 33 330

110 50 3 3 2 8 18 130

115 50 1 1 3 5 11 110

120 50 2 2 1 5 1]. 110
_ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _  - —  _ _ _ _ _ _ _ _  

45 100 1000

*Assume 1,000 as exogenously forecasted employment for County X.
**In case of a tie between sums, numerical order presides.
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TABLE 2

INITIAL INPUT VARIABL~S COLLECTED FOR EACH LAND UNIT

Variable Number Information

2 Acres in heavy industry
3 Acres in light industry
4 Acres in residential
5 Acres in commercial
6 Acres in public
7 Acres in agricultural
8 Acres in vacant
9 Heavy industrial employment
10 Light industrial employment
11 Residential population
12 Commercial employment
13 Public employment
14 Recreational acreage
15 Airports
16 Soils
17 Slope
18 Retail
19 Industrial parks
20 Office center
21 Free-standing
22 Institution
23 Rail terminal
24 Barge terminal
25 Truck terminal
26 Sewer
27 Mining
28 Acres water
29 Ground water
30 Highway: summation 1970
31 Highway: summation 1990
32 Distance from a specified unit
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ALTERNATIVE SYSTEMS FOR

COMPUTER MAP’INC AND AUTOMATING GEOGRAPHIC flTFORNAT ION

by

Jack Dangermond, Director

Environmental Systems Research Institute
14 North Fifth Street

Redlands, C&lifornia 92373

I. Introduction

This paper provi les a c~ assif ication of spatial identification tech-
niques for auto ma t ed geog~aphic information , and des :ribes some of the ad-
van tages and disadv a ntages of alterna t ive technical approaches as they
relate to plann ing applications . For backgrou nd , historical methods for
satisfying i.nformatlon problems and curre nt methodo lugie 3 being utilized
are discussed . The 3rid , polygon , and single point techniques are ex-
amined in detail. In addition , var ious computer mapping and analysis pro—
grams are examined in terms of their usability in association with spatial
identif ication techniques.

II. Origins of a Gec~raphic Data System

Dur ing the past 15 year s, many professionals involved in geographic
analysis have been ~ 3rkJ.ng on the development of autamated systems for
efficient collection , storage , analysis , and presentation of geographic
data. Apparently, t~tese efforts have been the resul t of an increased
need for quantitatively arrayed spat ial data for use in planning and
decision making.

There are two basic justifications for the development of these
systems. First, they typically increaso the technological capability
for manipulat ing and analyzing large quantities of data. Second , they
reduce the per unit cost for acqui sit ion of necessary information .

Recent development of various automated techniques for spatially
identifying geographic data has evolved fr ~m historica l metF ods of geo-
graphic data storage. These method s consisted pr imarily of maps or
statistics related to aerial units described on maps . Examples are maps
of natural resources (e.g., soils, vegetation, mineral resources , etc.)
and cultural geograp~y (e.g., land use, transportation, etc.). Polygons,
lines, points, and surfaces of geographic variation .rc typically depicted
on these maps.
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Polygon maps define the borders o~ homogeneous features as well as
the characteristics associated with those features (e.g., a soils m~p
describing the boundary cha~act.eristics of soil types).

Line maps define linear elements of geography such as r oads, hy ro—
Logic networks, railroad lines, et c.

Point map s articulate the geographic position of events or pheni mena
located at specific points (e.g. ,  historic landmarks , wells , topogr.-phic
elevation, or traffic intersections).

Surface maps which describe continuou sly vary ing quantitative s~at ial
data are a sub—set of both line and point maps . Topographic lines and
elevation points are typically used to display this data.

The basic problem associated with developing a geographic data base is
transferring the aforementioned map, features into a computer readable data
file describ ing the spatial location of these features. A series of tech-
niques have been developed for conducting this map to automated dat; file
conversion .

In genera l terms , an automa ted geographic information system can provide
many of the same qualities provided by an integrated mapping system. In
addition, a well structured automated system can provide many advan~ages
associated with complex inf rmation studies involving massive amoun4:s of
data. Specif ically , an automated system can prov ide a quantitative frame-
wor k for rapid analysis and retrieval of informatio n in a manner eaiily
understandable, highly accurate, and cost effec t ive.

The overlay and analysis of several geographic data maps of the same
location provides a good example of how such a system can be beneficial.
A traditional technique used for this type of analysis involves the manual
overlay of acetate maps. Using this techni que , the analyst loses s ~nse
of comparison after the second or third overlay; any form of quantitative
weighting is impossible .

The recognition of these problems has led to the development of retrieval
techniques that facilitate various forms of mathematical modelin g and computer
graphics.

In preliminary research efforts, as well as those presently ongoing I nto
geographic data base design , ther e exist a great many comson attributes
which are seemingly applicable to most systems. One of the most important
of these is techniques for spatial identification of geogra phic data . This
paper addresses the subject of spatial identi fication technique s in detail.

III. A Classification of Spatial Identification Techniques

Three generalized spatial reference systems have been developed and
operationally tested for digitally recording geographic data. They are
the gr id system, the polygon system, and the single point system.

The grid system is a technique whereby variables of data are assoc-
iated with a uniform gridded matrix superimposed on the landscape. The
polygon system is a technique for collecting information by polygon areal
units. The point system is a technique using single points for sampling
of continuous surface data or referencing some phenomena or event on
geography . These three main classifications will be discussed in detail
in the following sub-sections.

A. Grid Cell Identification System

The grid cell technique employs a grid matrix, or lattice, uni-
formly inscribed and referenced on geography. Raving established a
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grid cell system for collection of :ata , qualitative and quantitative
data associated with each cell can ~‘e encoded or digitized . This data
can be collected by manual digitizi~ig, whereby each cell receives a
manually recorded code denoting the data and classif ication value
identified within that cell , or aut”inatic digitizing wherein polygons
or points are measured in terms of :,y coordinates and subsequently
converted into a gr id format automatically. The resulting matrix of
data can be used for a variety of p~irposes. Some examples are:

— computer mapping of basic data according to or iginal scale or
in rescaled values

— merging maps for varying sour~~s and scales into a unified data
file

— selecting small, geographic arias (windowing) from a larger geo-
graphic area file (e.g., wate.shed planning units)

— “overlaying” map data files of two or more variables for the same
geographic area (this can inv .,lve a variety of weighting tech-
niques)

— searching and calculating disPances to or from a specific grid
cell location or phenomenon.

Examples of computer printer and plotter maps produced frc the
grid referencing system are displayed in Figures 1 and 2.

Some of the basic advantages of using the grid cell system, as
opposed to other techniques, are li3ted below :

1. The grid cell prov ides an easy way to collect data. A plastic
overlay of grid cells is laid on top of air photos or maps. Spatial
information is recorded on encoding forms to be placed into the
data bank.

2. The computer storage and subsequent access to this matrix of
information is made relatively easy by using a simple row and
column method (matrix array) ; t ius , the data file is extremely
straightforward in accessing and computation. No coordinate
digit izing is necessary.

3. Air pollution dispersion models , gravity models , and ot her
urban system models use , as a basis , the matrix of information
stored in a grid cell data bank . Technically speaking, the
technique is very strong; in fact the basis for FORTRAN has its
roots in matrix methodology, making a quick and easy interface
with many other types of prograuming technologies tha t have been
developed.

4. The nature of the grid cell makes it useful for discrete as
well as continuou s types of data analysis. By using simple pro-
grams, multitudes of point x,y location data can be aggregated
into the grid cell for different types of display. The GRIDS
program, developed by the U.S. Department of the Census , is a
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perfec t example of a program having the potential for aggregating
inEormation into grid cells and then displaying it.

5. Many forms of geographic projection have initially used either
coesistent or warped grid cells. Using the grid approach, one can
t12 in very quickly to the other forms of geographic projection and
can easily relate to other types of information that have been col—
lected historically or are to be collected in the future.

6. Because of its uniform size and cousistency, the grid cell
provides a good framework for understanding information. In con-
trast to the very complex types of polygons (to be discussed later),
tF.a grit! cell provides a clean and easily communicated form for
si~pliftcation of data.

7. A grid cell system provides a very fast and efficient pro—
ce~ssing mechanism; when compared to the polygon approach, it iscocuputationally more efficient.

The disadvantages of the grid approach are quite obvious and
c~n be summarized in the following.

By aggregating certain types of informat ion to the grid level ,
one loses a certain percentage of accuracy. This might best be
ill~istrated by pointing out the difficulties in encoding a soils
map by grid cell. Soil types change quite often and quite dras-
tically and can be thought of as distinct qualitative data, as
opposed to spatially continuous unchanging data. Problems exist
wF en three, four , or a dozen soil types occur within a single
gi ld cell. Two options are available for handling the problem:

a) the most dominant type of soil within a grid cell can be
encoded

b) one can encode the relative amounts of each soil type within
the grid cell; this, of course, takes a good deal of effort
because each soil type must be hand digitized from a map
and calculated by each grid cell.

If “a’ is used, a certain degree of error and constraint is in-
herent In the assumption that he makes. [f such error is accept-
able, the resulting information system provides only a “broad
brush” approach for analysis and planning.

One of the better grid overlay mapping systems was originally
produced at Harvard University and is now being used with various
modifications at different places around the country. The program
name is GRID. It basically uses any number of characters to define
a rectilinear grid system. GRID displays one variable or one
combination of variables at a single time and is, in this sense,
limited. A second disadvantage of the system is that the max imum
number of symbols presented at a single time is 12, although many
more can be stored and drawn out in scale forms. GRID uses char-
acter overprinting to create relative shading relating to a fre-
quency distribution similar to the one originally developed in the

170
- — - --.- — - — . . - - ..,, -‘.~.



SYMAP program .
The GRID program can be used to compare ;arious matrices of

information and produce maps of grid data. ~he program also has
the capability of calling out many variables from a data bank,
overlaying them, and applying statistical coefficients to selected
variables. One of the subroutines in the program is called Sub-
routine Flexin—obviously named because it is an attempt to give
flexibility to the reading in of data inputs. Using this r.itine,
any program can , be compiled for computation ~nd graphics.

B. Polygon Identif ication Systems

The seconc7 system to be discussed involves tle use of an irregular
polygon areal unit for spatial identification. ~‘his system requires
geograph ic data to be digitized, stored , and retrieved in its basic
polygon form (not relating to any specific system of geometric con-
figuration). The perimeters of each polygon areal unit containing
the data desired for use are digitally encoded. Having stored these
polygons, they can be called individually and used in a variety of
information analysis and display procedures.

This paper will present a discussion of vari(.us graph ic tech-
niques for computer mapping of polygon data, foll owed by a detailed
explanat i~on of polygon overlay techniques with brief narration of other
analytic applications of polygon data.

1. Computer Mapping Programs

~he most basic use for polygon data is computer mapping
display . There are numerous computer graphic programs avail-
able for polygon mapping. One of the first printer computer
graphic packages developed was the SYMAP program , developed
under the direction of Howard Fisher at the Harvard Laboratory
for Computer Graphics and Spatial Analysis.

One of the options of SYMAP is choropleth, or polygon, mapping
of thematic data. This system provided an initial breakthrough,
and although it was cumbersome and in some ways inefficient, it
pointed out the usef ulness of basic data as a tool f or commun-
ication as well as spatial analysis.

The basic program is designed to operate and produce graphics
on a standard chain line printer device; as sach, it has a grea t
deal of transferability. It is written in Fortran IV, but has
a complete user language associated with it, enabling people with
little computer background to use the system.

Its shortcomings are that it was designed as an overall graphics
system; as such, It has characteristics which limit its appli-
cation for many users. Because it is written to handle almost
every conceivable exception, the program (6000 cards) is very
large and requ ires a sizeable partition of core on a computer
(128K on an IBM 360 with overlays), putting it out of range for
many users. In addition, it has many options for an ever in-
creasing number of mapping problems. The learning time required
for developing an “exper ienced user” is evidence that the program
is both confusing and expensive for the user.

171

- - .r~.e’ .~~‘.- - -  - — - - - -- - -—— -- -. -—-. - -. - ~~~~~~~~_ — ________________ —



SYMAP’s inefficiencies and shortcomings have prompted research
and development of several ne~4er mapping packages. One of the first
programs was C—map, a very small printer choropleth mapping package
designed to run efficiently on IBM 1130 machines. This program
used no coordinatea, but instead adopted a grid cell concept f or
the identification of zones or polygons. Although the program
can be modified , the original version produced only single page
maps which, for many applications, did not provide enough graphic
display. The grid cell digitizing scheme caused many users to
complain that the encoding f or a complex areal unit map involved
too much effort. 3ecause of its very efficient scheme, the C—map
program also seems to have stripped the user of any flexibility
(e.g., scaling, legends, etc.), and as a result probably went
too far for eff iciency ’s sake.

Another program ; AU’2OMAP I, represented an attempt to strip
the original SYMAP program of many of its options, thereby making
it easier for the aser to operate , and also making it capable of
running on small machines. The approach, although meeting some
of the desired obj ectives, retained many of the original SYMAP
problems. It still required a substantial amount of user speci-
fications (70% of SYMAP). The minimum core requirement was still
82K on an IBM 360, and the computation time for choropleth maps
remained excessive. Clearly, this program did not go far enough.

The experience from both of these extremes has given insight
into how the design and programming of computer mapping systems
should be approached. Modular programs which address specific
m.ppin~ requirements and applications are, no doubt, the most
efficient. Several mapping programs taking this approach have
been written.

The most signif icant of these new programs is AUTOMAP II ,
which has the capability of producing several types of printer
maps on a small computer. The AUTOMAP II system is made up of
three small modular programs designed for separate but inter-
related activities. The programs are Basemap, Areamap, and
Contourisap. The structure of these three programs was designed
around a grouping of the main procedural steps necessary for
automated cartography.

One of the most important efficient concepts of AUTOMAP II
is the development of a permanent and reusable Base M~p Image
File (BMIF). The file is a large grid matrix similar in concept
to C—map; however, it is generated from coordinate input data
rather than by grid cell. This file is an in—between computa—
tiona l step that traditionally, in SYMAP, was requ ired for each
map prod uc ed . Th is BMIF also includes all legend and associated
m p  ro .~~~t Lc dat 4 -~s.d on every map.

Tie. Is.. Map program initially creates the Base Map Image
I - d~~ L~~ h •ub~eque nt1y become s a permanent file for re—use by

~~~~ ~,v 
~~~~~~~~~~~~~~ sav ing an .nor’mous ariount of computer time

- .. ,
~ 

.~ ~ u~~r1j  I. mad. only once .
- ~~ 4.. j gn~~d to read in the Base Map

~~~~
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.,- *oi~~,i. -”~~1 ~r 1 on s t hat can be ~~~~—

* - . . — . - .-. 1 ’,rt ~~~~ , TV sad re—



quire a Level G Fortran comp iler. Once the programs are compiled ,
the largest program requ ires a minimum of 42K on an IBM 360. This
includec storage for compilation of various Fortran system library
routines (I.e., input, output, error recovery) used in the program.
Program decks are available for both Os and DOS configurations from
ESRI.

In addition to printer graphics, there have been several sig-
nif leant developments in the area of plotter programs. The most
significant of these is a program called Calf orin, developed at
Harvard Laboratory for Computer Graphics and Spatial Analysis.
This program genera tes two—dimensional choroplet:h maps on a Cal—
comp plotter. The program has a user language associated with
it , enabling non—technical people to produce graphics with littit-
difficulty (see Figure 3).

In summary, it can be observed that present developments in the
area of computer mapping are directed toward producing progr ams
which are more efficient, more user oriented, less costly, and r:—
quire smaller hardware.

2. Polygon Overlay and Related Analysis Applications

The second application of polygon data involves overlay analysis
wherein data can be compared or overlayed statistically. Overlaying
two or more maps is a -technique commonly used to display or invec—
tigate the spatial association between various geographical aspects
of the same locality. More specifically, the polygons are sorted
and compared using a dominant polygon variable as the summarizer
of a subordinate polygon variable file. The particular advantage
of this approach i~ the great degree of accuracy that occurs by
exact polygon overlay. Usually, the computational structure of
polygon overlay requires only two sets of polygons to be overlay~d
at a single point in time.

A number of program systems for polygon overlay have been de-
veloped. These are discussed briefly below.

The polygon overlay system called Map/Models was developed by
Samuel Arms at the University of Oregon. The Map/Models technique
has been under improvement for the past five years and includes an
extensive “exception” vocabulary, whereby many of the errors that
potentially occur in encoding are checked and re—checked as part
of the computational process. This system is well tested and seems
to be operating successfully in a number of cases. The most serious
problem reported with the program Is that the computational time is
very great , resulting in expensive processing costs.

The second type of polygon information processing system is
entitled PIOS (Polygon Information Overlay System). Pb S was
originally developed by ESRI for the Comprehensive Planning Organ-
ization in San Diego. This program is e~ctremely simple in logic
and ties together an efficient sorting and overlay system with a
variety of additional computation and analysis programs. The
system relies primarily on pre—checked data coming from a digitally
plotted output. This pre—check involves pen plotter computer
graphics and visual editing . The editing, together with a stripping
concept of polygons , reduces some of the high computational costs
of iv~p models.
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Additional polygon systems reviewed by ESRI include the
Canadian Land Use Survey ; Boeing Polygon Overlay (a version of
Map/Models) ; a system developed by Lockheed Electronics Company;
and the FRIS system developed in Sweden by the Central Board for
Real Estate Data . A review of avail able literature on these
systems suggests that the basic concept of file structure in all
of them is similar. The two greatest areas for improvement relate
to encoding or digitizing of input maps and improvements in tech-
niques for overlay computation. Although automated scanning de-
vices promise a future for increased efficiency, the recent inter-
national conference at Ottawa suggests that a gap remains between
required and available technology. The Pb S , Lockheed, and FRIS
systems all have efficient sorting ioutiñes as part of their over-
lay structure. Beyond this Improvement, we are unsure of how to
increase polygon overlay efficiency.

It should be noted that a number of inherent problems exist
in the general procedure of polygon overlay. The most important
of these deals with the statistical significance of overlay from
any two sets of “assumed” homogeneous polygon sets. While the
literature concern ing this applied t echnique is substantial, there
have been very few investigations into the basic validity or re-
liability of the overlay approach. This has significance, not
only in the realm of hand cartography , but particularly in the
arena of automated resource data banks.

The production of reliable results from polygon overlay is
intrinsicly linked to the basic assumption that each polygon is
spatially homogeneous in terms of its descriptive attributes.
If one dismisses maps of data polygons such as census tracts,
traff ic zones, or other arbitrary areal units wherein the poly-
gon attribute descriptions are homogeneous by definition, then
the map which contains truly homogeneous descriptions is very
rare.

Furthermore, if initial polygon nape such as soils or geology
are not homogeneous, then the map polygons computed from overlay
are likewise not homogeneous summations of the input polygons.

This problem of non-homogeneity stems from a basic general-
ization of all maps, resulting from inability to unwillingness
of the map maker to allow enough complexity of line in the
definition of the polygon.

Research by the CSIRO in Australia indicates that when over-
laying polygons of three maps having the same geographic aspects,
only 38 percent of the time could it be predicted that all of
the variables said to be present at a single point were actually
there. The substantial error is caused by assuming homogeneity
within the zone classifications. This should make the casual
user of polygon data beware of assuming absolute information.

The results of the Australian experIence places a great
deal of the so called “natural resource planning methods” in
suspect. Certainly one might question approaches such as
those advocated by McHarg , Lewis, or Hills when analyzed in the
context of non—homogeneous zones.

Although this information makes the universal application of
the polygon overlay technique questionable, the problems are
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not sever a for many applications such as the summary of a
single va riable (soils) into a set of areal unit polygons
(traffic tones). However, the analyst should examine each pro-
ject app] ication carefully to avoid creating invalid Interpre-
tations.

A third application for polygon data systems involves the
capability to derive a multitude of grid cell data banks. As
previously illustrated In the section dIscussing the GRID system,
various agencies and research planning groups have found that
although grid cell data banks are useful, they do require a good
deal of typically manual data collection. In addition to the
large job of initial data collection, the gr id cell data banks
are frequ 3ntly developed for a single application; therefore,
the cell sizes differ in a range from 1/4 of an acre to one
kilometex . The data collected for one type application may be
virtually useless for a study demanding greater or lesser detail.

Usua] ly polygon data is collected in the lowest common denom-
inator (I.e., the complete polygon) and can, therefore, be ag-
gregated and averaged into any areal unit desired. Data collected
in this form can be used for many types and scales of information
requirements. ESRI has recently written a program entitled GRIPS
which, with a single pass of a polygon data file, creates a grid
cell data bank of any cell size. This technique should prove
useful for a host of environmental and planning studies that
involve t~e smaller scale grid techniques.

The fourth and most obvious use of polygon data is the r~alcu—
lation of area and centroid information for the polygon.

C. Single Point Description

The point identification technique involves the use of an x ,y
coordinate point to represent the spatial location of various types
of phenomena.

The following is a discussion of major classifications of use for
the single point: area representation, sample point location, and
specific facility event or statistic location.

1. Area --epresentation is the referencing of a polygon such as
a land parcel, city block, or census tract with a single x ,y
coordinate. This reference point might be the visual centroid ,
the mathematical centroid, a weighted centroid or any other
logical location which could meaningfully represent an area.
These coordinates are frequently used for thematic computer maps
(contour nr proximal). An example is the mapping of census data.
This technique is based on the theoretical assumption that data
attributeu collected in polygon areas can be represented by a
single point in space.

In the design of parcel information systems, a point is fre-
quently used to identify each parcel. This procedure allows for
the aggregation of parcels into a coordinate specified areal unit
such as census tracts, health planning districts, etc.
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2. Sample Point Location — A second use for single ‘:oordinate
points is the geographic location of sample observation points.
This technique is based on the assumption that single point ob-
servations of the environment can provide patterns of data which,
when observed in total, provide a meaningful picture i,f geographic
phenomena. An example of this is air pollution ~~nituring stations
wherein air contamination is period ica] ly measured using various
devices . The air pollution data collected from these stations
can be mapped using a contour mapping technique for producing
representations of a continuous data surface. If the geographic
coordinates for monitoring stations are calculated, a user can
input the measurement data Into a standard computer m~tpping pro-
gram such as SYMAP and very easily produce thematic d~~plays
which depict the geographic distribution of air contai-iination.
This sampling technique is essentially the same as th it used by
the field surveyor who, with the use of various instr~inents ,
samples topographic elevations for the purpose of interpolating
a computer map.

3. Specific Location of Facilities ,j~vents, or Stati ~tics — The
third use for single point identifiers involves the detailed or
specific location of some geographic phenomena (e.g., facil ity,
event , or statistics). An example of this might be t ie  reasonably
accurate location of a f ire hydrant or of an auto.obi~e accid ent.
Aggregation of point Information is another valuable u se  of point
data. Incidents occurr ing at specific geographical point l ocations
can be easily aggregated, using a point—in—polygon algorithm, into
polygon zones (i.e. , traffic zones) . This data can then be used
for comparative statistical or singl e variable analys~s. This
analysis requires the digitizing of the x,y coordinates of each
point incident , then running the point- In—polygon program to
calculate the position of those points relative to the variou s
polygons in the data bank. The proper point information is then
allocated to each respective polygon . The summarized polygon
data is then usable for statistical analysis or c~~puter graphics.

Computer Mapping of Point Data

There exist a host of software programs for the manipvlati .on
and graphic production of point coordinate data . The foll owing
discussion reviews those systems that can produce maps of prox imal
and contour data.

SYMAP, Autogen , and AUTOMAP II are thre e programs that generate
thematic displays on a standard chain line printer. (For a more
detailed discussion of these programs , refer to the previous section
on Polygon Identificat ion.)

The following is a. review of several inipcrtan t points that should
be understood when attempting thematic displays from single point
data .

The user must be sensitive to the theoretical basis of contour
mapping. This form of display is designed to depict phenomena having
properties of a continuous surface (e.g., temperature, topog raphy ,
air pollution , etc.). The properties of qualitative data such as land
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use or housing data (and even many quantitative demographic variables)
are typically associated with discrete areas and should not be Inter-
polated onto a continuous surface.

Proximal mapping is a me thod whereby non—continuous data can be
mapped using a single data point as the spatial identification tech-
nique. This mapping type (available in SYMAP and AUTOMAP II) involves
the formation of polygons bLsed on the nearest distance of any grid
cell to an identified x,y coordinate. Technically, this is done by
using an interpolation routine with only a single data point used
for calculating the value of any given grid cell. The computer pro-
gram searches the area surrounding each grid on a printer map until
it finds the nearest coordinate and then assumes for that grid the
value associated with that point.

Although the proximal mapping technique is useful in gaining in-
sight into the generalized 1-attern of data, it does not have the
accuracy properties that are available when polygon definitions have
been specified. Proximal mapping falls under particular criticism
when there is a wide range in  the size of polygons ..hat are being
approximated by the single point.

In addition to the above mentioned mapping types, there are
several other programs in existence which display contour or surface
data on a pen plotter. An example of output from a surface display
program is presented in Figure 4. One of the distinct features of
this program is that it is capable of deciding which parts oE a
surface being viewed can be seen, and which are hidden from ‘,iev .
This progr am uses as input it grid matrix of absolute data ge.erated
by SYMAP , AUTOMAP II , or hand grid cell coding. These three -
dimensional views provide the framework for certain intuitive under-
standings of data that are not entirely possible with a two—
dimensiona l map.

A second plotter program is called TOPO. This program generates
two—dimensional pen drawn contour maps on a standard pen plotter .
Like SYNVU , TOPO also requires a grid data base file such as generated
by SYMAP , AUTOMAP II , or any other simi lar surface interpolation
routine s which produce a grid matrix of data.  TOPO runs in ~mali
core (321() and has numerous op t ions for scale , legend , line sup-
pression , etc.,  avai lable. TOPO was developed by and is av4ilable
from ESRI .

IV. Summa ry and Conc lusions

The previous review of alternative techniques focused on many issues,
techniques, applications, and coats. Its objective is not to defin e the
“best ” or “worst” system, but ra ther to classify the actual experience
a8sociated with the use of each system.

When looking a.t any typ e of spatial identification techn ique, it is
important to consider the desired objectives. Experience has demonstrated
that the application of the previously presented techniques should be
carefully reviewed prior to any system design. One can , however , make
several general comments about the attributes of each spatial identification
system. These comments are summarized below.

The polygon system provides extremely accurate data (depending on ac-
curate digitizing). For various types - of analysis procedures such as map
overlay, the results can be calculated with great accuracy. On the other

178



\\\\\\Vtr~~ \

~~~~~ \

~ 
a

~~~~ ~~~~~~~~~~~

179 
—



hani, th~ grid cell method , although not as accurate as the polygon ap—
prc ach , has many efficiency advantages from the computational and modeling
str ~ dpotnt , rc~u lt thg in a very useful  technique for “broad brush” modeling
of sctlvlttes and systems. The joint system , in a thematic sense, provides
fo r  a very generalized and interpolated framework for analysis.

In zany cases the three systems can be used together; that Is, the
cot plete polygon can be encoded and stored as a unit having the grid
cel l and point information computed from the polygon storage. In this
way , the original polygon data can be kept complete in its original
for t (lowest comaon denominator) . This is a truly meaningful framework
for long range multi—disciplinary ddta bank design efforts.

The justifications for developing an automated geogr aphic ~nforma t iou
sysz~. are many, but they are norma ’.ly based upon one or both f two
gen sr al ar as et ers : cost effec t iven~ss and increased analysis capability.
The decision by an agency to move ahead with a polygon approach is usually
mot Lvate~4 by the desire to develop the long range capability that this
cvi t am can provid e . The use of gr id cell data focuses rn applications
whe re da t a generalizat ion to the si~e of the grid cell [a acceptable.
Typical ly ,  t his 1. allowable for quick “one shot” studies that do not
re u ir. long term data bank f l ex ib i l i ty  in scale and applica tion.

Previous discussions on aggregation and computer mapping make clear
tha t sinU s point data is particularly useful in the identifica tion of
reJ ztIv.iy  imall geographic phenose’~a such as parcels. When using
poi.i’ da:a , the larger the scale , t~e greater amount of data interpolation
soc as iucla , greater amount s of ge ieralizat ion must he accepted .
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DE VELOPING REGIONAL WATER SUPPLIES - -
A CASE STUDY OF SOME ANALYTICAL

PLANNING METHODS

By

Paul E. Pronovost ’

INTRODUCTION

Water resource planning and analysis in the last few years has
unde rgone a dramatic shift in complexity , emphasis and priorities.
Whereas , in the past , study efforts  were directed toward technical
engineering des ign fea tures of the “plan ,” today, the majority of
effort is expended in determining alternatives with an assessment
and evaluation of their impacts. The reasons for this shift in di-
rection can be foun d in the planning requirements of the National
Environmenta l Policy Act of 1969, Section 122 of the Rivers and
Harbors Act of 1970 , and the “Principles and Standards ” of the
Wate r Resources Council .

All of the water resource planning performed by the Corps of
Engineers is undertaken to provide information so that decisions
can be made in an informed and rational manner.  The continuation
of this Corps role coup led with the necessity of examining a wide
range of alternatives and their associated impacts , therefore,
require s the development of techniques which allow for rapid and
accurate analysis . In addition , display techniques which allow re-
view and evaluation of the alte rnative s and Impacts are needed so
that meaningful public participation may be gained.

Purpose

The purpose of this paper is to present as a “case study ” a re-
cently completed regional water supply study which was conducted
within the New England Division. The study, a pre -authorization
detail effort , was undertaken from July 1970 to July 1972 . Neither
Section 122 nor the Principles and Standards had been adopte d for-
mally at this time. Howeve r , since it was anticipated that both re-
quirements would be In force prior to completion of the study , they,
togethe r with NEPA, were included in the study efforts.

1 Supervisory Civil Eng ineer , Northeastern United State s Water
Supply Study, New Eng land Division.
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The case study method is used in the paper to provide the
seminar participants the types of issue s togethe r with necessary
impact analysis and evaluation which wate r resource planners must
respond to in today ’s envi ronment. Examples of analytical methods
applied in the “case study ” are discussed and shortcomings of som e
methods described. Possible areas which appear to be candidate s
for further development of analytical methods are discussed using
experience gained in the case study.

CASE STUDY - DE VE LOPING REGIONAL WATER SUPPLIES

Planning Process

Historically, the planning process for water resources devel-
opment was essentially a linear function . Generally, a need was
considered a “given,” alternative plans to meet the need were evalu-
ated by the agency staff , a plan was then selected and presented to
the public .

The advent of NEPA , Section 122 a.id the Principles and
Standards has required a reworking of this traditional planning proc-
ess. In particular , the restructuring had to accom odate the increas-
ing emphasis that is being placed on public involvement and non -
monetary impacts.

One process’ which appears to respond to the current planning
needs consists of four planning activities as shown in Figure 1;
namely, Problem Definition , Formulation of Alternative s , Impact
Analysis , and Evaluation. In the case study, this type of iterative
planning process was utilized with some degree of success.

Background for the Case Study

The recent sixties ’ drought in the Northeastern United State s
was the most intense in the region ’s recorded climatological history.
The 89th Congress , in response to the possible economic damage
which the drought could create , enacted the Northeastern United
States Water Supply Study (NE WS) on 27 October 1965.

~ Impact Assessment in the Water Resources Planning Process,
June 1973, unpublished, by Leonard Ortolando, Assistant Pro-
fessor , Department of Civil Eng ineering, Stanford University.
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A series of inve stigations revealed a limited number of reg ions
within the northeast faced almost immediate shortages. One of
these regions was southeastern New England, a plan of which is
shown on Figure 2.

Within southeaste rn New England , a lar ge percentage (30%) of
the population is serviced by the Boston Metropolitan District Com-
mission (MD C). The MDC maintains three major reservoirs and a
connecting tunnel aqueduct as its supply sources. This system of
r ese rvoirs , as shown on Figure 2 , include s as its backbone a res-
ervoir in the Connecticut River Basin. This reservoir (Quabbin)
provided grist  for a 1930’ s interstate wate r dispute between Massa-
chusetts and Connecticut which was finally resolved by the Supreme
Court.

A feasibility detail of alte rnative s for supplementing the exist-
ing supplies of the regional supply system was carried out in 1969.
Following review by Federal , State and reg ional agencie s , togethe r
with local and enviroi~menta1 interest groups, a consensus was
reached on some projec ts which should undergo survey detail inve s-
tigation . Included in these projects were two which would involve
inte rbasin t ransfers  of wate r from the Connecticut Rive r Basin to
the metropolitan Boston region (see Figure Z).

As discussed earlier, the planning process which was used con-
sisted of four tasks;  namely, Problem Definition , Formulation of
Alternative s , Impact Analysis , and Impact Evaluation. The four
planning activities were carried out simultaneously, not sequentially.
Thus , the planning was , in essence , an iterative process in which
the four activitie s are carried out continuously, but with increasing
degrees of refinement. For example , in early stages of planning,
problem definition receive s a high proportion of effort , while in
late r stages , the impact assessment  and evaluation phases provide
the major tasks .

Some of the elements which surfaced durin g the investigation s
are shown in Table 1. Many of these elements were garnered from
meetings , discussions , correspondence , etc ., from the public and
various interest groups. In some cases , the pr oblem s , as perceived
by these groups , go well beyond those technical questions which would
have been addressed in a traditional wate r supply study ; e .g . ,  need
for wate r -based recreation , ’ termination of natural floodin g cycle ,
regulation of demand.

1 Wate r supply reservoirs are rarely used for recreational activities
in New Eng land.
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As illustrated by the case study experience , the problems (or
issues)  which the planner had to address ranged from physical
means cf providing new supply to insuring future generation s of
downstream users  that their supply needs would be provided for.
Some of the alternatives considered for dealing with the issue s
included structural  measure s , such as developing to groundwater
supp lies to regulatory actions which would restr ic t  or limit supp lies
made available to the consumer.

Impact assessments  of the alte rnatives required skills from a
variety of technical disciplines such as marine biolog ists and social
scientist s , geolog ists and economist , eng ineer and envi r onmentalist.
Each of these skills ~ven while working on a team effort  generally
has a favorable bias toward their field or specialty , and care is
required that this bias doe s not influence the assessment .  For
example , marine biologists working on the staff were extremely
interested in gathering data on euryhalin e specie s in the estuary,
while othe r areas of concern such as adjacent salt marshes received
less attention . Similar professional leaning s were also evident in
othe r disciplines.

Evaluation of the impacts associated with the alternative s
proved to be particularly difficult. A~ shown in Table 1, public
participation encourages project evaluation from a wide variety of
interests  and viewpoints. Whether an impact was considered posi-
tive or negative depende d upon the interests of those affecte d by it.

Analytical Methods Used

As the case study demonstrates , the planning process followe d
today leads to a large number of problems to be addressed , alte r-
native s to be investigate d, impacts to be assessed  and evaluations
to be made . In orde r to perform these tasks , use of various
analytical models which would allow rapid and accurate analysis of
each alte rnative and its impact is highly desirable. Unfortunately,
no such sing le panacea method exists today. Instead , the water
resource planner , much like a carpente r or othe r t radesman , calls
upon specific tools to perform specifi c tasks. Once the individual
pieces have been comp leted , careful  assemblage allows the process
to be viewed as a whole.

In the case study , both simulation models and physical models
were utilized as analytical techniques. A description of some of the
m odels employed follows:
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As illustrated by the case study experience, the problems (or
issues) which the planner had to address ranged from physical
means of providing new supp ly to insuring future generations of
downstream users that their supply needs would be provided for.
Some of the alternatives considered for dealing with the issues
included structural measures, such as developing to groundwater
supplie s to regulatory action s which would restrict or limit supplie s
made available to the consumer.

Impact assessments of the alte rnatives required skills from a
variety of technical disciplines such as marine biolog ists and social
scientists, geologists and economist , eng ineer and environmentalist.
Each of these skills even while worlr ng on a team effort gene rally
has a favorable bias toward their field or specialty , and care is
required that this bia s does not influence the assessment. For
example , marine biologists working on the staff were extremely
interested in gathering data on euryhaline species in the estuary,
while other areas of concern such as adjacent salt marshes received
less attention . Similar professional leanings were also evident in
othe r disciplines.

Evaluation of the impacts associated with the alternatives
proved to be particularly difficult. As shown in Table 1, public
participation encourages project evaluation from a wide variety of
interests and viewpoints. Whether an impact was considered posi-
tive or negative depende d upon the interests of those affected by it.

Analytical Methods Used

As the case study demonstrates, the planning process followed
today leads to a large number of problems to be addressed , alter-
natives to be investigated, impacts to be assessed and evaluations
to be made. In order to perform these tasks , use of various
analytical models which would allow rapid and accurate analysis of
each alte rnative and its impact is highly desirable . Unfortunately,
no such single panacea method exists today. Instead, the wate r
resource planner , much like a carpente r or other tradesman , calls
upon specific tools to perform specific tasks. Once the individual
pieces have been completed , careful assemblage allows the process
to be viewed as a whole.

In the case study, both simulation models and physical models
were utilized as analytical techniques. A description of some of the
models employed follows:
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COHART

A computer program ’ for estimating costs of hard rock tunnels.
The program is designed to dup licate the thought and reasoning
processes that take place in the detaile d planning, design , quantity
take-off and estimate of cost of an actual tunnel - shaft system. A
number of cost components (such as excavation) are selected to-
gethe r with factors (such as tunnel design , methods of construction
and geologic conditions) that affect the magnitude of each of the cost
sub-components. The resulting relationships are then drawn upon
to yield cost estimates for construction.

Utilization of COHART was used extensively in the case study
in the formulation of alternatives and impact assessment tasks.
Alternative alignments and diameters using both conventional and
mole excavation techniques we re investigated. Since extensive
tunnelling was a major cost item in several alte rnatives , this model
proved extremely useful in providing reliable cost data for economic
impact assessment of alternatives.

Input requirements for the model include physical factors such
as tunnel size , rock strength , water inflow and rock quality and
construction methods factors such as muck transport, excavation
methods and advance rate . Output from the model included calcu-
lated tunnel and shaft data , tunnel - shaft segment and reach costs ,
and cost summaries. All input data necessary can be furnished by
technical skills present in District and Division level Corps offices.

NE WSX

A computer simulation program for analyzing complex inte-
grated water supply systems for a historical flow record. Given
historical streamflows and prescribed operating rules as input , the
program compute s transfers , downstream releases and changes in
storages up to 20 points of interest in a system. The program was
written by New Eng land Division personnel for an IBM 1130 computer.
Because of limited core storage , the program was written as several
sub-programs and routines.

Operation of the systems analyzed was based on a daily time
increment. Output from this prog ram was then fed into a second
model which simulated major existing reservoir storage on a

~ Developed by Harza Engineering Company for the U. S. Department
of Transportation.
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monthly time increment. The basic steps pe rformed in the pro-
gram : (1) determine downstream flow releases; (2) adjust storages
for downstream releases; (3) determine tran sfers  based on transfe r
capacity , water availability and respective priorities at receiving
storage sites; (4) adjust storage for tran sfe r and spillage , if any.
Since the system to be simulated included two large existing reser-
voirs , real life operational considerations had to be included in the
model. A priority routine was used to determine the amount of
wate r to be t ransferred between reservoirs.

Output from the simulation program included “safe yield ” esti-
mates for the alternatives considered. Marriage of output from
COHART and NEWSX allowed rapid economic analyses as part of
the alternatives impact assessment.

In addition to COHART and NEWSX , the case study also used
two othe r computer simulation models to aid in the analysis of alte r-
natives . These are SOCIO and ESTUEN .

SOCIO is a computer simulation model which analyzes the
adjustments in a metropolitan region necessary to equate available
wate r supply to wate r demands which exceed the supply. Downward
adjustments in demand through restrictions are translated to
economic losses for the reg ion. Output from this model thus allowed
the establishment of a “market value ” for water supplied from any of
the alternatives.

ESTUEN is a computer model which analyzed riverine wate r
temperature differentials which might occur if upstream diversion
alternatives were implemented. Output fr om the model was then
used by marine and freshwater  biologists to determine environmental
impacts which might occur.

SUMMARY AND CONCLUSIONS

The time has passed when a decision to provide flood control ,
water supply or other resource developments involves a project
formulation and an evaluation of available hydrologic data , project
benefits and economic costs. Today, water resource planning and
analysis is a complex inter-disciplinary process. Certain of the
tasks in the planning process such as Impact assessment and evalu-
ation are more an art than a science.
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As discussed in the case study, problem definition with the aid
of public participation often goe s well beyond what traditionally
would have been considered “fair game ” in a water supply study.
In turn , this broadening of the is sue s which are addressed by a study
also is reflected in the formulation of alte rnatives , impact assess-
ment and evaluation tasks. As a result, the planner today is re-
quired to identify, assess and evaluate a multitude of alte rnatives.

Alternative actions , for example , considered in the case study
vary from such non-structural measures as pricing to reduce de-
mands and regulatory restrictions to structural yet less traditional
technique s such as wastewater reuse and desalting. Impact assess-
ment required to forecast changes associated with the alternatives
varied fr om traditional economic considerations to environmental
and socio-econornic costs (both direct and indirect). Impact evalu-
ation was made by a spectrum of interests from the local citizen
whose land would be taken by the alternative to state governors who
must concern themselves with the interests of the entire state.
Each of these interests views must be included in the ranking of the
various alternatives.

As Indicated by the case study, the planning process now under
way in Corps studies requires a new gene ration of thinking regard-
ing approaches which can be used to sort out and orde r the myriad of
physical, social , economic and environmental parameters in a study.

Four of the models used In the case study were described. Use
of both COHART and NEWSX proved to be most valuable in the alte r-
native and Impact assessment tasks of the study. It would be less
than frank to indicate that equal confidence levels were enjoyed while
using SOCIO and ESTUEN. Both of the latter models were based on
a number of assumptions which were forced to rely upon limited data
bases. This data base shortcoming was not occasioned by general
lack of data (e. g., population , Income , rive r temperature , etc.).
Rather , the shortcoming was caused by the sca rcity of information
regarding the relationships (or cause and effect) between an action
and, for example , a socio-economic response . The lack of hard
data on such relationships was not unexpected, but neve rtheless it
did impai r the analysis.

Future needs in wate r resource planning which analytical methods
may serve can be viewed in two gene ral ways. First , an improve-
ment In the techniques used in the analysis of alternatives In kind as
well as alternative s in scale. Second , physical and social scientists
working closely with system eng ineers should develop those cause and
effect relationships upon which future analytical models may build.
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