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During the last decade , considerable progress has been made in radar signal processing, and this
report states its present status. The three broad areas of coherent processi ng, noncoherent detection,
and track-while-scan systems are d iscussed.

Specifically, in the area of coherent processing the subjects of sidetobe cancelers , adaptive
ra dars , NTIs, a n d doppler proc essing are discussed. In the adaptive processing area , both the inaxi-
mum signal-to-noise and least mean-square methods are described , and special emphasis is given to — ~~~
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the problem of convergent rate. The moving-target detector (MTD) is used as an example of dopp-
ler processing.

In the area of noncoherent detection , various integrators are discussed. Among these are the
moving window, feedback integrator , t wo-pole filter , binary integrator, and batch processor.
Methods of obtaining a constant false-alarm rate using either adaptive thresholding or nonparametric
detectors are also considered.~~ ,.._~,,

A general outline of a track-while-scan system is considered first. Then , detailed discussions of
the tracking filter, maneuver- following logic, track initiation, and correlation logic are presented.
Finally, methods of integrating data from several radars are discussecL
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SURVEY OF RADAR SIGNAL PROCESSING

INTROD UCTION

During the last decade considerable progress has been made in radar signal processing.
This progress is directly traceable to the lowered cost and increased speed of digital hardware
and computers and to more sophisticated techniques in adaptive processing and tracking sys-
tems.

This survey of radar signal processing will neglect waveform design and include the
track-while-scan systems. Waveform design will be neglected because it has received consider-
able attention elsewhere , with the books of Rihaczek and Cook and Bernfeldt covering the
subject in det ail. On the other hand , although track-while-scan systems properly fall under the
heading of radar data processing, it does not make sense to have an automatic detection system
unless it is accompanied by a tracking system. Therefore , since tracking is a necessary part of
the  ent ire  system , the survey wi l l  include it.

Thus this survey of radar signal processing will  consider the three broad areas of coherent
processing (processing of amplitude and phase), noncoherent processing (processing of ampli-
tude ) , and track-while-scan systems. The subjects will  be discussed in the same order as the radar
signal passes through the radar system. Specifically, in the area of coherent processing the sub-
jects of sidelobe cancelers , adaptive antennas , and MTIs (moving-target indicators ) will  be
covered. In the area of noncoherent detection , method s of obtaining a constant false-alarm
rate (CFAR) using either adaptiv e thresho lding or nonparametric detectors will be emphasized.
The section on the tracking system will cover the tracking filter , correlation logic , track initia-
tions , maneuver-following logic , and a basic overv iew of an entire tracking system.

COH ER ENT PROC ESSING

In the area of coherent processing, adaptive processing will receive considerable attention.
There are two approaches to adaptive processing: the method of maximum signal-to-noise ratio
(SIN ) due to Howell s$ and App lebaum * and the least-mean-square method (LMS) due to
Widrow and Floff# . The two methods , although appearing quite different , yield almost
equivalent results. So that both methods will be presented , the LMS method will be used dur-
ing discussion of sidelobe cancelers , and the method of maximum S/N will be used during dis-
cussion of adaptive arrays and radars. For adaptive radars special consideratiou will be given to

A , W . K Ihact ek , Principle s ol i l igh- Rew/ ut ion Radar. MiG raw - I JIIt . New York. 1969 .
tC. E. Cook and M. I3ern fetd . R adar S’gPIQ!S . ,In In ir t idiution io Theory and App l uar ion. Academic Press . New York . 1967.
tP. %V . Howells , IEEE Trans. Antennas and Propagation AP-24 . 575-5 84 (1976) .
§S. P. Applebaum . IEEE Trans. Antenn as and Propagation AP-24. 585-598 (1976 ) .

# B. Wj drow and M. F. Hoff. IRE WESCON Cons,. Rec ,96-104 . 1960.
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G. V. TRUNK

the problem of convergent rate. Final ly ,  MTIs will  be discussed and the moving-target-
detector (MID) system will be used as an example of doppler processing.

Sidelobe Cancelers
p

The basic idea of a sidelobe canceler (a device that attempts to eliminate interference
entering through the antenna sidelobes) is shown in Fig. 1. The signal S of interest enters
through the main lobe of the antenna , and the jamming (interfering signal) , which is much
stronger than the signal of interest , enters through the sidelobe of the main antenna. The aux-
iliary antenna is an omnidirectional antenna , and it will be assumed that the signal entering
the omnidirectional antenna is much smaller than the jamming ‘a and can be neglected , since
the signal and jamming now have the same antenna gain. (The treatment of the signal in the
auxil iary channel can be found in Widrow et al.~) The adaptive filter produces an output Y
which is as close as possible to the input jamming J. The filt er output  is then subtracted from
the main input , producing an output Z = S + I — Y. If the filter output is an exac t replica of
I, the output is the desired signal S.

~~~~~~~~~11I~~~~~~~
j

~~~ 

:~~~~~
°=

The filter is controlled by adjusting its parameters to minimize the output power. To
show that th is  minimizat ion wil l  force Yto be a replica of J, a development in Widrow et al. is
repeated. First , assume S. J, and J ~ are zero-mean random variables , S is uncorrelated with I
and J ~. and ‘a (and hence Y) is correlated with J. The expected output power is

EIS2) + E{ (J — Y) 2} + 2EI S(J — Y) ) EIS 2) + E l (J  — Y) 2) .  (I)

Adjust ing the filter to minimize EIZ 2) is equivalent to min imiz ing  El (J — Y) 2} ,  since Yis un-
correlated with 5: that is, Y is the best least-squares est imate of the jamming J. Furthermore ,
since Z — S = I — Y, minimiz i n g E{ (J — 1) 2J causes Z to be the best least-squares estimate
of the signal S.

The adaptive f i l ter  for obta ining a least-squares estimate of a desired signal S can be
desc ribed by a weight ing  vector W, where  W~ (W 1, 1V2 W,, ) and Tdenotes the tran-
spose , oper at ing on the  i n p u t  J ~, = X. .1’~ (x 1 v,, ). Thus the  f i l ter  ou tput  is

I =X ~ W, (2)

B Widrow . J. R Gto v er . Jr . J M MeCoo l . 3 . Kauni t , . C. S. Wi ll iams . It. H. Ilearn . 1. R. Zeid ler . E. Dong . Jr., and R.
C. GoodlIn . rr iic II I F  63. 1 6 9 2 . 1 7 t h  (1 975) .
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and the error , defined as the difference between the input signal and the filter output , is
C = S + J _ X T W. (3)

The least-mean-square (LMS) adaptive filter adjusts the weighting vector W to minimize the
mean-square error. The squared error is

C 2 (S + j ) 2 — 2(S + J ) X T W + &$I TXX T W (4)

Taking the expected value of (4), letting the vector P be the crosscorrelation between Jand X
( P E ( J X J ) ,  and letting the matrix K be the covariance matrix of X (K = E{XX T J ) ,  one ob-
tains

= E {S2J + E{J 2} — 2P TW + WTKW. .. (5)

To find the min imum of (5) with respect to W, the gradient V of (5) is set to zero, yielding
the optimal weight vector

W = K ’P. (6)

The LMS adaptive algorithm is an iterative method of finding an approximate solution to
(6). The algorithm has the advantage of not requirin g an explicit measu rement of the correla-
tion function or inversion of the covariance matrix. Specifically, the LMS algorithm uses the
method of steepest descent to solve (6); that is , the next weight vector is equal to the
old weight vector plus a step in the direction of the negative gradient:

= “‘:~ — i.’s’~. (7)
The gradient of the squared error on the j th iteration is

V~ = v€J = V ( S  + J ... X T W) 2 = —2e,,x~. (8)

Thus the nex t wei gh t is given recursivel y by

= W~ + 21~e,A~, (9)
and is known as the Widrow-Hoff LMS algori thm. The parameter ~ is a factor which~~on trols
the rate of convergence and the stability of the method . It has been shown t that (9) con-
verges to the optimal solution as long as ~.e is between zero and the reciprocal of the largest
eigenva lue of the covariance matrix K. Shown in Fig. 2 is a typical learning curve and an aver-
age of 48 learning curves for the LMS algori thm. The average reveals the basic exponential
nature of the learning curve. For the radar case X~ represents the sample from jth range cell;
consequent ly the number of iterations corresponds to the number of range cells.

In principal , if the si tuation shown in Fig. I is correct (no uncorrelated noise in each
channel  and no signal in the auxi l iary )  the jamming  can be completely canceled. However , if
the situation is as shown in Fig. 3, total cancellation cannot be accomplished. Specifically, the
performance of the canceler can be described by the ratio R of S/N at the output to S/N at the

‘B, W idrow . P. E. Mantey. L. 3. Gri tflihs. and B. B. Goode, Proc . IEEE 55, 2 143.2159 (1967).
tR. L. Riegler and It. 1. Compton . Jr., Proc. IEEE 61. 748-758 (1973) .
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MINIMUM MEAN-SQUARE ERROR (WIENER SOLUTION)
C I - I—.
0 100 200

NUMBER OF ITERATIONS

- 
. Fig. 2 — Typical learning curves for the LMS algorithm.

— (From) B. Wjdrow et al., Proc . IEEE 63. 1692-1716 (1975).
courtesy of t he Institute or Electrical and Electronics En-
gineers.)

~
. ~~~~~ 

ouipur

an

primary input (main antenna ) .  Widrow et al.* have shown that this ratio R for steady state
falter convergence) can be expressed as

R — ~~~~~~~ I I  [B(:) + I I  (10)— 

A (: ) + A ( :)  B (z) + B(: ) ’

where A (:) and B (z)  are noise-to-noise ratios

.4 (:) = .S.~ ( :) / S,, (:)  ( 11)

and
= S1 ( :) / S ,, (:)IH(:)I 2 (12)

B W idrow . J. R Glover , Jr.. 3. M. McCoo , .1 Kaunitr , C. S. Wil liams. It. Ft. Hearn . J. R. Zeidler . E. Dong. Jr.. and R.
C . (joodlin, Proc IEEE 63, 169 2-1 71 6 (197 5) .

4
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in which 
~~~~

. ~~ 
and S,, are the power density spectra of the noises ,

~~~~~
. m~. and n respectively

and 1 1 (z)  is the channel transfe r function for the correlated noise (jamming ) . It is obvious
from (10) that the cancellation is limited by the uneorretated noise components in the primary
and reference channels. When the jamming is much stronger than the uncor’related noise
components , A (z)  and B (z)  are small and

R 
A (:) + B(z) ’ ( 13)

giving a large improvement in the output signal-to-jamming ratio. However the improvement
indicated by (13) is rarely achieved in practice. Factors l imi t ing  performance include the finite
time for the adaptive process , the presence of signal components in the au ,dliary channel , mul-
tipath problems , and misadj ustment caused by gradient estimation noise in the adaptive pro-
cess. Furthermore , in theory N omnidirectional an tennas  (and associated cancellation loops)
are needed to cancel Njammer s. However , because of mul t i pa th  propagation , the energy from
a single jammer can enter the antenna from several directions and for all practical purposes ap-
pears to be from several jammers . Therefore in practice one requires several times as many
cancellation loops as jammers.

Recently F. Kretschmer and S. Lewist have developed an improved algorithm for simula-
tion of the Applebaum -Howells adaptive loop and for use in adaptive processing. The LMS al-
gorithm discussed above is given by

W1~ 1 = + 2~ e1X1. (9)

This is commonly used to simulate and analyze the App lebaum -Howells adaptive loop in the
form

~~j + l  = k W ~ + GO — k) e~X~. (14)

where k = I — lit , with r being the filter smoothing constant , and G being the gain term.
Thus in both algorithms the next weight is derived in terms of th e present error and sample.
Kretschmer and Lewis point out that for fast loops ~~~~ as given by (9) and (14) is not the
proper weight .  Ra ther , for better cancellation and more realistic canceler loop simulation .

should be calculated from
= + 2/L E~+t X~~ ( .  ( 15)

In effect , by using the sample X~ to calculate the weight  W +1 ,  a phase shift is introduced
which can result in loop instabil i ty.  Kretschmer and Lewis have shown (for the App lebaum-
Howells application ) that the stabil i ty condition of the LMS algorithm is

I G ( I  — k ) I X , I 2 — k~ < I ( 16)

and that  their  improved algorithm is uncondit ional l y stable.

Comparison of the LMS algorithm with the improved algori thm was made using comput-
er simulat ions. Correlated Gaussian noise (mean 0, variance 2) was used as an inpu t  to
the main and auxi l ia ry  channels  of the sidelobe cance ler. At the 250th r~sn~ e cell a constant
signal at S/N = —20 dB is introduced.  The signal residue for both algori thms wi th  canceler

‘B. Widrow , P. F. M.tntey, L. J . Griffiths. and B. B. Goode . Proc . IEEE 55. 2 143-2 159 (1967) .
$F . Krclsc hmer and B. L. Lcs~s. ‘An Improved Algorithm for .A d .tptive Procc~sin~.’ NRI. Re’nrt 8084 . Dcc. 1976.

5
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param eters of k = I — 2 ir (0.000 124) and G — 100 is shown in Figs. 4 and 5. Although the
LMS algorithm had un stable performance , the  improved algor ithm had completely stable per-
formance. Also , for slow loops ther e wil l  be ringing in the LMS algorithm , which wil l result in
degraded cancellati on performance. In a pr evious paper Kretschmer investi gated cascading
sidelobe canceler stages as a method of obta in ing  improved cancellation ratios and tr ansient
responses. Thus a higher effective loop gain would be achieved with low actual loop gains ,
which are required for stable operati on. In lieu of their later work , the improved algorithm
provides another way of obtaining high loop gains. Lewis and Kret schmer are now working
on a open-loop digital implementation of a sidelobe canceler.

~ ‘~ el.’ 
i1~!~/ ~— 0 — 

~~~~~ ~

— 
. .- I I

~f . ‘ IF 
I~~~I!j~ 

I
~~~ 

t

~ 9 1  I

Fig. 4 — Adaptive-canceler response of
thC LMS algorithm

The sidelobe canceler removes the jamming  signal after it has entered the main antenna.
Adaptive arrays , which require individual receiving elements , attempt to prevent j amming from
entering the antenna receive pattern by placing a rec eiving antenna nul l in the direction of the
jammer. Before commencing with a discussion of adaptive arrays and radars , it is pointe d out
that  the September 1976 issue of the IEE E Transactions on Antennas and Propagation is a spe-
cial issue on adaptive arrays and contains many interesting articles.

Adapt ive Arrays and Radars

Quali ta t ively,  in an adaptive arr ay the received signal is the  wei ghted sum of the signal at
the ind iv idua l  r eceiving elements . w i t 1’~ the we ights  being a functio n of the received signal.
The theory of adapt ive  arrays was first discussed by App leb aum ,t a nd Wj drow et al.~ hav e

‘F. F. Kretschmer , IE EE International Radar (onf.. 18 1-185 . 197 5.
tS. P. ..\pplebaum , ‘Adapt Ive arr . IyS ,~ Syracuse 1!n~scrsit y Research Corp. Report SPL-769. June 1964.
B. W idrow . P. I ~lante > . L. J. Griffit h’.. and B. B Goode, Proc . IEEE. 55. 2t4 ~ .2 l59 ( t9 67) .

6
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made major contributions to the theory; however a later development of Brennan and Reeds
w ill be followed. Their approach is similar to App lebaum ’s in that they maximize S/N , which
they show is equivalent to maximiz ing  the probability of detection when the noise is Gaussian
distributed.

Let the radar be composed of N receiving elements , and let the last M t ime samples from
each element be processed. Thus there are a = NM space-time samples. Define S to be a
complex (amplitude and phase) n-vector which contains the desired signal components , and
define K to be a complex n-vector conta ining the  noise samples. The radar return Z is given
by

Z = S + X .  (17)

To detect the signal S. the radar out p ut  is passed through a linear filter described by a wei ght-
ing vector LV. Thus the output of the detector (the filter ) is

y = W TZ. (18)

Brennan and Reed showed that S/N at the Out pUt of the filter is

— = (19)
N 0 W T KW

wh ere the asterisk indicates the complex conjugate and K is the noise covariance matrix ,
K~=E ( X X TI, X h a v in g  zero mean. Consequently what  is re quired is the value of W t h a t  max-
imizes ( 19 ) . If the Schwarz inequal i ty  is used, it can be shown that the maximum value of
( 19) is .YK~~ S* and t h a t  t h i s  v a l u e  is obtained when

W = K H S~ (20)

L. E. Brcnn.in and I. S. Reed. lI FE Tr.1n’. Aerospace and Electronic Systems AES-9. 237 .252 (1973) .1 - 7 

---..—- -‘.-~~~.-.~.-. .
.—— 

.-. . -.~~.— _
~
_.__ _.-_.--_- .--.~~--.~~ ,A



— - -~~~~

G. V . TRUNK

where a ’ is an arbitrary nonzero complex number .  This criterion has been known for some
time. 5 However , it is rarely used , since K is not known a priori; and if K is estimated , it ha s
been extremely diff icul t  to invert  K in real t ime.

What  makes th e Brennan-and-Reed approach different from other adaptive array process-
ing is not the abi l i ty  to place spatial nu l l s  in the direction of jammers but  rather the temporal
processing that is equivalent to a mot ion-compensat ed MTI (moving-target indicator ) . The
compensated MTE behavior is obtained by selecting the proper steering signal S. The selection
of the steering signal Swi l l  be illustrated for the case of an airborne coherent pulsed radar.

Assume that  the return is range gated , there are NR range cells, and the return from the
jth cell is

Z (j )  = X ( j )  + S (j ) .  (21 )

The return signal from the rth receiving element and inth t ime sample can be writ ten as
- S,(m) = b,e ”12’ , r = 1, .... N. (22)

where y = —4ir VT/A is the doppler phase shift , wi th  V being the relative velocity of the tar-
get , T being the t ime between transmitted pulses , and A being the radar wavelength.  The
quant i ty  b

~ is

br = A r e t
~~

+
~~. r = I N. (23)

where A r is the signal amp l i tude at the rth element , ô is a constant phase factor , and 
~~, 

is the
relative phase between the target and the  r th element.  For a l inear array with e lement  spacing
ci, the phase angles d r fo r a signal a r r iv ing  at an angle ij, wi th  respect to the array normal are

= 2-~’~~ sin I j .  r I N. (24)

Thus the expected signal for a l inear  array can be obtained by subst i tu t ing (23) and (24) into
(22) .

Both clutter  and target will  have returns of the form of (22) . Since the velocity of the tar-
get (and consequently the relative velocity V) is unknown , it is impossible to specify S for the
optimal weighting given by (20) . However , since (22) is computable for ground clutter as a
function of the radar-clutter-cell  geometry, one selects a steering si gnat S which is orthogonal to
the ground-clut ter  vector S’. Thus the  purpose of S is to reject the clut ter , not to detect the
target. This is about as close to an opt imal  detector as one can obtain , since it can be shown t
that no uniform most-powerful test exists when the target velocity is unknown.

As an example let M = 2 and assume ort .e wants to detect a target in a direction normal
to the direction of the platform velocity (the  radar is sidelooking ) . Then 5r (in ) = A,e~~, and
for un i fo rm ampl i tude taper (A r = I , r = I N) the clutter signal is

S T = e ’~ E l 1 . 1 I I .  (25 )

The appropriate s teering signal S which is or thogona l  to S . S TS.. = 0, is

S T = El I . — I —l L (26)

l1 L. V .iri Trc~ s. lEE 1; Trans . \tiFi , r~ Elec t ronics ~lIt.-9, 2 6 .22 ’) ( 1965 )

8
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which correspond s to a target at 1/2 the bl ind speed of the radar:

V = -
~
-j
~

). (27)

Thus, if (26) is used in (20), the detector is optimized for canceling main-beam clutter .  We
now consider how (20) can be implemented adaptive ly.

Brennan and Reed use the method of steepest ascent to maximize S/N:
w Td 2

F ~ - (28)
WT KW

The recursive algorithm for Steepest ascent is

W (j + l )  = W ( j )  + (j ) V F [ W ( j ) ] ,  (29)

where V F [ W ( j ) j  is the complex gradient of Feva luated at W(j ) , which has been shown to
be

W Tc W TC *
VF = 2  • S’ — 

• K W .  (30)
WT KW WT KW

If K is assumed known and ~ (j) is chosen to be a constant , one can apply known theorems ’
to show W(j)  approaches a critical point as a l imit .  Thus , if W(0) is sufficient ly close to the
optimal value . W(j )  approaches a ’K ~~S’ in the l imi t .

The trouble sv i th  using (30) in (29) is that  VFi s  a non l inear  function of W(j ) ,  w h i c h  i n
some adaptive systems can cause computat ional  d i ff icult ies.  Hence the algorithm was linear-
i zed by not ing

W TS l olim • = = a. (31)
J~~

.oo W T K W  a
Thus , if ~z (I) equals a constant ~~~, 

(29) reduces to
W (j + I )  = W( j )  + j~a [ S ’ — a ’K (j ) W( j ) J .  (32)

where K ( j )  is a statistical estimate of the unknown  covariance matrix K. The best
(maximum-likel ihood ) estimate of K is

K ( j )  = Z *(j) Z T (j ) . (33)

Brennan and Reed then showed that  (32) converged. Specifically, the expected value of (32)
converges to a K  “t S’. where K = E{ K ( j ) )  for all j, if Z (j )  are independent and 0 < ~ <

nax A ,, where A 1 ( i  = I ii) are the eigenva lues of K.

The block diagram of the adapt ive radar is shown in Fig. 6, and the implementation of an
adapt ive too l) is shown in Fig. 7. The steady-state a n t e n n a  pat tern can be calcul at ed fro m (20) .
and the  SIN improvem ent  can he found from S T K ’S .  However in many radar environ-
men t s  Ihe c l u t t e r  h a s  a t empora l  and spat ia l  va r i a t ion :  con sequently t h e  rate of covergence is
i m p o r t a n t .  To s ludy th is  phenomena , computer  s imula t ions  were used.

‘M. J. P. Powell , SI.\M Rev . 12 . 79-97 (1970) . 

~~~~~ ~~~~~~~~~~~~~
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( Fig. 7 — Iniplementation of an adaptive Io.ap. (From L. F.

Brennan , J. P. Maileti , and I. S. Reed. IEEE Trans. Anten-
nas and Propagation A P-24,607-6l5 (I976l . .~our I esy of the

V~ $ $ Institute or Eleclrical and Electronics Engineers.)

{
SUM

I

The basic parameters for a ten-element adaptive array using only one time sample (N  =

tO and M = 1) are given in Table 1. In the first simulation , 30 discrete clutter po ints were uni-
formly distributed in the two symmetrical intervals [17° , 90°1 and [ — 17° . —90°I, and th e radar
was looking normal to the aircraft velocity vector. The simulation results are summariz ed in Fig. 8,
where the base of the plot is 45 dB below the peak gain. The back antenna pattern is the m i -
t ia l receiving pattern , the middle eight patterns are from range cells 200 to 1600 in 200 range-
cell intervals , and the last pattern is the steady-state pattern . Since there are 30 interference
sources and only J O elements , it is impossible to put a nul l  at each int ereferenc e ang le. Rather
the adapt ive array follows twQ strategies: it widens the main beam and consequently towers
the general sidelobe level , and it places receiver nul ls  at t ransmit ter  maximums and vice versa.
After 1 600 interactions all but  1.6 dB (27.3 — 25.7) of the maximum signal-to-clutter improve-
ment  has been obtained. ‘ F

In the second simulation the 30 clu ’ter points were placed nonsymmetr ically about zero
in the interval  [15° , 45°1. The simulation results are summarized in Fig. 9. Although the
sidelobes are reduced in the proper angular int erval , after 1600 iterations only 24 .7 dB of the
possible 44. I -dB improvement in the signal-to-clutter ratio has been obtained. Br ennan and
Reed have shown that  the t ime behavior of the weights is a sum of exponentia l s of the  form

= c,, e
t _

~~~~~ 
)‘/r l  (34)

where is the time constant and G is the gain of the low-pass filter. Thus the rate of conver-
gence is controlled by the smallest eigenv alue of K; specifically, the effective time constant  is
TI (GA m i n  + I ) .  This suggests tha t  rapid convergence can be obtained by selecting G to be
large and/o r r to be small .  However this is not a useful solution to the convergence problem
since Brennan  et al. * have show n that  the total ou tpu t  nois e power in the adaptive ar r ay  is

N
P = W T KW I + -

~~~
-- ~~ . (35

2

L . I l rcnn. in . 1. t. Pugh . ant I 1. S Reed . IEEE Trans . ?se ro~p.Ice an.) Fleclronie Syste m s ~%ES-7 . 2 S4 . 2r ~ I t9 lI) .
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Table I — Parameters Assumed in a
Simulation of an Adaptive Receiving Array

Ten-element l inear  array
Element patterns isotropic over -~~/2 ~ ~
Half-wave-spaced elements
Uniformly i l luminated  t ransmit  array
30 scatterers in the sidelobe region , equally spaced in angle
No interference for -ø 

I < ~
Each receiving-element weight controlled adaptively
Simulation of 1600 inde pendent  sets of input  signals (range

resolution cells)
No receiver noise

~ of a ten-element adaptive array in the
case of symmetric clutter distribution.
The improvement in the signal-to-
sidelobe c lutter ratio from thc initial re-
ceiving pattern (at the cCac ) ts 27 .~ dtS
for steady st a t e (pattern at t he front)

Fig. 8 — Projectograph plot of the gain

and 25.7 dB after 1601) iterations .
I (From L. E. Brennan and L. S. Reed.

IEEE Trans. Aerospace and Electronic
l Systems A ES—9. 231-252 (1973). cour-

tesy of the Institute of Electrical and
Electronics Engineers.)

Fig. 9 — Proj ectograph plot of the gain
of a ten-element ad.iptable array in the
case of nonsymmetr ic clutter distribu-
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where %V is the average weight  vector in the absence of loop noise (departure from steady
state) . The quant i ty  W TKW is the noise power when W = ~~~~~ ConsequentI~ . the output
power has been increased by the factor G ~ A1/2r due to loop noise. Thus , when K contains
both small and large eigenva lues , it is impossible to select a G and r which yield both rapid
con vergence and low loop noise. To avoid the convergence problem . Reed et al . have sug-
gested a direct computation of the weights.

The maximum-l ikel ihood estimate of K, assuming the noise is Gaussian distributed , is
1.

k = -

~~

- ~~ Z*(j )Z T (j ). (36)
I —l

Since Z * ( j ) Z T (j )  is an n-by-n matr ix  of rank I , L must be ~~~,i for the inverse to exist. Then
the filter has the form

= 
k_ 1 sa. (37)

The output S/N for (37) normalized by the max imum S/N , S TK ‘S .  which corresponds to
(20 ) , is

~s
Tk_ l s *) 2

p ( K)  = . - - (38)
(S TK I S*) (S TK_

~KK H S*)
The expected value of (38) is

E(p ( = (L  + 2 — “) / ( L  + 1 ) .  (39)

Thus the average loss can be kept less than 3 dB (E { p  ( k) ~ ~ 1/2 ) by let t ing L ~ 2~i.

However , whereas the adaptive loops of Fig. 6 require ii complex mu ll iplications , the
sample-matr ix inverse method requires approximately n 3 complex multiplications.  To reduce
the complexity of the  method , one can update the covariance mat r ix  using

K1 = (1 — a ) K 1_ 1 +aZ * ( j ) Z T ( j ) .  (40)

where a is the weight applied to the current  sample. Then the inverse of K,, give n k, —l ist

_____ 
a [R1~z~(D1 [ z T (i ~~ ,~~~J

= _____ — 
- 

—. (4 1)
I — I — a (1 — ~ ) + az T (DK ,i~ Z * ( j )

This method of upda t ing  the  inverse requires approximate ly  2n 2 complex mul t ip l ica t ions .  The
average computat ion t ime for updat ing the weights W depends on how frequent ly they must
be updated.  For example , depending on the  radar env i ronmen t , upda t ing the ~ eight s every
PRF using (36) may be quite adequate : conse quently t he  computat ion t ime maY be less than
t h a t  of the  ad apt ive  loops.

Br ennan  ci ,il. * compared the  convergent  rates of the  three methods using a computer
si mu la l io n  i l l u s t r a t i n g  a i rborne Mu performance. The re sults  of the  s imula t ion  .tre show n in

‘I S Red ) . J. P. Mj ltett . and L . F Rrennan , IEEE Tran s . Ac rnspace and I. lectronics S~si~ rns AEs - lo . s .~3.8b3 ( 1974 )
ti St Sh,ipartt . I) I deI hIut~ . an d (~ Kir tnko n . Nas ,iI i fl ddtSC , I RCse.I~~h md I)cse ~riient ~~~~~ Report N I. C .
I \ .~~ 5 , \t , I~ t 9 7 t

I Rrennan . J I) St.iItclI . ,und I S Reed. IEEE Tr~In~ . A ntennas and Prep Ig.Itson AF .~ -24 . (
~~ .6t  I 1976) .
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Fig. 10. In both instances . (a) forward looking and (b ) sidelooking, the two methods of catcu-
l a l in g  K — l provid e an excellent convergent rat e. Figure t O indicates an MTI gain of plus 100
dB , but in practice the MTI gain would be limit cd to a lower figure by int ernal clutter motion.

Most work on adaptiv e arrays and radars has been limited to theore t ical studies. However
there has been some exper imenta l  work at Ohio Stale Universi ty . the Naval Research Labora-
tory ,t and the Wide-Ap erture h F  Radio Research Facili ty operated by Stanford Research ln sii-
t ut C . *~

Moving-Target Indicators

Moving-Target Indi cators (MT I s) were first investigated in the 1940’s. and they have
been discussed in detail in the  books by Skolnik # ** and Nathanson tt .  The coherent MTI ,
th e  most common MTI , uses an in te rna l  coherent reference source to dis t ing uish a moving tar-
get from fixed clut ter  returns.  The MI! signal is obl ained by coherently subtracting the re-
turned voltage s from successive t ransmi t ted  pul ses:

Z~ (j )  = Z, ( J )  — Z, _ 1  (j ) .  (42)
where Z, (j) is the  i t h  r e turned pulse in Ihe ./ t h  range cell. Larger clutter auenuat ion s can be
obta ined by using mu l t i p l e  pulses. The frequency (doppler ) response of th e  MTL is that of a
bandpass fi lter.

The most serious problems associated wi th  MTI are l imit ing and blin d speeds. The first
of these can be covered very s imply.  In the  classic pap er of Ward and Shradert ~ it was show n
that  MTI improvement  could be degraded by 20 dB in a three-pulse canceler by l imi t ing  the
clut ter  re turn .  Their work showed that  the  degradatio n was fundamental  to l i mi t ing  and that
consequently a large dynamic range is required to avoid l imi t ing .

The major probl em wi th  MI! is t h a t  b l i n d  speeds , corresponding to doppler frequencies
higher  than  Nyg uis t  rate , occur at

V8 =~~~~~~~~~~ . 2 = 1 .2 . 3, - - - (43)

Thus for an L -b an d ( I . 3 -GhIz )  radar wi th  a P R F  of 300 pps the blind speeds occur at multiples
of approximate ly  70 knot s.  Because of the  wid th  of t h e  clutter notch (rejection region of the
canceler ) , m a ny  air targets woul d not be detec t ~d. There are several solut ions to the problem

I (ompton . !I.EE Trans. \ nten f l as m d  Prop.mgat ion AP-24 . 697-706 (1976).
tW . 1 . (iabr el. ‘Proceedings Adaptive A nt~ nn,i S~’mtems Workshop 7dar~h 11.13 , Vol. l . NRL Report 7803 . Sept .

‘(74 .
.1 3 ( rm ff j t hs IEI .t  rr an s . tntenn,Is an d Prm p. g.m~ion AP-N. 707.720 (1976 ) .
t f . W . Washbu rn .mnd 1. F. ~~~~~~~ Jr. , lEi F 1r.i n~ Anlenri,ms m d  Propagation A P-24. 7 2 l - ’3 2 ( I9 ’6 )

II SI I. Skoln 1k , F,, tnvfui ri m, ~
,, R i / i ,  Si i r , ,,,i . SIcU r.mms -III)), N~ w ~, o rk . 1962

• • \ )  I Sko(n it , ed i to r  RIO/ar / I~i ’h// ’f ivm/t , SI r.mw .111) 1 . \ ~ss \ ork . 197(1.
t t l  F. N.iih,jnson . RIO / I T  I} , ’s ., f ’nnuph’i , \1e(~r,iii llilI , N~~i~ ‘t ork , l96Q
‘II K. Ward m d  W . W Shr,, ler . EA SC(tN (onscnt icsfl Reco rd . t6~- I ”3  1965.
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• of bl ind speeds in MT ls. Amon g these are variable PRF . st aggered -PRF MT I . and dual-
frequency MT I .

/ The simplest solution is to use a variable-PR F system. If an interpulse period of T is
- used , a blind speed of V8 is obtained. Then , i f the interpulse period is changed by a small

fraction r, the bl ind speed changes by the same fraction r; and the  smallest common blind
speed is 1(

~/ ( l  — r) . Thus , if an L-ban d radar has two PRFs . 300 pps and 270 pps , th e bli n d
speed of the radar system is approximately 700 knots. There are two disadvantages of such a
system: (a) second-time-around clut ter  (clutter  beyond the unambiguous range , caused by
ducti ng at sea or h igh-a l t i tude  long-range c lu t te r  such as mounta ins  and ch affl passes through
the MTI , and (b ) the constant PRF for a two- or three- pulse burst makes the system more

- 
- vulnerable to j amming .  The simple solution to (a) . using an extra filler pulse ( t ransmit t ing

- three pulses but  only using the last pulse out of a two-pulse MT I) .  makes Situation (b) worse .

An elegant solution to the bl ind-speed problem is the staggered-PR F MTI . The basic
MTI configurat ion is shown in Fig. 11. The interpulse durations r , are constrained by the rela-
tio n

F8r , =2 , , (44)

• whe re F 8 is the  first b l i n d  doppler frequency and 2, a re integers for all i. Capon * showed that
the  opt imal  weights  ~a ) for m i n i m i z i n g  the  out put  clut ter  residue whi le  r e t a in ing  some fraction
of the average gain of the fi l ter  ( th is  constraint  avoids the tr i vial  solution a, = 0, for all i) are
the  components  of the eigenvector associated wi th  the  smallest e igenva lue of the elut ler  co-
variance matr ix .  This procedure ignores what happens in the filter passband. Hsiao and
Kretschmert  developed a procedure for set t ing the interpulse periods to minimize  the RMS
passband r ipple  whi le  m a i n t a i n i n g  the m i n i m u m  clut ter  residue. A typical response is show n
in Fi g. 12. The basic trouble wi th  this system is that second-time-around clut ter  will  not be
canceled.

A thi rd  sol ution to the blind-s peed problem is the dual-frequency MTI first discussed by
Kr o szczynski t ~ and later by hl siao# . The system works by t r ansmi t t i ng  two frequencies
whose rat io  r is slig h t ly  less tha n I , f i l te r ing out the sum signal and re ta in ing the difference sig-
nal .  The sy stem performance is ba sicall~ tha t  of a low-frequency radar: hence the bl ind-speed
problem is reduced. The de t r imen ta l  factor is tha t  the clut ter  improvement  factor is reduced
by several dB . A typical  f i l ter  response for a dual-fre quency MTI is shown in Fig. 13.
Al though  the passband response is quite variable , no attempt has been made to reduce the
sa r i a t i o n  by c h a n g i n g  r. hl si ao indicates  th a t  the staggered -PRF MTI is preferable to the dual-
freq uenc y M TI.  I lo w ev er  th i s  au thor  belie ves tha t  the dual-frequency N lT l  should not be dis-
ct r dcd  t h a t  readi ly .  An a l te rna te  so lu t ion , and possibly a bet ter  one , is to operate individual
MTl s at t he  two  fre quencie s .

‘J. ( ,m; , r n . It F F Fra ns . Informat ion Theor) IT- tO , 15 2-I 59 (1964) .
tJ K. Iki.mm ~ an d F F. Krets c hmer . Jr.. The Radio and LI~etronic Engineer 43 6? ’ 13 ( I9~ 3) .
Ii. Kros,cz~nsk i . Radio ,mnd I e~~t r ’ l n l c  Fng ine,t r 34, 1 57-1 59 ( 196 7) .
I K rm , s ,c ; v n s t i . Radio and I Icct roi i ic Engineer 39, 172 . 176 (1970 ) .

ft I K. lhm.m i’ . The Radio and Electron ic Engineer 45 . 351-3 5 6  t I9~ 5 I
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-~~~~~~~~~Fig, It A staggered-PRF MTI filter .

689-693 (1973) . courtesy of the Institu-

~~er~ 
Electronic and Radio En- 

~~~~~~~~~~~~~~~~~~~~~

- f~
- -

\ 
- 

~~ - ~~ 

. 

~~ n~
I
.
’ y “

~ /

-
. Fig. 12 — Frequency response for a

-
~~ seven-pu lse staggered-PR F Mu filt:r.

( From tIsiao and Kreischmer . Rad io
and Electronic Engineer 43. 689-~~3

— S 1)973 ) , cour tesy of the institution of

~
1, Electronic and Radio Engineers.) 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~~~~~~~ .ER F 3 : D  .:‘ ,~~~/P~~

~~~~~~~~~~~~~
w -2O -~ 

\ I

l u g  13 — Target-s igna l gain function 
~~~ ~~~~~ 

...
~

a dual-frequency MTI sys tem with r ~~~ 
-

0.89. U:rom I K. ilsijo . Radio and ~ -

I I :m . ron mc Engineer 45. 3 51 356 ( 1975 ) , tr

~u’ ur tcs ~ nI the Ins tutui ion of Electron ic ,±.~ —
.

,,nd Radio Engineers ) ~~~ ~ a

~6l)

‘~ 

~;T. ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

-.__ .,~~~~~~ .



—
~~~
=-,

Ci. V . TRUNK

Doppler Processing

An MTI canceler provides near opt imal  target detection in clut ter  but provides lit t le or no
improvement  against receiver noise. McAu lay * formulated the problem as a classical detection
problem and showed that  the optimal detector could be structured approximately as an MTI
canceler followed by a narrow-band dopp ler filter bank. This structure has the practical advan-
tage of greatly redu cing the  dynamic range required at the input  of the filter bank , in this
configuration , the MTI canceler provides improvement against clut ter , and the doppler filter
bank provides improvement  against noise.

The moving-target detector (MTD ) . developed by Lincoln Labora torytt for the FAA .
uses this  type of processing. During 1976 the MTD was tested with a modified FP S-l8 radar at
the FAA facility in At lant ic  Ci ty ,  N.J. The modified FPS-18 radar is an S-band radar instru-
mented to 48 n.mi. The range cell is approximately 1/16 n.mi., the be amwidth is 1.5° , the scan

— 
rate is 15 rpm , and 20 pulses are returned as the radar sweeps past the target.

A block diagram of the MTD signal processor is shown in Fig. 14. An azimuth cell is
defined as a half beamwid th (0.75°) and contains ten pulses , wi th  the time lapse for th e ten
pulses being referred to as a coherent processing interval  (CPI) . In a CPI the ten pulses are
passed th rough a three-pulse MIt canceler , and the eight output  pulses (two pulses are needed
to toad the MT I) sers e as an input to an ei ght -po in t  FFT , the points being weighted to provi de

• low fi l ter  sidelobes. The radar P R F  is changed from 1 000 pps to 1150 pps on alternat e CPls to
1IVOi(I th e blind-speed problem.

FROM 
______ ________ __________ _________

w 
__  _ _ _

MEMORY

760 1 t a o  R A I N  AN D

~~~ __2_. DEF1 J._.-. 36 BITS —S’j V~~~~~ TY MAGNITUDE J ~~~~~~~~~~~~~

PER L................ J 
_______ [__

FILTER MEASUREMENT
SWEEP _____________

GROUND 1 r
CLUTTER THRESI-IOLOING

RECURSIVE
FILTER

~~~~~~~ N I T
REPORT

GENERATOR
DISC -

Fig 13 — MIt) signal pri~ cssor

R .1 M1. \u( .u’, . Tech . Not e t9~ 2 - t 4 . Lincoln I ,,hor.Iti,r~~, \1,iss last u t  Tech . 1972
tK \l O’Dunn~ I l , ( I Sluchc. ~l Lahitt , %V I t .  Uro is , and I ( .trt ledge . I \S( ( )

~~ ( m , n~~ent ,,in Ret ie d 71- 75 . 1974
I. Much: . I. (

~ irt le dge . W . II. t) rurv . F. M. Ilofs tc tt c r . SI I m b a . P 0. SlJorison and V . 3. Sle r rinim . rrK. IEEE
liZ 7 1h. 723 . ( I9’4 ,
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The 2.9 x 10 6 range-a z imuth-doppler  cells (760 x 360/0 .75 x 8) are ind iv idua l ly  thre s-
holded. In this process a clut ter  map is generated by we igh t~ag the radar return in the zero-
doppler f i l ter  over th e last eight scans (32 s) using a digi t a l  filter.  Thus tangential  targets hav-
ing zero dopp ler can be detected if t h e  target level exceeds the c lu t te r -map level by a specified
constant .  That is . tangent ia l  targets can be detected in spotty ground clutter  by us ing the prin-
ciple of in t e rc lu t t e r  vis ibi l i ty *. The thresholds for fi l ters  2 through 6 are set using a mean-level
threshold. Specifically the threshold for a g iven-number  fi l ter  is basedt on the average return
in the g iven-number  filter from the range cells ~ 1/2 n. mi.  (ei ght  cells ) on either side of the
test cell. Since clut ter  spills over in to  filters I and 7 . two thresholds are generated for these
filters. One threshold is based on the map, a second threshold is based on the mean level over
a range interval , a nd the  hi gher of the  two thresholds is used.

The MID represents a great improvement  in si gnal  proce ssing for FAA air-surveillance
radars. A good match of processor to radar hats been designed, and component technology has
made the processing practical to implement.  Presently, a second-generation MTD is being
designed. This MID uses no MIt , but  rather  each f i l ter  is optimized to obtain the max imum
sig nal- to-clut ter-plus-noise ratio for an assumed c lu t te r  spectrum.

Nonco herent Moving-Target Indicators

N oncoher en t MTl s are described in Skoln ik ’s Intaxiucli on to Radar S~’.stem~± and Radar
!I ustdhooI ~.~ The} difl ~r from coherent N ITI by not us ing an in te rna l  coherent reference source
b ut r a the r  m i x i n g  the  received si g nal wi th  itself. Thus , whe n both c lu t te r  and a target are
pr esent . the  beat between them yields a re turn at the target doppler . On the other  hand,  when
only  at target is present , the signal return is at zero dopp ler and cannot be detected. Conse-
que n l ly .  for noncoherent  MTI to be useful , gating c i rcui t ry  is required for passing the non-
coherent  MTI outpu l  when c lu t te r  is present and passing the regular video when clut ter  is not
pr esent .  General ly  f r inge areas cause major problems for the  gating c i rcu i t ry ,  mak ing  perfo r-
m inc e unaccept able.

;\ ( lJ f l ~re nt  k i n d  ut n on coheren t  MIt has been made possible by high-power microwave
sOurcc ~ # I. e t ~ i~ m d  ( a n t r e l l ”  p ropose t r a n s m i t t i n g  a short pulse and sub t rac t ing  successive
non coher en t  pul ses . This is s imi l a r  to an area ITI discussed in Intmslucium ~o Radar S~stems4
C \ c c p t  I h ai t  t he  sh ort  pu l s e  enables  the  su bt ract ion to be made on at pulse-to-scan pul se ra ther
th , ,n a s c , n - t ( i - ~~ .rn  b as i s  [h u s . w i l h  a I n s pulse and  a PR I-’ of 200 pps. all moving  targets
. r h m m ~~ 60 kf lO t~ can h~ dete cted ,  th a t  Is . th eve  are no bl ind speeds.

‘I) K h macun ma d ~ ~ 5~~r.u lcr I \ ~( I i\ ( ‘,nt Re~oud ~‘t~ ~ 
- I

5 1) ei .i Is a bout s .iricius ~,re ~h L I ”g ue~hniqucs ~an h~ lound in the s C c I m iri on amm n co herent pr~~ess ung
‘s t I Skolnuk . /u~t ’  u/ ;uu i ‘i n, R~~ .’ ‘s~~.~~’’ um ‘s~, ( , r , ia . t lml l  \Css \ u u r ~ 19hZ

I Skoln ik . ed mim ur R i / j r  / F ~~
.I  4 %I~ C , ma ~ ‘lu ll . N e~ i r k  I

\ I. ( r ,mn ,mi s i : 0 , P ‘s p c . iu rg i  51 I t em li i  K K P icke r  intl ‘s P ‘s~’rIesunge r . I Applied Plt~~. i s  46. 35U11-38t1S
I ~~~~~‘ I

~~~~ F. I ‘ss k and 14 II ( ,immIu ~ l( , 51 i r r  l’ mc ~ - \ .~~u s uih~~i~~ni ‘sill ‘, i IC T t I  .mpp tm~,uti~n. Nass ( .1’,: ccI 3’~ . \RL. Nuts .
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(I. V . TRUNK

NONCOHERENT DETECTION

The earliest noncoherent signal processing was performed by radar operators using visual
inputs from PP!s and A-scopes. Although operators can perform this detect ion task accurately,
operators are easily saturated and become quickly fatigued. To remedy this situation and to

F provide quick reaction times , automatic detection and trackin g (ADT) systems have become
quite popular during the 1970s. The statistical framework necessary for the development of
ADT was introduced to the radar communi ty  in the 1940s by Marcum *, and later Swerlingt
extended the work to f luctuatin g targets. They investigated many of the statistical problems as-
sociated with  the noncoherent detection of targe ls in Rayleigh noise. Their mosk important
result was the generation of curves of probability of detection 

~~~~ 
versus signal-to-noise ratio

(SIN ) for a detector which sums N enveloped detected samples (either linear or square law)
under the assumption of equal signal amplitudes. However , in a search radar , as the beam
sweeps over the target , the returned signal ampli tude is modulated by the an tenna  pattern.

- Many authors investigated various detectors (weightings ) ,  comparing detection performance
and angular estimation results to the optimal values. The detectors investigated included the
moving window , feedback integrator , two-pole filter , binary integrator , and batch processor.

In the orig inal work on these detectors , the envi ronment  was assumed known and homo-
geneous , so that fixed thresholds could be used. However a realistic envi ronment , containing

• la nd , sea, and rain for example , will cause an exorbitant  number  of false alarms for a fixed
threshold system. Two approaches , adaptive thresholdin g and nonparametr ic  detectors , have
been used to solve the false-a larm problem. Both solutions are based on the assumption that
homogeneit y exists in a small region about the range cell that  is bein g tested. Ihe adaptive
thresholding method assumes th at the noise density is known except for a few unknown
parameters. The surrounding reference cells are then used to estimate the unknown parame-
ters , and a threshold based on the estimated density is obtained. Non parametric detectors ob-
tain a constant false-alarm rate (CFAR) by rank in g  the test sample with the reference cells.
Under the hypothesis that all the samples (test and reference ) are independent samples from
an unknown density function , the test sample has a uniform density function ; consequently a
thre hold which  yields CFAR can be set.

Classical Theor y

The radar detection problem is a binar y-hypothesis- tes t ing problem:

H0 : no target present

or

H1 target  present .

M any  c r i t e r i a  can be used to solve th i s  problem , bu t  the most appropr ia te  for radar is the
N c ym an -P c ar s o n~ c r i t e r i o n .  This cr i ter ion maximizes P~ for a given probabil i ty  of false alarm

J. I. 5l.ire um. IRE rr ,in~ . lntuurm ,it ion f hco r4 6. ~9-Th7 (196( 1).
tP Ss~er l in ~ . l Rt ~ [ c m i. Intorn r.mtm on theory 6. 269-308 (1960).
t i Nc~ i r an  intl F. S Pearson , f l iomctr ik~i lIl t . 175-2 41 ) . 2h3-2~ 3 I 1928) .
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(P ,0 ) by com par ing  th e l ikel ihood ratio ( L )  to an appropriate  threshold T A t a r g e t  is declared
present if

p (x 1 , ..., x~ I H~L (x~ x,,) = ~~~ T,
p (x , , ..., x ,, 1H 0 )

where p (x 1 ~~~~~ 
H~ ) and p ( xi x,,I H0 ) are the jo in t  densit ies of the ,z samples under the

condit ions of target presence and target absence respectively. For a linear envelope detector
and whi te  Gaussian noise the samples have a Rayleig h de nsi ty  u to der  H0 and a Ricean density
under H~, and the l ikelihood detector reduces to

,i A x
flI0 —’-~-~~~~T. (46)

m~~ t (‘-

where !~ is the Bessel function of zero order. For equal-amplitude (A , = -i ) small si gn al
pulses (A , < < o-) ,  the detector reduces to the square- law detector:

Z x ~~>~ T. (47)

This detector and the linear detector were first studied by Marcum * and were studied in
succeeding years by numerous people. The most impor tant  facts concernin g these detectors
are the following:

• The detection performances of the l inear and square-law detectors are s imilar  and are
close to the performance of the optimal detector. *

• Since the signal re turn of a scannin g  radar is modulated by the an ten n a  pat tern ,  only
0.84 of the pulses between the half-power points should be inte grated , and the  an tenna  beam-
shape factor (ABSF ) is 1.6 dB.t The ABSF is the number  by which the midb eam S/N must  be
reduced so that  the detection curves generated for equal signal ampli tudes  can be used for the
scanning radar.

• The collapsing loss for the linear inte grator can be much greater than  the loss for a
square-la w integ r ator. ~ The collapsing loss is the addit io nal  signal required to nu intain the same

~ 0 and P~, when unwanted  noise samples along wi th  the desired signal-plus-noise samples are
i ntegrated.

Most signal processors are required not only to detect tar gets but  to make angular  esti-
mates of the  az imuth  position of the  target. Swerl ing ~ calc ulated the standard deviation of the
optimal estimate by using the Cramer -Rao lower bound. The results are ~h o’s~n in Fig. 15 ,
wh ere a normalized standard deviation is plotted against  S/N per pulse. This result  holds for a
moderate or large number  of pulses integrated , a nd the opt imal  estimate in~ oIves f i n d i n g  the
location where the correlation of the returned signal and the der i va t ive  of the  an tenna  pattern
i ’ , zero. Al thou gh  th is  e s t imate  is rarely implemented .  I ts  per i orn iance is approached by s imp l e

‘J I M.ircci nm . IRE [ran’. lnrormiit iimn Themir . 6 , 59-26 7 ( I9601 .
tL. V ltkuk:. Proc . IRE 4 1 , 770.774 ( 1953) .
(~ V . Trunk . Proc . Il- FE 60 . 743-744 (1972) .

~I’. S~~er lin~ . Proc . IRE 44 , I 136-t 155 ( l956) .

j  
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estimates , such as the m a x i m u m - v a l u e  and threshold-crossing procedures , as can be seen in
Fig. 15 .

Integrators

Almost all signal processors use l inear rather than square-law detectors , since a l inear
detector is easily bui l t  by using a matched filter and a half-wave rectifier followed by a low-pass
filter.  I ’lowever many different  integrators are used to accumulate the linear-envelope-detected
puls es. A few of the  most common integrators  are shown in Fig. 16. Some advantages and
disadvantages of these integrators are as follows. *tt

• t!ol’wg tt7fl( I OIE

The moving  window performs a r u n n i n g  sum of .V pu lscs: as the  latest pulse is added to
the sum , th e pulse tha t  is . V PRFs in th e  past is subtracted from the sum. The dctection per-
formance of th is  detector I ’, only 0.5 dB worse tha n  the  optimal dctec tor wh i ch  weights the re-
tu r ned sign a l by the  four th  power of the  voltage an t enna  pa t t e rn .  The angu la r  est imate i’, ob-

‘1) V P,mt rner m d  t )  (~ Cooper lt. l l’  Tr ,um~’. In t mmrmrr , mtuon [ l ie mu ry IT— lU . ~%. 0~ ( 1964) .
t(, ‘I t)ill,ircl . 11: 1 I ‘t rans l nfm m cn i , uiumm n Theory 11.13 . 2.6 ( l9tr ~ )

Ft II (‘ ,m ntre ll and ; v ~1 rcm n k .  Ii II F r ’ .. .\Cri iS) ~4 mCC and l t . s l u u . i i m c  5.. ‘.tu flSs \Iis-9. 649.1 ’ ( t’i ‘41

•1)
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Fi g. 16 Common integ rato rs

ta m ed by either taking the m a x i m u m  value of the r u n n i n g  sum or taking the midpoint
between the first and last crossing of the  detection thr eshold.  Both methods have a bias of N/2
pu lses which  is easily corrected. The standard deviation of the  estimation error of both estima-
tors is about 20% higher than  the  Cramer -Rao lower bound. The major disadvantage of this
detector is that the last V pulses for each range cell must  be saved. For radars with large
beam w idths and thus many pulses , the moving window requires extensiv e hardware. However
wi th  the  lower cost and size of memory this disadvantage is rapidly disappearing,

Fe&/’acA ’ j flt ( ’gra (or

The amoun t  of storage required can be reduce d s igni f icant ly  by us ing a feedback integra-
tor . which req uires the storage of only one number .  A l t h o u g h  the  feedback integra tor  appli es
.t n exponent i a l  ..~e i gh t i n g  in to  th e past , its del ect ion pe rformance is only I dB less than  the  op-
( j t l ) , t J  tn ’egr at o r. U r i t m r r t u n a t e l y  d i f f ic u l t i es  are encountered when  t t s i ng  the feedba ck in tegra tor
to c . . I I r 1 1 I t e  the  aiiniuth p ’ . I t r 1 m~I The threshold-cr oss ing procedure yields estimates only 2ft~m
~rea!c t h a n  the  lower h~~ n d .  h I l t  th e bia s  is a fu n c t i o n  ol ’ SI N and must  be estimated. On the
o t h e r  h a n d  t h ~ m a x i m u m  .iLie , a l t h o u g h  h a v i n g  a con sl a ; 1c bias , ha s estimates which  are 100%
ere at er  t h i n  th e  l o wer  h I I : I I 1 I J  T h I S  a u t h o r ’s op in ion  is t h a t  cli  is detector has l imi ted  u t i l i t y .

23
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Ti~o-po le Iter

The two-pole f i l ter  requires the  storage of an in t ermedia te  calculation in addition to the
int egrated output .  However wi th  this  rather simple device a weight ing pattern simi lar to the
a n t e n n a  pattern can be obtained ; consequently good performan ce would be expected. The
detection performance is w i th in  0.15 dB of the optimal detector , and its angular  estimates are
about 20% greater than the Cramer-Rao lower bound. If the desired number  of pulses in-
tegrated is changed (because of change in rotation of the radar or use of anoth er  radar ) , it i s
necessary to change only the feedback values K 1 and K2 . Their optimal values are set by

K 1 = 2 ~~~~~~~~~ 
—m!,~ cos ( u~1r )  (48)

and
—2, !mm. mK2 =~~ (49)

where ij, 0.63 , •Vo ,1T = 2.2 , and N is the number  of pulses between the 3-dB points of the
a n t e n n a .

Binary integra rnr

The binary  in tegra tor  is also know n as the dua l - th reshold  detector , M-ot,c t - of - N detector ,
or rank detector. The i n p u t  samples are quantized to 0 or I depending on whether  or not they
are less than  a threshold T1.  The last N zeros and ones are summed and compared to a second
(detect ion)  thr eshold T2 = 1.1. The detection performance of this  detector is 2 dB less than
the moving-window integrator because of the  hard l i m i t i n g  of the data , and the angular  estima-
tion error is 25~ greater than the  Cramer -Rao lower bound.  This detector is used because it is
easily implemented , it ignores interference spikes which cause trouble with integrators that
d irectly use signal amp l i tude , and it works extremely well when *t the noise has a non-
Rayleigh densi ty .

A comparison of the binary integrator (three out of three ) ,  the median detector (two out
of three ) ,  and the mean detector (moving window ) in tog-normal interference is shown in Fig.
17. The optimal b inary  integrator  is much better  than straightforward integration.  The optimal
values for the second threshold were found by Schwartz ~ for Rayleigh interference and by
SchIeher ~ for log-normal interference.

Batch Processor

The batch processor is used when there  are a large number  of pulses in the 3-dR
b ea mwid th .  If A’.V p ulse s are in the  3.d}3 beam w id th , K pulses are summed and ei ther  a 0 or I
is declared dependi ng on w h e t h e r  or not the  sum is less than a threshold T1 .  The last N zeros
and ones are summed and compared to a second threshold ti.

l) C SehIeh~ r, It . ) I. l9~ 5 I I i i c r r r , I m m , n . u I  R . m m t . mr  C ni . 26 2- 26 7 . l975 .
I(,. V . Trunk . ~5 1 k.~’. tem gh Sc, ( ) m t u l C r  Pro pert ies m d  ~~~~~~~~~ (ml 1’.mr et’.. ~ Rt . Rcport ~~~~ J m:i ie I
~\1 Sch~~,mri, I t  t I. rr ,mi ’,. In fm rrnm, m im m mn I he um r~ 2. I .)S l3t) I 956 )

~l) U Schteh r , II I I. I i’~ ) I ’ e r f l  Imm m na t  R.md.ir ( m m n i  262 26 ~ . 197 5 .
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Fig. 17 — Comparison of s~ir ious delcc t m mr s in tog-normal
interFe r~nc c (.V = 3. Pj,m 10—6 )

The batch processor , l ike  the  b inary  in tegra tor , is easily implemented ,  ignores interfe r-
ence spikes , a nd works extremely well when the noise has a non-Rayle igh density, but  further-
more in comparison with the binary integrator the batch processor requires less storage , detects
better  (less than 2 dB from moving window ) , and estimates angles more accurately.

The batch proccessor has been implemented by the Applied Physics Laboratory * of
Johns Hopkins Univers i ty  wi th  great success. To obtain a more accurat e az imuth  estimate.
they use

= 
, (50)

wh ere A~ are the ampli tudes of the sums greater than TI and 
~ 

are the corresponding an tenna
az imuth  ang l es. When many pulses are on target (.~ ‘ > 20), this detector is generally favored
by th i s  author.

False Alarms

If fix ed thresholds are used wi th  the previously  discussed in tegra tors , the  d.~t~ ctors wi l l
s a tu r a t e  the  t r a c k i n g  compute r  associated wi th  the  system a n d  d i s rup t  the sy stem. Three im-
por~. n t  facts  should be remembered:

• It makes l i t t l e  sense to have an au tomat i c  de tec t ion  s~ stern w i t h o u t  an ,Issr m cia te d
t racki ng system~

• The sens i t iv i t y  of the  detector should be as h igh  as possible w i t h o u t  s .it or a t ing  the
t r a c k i n g  computer ;

It d r  I’~~ce’.’.I m 1~ S~i Im .~ ..i~ irr I ..a lua t t , mn ‘ . Vol I. A Pt.  Rep mu I I’ll - t — 103 .  \,.s ) ‘ 1 7 S ,
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• False alarms and false targets are not a problem if they are removed by the t racking
comp uter.  Tracking (scan-to-scan processing ) is the only way to remove stationary
point  clut ter  or target MT I residues.

One can reduce the number  of false alarms with a fixed-threshold system by setting a
hi gh thresh old , but  th i s  would reduce sens i t iv i ty  in regions of low-noise (clutter ) return. A
detector is required which wil l  detect a target when it has a higher  return than its immediate
backg round. Two such types of detectors are adaptive-thresholding and nonparam etric detec-
tors. Both of these detectors assume t hat  the samples in the range cells surrounding the  test
cell (called reference or neighboring cells) are independent and identically distri buted; further-
more it is usual ly  assumed that  the t ime samples are independent.  Both detectors test whe ther
the test cell has a re turn  suf f ic ien t ly  larger than  the reference cells. A survey of CFAR pro-
cedures can be found in I l ansen .

.‘h/apo t’e Thresliuldi ng

The basic assumption of the adapt ive- thresholding technique is th at the noise density is
known except for a few u n k n o w n  parameters. The surrounding reference cells are used to es-
t imate  the u n k n o w n  parameters , and a threshold based on the estimated density is then ob-
tai ned. The simplest  adapt ive  detector is the cell-averag ing CFAR inv estigated by Finn and
Johnson t . If the  noise has a R a y l e i g h  dens i ty ,  only the param eter ir needs to be estimated ,

• si nce the  mean ol ’ a R ay le ig h dist r ibu t ion  is mr~/ 7 ~ and the var iance is ~r 2( 2v — ~~/2 ) . Th u s . by
es t imat ing  the mean , one obtains  an es t imate  ‘r which can be used to set a thr eshold Tto icld
the  desired P,,1 . EI o~~ev er , since T is set by an estimate o- , it must be slightly larger than the
threshold one wou l d  use if (T were known  a priori. The raised threshold causes a loss in target
sensi t iv i ty  and is referred to as a CFAR loss. This loss has been calculated by Mitchell  and
W alker ~, and some results are summarized in Table 2. As can be seen , for a small number of
reference cells , the loss is large because of the poor estimate of cr.

This threshold in g technique is more effective in maintaining CFAR when it is applied to
the binary integrator  or batch processor , as shown in Fi g. 18. This is because when th e
n u m b e r  of pulses integrated by the binary integrator is moderate , the P~ on a single pulse is
rather large; for example P10 = 0.1 for a single pulse yields Pf r  i 0- ’~ for a seven-out-of-
ten integrator.  Thus,  since most non-Rayle igh  densities are Raylei gh-like to the 10th percen-
til e. th is  type of processor wil l  ma in t a in  a low 

~fa in most non-Rayleigh environments .  This
demonstr ates a general rule: to mainta in  a tow P10 in various environments , adaptiv e thres-
holding should be placed in front of the  integrator .  For any noise distribution , CFAR can be
main ta ined  by coun t ing  the n u m b e r  of ones out of the comparator per scan and using this
number  to control  K; that  is. if the number  is too large , K is increased.

Fron c- en d  t h r e s h o l d i n g .  ~ h i ch  m a i n t a i n s  ampl i tude  information by di~ idi ng the aver age
reference value i n t o  the  test  cell , was inves t ig a ted  by Hansen and \Vard~ and is shown i n Fig.
19. This  t~ pe of processing is especi a l l y  e ffective when there is strong interference w h i c h  is
va r i ab l e  on a p u l s e - t o - p u l s e  basis.

‘‘
~ 

(~ II m n ’ ,en . I I  I I Iml(.,’ r n, m i, m ’ r i ,ml ( m , O I C r C O L C  m n 4 l .mr  — Prc ’ .ent .mnd I uture ..125- .l)2 . tY ’ l
+11 51 I- inn .~r , I  ~ S .! I l ~~~,m fl . R( \ R~~~ ie.. s 29 . 4 ) )  41~) II 9I mXI
K l \ t , r d r .  1 .tn,l I I.. \V ,mll,~~r . I I  I t  Tr.,n’, \ ,rcm, ;’ .m cC ,mnd II..’,lronmc Sss t c i i i ’, 5I ’5 - 7 , 6~ l 6’m, I )  ‘I’ll
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Table 2 — CFAR Loss for F’,,, = l0 ’
~ and P0 0.9

N umber of Loss for Various Numbers
Pulses of Reference Cells (dB)

Integrated — —

2 3 ) 10

• - 15.3 7 . 7 3.5 0
3 - 7 .8 5. 1 3. 1 1. 4 0

10 6.3 3.3 2.2 1.3 0.7 0
30 3.6 2.0 1.4 1.0 0.5 0

100 2.4 1.4 1.0 0.6 0.3 0

REFERENCE
CELLS

INTEGRATE
PULSES .

THEN DUMP

(0.1) MOVING 
. -

C WINDO W

I- mg IS Ce l l  .. .er.mg ing CFAR impk’menied ~ mth the b,m t~ h processor 

I ii I t  — I c ~~r I .~~rd ..-..lI’.m..c~ . mmrim m , .~
Cl  SR rCLCm%. ~r
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When the noise has a non-Rayleigh density, such as the chi-square density or log-normal
density, two parameters must be estimated , and the adaptive detector is more complicated. If
several pulses are integrated with any of the amplitude integrators , the integrated output  will
be approximately Gaussian distributed. Then the two parameters which must be estimated are
the mean and the variance. These estimates are given by

~ ~~~~~ (51)

and

~~ 4~~zx 1
2 _ j 2  (52 )

where the summation is over the  N range cells surrounding the test cell.

When successive pulses in the same range cell are correlated (as wi th  re turns from rain
or sea clutter ) , many false alarms wil l  occur if only the mean value ( S I )  is estimated. A thres-

• hold of the form

T = X + K m~ (53)

will  provide a low P10 for the ampli tude integrators:  moving window , feedback integrator , and
two-pole filter. Noth ing  can be done to the b inary  integrator to yield a low P,0 in correlated
noise; thus  it should not be used in th is  s i tuat ion.  On the other hand , if the correlation t ime is

• less than  a ba tch ing  in t e rva l , the  batch processor wi l l  y ie ld  a low P,~, wi thou t  modi fications

No,zpara,netri c Detectors

The most common way nonparametric detectors obtain CFAR is by ranking  the test sam-
ple wi th  the refer ence cells. Under the hypothesis  that all  the samples are independent  sam-
ples from an unkn own  density function , the  test sample has a uniform density funct ion . For
instance , wi th  reference to the rank detector in Fig. 20, the test cell is compared to IS of its
neighbors. Since in the set of 16 samples the test sample has equal probabilit y of being the
smallest sample (rank 0 or equivalent ly any other rank ) ,  the probability tha t  the test sample
takes on values 0, 1 15 is 1/16. A simple rank detector * can be constructed by comparing
the rank (number  of reference cells that  the test cell exceeds) to a threshold K; and the output
is 1 if the rank is larger and 0 otherwise . The zeros and ones are summed in a moving win-
dow. This detector incurs a CFAR loss of about 2 dB and is extremel y effective , if the t ime
samples are independent .  Only certain values of Ps,, can be obtained. Thus . if the number  of
pulses integrated is small , low P10 values cannot be obtained.

If the t ime samples are dependent , the  rank detector will  not yield CFAR.  A modified
rank detector , called the  modified generalized sign te stt  (MOST) is an a t t empt  to ma in ta in  a
low P,~ and is tha t  shown in Fig. 20. This  detector can be divided into three parts: a ranker ,
an in tegra tor  ( in this case a two-pole  f i l t e r ) ,  and a thresholding desice. A target is declared
w h e n  the  in t eg ra t ed  ou t put  exceeds two thresholds The first threshold is fixed (equals
~z + TI / K  from Fig. 20) and yields  CFAR when the  reference cells are independent  and
ident ica l ly  dis t r ibuted.  The second threshold is adaptive and ma in t a in s  a low F’,,, wh en the

•5• (~ . I I.mn..en ,ind 13 A. ()ken . II E l - [rans . Acro.p~ m~e and I Ieciron L S~ ~tern. 4. 942-9S0 ( 197 I)
tG. V Trunk , II II (anire l l . .mnd F. I) Queen . I l- I l  Tr.in.. Aero ..p.i~ c and t Iecirminic S~~ te nr., III . ~7.I.S82 ( l 9 7 4 1
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reference samples are correlated. The device uses the mean-deviate estimate , where ex-
traneous targets in the reference cells have been excluded from the est imat e by use of a pre-
l imina ry  threshold T2 ,  to estimate the standard deviation of the correlaied samples.

The rank and MOST detectors are basicall y two-sample detectors. They decide a target is
present if the ranks of the test cell are si gnif icant ly  greater than the ranks of the reference
cells. Target suppre ssion occurs at all interfaces (such as a land-and-sea interface ) , where the
homogeneity assumption is violated. However , some tests exist (Hansen investigated the
Spearman Rho and Kendall Tau tests) which depend on only the test cell. These tests work on
th e fact that , as the antenna beam sweeps over a point  target , the si gnal return increases and
then decreases. Thus for the t..st cell the ranks should follow a pattern first increasing and
then decreasing. Although these detectors do not require reference cells and hence have the
usefu l property of not requiring homogeneity, these detectors are not generall y used because of
the large CFAR loss taken for moderate sample sizes: for N ‘= 16 the loss is 10 dB , and for
N = 32 the loss is 6 dB.

The paper by Il ansen * is worth not ing because it introduced the concept of importance-
sampl ing  for calculation of false-alarm thresholds. The fundamenta l  principle of the
impor tance-sampl ing  t echn i que  is to modify the probabilities that govern the outcome of the
basic exper imen t  of the s imula t ion  in such a way that the event of interest (the false alarm )
occurs more Frequen t ly .  This dist ortion is then compensated for by weight ing each event  by
the ratio of the probabil i ty tha t  th is  specific event would have occurred if the true probabil i t ies
had been used in the s imulat ion to the probabil i ty that  this event wou l d occur with the distort-
ed probabilities . Consequently by proper choice of the distorted probabilities the number  of
repeti t ions can be reduced greatly.  Fu r the r  details on importance sampling can be found in
Trunk et al t , I l anse nf , and I l i l l i e r  and Lieb erman ~ .

In summary,  when only a small number  of returns are available (less than eight ) , ampli-
tude information must be used , and this  author  favors the moving-window integrator. When a
moderate number  (between eight and 20) are available , a rank detector should be used if sam-
ples are independent ;  and a two-pole filter with threshold ing of the form T = A’ + K~ sh ould
be used if the samples are dependent.  If a large number  of pulses (greater than 20) are avail-
able , the batch processor or MOST processor should be used. These rules should serve only as
a general guidel ine.  It is h igh ly  recommended that  a sample of the radar envi ronment  be col-
l ected and analyzed and that  various det~~tors be simulated on a computer and tested against
recorded data.

Sequenti al Detectors

Seq uen l i a l  de tec lor s . w h i c h  ca n be used wi th  phased-arra y radars . are based on th e idea
t h a t  i n m a n y  cases , depe nding  on the re turned samples , a decis ion can be made on a fes~ sdffl-

•5~ (~ II.mmmse n . l I- I l  Ir.j ns lnt ,mr mn,i t m i. n th~ mmr ~ It . l6 , JtIqJlIi (I971I 1
t( Irunk II II ( , mn i rc l l . .mn d I .  t) Queen . I I  I I  Fr. mn ~ \ermmsp . I~ c nd l- Ieeimnni~ S~~ iems ~iI  ‘. .‘52 l9 a1

U i I . m r m .~~fl .  ( mm rnpuic r an d I l~~~i r m ~ .iI Ffl~ I. ‘ . t S . S S ( )  1 )97 .1 )

~I S ll m l l ’er and (i i I m~ t me rn i,mn . I,mtr m . /iu1’ .’~ Ii. 
()pm r,mt .~.m m.. R~ s,~ m’• I:. I f .mt , Icn ft,. . \ e w  Yor l ... 4~’-4 ’9 I 19671
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pI es. The sequ ential  l ikelihood-rati o test (SLRT ) works as follows: given independent samples
‘x l. um’ calculate the likelih ood ratio

p(x ,  , .... x H1 )
L = 

1 (5 4)Ill p (x 1 m~ 
Ho )

It ’ Lm ~ .4, accept HI (target pres ent ) ; if L,,, ~ B, accept 11o (no target present ) ; and i f ’
B < < A , take another sample. The SLRT has the useful properties tha t  the  thresholds
are set by the simpl e formulas A 

~ D/
~ /a and B = ( I — P0 ) / ( l  — 

~~~~~~~~ 
and that  for all

tests w i th  a given P0 and P,0 the SLRT requires the smallest average sample size. Fur ther  de-
tails about th e SLRT can be found in Lindgren *.

An early application of sequential detection to radar was discussed by Marcus and Swer-
lingt . Unfor tunat e l y ,  in radar the app lication of SLRT is not strai g htfo rward , sin ce one is re-
quired to make a decision in every range cell before the test can be ended and the agile beam
moved. The modified problem considered was

Ho : noise present in all range cells

or

H 1 : exactly one signal pre sent in the i th range cell (, u n k n o w n ) .

They perform ed some numer ica l  calculat ions and concluded that :
• The greatest savings in average sample size conies w h e n  no signal is pres ent ~~~true ) ;
• In comparison with a fixed-sample-size test , SLRT provides a greater savings when

the number  of range cells is small and when S/N is small ;
• It is not necessary to truncate the test.

TRACKING SYSTEM

Track-while-scan systems (track ing systems for surveillance radars whose no m inat  scan
t ime if from 4 to 12 s) wil l  now be considered. l i t h e  probabi l i ty  of ’ dete ction (P 0 ) per scan is
high , if accurate measurements are made, if the target density is low , and if there are few false
detections (crossings of a threshold , wi th  no judgment  being made on whe the r  or not it be-
longs to a valid target ) , the design of the correlation logic and tracking filter is strai ghtforward .
However  in a realistic rad ar env i ronmen t  these assumptions are never valid,  and the design
p rob lem is complicated.

~V h i t e and S i l b e r ma n ~ list  many  problems encountered in actual  s i tu at ions .  Among the se
j ’ rob lem~ are t arget  Fades (due to m u l t i p a t h  p rop agat i on.  c lu t t er n i asking ,  interfer c n t e .  bli nd

.
~5 V I mnJ gr~ n . Si ,, m / ,  a! T/ m , ’mm , i . M.m. \ Iml l , mr . \ e~ Yor I~, I9o2
+51 Ii S1.mr ~ ,m. ,mnd 1’ S~s er I m n g .  IF El I r,mn ~ Inimmrn i.mtim ,n Thc m’r~ X . ~~~~~~~ I l 9t ,21

I) ‘. )  \‘m h ,m ,, cm ,l S It S t m ~— ,m,,,mn S m llui, m ImI mfl ol ~I) R.md~mi \uI ,~,m . I!I~ I) ,i .1I mm~t .m m~J I r .m ~ kmn ~m ~~“t~nms 13 m .~.In .. Pr ’
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speeds, and atmospheric conditions ) ,  false alarms (due to noise , clutte r , interference , and jam-
mi ng ) ,  and poor radar parameter estimates (due to noise , unstabi l ized radar platforms , un-
resolved targets , ta rget spl its (two detections for a sing l e target ) . mul t ipa th  propag ation , and
pr opagation effects ) .

A general outline of a trac k-while-scan system will  be considered first. Then the Iracking
fiter , maneuver-follo wing logic , track ini t ia t ion , and correlation logic will  be discussed in detail.
F ina l ly ,  methods of integrating data from several radars will  be discussed.

System Outline

Almost all track-while-scan systems operate on a sector basis. A typical series of opera-
tion s is shown in Fig. 21. For instance , if the radar has reported all the detections in sector I I

• and is now in sector 12 , the tracking program would start by correlating (trying to associate)
the clutter  points (stationary tracks ) in sector 10 with detections in sectors 9, 10, and 11.
Those detections that are associated with clutter points are deleted (are not used for fur ther
correlations ) from the detection file and are used to update the clutter  points. Updating clutter
points usually implies replacing the old point by the associated detection.

INITIA LIZATION

#6 T E N T A T I V E  T R A C K S

Fig. 21 — Var mous oper~uions of a
#8 FIRM TRACKS Ir,mck m~hile.scan sysIem performed on

a secto r basis

10 CLUTTER POINTS

RADAR POSITION

Next , firm tracks in sector 8 are correla ted wi th  detections in sectors 7, 8. and 9. By this
t ime all clutter points have been removed from Sectors 9 and below. Those detections which
are associated wi th  firm tracks are deleted from the detection file and are used to update the
appropri ate  track. The fil ter for performing th is  updating will  be described in the next  subsec-
tio n.

I s u a l l y .  some provision is made for g iv ing  perference to firm tracks ( wi th  respect to ten-
( a l ive  tracks ) in the  correlation process. By per forming the correlation process two sectors
beh ind  t irm track correlations (Fig. 2 1) ,  it is i mpossible for t enta t i ’..e tracks to steal detections
belonging to firm tracks. In other t racking  systems the correlation for firm and ten ta t i ve  t r a cks
i s pe r fo rmed  in the  same sector; however the generali z ed distance F) between tracks and detec-
t i o ns k inc r e men ted  by .~D i t  the  t r I c k  is t e n l a l l v e .

F i n i l l y  detect ions which  •ir e not associated wi th  e i ther  c lu t t e r  po in t s  or tracks arc used
For In it i , i tj Of l  purposes. The most common i n i t i a t i o n  procedure is to i n i t i a t e  a t e n t a t i v e  t r ack :
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l a t e r  the  Ir ack is dropped or else made a firm tra ck or c lu t te r  poin t .  Cantre ll  et al . suggest that
both a c lu t te r  point  and ten ta t ive  track be established. If the  detection came from a stat ionary
targ et , the  clut ter  point  will  be updated and the t en ta t ive  track wil l  eventual ly  be dropped. On
the ether hand.  if the detect ion came from a moving target , t he tentat ive tracks wil l  be made
fIrm and the clutter  point will  be dropped. The latter method requires less computer computa-
t ion t ime when most of the detections are c lu t te r  resi d ues.

The correlation procedure is made in a sector framework to avoid the necessity of corre-
la t ing  all tracks w i t h  all detections. The procedure can be implemented very easily by defining
two computer arrays: a sector file and a track file. The sector file for sector I contains the first
track n u m b e r  in sector 1, and the  track file for track J contains the next track number in the
same sector as track J or a zero , indicat ing that  the track is the  last track in the  sector. Further
informat ion about the details of a t racking system can be found in Cantre ll et ~il.t. Wilson and
Can tre lR . and Trunk et al~ .

Tracking Filters

Before proceeding, the coordinate system in which the tracking will  be performed will be
discussed. The quantities measured by the radar are spherical: range , az imuth , elevation , and
possibly range rat e. Thus it may seem natural to perform tracking in spherical coordinates.
However this causes difficulties , since motion of constant-velocity targets (strai ght lines) will
cause acceleration terms in all coordinates. A simp le solution to this  problem is to track in a
Cartesian coordinate system. Wh ile it may appear that  the appropriate transformatio ns
(.v = R cos ft c. cos (~~,, et c. where R is the rang ,c, !l~, is the elevat ion angle , and 

~~~, 
is the az-

imu th a n g l e)  w i l l  destroy the accurate range track , Cant r eu # has show n that the inherent  ac-
curacy is ma in ta ined .  Quig iey and Ilol rnes ** not e that maneuver ing targets cause a large range
error but  a ra ther  ins igni f icant  az imuth  error and thus  suggest using a target-oriented Cartesian
coordi nate system. Specifically, the x axis is taken along the azimuth direction of the target
and the  t axis is taken in the  cross range direction.

Ska lansky t t  performed one of the first analyses of the tracking filter for a track-while-
sca n sy stem , lie considered the  (t — f .~ 

filter described by

X 5 (k)  = x~ (k)  + ~ Lv,~, 
( k )  — .v1, ( k )  1. (55)

I’~ ( k )  = V5 (k — 1) + /3 ~X,,m ( k )  — x~, ( k ) ) / T, ( 56)

•~ I I  Cantreli . (, V . Trunk . F. I). Queen , J. U. W ilson , and J. J. Alter . IEEE I9~5 tnternzit ional Radar Conference.
79 1-395 . 1975
$13 Ii Can t rell . U V Trun k .  ,IrmcI i. I). W ilson . Tracking System for Two A ’,~nchronous1 ,~ Scanning Ruda rs . NRL Re-
p’mrl 7 5 4 ) .  Dec I 9~ 4
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I ~~~~ i m r ~ .~,,m .;“~~e I m) ic r \ R l  Report 7 1 ~~? J ,mn ‘171,
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and

x~ (k + 1) =x 5 ( k )  + V5 ( k ) T , (57)

where x5 (k )  is the smoothed position , V5 ( k)  is the smoothed velocity . x41, (k ) is the predicted
posit i on , x,0 ( k )  is the measured position , T is the  scanning period (time between detections ) ,
a n d (t and I~ are the system gains ,

The optimal fil ter for performing the  t racking when the equation of motion is known is
the Kalman filter , first discussed by Kalman s and later by Kalman and Bucyt . The Kalman
filter is a recursive filter which minimizes the least-square error. The state equation in xy coor-
dinates for a constant-velocity target is~

X ( z  + I) = ~b ( t )  X ( i )  + ( ‘( 1) A ( i) ,  (58)

where
x ( t)  I T 0 01

~~ , — v (t) ~~~~~ , — 0 1 0 01
— y ( i )  ‘“ ‘i ’  — 0 0 1 TI’

j ( t )  0 0 0 II
T2/ 2 0 (I)

T 0 a~1 (t )  = 0 T2/ 2 . and ,4 ( i)  a 1 (t )
0 T

w i t h  ~k ’( i ) bei ng the state vector at t ime I consist ing of position and velocity components  x ( t ) ,
.s~(t ) , y ( e’) , and )~‘(t ) ;  I + I being the next observation time; Tbeing the time between obser-
vations; and a~ (t )  and 

~~r (a’ ) being random accelerations with covariance matrix Q(t ) .  The
observation equation is

Y(,)  = M ( t)  X ( t )  + V( t ) ,  (59)

where

=E::~1~ 
f t f ( t)  =[~ ~ ? gJ .and  V( t)

with Y( t)  being the measurement at t ime t consisting of positions x,,, (a’ ) and y,,, (a ’) and I ’(t )

being a zero-mean noise whose covariance matr ix  is R ( a ’) .

The problem is solved recursively by first assuming the problem is solved at t ime a’ —1 .
Specifically, it is assumed that  the best estimate X (t  — l I a ’  — 1 )  at t ime a’ — l and its error covari-
ance matr ix  P ( t  — I I ,  — l ) are known , where  the caret in the expression of the form X (r I s)
signifies an estimate and the  overall expression signifies X ( a ’) is being estimated wi th  observa-
tio ns up to ) ‘(

~~ ) .  The six steps involved in the recursive algori thm are

I .  (‘al cul a ~e th e one-step prediction

.%‘ ( ‘I ’ — l ) = ( I, ( (  — l ) X ( t  — l I t — I ): (60)

‘K I K .i l ir t .mn . I r n ~ \S \ I  F Scr i~~s I). I It.i~i~ I n m m l . - Cr ,ne K2 35 .45 (19611 ).
tl t I Kiulm, ’n in .! K .  S Ruc ~. T r .mmi ~ -~SSl I. Ser c~ I) . J IVm~ ic I ni.’inec r in g K) . 9 5 - I  mY’ ( 1961 )
I K. (‘~m~ t C I .m and I’ . Ci . l ) u n n e h a c k c . I I - I I. rr,ir~s \ c r~~~~p.Icc and I Icct rm ’iic Sv~t~ ni~ 10. 8QI .897 ( 1974 )
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2. Calculate the  covariance mat r ix  for the one-step prediction

P(’I  a’ — I )  = ~~ (1 — I ) P ( a ’  — i j a ’  — l )~~~ 
T (, — I )  + I ’ (a ’  —l ) Q(t — 1) 1 ’  T (1 —1 ); (61) —

3. Calculate the predicted observation
Y ( t j t — 1 ) = i t f ( r ) k ( a ’I a ’— 1  ) : (62) - ,

4. Calculate the filter gain

.~~ ( a ’ )  = P ( a ’~ a’ — 1) )
~4’ T (1) [jwr ( , ) P ( a ’i  a’ —1 ) ,.~/J T (a ’ ) + R ( a ’)  ~~

‘ I
: (63)

5. Calculate the new smoothed estimate 
-

~

k (,I  a ’) = A’(a ’I a’ — 1) + ~ (a ’)  [ 1 ( t)  — Y( t J  a’ — 1) 1; (64) -

6. Calculate the new covariance matr ix

P (r ~a ’)  = E/ — 

~~(, ) i% . 1(a ’) 1P (a ’I , —I ). (65)

In Summary , with an estimate X( a ’  — i J a ’  — 1)  and its cov ariance matr ix  P (r  — l i t  — I )  as the
start , after a new observation Y(t )  is received and the six quant i t i es  in the recursive algorithm H

are calculated , a new estimate X ( t J a ’) and its covariance mat r ix  P ( a ’I  a ’) are obtained.

It is fair ly simple to show that for a zero random acceleration . Q(t )  0 and a constant
measurement covariance matrix R ( a ’)  R, the cs — 13 filter cart be made equi~ aIent to the Kal-
man fil ter  by sett ing

~ = 2
k~:-~

-
I
1

)~ 
(66)

and

= 
k ( k  ~ 1) (67) 

‘

.

on the kth scan.*

Thus as t ime passes , o and /3 approach zero , app lying  heavy smoothing to th e new sam-
pies. This method is optimal for s t ra ight - l ine  tracks but  must be modified to enable the filter .

to follow target maneuvers. .

Maneu % er-Following Log ic

Benedict and Bordner t  noted tha t  in t rack-while-scan systems there is a conflicting re-
quirer n ent  between good noise smoothing ( imply ing  small cm and /3) and good maneuver-
fo l lowing  capab i l i ty  ( i m p l y i n g  large and / 3) . A l thoug h some compromise is a lway s required ,
the  smoo th ing  equa t ion s  should  he cons t ruc t ed l  to g ive  t he  “b esI compromISe for a desired

‘‘S L. Qui g le~. IEEE In te rna l io n a l  Conf erence no Radar — Present anti Future. 352-35 7 . 1973
+ r K I3~ n~’,Ij~ t mn( I C w I~.mrdner, IEEE F r.m n~ ,S uto m , mt ic  (‘m n i r I \( ‘ -7 ( \m m 4I . Y-3 2 11962 1
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noise reduction. Specifically, since the variance-reduction ratio K, defined as the steady-state
variance in the filter position output  divided by the  variance in the measured position , equals

K = 
2a 2 + / 3 (2 — 3cc ) (68)

c c [ 4 — / 3  — 2 c c ]
the (cc , /3) pair should be chosen to satisfy (68) and maximize the maneuver-following capab ili -

-- ty.  Benedict and Bordner defined a measure of t rans ient - fo l lowing capability and showed that
cm and /3 should be related by

= 
~~2 

(69)
2 — c c

Alternately an (cc , /3) pair satisfying (69) can be chosen so tha t  the tracking fi l ter  wi l l  fol low a
specified g tu rn .  Cantrel lt  developed a method of de te rmin in g  the probabil i ty that  the  target

- 
- - detection will  fall wi thin  a correlation region centered at the predicted target position when the

target is performing a specified g-turn. Then the (cit . /3) pair yielding the smallest correlation re-
gion should be used.

The trouble with the preceding method is that  if high -g turns  are followed the noise per-
formance is rather poor. To rectify this si tuation , a turn  detector employing the  two correlation
regions shown in Fig. 22 is used. If the detection is in the non maneuver ing correlation region ,
the filter operates as usual , a and /3 being reduced accordin g to (66) and (67) . Usua lly it is
w or thwhi le  to bound a and (3 from zero by assuming a random acceleration Q(a ’)  � 0
corresponding to approximately a 1-g maneuve r .  Whe n the target falls outside the  i n n e r  gate
but w i t h i n  the maneuver  gate , a maneuver  is declared and the fi l ter  bandwidth  is increased ( mc
and /3 are increased ) ; Quigley and Holmes~ i ncrease the  bandwid th  by lowering the  value of k
in (66) and (67) . To avoid the problem of the target fading and a false alarm appearing in the
large maneuver gate , the track should be bifurcated when a maneu v er  is declared. That is . two
tracks are generated: the old track with no detection and a new nra neut ’ering track with the new
detection and increased bandwidth .  The next  detection is used to resolve the  ambi gu i ty  and
remove one of the tracks.

MANEUV ERING GATE -

I PREDICTEO -

I ... Fig- 22 — Ma neuve r .mnd nonmaneuver g.!e~ centered i t
POSITION t he ta rge t ’s predicted position

— —

~~ MOOTHEO L’NON MANEU’IERING
POSITION GATE

T. R. Benedict mmm d G. W . Bordner , FF1- . Trans Autnro,mt me C’ ontrc m l AC-7 t \ m m . 4) 7 -3 7 (~~91,7I

tB II. Cant rell , “Behav ior of mm - j a Tracker tmmr Maneus cong target s tinder S omse . False rarget . .mn d 1- .md~ Condit ,vts, ”

~ RL Report 7434 . Aug. 1972.
IA. L. Quiglcy and i. F Ilolnies . ‘The dcvek mprn cn t t \ l gor it hm n~ lur the F mm r ntat n mod t r- !  l i n g  I I r.m e ks . Sd.
nti rality Surface W eapons EsIahIIshmCnI . WP -X Rd 7 S ) 2 .  I’mm r tsnu mut h 15)6 4 .\ -5 . \ , ,v  1975.
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Cantre ll  et al. * suggested that  the cc —/3 f i l ter  (described by ( 55 ) ,  (56) . and (57)) be made
adaptiv e by adj u~ti -c g a and /3 by

cc = I — 
— 2~ ~ T (70)

and

/3 = i + ~~~~~~~~~~~ 
T 

— 2e~~ ” T cos (co 0 T Jj~~ ~ 2~ (71)

i n which

o~~ = 0.5~p~ ( k ) ip 2  ( k ) I ,  (72)

where

p1 ( k )  = ~~~~~ p 1 (k —1 ) + (1 — e m ”h T
) e (k )e (k —1 )  (73)

and

P2 (k )  = e~~~ T p 2 (k — 1)  + (1 — e
_ mm h T ) ~ ( k €  ( k)  (74)

w i t h  ~ being the damping coefficient (nominal ly  0.7) , T being the t ime since the last update ,
w 0 and u b bei ng weight ing  constants , and e (k )  being the error between the measured and
predicted positions on the kth update. The basic pr inciple  of the filter is that  p1 (k )  is an esti-
mate of the covariance of successive errors and p2 (k )  is an estimate of the error variance.
Whe n the target trajectory is a straight l ine , p1 (k )  approac he s 0, since the expected value of
e (k )  is 0. Thus cuc~ approac hes 0, a nd the  fil ter performs heavy smoothing.  Wh en the target
tu r ns , p1 ( k)  gr ows , si nce the error e (k )  will  have a bias (either positive or neg .tcive) . Thus c,c0
grows , and the fi l ter  can follow the  target maneuve r ,

Andth er  solution to the tar get-maneuvering problem is due to Singert , who  suggested us-
ing the Ka lman filter wi th  a realistic target-maneuve ring model . lie assumed that the target
was moving at a constant velocity but  was being per t urbated by a random acceleration. Since
the target acceleration is correlated in time (if the target is accelerating at time z, it is likely to
be accelerating at t ime I + .~ t ) ,  it was assumed that  t h e  covariance of the correlation was

r ( r )  E i a ( r ) a ( a ’ + r )~ ~~ e ‘ m m ( r I  (75)

where  a ( a ’)  is the  target acceleration at t ime a’, cr ,~ i s the  variance of the  target acceleration , and
cc is the reciprocal of the maneuver  time constant.  The density function for target acceleration
consists of delta funct ions  at ± Am~5 ,  each w ith p robabi l i ty  

~m •m ’ . ’ a delta function at 0 with
pr obabili ty P0. and a uniform density between ~ An t i s  and ‘4 f l l ax , For this density

A 2
2 max(T m,m = (I + 

~~ n,av — 

~ 
). (76)

i-or th i .~ target motion Singert then calculated the stat e t rans i t ion  mat r ix  c ! ( t )  and the covari-
an ce m a t r i x  Q(, .) . thereby  spec i fy ing  the  K a l m a n - t i l t e r  so lu t i on .  l i e  generated curves wh ich

‘K II ( ,m nt retl , (~ S Trunk . I- - U. Queen . J . 1) Wil son , and I J .-\II~ r, I) l~~ 1975 1ntern .~t mon. m ! R,m(tar ( t m nRr ~ mi~ e .
I l l  _ i)s 1 5

~R ,S. Smnmi ,’r , I I -  I L  r r m n , 
~~~~~~~~~ and I Iec I ru f l mc ~s m ,t 01s sI~,.6 . 4 ~‘4S3 ( 19 m .m m
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gi se th e steady-state performance of the fi l te r  for any  data rate , single-look measurement accu-
racie s, encounter  geometry, and class of maneuver ing  targets.

Track Initiation

Detections tha t  do not correlate wi th  c lu t te r  points or update tracks are used to ini t iate
new tracks. If the detection does not contain dopp ler information , the new detection is used as
the predicted position , and a large correlation region must be used. The probability of false
alarms being in the  large correlation reg ion is large; hence tracks should not be declared firm
u n t i l  a third detection ( falling w i th in  a smaller correlation region ) is obtained. The usual initia-
tion criteria are three out of four and three out of five. The possible exceptions are when
d opp ler information is available (so tha t  a small correlation region can be used immediately)  or
for popup (close) targets in a mil i tary  s i tuat ion.

Quig ley and Il o lmes * suggest using a sequential hypothesis-testing scheme for in i t i a t ing
tracks. When a correlation is made on the ith scan , ~ is added to the likelihood; and when a
correlation oppor tun i ty  is missed , ~., is subtracted from the likelihood. The increment .~~ , is set
by the state of the tracking system , being a funct ion of the closeness of the association , the
number  of false alarms , the a-priori probabil i ty of targets , and the probabil i ty of detection.
Al though this  method will  i n h i b i t  false tracks in dense detection environments , it will  not
necessarily establish the correct tracks. The proper solution will  probably be a method of gen-
e rating trial tracks using detections from the last several scans and then e l i m i n a t i n g  the false
tracks in an easily imp l emenable  manner .

To ini t iate  tracks with detections from unsynchronized radars , Trunk et al .t suggest that
two times , namel y T0 and TF , be used. If t ime TD goes by between track update s , the tenta-
tive track should be dropped; and if the track is updated after a t ime T,~. after ini t ia l izat ion , the
tentat ive track should be made firm. Setting TF > TD insures that three detections are re-
quired for making  a track firm.

Firm tracks that  are not updated in 30 or 40 seconds are usually dropped.

Correlation Logic

Several procedures wil l  now be given for associating detections wi th  tracks , Of special in-
lerest are the  confl ic t i ng Situations of mu lt iple  tracks competing for a single detection or of
m u l t i p l e  detections ly ing  w i th in  a track’ s corre lation gate (or region ) .

First to l imi t  the number  of detections that  can update a track , correlation gates are used.
A d etect ion can never update a t rack unless it lies w i t h i n  the  correlation gate which  i~ centered
ta t  t h e  t r i ~k ’s predicted posit io n.  The corre l at ion gate should be defined in t O  coordin at es . re-
gar d lm 3ss  ccl’ w h a t  coo rdin ate  system is b e ing used for t racking.  Fur thermore  th e gate size
sho uld he it f unc t i on  of the  measuremen t  accuracy R ( a ’ )  and prediction error P (d  1 —1 ) SO t h a t

S I Quumi l~~m ~~ I I I L imes . - I ic dcvelm ,i ’nlent ol -\l g m m r m t h m i m s  Imm r the I- o r mu, I t mm n ,mnd I pd.IiimS g mm ) T t , m~ hs “ Sd-
ii a r , t l p ( ~ So rt cc 5~ •

~~~~~~~~~ I s! ,m hl m ,ho m cnt.  W P-\  R(’ — 7c 2, 1 S t  Ismim m mm i t h  I’i)i, 4 5  5 , \ m~~ lm) 7~
~(m 5 Trunk, J - I) W ilson , It II (‘,mn t rc l l , I I. Alter . ,mntt I t) . Queen , \tn.tmIt.. mtions In an~t 1’ielmmm,,r~ Rvtst ~l Is I m ’ r
h~ -51 ) 1 F S’.stefli . S k I . R c p ’ m r t  51 )91 - ‘\)ii 971
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the probabil i t y of the correct detection lying wi th  the gate is hi gh (at least 0.99). In some
tracking systems ,* the correlation gate is fed back to the auto matic detector . and the detection
threshold is lowered in the gate to increase 

~~D•

When several detections are wi th in  the correlation region , the usual and simplest solution
is to associate the closest detection with  the track. Specifically, the measure of closeness is the 

- ‘

statistical distance

D2 (r ~ — ?~m ) 2 

+ ~~
(T~~

where (r n. 0,,) is the predicted position , (i ’m.  ~ mn~ 
is the measured position , mr~~ is the variance H

of r,, — r,,~, and cr~ is the variance of — 

~~~ 
Since the prediction variance is proportional

to the measurement variance , r~~ and 0,2 are sometimes replaced by the measurement vari-
ances. Statistical distance ra ther than Euclidean distance must be used , because the range ac-
curacy is usually much better than the azimuth accuracy.

Problems associated wi lh  mul tiple detections and tracks are illustrated in Fig. 23: two
detections are wi th in  gate 1, three detections are wi th in  gate 2 , and one detection is wi thin  gate
3. Table 3 lists all detections wi th in  the tracking gate , and the detections are entered in the
order of thei r  statistical distance from the track. Tentatively, the closest detection is associated
with  each track , and then the tentati ve associations are examined to remove detections which
are used more than once. Detection 8, which is associated with tracks 1 and 2 . is paired with
the closest track (track I in this case) : the n all other tracks are reexamined t c e l iminate  all as-
socia tions with detection 8. Detection 7 is tentati ve associated with track 2: a conflict is noted
but is resolved by pair ing detection 7 -wi th  track 2. When other associations with detection 7
are eliminated , track 3 has no associations with it and consequently will not be updated on this
scan. Thus track I is updated by detection 8, track 2 is updated by detection 7, and t rack 3 is
not updated.

~~~ks in ~~os:~~ IL:n~II~ 
~1~~?’!

An a l t e rna t e  s t r a te gy  is to a lways  pair a detectio n wi th  a track if there is only one correla-
t i i m n wi th  ~t t rack .  As before , a mbigui t ies  are removed by us ing the  smallest stat is t ical  distance.
Thu s  track 3 in th c  es~t mple  is updated by detection 7 , track I is updated b:. detection 8. and
t r , m c k  2 is updated by detect ion 9.

‘s R - ( ,m4 ~ , 1 )cv ~ Im m p n ienI  mmi I -St )T 1r.i~ kmm ig  ,Slgc mr m t h m a , Jim hns I Io jmkmi i .. t . c t ve r s t t ~ . ~J Physic t ahor ato ry.

I ~
(‘ - I .1161 - Sc pt 19’4
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Table 3 - Association Table for the  Example shown in Fig. 23

— Closest Association Second Association Third AssociationTrack ___________ _______ ___________ ______ ____________ _______

N u m b e r  Detection 2 Detection D2 Detection D2
Number  D Number  Number

8 1.2 7 4.2 - -

2 8 3.1 7 5.4 9 7.2
3 7 6.3 - - - -

Singer and Sea* were two of the first people to recognize and characterize th e interaction
between the correlation and track update functions.  Specifically, three distinct s i tua t ions can
occur: the track is not updated , the track is update d with the correct return , and the track is
updated with an incorrect return . They generalized the tracking filt er ’s error covariance equa-
tions to account for the a priori probability of incorrect returns being correlated with the track.
This permit s the analytical evaluation of tracking accuracy in a mulcitarget environment  which
produces false correlations. Furthermore , using the generalized tracking error covariance equa-
tion , they optimized the filter gain ma tr ix , whi ch yielded a new minimum-error  trac king filter
for mult i targ et  environments .  Also , they generated a suboptimal fixed-memory version of this

• filter to reduce computati on and niemory requirements.

A later paper by Singer et al .t uses a-posteriori correlation statistics based on all r eports in
the vic ini ty  of the tr ack. Again the mathematical  structur e is similar to the Kalmart filter: the
state equation is (58), the observation equation is (59) , the one-step prediction is (60) , a nd the
corresponding covariance matrix is (61). The estimation error is denoted by .k(iI t ’)
XO) — X ( t ’J a”) and has mean and covarianc e matrices denoted by b (tj  a ”) and POf r ’) . The
correlation gate size and shape is based on th e Maha l anobis distance ,t and it is assumed 1ksensor reports fall wi th in  the gate on scan k. Included in the number 

~ A are extraneou s re-
ports whose number  obeys a Poisson distribution and whose position s are uniformly distri but-
ed wi th in  the gate. The smooth estimate is given by -

k(t~a ’)  = k (j  — 1)  + A ( r ) .  (78)
where A (a ’) is chosen to minimize  the nonc entra l  second moment of the filter estimation error.

The problem is solved by using track histories. A track history a at scan k is defined by
selecting, for each scan i ~ k, a sensor report 1” (I) where 0 

~ 
j ~ ~ n~, w i th j ~ 

— 0
corresponding to the  hypothesi s  tha t  none of the report s belong to the track. The n u mb e r  of
such track histories is

L ( k )  = 

m I  
+ (79)

R. -\ Singer and R (~ Sea . I I I- I Trans.  . Su lm m m m i m c (‘m , nmrol .-S(’-I$. 571 - 582  I 19’3
tR -\ Sing er . R. (i -Sea, and K 11 I lo uscwrm g ht. IEFE Tr ,m n s Iniormatuon Theory IT-20 , 4 23.431 Il974)
~R -‘ Sin g er .and -\ J K.t n>um,t k , - \ i u ! m m l ) m , I t IC ,i 7 , 4~~ -4)s J 1197 1)
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Associat ed wi th  each history cc is the  probabi l i ty  p,, (a ’) that  the  history tv is the correct one ,
given observations through t im e a’ (scan k) .  

- 
The terms b,, - ( a ’ I , — I )  and P~ - ( i ~ a’ — 1 )  are the

bias and covari ance of the  est imation error .“ (d , — l ), given observations through t ime a’ —

a nd given that  track history a ‘ at t ime a’ — I is the (only )  correct one. Recursive equations are
obtained for Pm m  

b,, , and J’~ then it is shown that  the  optimal correction vector is given by
L i t )

A (1) = 
~~ 

p,, (a ’ )bm m  ( a ’I a’ — I ). (80)

Th i s  solution not on ly min imizes  the mean-square error but  also is an unbiased estimate.

The trouble wi th  the opt imal  a-posteriori filter is tha t  it requires a growing memory.
Hence several suboptimal filters were suggested. The first suboptimal  filter considers only the
last 1V scans: track histories which are identical for the last N scans are merged. The second
suboptimal fil ter only considers the L nearest neighbors in the correlation gate: essentially the
gate size is changed to l imi t  numb er  of reports to L. The last method uses both techniques:
considers only the last ~V scans and restricts number  of reports on any scan to L.

Simulations were run to compare the optimal and suboptimal a-posteriori filters , the op-
timal  and suboptima l a-priori filters , and the Kalman filter.  Some of the results are summarized
in Figs. 24 and 25. In Fig. 24 the filter variance normalized by the theoretical (perfect-
correlation ) Ka lman-f i l ter  variance is plotted for several filters , As a class the a-posteriori filters
provide better perf ormance than the other filters. However , for high density of false reports
(4~~r~ = 0.1), the a-posteriori fil ter is 30 t imes worse than predicted by the standard
Kalm an- f i l t e r  approach. Thus the standard approach should never be used in dense-target (or
false-target ) environments .  Figure 25 gives the  probabi l i ty  of makin g  a false correlation .
Aga in the a-posteriori filters provide the best performance.

I- !
Stein and B lackm an * have proposed a maximum-l ike l ihood approach similar to Sittlert for

solving the mult i target  correlation problem. Their  approach is unif ied in that they consider the
total correlation-track problem which  includes track ini t ia t ion , confirmation , gati ng . and dele-
tion logic. They compare their  results with a standard approach and show significant perfo r-
mance improvements.  However this  author  wonders how complicated the method is to imple-
ment  and what their  improvement  is relative to a more sophisticated approach such as that  of
Singer et al t.

Radar Integration

There are many ssays of integrat ing ( combining )  radar detections from mult iple radars
into  a single system track file. The type of radar inte gration that  should be used is a function
of the  radar ’s performance and i ts  e n v i r o n m e n t .  A l though  no firm rules can be generated ,
sever a l  methods  and some general  rules are as follows:

• Track selection. Generate  a track w i t h  each radar , and  choose one of the tracks for
the  syst em track.  The only advantage  of t h i s  mel ho d is tha t  it is the  simp le st
method to i m p l e m e n t .

I Stem and S S. Blackman , IEEI’. Trans . Aeros pace and Elect ronic Ssstenis .-SES-Il . t2 O7- l 2 1’~ I l9~ 5)
W Sillie r. It’ I F Trans. \ t ih t : mry t- lectron~cs ~t i: -s . 125 . 139 11964) .

• It S s n~~c r .  R C Sc.m . .in i  k It. I lm ,c~ cis rig ht , I t -  LI Tr ,mns Iii)’or m.ition Theor~ 11— 20 . 42 ,1- 437 I 19 4t
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• Av erage track. Generate a trac k wi th  each radar , a nd s’eight the tracks to form a
system track. The method can be applied when many radars are providing unsyn-
chronized radar date.

• Augmented track. Generate a track wi th  each radar , choose one as the system track ,
but  also use selected detections from other radars to update the system track. This
method should be used when one radar provides substantially better data than oth-
er radars. Detections from other radars should be used when the prima ry radar
misses some detections or when  a t arget maneuver  is declared.

• Average detection. Average all detections , and use the average to form a system
track. This method should be used when many radars are providing detections
essentially at the same instant .

• Merged detections. Use all detection s to update the system track; tracks m a y  or may
not be init iated using all detections. Theoretically this  method provides the most
information :  that  is, if the detections are proper ly weighted , this  method always
provide s the best performance. However care must be taken so that bad data do
not corrupt good data. Thus this method should be used when the radars are sup-
plying data of comparable accuracy.

The most important advantage of radar integration is provide the tracking informati on in
one central source. Radar integration also provides improved track con t inu i ty  and improved
tracking performance on maneuver ing  t argets. Lit t le  improvement is obtained in tr ack-
init iat ion times , sinc e in practice almost always one radar will  detect and establish a track be-
fore any other radar can provide some detection s. 4

Either  the a —
~~~ filters or the Kalman fi lter cari be used when  th e radars are at the same

location. However Trunk and Wilson ’ indicate tha t  the Kalman filter must be used to provid e
tr iangula t ion effects when the  radars are in d i f ferent  locations. Various methods for multiple-
site correlation are also discussed by Singer and K anyuck f .

CONCLUDING REMARKS

The problems involved in coherent processing have received the greatest attention in this
survey.  Presentl y the t rend appears to be toward a digital implementat ion of the adaptive pro-
cessing algorithms: direct open-loop calculation of canceler weights and numerical  inversion of
the covariance matr ix  for adaptive arrays. It can be expected tha t  such systems will  be buil t
and tested ( lur ing the nex t  several years.

The area of noncoherent  processing has been studied intensively since 1940. The em-
phasis in later years has been on techni ques to l imi t  the number  of false alarms (while
su ffer ing onl y a small ta rge t -sens i t iv i ty  loss) so as not to overload the t racking system . Many
sy st ems h a v e  been bu i l t  and tested , and not much more research seems necessary in th is  area.

(j, V . Trunk and i. I) Wi lson . “Tr~ick in~ Fillers ‘or SIuItipIc.Pi.l(inrIfl Radar Inlegratln n . ~ R L  R~pnrt ~O87 . Dec .
1976.
fIt . ‘5. SInger and 5 , J K,In~~r j- . k \u to I~~.hiI c,t 7, 4~~ - Ii. 1 1 0 7 1 1 ,
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During the last several years much  progress has been made in track-while-scan sy stems.
This work has given guidance on the important  problem of track-detection correlation in a
dense multitarget environment .  The major pro blem stil l  needing a solution is that  of track ini-
tiation in a dense envi ronment ,

One problem , which has received l i t t le  a t tent ion  so far but  s~hich will  recei se more atten-
tion , is that of adaptively controll ing the surveil lance radar. Problems of interest are: when
should frequency and/o r polarization diversity be used , when  and where should various radar
modes be used , and how should the signal processing be reconfigured to cope wi th  a changing
envi ronment?  Future radars will  ha~e more f lex ib i l i t y ,  and their  control wil l  become extreme-
ly important .

‘ .1

41c


