AD=ADS1 784 PURDUE UNIV LAFAYETTE IND DEPT OF STATISTICS F/6 12/1
I.OCM.LY OPTIMAL SUBSET SELECTION PROCEDURES BASED ON RANKS. (V)
S S GUPTA» D HUANG NOOU!'-?H-DQSS
UNCLASSIFIED Hlﬂo‘ﬂlﬂl SER=-513

END
DATE
FILMED




g £

T yngo

o
-~ m

22 s e

MICROCOPY RESOLUTION TEST CHART
NATIONAL BUREAU OF STANDARDS-1963-f




. -
‘Za

<H
Q0
Do
=
0
=
<
=
<<

N
b

i!

FILE COPY?

PURDUE UNIVERSITY

one s,
I5 =%
o A
&
f,‘)

DEPARTMENT OF STATISTICS

DIVISION OF MATHEMATICAL SCIENCES

it




4

o

5

g

T;' Locally Optimal Subset Selection Procedures Based on Ranks*
o

3 by

2

4 Shanti S. Gupta, Purdue University

z and

: “" o i, “R

Deng-Yuan Huang, Academia Sinica, Taipei, Taiwan

-

Department of Statistics b

Division of Mathematical Sciences -
Mimeograph Series #513

December 1977

; *This research was supported by the Office of Naval Research contract
E " N00014-75-C-0455 at Purdue University. Reproduction in whole or in
' part is permitted for any purpose of the United States Government.

Approved for public selease; |
Distribusion Umlimited I

> o e w




- et

Locally Optimal Subset Selection Procedures Based on Ranks*
by
Shanti S. Gupta, Purdue University
and

Deng-Yuan Huang, Academia Sinica, Taipei, Taiwan

In practice, it sometimes happens that the actual values of a random
variable can only be observed under great cost or not at all, while their
ordering is readily observable. This occurs for instance in life-testing
when one only observes the order in which the parts under investigation
fail without being able to record the actual times of the failure. Prob-
lems of this type suggest the investigation of decision rules based on
ranks. Although the distributions of rank statistics are usually very in-
volved, the resulting rules are often simple. Another advantage of rank
procedures is that under the hypothesis that all distributions are identical,
the distribution of the ranks does not depend on the underlying distribution.
For this reason rank procedures are sometimes referred to as nonparametric
rules. Hajek and Sidak [3] and others have developed an elegant theory of
rank tests. Contributions to some related problems have also been made by
Puri and Sen [6]. However, very little work has been done for multiple deci-
sion problems based on ranks. Gupta and McDonald [1], McDonald [4] and Nagel

[S] have investigated several subset selection rules based on ranks. Nagel [5]

*This work was supported by the Office of Naval Research Contract N00014-
75-C-0455 at Purdue University. \
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tried to obtain some locally optimal rules based on the rank test theory.
We are interested in deriving locally optimal ranking and selection proce-
dures. Although, the criteria of optimality is different from Nagel's
idea, the form of the procedures is the same. It has been shown that pro-

cedures of this type have many good properties.

From each of the k independent populations a fixed number of observations, say,

n is taken. The distribution is assumed to depend on a parameter 3 and the
form of the distribution is also assumed to be known. Concluding that
8ij, i=1,...,k, are or are not equal may not be sufficient. Often the
experimenter is interested in ascertaining which population is associated with
the largest (o; smallest) 6, which populations possess the t larg;st (or
smallest) 0, etc. Suppose the experimenter is interested in identifying
which one of the k populations possesées the largest 6, the so-called '"best"
population. The subset selection approach to this problem is to select a
small subset which is garanteed to contain the best population with prob-
ability P*, the basic probability requirement in these procedures. The
selection of a §ubset including the best population is called a correct
selection (CS). In this paper, we are interested in deriving procedures
which satisfy the basic P%#-condition and locally maximize the probability of
a correct selection. An example is given to illustrate the application to a
problem in regression analysis.

From each of the populations II;, i=1,2,...,k, we take n observations
X

P Let R;; denote the rank of xij in the pooled sample of the

J
N=kn observations (Xll’ . ')Xln;XZIJ .. -,in; LR ;xkll .. "xkn) .

j12ee o Xype

We use the following definitions of Nagel [5]:




[fﬂ Definition 1. A rank configuration is an N-tuple B=(B1seveesby),
b A; € {1,2,....,k}, where Aj=j indicates that the ith smallest

w!

» obscrvation in the pooled sample comes from Ilj i.e. there exists

&y an 7 such that R; =i holds.
=9 Ju

g Let ¥ ={a} denote the set of all rank configurations for the

:;: pair k and n whichare kept fixed in these considerations. A4,
_ ii denotes the rank configuration of x=(Xxj,....,xy). For a fix;d A
i 1et£25={§ eEZIAx=A}, where.9Z={§: §=(x1,....,xN)}. The decision
' {:" space .Giconsist; of the Zk—l nonempty subsets d of the set {1,2,
] ; ...,k} and the empty set:
" D={d|decq,2,...,k}}.
E 3 ‘ A decision is the selection of a subset of the k populations. The
fact that ied indicates that N is included in the selected subset §
if decision d is made. %
Definition 2. A rank selection rule is a measurable function § ?
defined on £x9, provided that for each 4e%, (i) 6(4,d) 2 0 and
(ii) } 8(a,d)=1 hold,
de9D
Let 5(4,d) denote the probability that the decision d is made if the
rank configuration A is observed.
Definition 3. A subset selection rule R based on ranks is a mea-
surable mapping from ¥ into RK,
p R: A#(pl(A),...,pk(A))

where pi(A)=2 §(A,d) (summation over all subsets containing i).
d3i

If the pi's take on the values 0 and 1 only then




g

1 if d={i|p;(8)=1},
8(a,d)=

0 otherwise, ;

i.e. a non-randomized procedure is completely determined by its

]
individual selection probabilities. Nagel [5] has shown that f$
this is not true in general.

Let the distribution of Iy be giVen by a density function

f(x,0;) from a one-parametric family with the 6;'s belonging to 4

some interval , which, without loss of generality, can be assumed
to contain 0. Let ¢ = {9]9 = (el,...,ek)}. Furthermore, let the family f(x,8)

have the following properties:

Condition A. (i) f(x,8) is absolutely continuous in 6 for almost
every X;
(ii) the limit

(1) f(x,0)=%33 %-[f(x,e) - f(x,0)] exists for almost every X;
(iii)

(2)  lim [ |f(x,0)|dx=] |f(x,0)]dx < =

8+0) -= -

holds, with f(x,6) denoting the partial derivative with respect to g. Notc that the

existence of f(x,8) for almost every 6 is ensured at every point x such that
f(x,08) is absolutely continuous in 6. This, however, does not make the

condition (ii) superfluous.

We know that if a density f(x) is absolutely continuous and satisfies

L1 o0ax < =
then the family f(x,0)=f(x-08) satisfies the conditions (i), (ii), and (iii)

(sce [5]), p. 73), where f'(x) = ggéélu And if a density f(x) is absolutely




e A

continuous and satisfies

L

[ |x£'(x)|dx < =

then the family f(x,9)=e-9f[(x-u)c-6) also satisfies the conditions
(i), (ii), and (iii), (see [3], p. 73).
Our goal is to construct a selection rule § based on ranks (§ is

conditional on an observed rank configuration A) such that

(3) inf P (CS|6,A); P* where Q.={6: 6.=..=0, } holds and
8 0 0 - 1 k
_Gﬂo 5
(4) Pe(CS|6,A) is as large as possible for all 8 in a neighborhood
of 90690.

Since in 90= {§|61=...=0k} the distribution of the ranks does not
depend on the underlying distribution of the Xi's, Pe(CSld,A) is constant for

8eQ). Hence, it suffices to choose any point in Q@  to satisfy (3).

0
Hence without any loss of generality, we assume 8o = (0,0,...,0).
The probability thaf rank configuration A is observed under 6 with

Gi#O, 121,200k, ik

o XN X2
(5) P 8)= [ [ ool mo£(x,0, ddx .. dxy
2 smam uw el i
o *N X2 N
=0 [ . T f£(x,,00dx,,...dxy
-0 =0 = j=1
o N X2 N N
# f f s .f [ n f(xi,eA')-_H f(xi,O)] dxl...de
-0 -~ -  j=1 i i=l
o XN X2 N
= f f e | R f(xi,O) dxl...de
-0 -0 - j=]
K s *n %2 £(x;,0;)-£(x;,0) j-1 N
+ Z ei z f f ...f 5 n f(xe,O) n_ f(xe,eA )dxl...de
i=1 j -® -0 - i e=1 e=j+l e
A.=1
J
k

= AO+.§1eiAi(A’9)’ where

1




m
e I £(x.,0)=1, for m=0,
e . 1
i=1
& N %2y
Ay® | S SEOeR R f(xi,O)dxl...de
-0 -0 - 1=1
and o "
B o °N 2 f(x.,ei)-f(x.,O) j-1 N
b A8,0)=1 [ J .. f —= J mf(x ,00 1 f(x_,0, )
¥ 1 - : e : e A
| 2% il -0 - - ei e=1 e=j+l1 e
I 'TI A.=1
& J
Ei , IR
kS dxl...de, 12 i<k,
¢ ‘ Let G denote the group of permutations g of the integers 1,2,...,k:
: ; (6) £01,2,.. 5002 (2li82, o v 8K] .
Let h be the inverse permutation of g, h=g—1, and define
(7) R R
4 and for d ¢ &, gd={i|hied}. Also for any A ¢ C, let g be defined as
£ .
; follows: : i
(8) gA= (80150 +,88)), ;
g is thus induced by g. Let & be the group {g}. And let G(i,j) be r

the following subset of G

(9) G(i,j)={geG|gi=j}.

Definition 4. A selection rule § is invariant under permutation if

and only if
(10) §(gh,gd)=6(8,d) for all Ae C, de &, geG, geG.

Assume that T is the best population then

(11) chcsia,A)=59 g 8(a,d) = Py ().

dk

From the modified definition (11), it follows that a subset selectionrule R is

invariant under permutation if and only if

(12) (Py (88) 5. +,Py (8)) = g(p;(8),...,p, ()




for all Ae (¢, geG, éca.

V?! By (11) it is clcar that an invariant rule R is completely defined §
;gg by one of its individual selection probability functions pk(A). ;
::‘. ;
E2> For invariant rules the probability of a correct selection can i
fﬁ be expressed as follows: ;
8, i
o 1 - 1
b E;p,(8)=——7 L E_ p (@) = | E_p. (1)
i oPICSTICDIT o k) 88 T DT | o, 2otk
B
e 1 1 |
* Eo Pp(B)= sper T Po(8) |
- ! z P £ 1 }
- =D ey BTF WIH sk 88 f
; E |
=A + 0, .A. (8,g9). i
1! 182
! 0 (k-1)! gelli, k) i=1 hi'i §
E & ¢
i
Since for any i, g
f( 6.)-f( 0) j-1 N %
x.,0.)-f(x., j-
lim § Il J mf(x,,0, ) M £(x_,0,) t
>0, ] 9. e=1 e enjsl © %
- = p i
Aj=1 ;
N ¥
. 1
=} fix,,00 )} f£fix 0, ‘
3 J e=1 €
Aj=i et) é
and for ei >0,
If(x.,ei)-f(x.,O)I j-1 N
R J ] mf(x,0) 0 f(x_,6, )dx,...dx
: e ; B 1 N
J 6. e=1 e=j+] e
A.=i -
3
4 f(x.,0.)-f(x.,0
AR |
] 0. j }
J 1 ;
A.=i i
] i
}

B




Fr
= = f(x.,0)de|dx.
i e TR ’
A. =i
)
0.
1 ela
< I J5 [ lfx;,0)|dedx,
3 i 0 J j
A=y
J
0.
1 1 .
P X E.I f|f(xj,0)|dxjde,
J 146
No=i
J
and a similar result can be obtained for ei< 0.
Hence
f(x ,0.: ) f(xJ ,0) j-1 N
lim sup J [.. 9' mo£(x,,0) 1 f(x,,6, )dx;...dx
66 ] i 2=1 2=j+1 L
) AJ—1

§_§ flf(xj,O)ldxj.

A.=i
J

By Dominated Convergence Theorem, we have

Tim A (8,9)
9*90
o Xy
=lim Z f f ...f
68,
A.=i
J
= W%,
= 2 f f...f f(xj,O)
j =l w0D =t
A.=i
J

it f(xe,O)dxl...dx
e=1

3 f(x 6. ) f(x ,0) j-1 N
I £(x_,0) I Elx ;0, )dx
ei e=1 i e=j+1 - Ae .

N
N

etj

Now, there exists an €>0 such that O<|0i|<e, for all i, 1<ic<k, Ai(A,Q) is

approximately equal to

x X

oo

¥ f I f(x ,0)nf(x ,0)dx .. odxy

J—w - 00

A.=i
J

e=1
*J

o wdX




e e

"

=] B,=A; (8), 1< i< k, where

A =i
J
o e N
B, = [w {;--{mf(xj,O)ezlf(xe,Odel...de.
etj
We have
] usnsii
8, .A. (A)= 8, .A. ()
geG(h, k) fsf M E 40y gk k) M2

k-1 k-1
=(k-2)! 21 0, ) A (8) + (k-1)16, A (8)
e= i=1

=(k-2)! {(U-ek)V + (kek-U)Ak(A)}, where

k k nk

U= ] 6. and V= } A.(8)= ) B., independent of A.
G e ekt
i=1 i=1 i=1

V is zero if f is absolutely continuous and satisfies

[ |£'(x)|dx<= ([3], p.66). Since 6

- 00

X 2 ei, i=l,...,k-1, it follows that

k

kek-U> 0. Hence Z Z eh.A.(A) is a nondecreasing function in

: ivi
geG(k,k) i=1

Ak(A), thus we have proved the following result.

Theorem. If f(x,6) satisfies the condition A, then for any i, (1 < i < k),
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if Ai(A) >

satisfies

inf Pe(CSIG,A) > P* such that P (CS|6,4) is as large as possible

Q;QO = =

in the neighborhood 0<|ei|<e,lii:k, for given ¢ > 0. The constants o,

and ¢ are determined by

12) B, (& Pl P, (A)=P*,
( E 8,1 * #4 { 0,
Aj(B) > c A (8)=c

Note that this locally optimal rule is based on weighted rank sums
using the scores

o0

(13) B.= | w1y lo, fdu,
where :

- |
(14) o, = FE 00,0

£F 1(u,0),0).

Remark: (1) In problems concerning scale parameters, weuse the condition
fle'(x)ldx < » to replace flf'(x)ldx < » to obtain V = 0.
(2) If the assumption 90=(0,...,0) is replaced by the more general one §0=(6,...,6),
o=l
; \
(15) 9(u,£,0)-LE_(1,000)

£(F 1 (u,0),0)

which in general depends on 6. However, it is independent of 6 if 6

is a location or scale parameter.

Nagel [S5] has shown that the rules of this type are just provided

that Bi's are non-decreasing in i, which for location parameters is




true if and only if f(x) is strongly unimodal, i.e. if - logf(x)

S is a convex function ([3], p.20). It follows from Nagel [5] that inf
a3 0e@
E ¢ Pe(CSlG,A) = inf P, (CS|6,8) for a just selection rule 6. If f(x,6) is the
b - e -
A =0

normal density with mean 6 and variance 1, then @u,f) = ¢—1(u) where ¢ is the
E . cumulative distribution function of the standard normal random variable. Thus,

the scores can be evaluated as

) (e .

B.= [ w* N0 e L, |
o 1 0 ;
3 i
¥ If £ has the logistic density
; 4
' £(x,8)=e” ("9 [10e"(-0)y2 g
i . then ¢ (u,f)=2u-1 which leads to equally spaced scores: Bi=a+ib g;

where the actual values of a and b > o are irrelevant. Hence

the rule R3 in [1] and [4],

R .

n
3 Select Hi iff z Rij 2 c is locally optimal on the respective P*

3=
level if the underlying distributions are logistic with location
parameter 8. Nagel [5] has discussed a different type of optimality

of R3.

i
{
!
|
{3
{
i
§
i
ji
i
|
§
!
i
i

If f(xij,ei)=f(xij~ei Cij)’ 1<ic<k, j=1,...,n, the regression
in location case, then we have for any i,

A, (8)= Z ciij. ;
J |

A.=i |

J |

The procedure to select the population associated with the largest

growth rate ei's is as follows: for any i,
1 if Ai(A) Gy
p;(8) = Py =y
<
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A related problem has been considered by Gupta and Huang [2] for the

largest slope with unknown initial weight for nonparametric densities.
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