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PREFACE

The USAF-ASEE Summer Faculty Researc h Program was begun in 1975
with twenty-two members of engineering and science faculties from colleges
and un ivers iti es th roug hout the coun try. These professors were ass igned
to various USAF research laboratories at Wright-Patterson AFB and Eglin
AFB for a ten-week period of concentrated research in their selected
field and of mutua l i nterest and benefi t to the participant (and his
university) and the USAF. In 1976, this program was expanded to a total
of fifty-three faculty participants assigned to all Air Force Systems
Command laboratories . In 1977, the number of participants was expanded
to seventy-eight professors.

The basic program objectives are:

(1) To provide scientific and technological benefits to the USAF
while enhancing the research interests and capabiliti es of
eng i neer ing educa tors.

(2) To stimulate continui ng relati ons among participating faculty
members and their profess iona l peers at the AFS C labo ra tor ies.

(3) To form the basis for continuing research of interest to the
Air Force at the participant ’s institution .

(4) To s ponso r researc h in areas of mu tua l intere s t to the IJSAF ,
the faculty member, and his insti tution.

The program is conducted under contracts with Auburn University and
Ohio State University . The ~nerican Society for Engineering Education is
co-sponsor of the program.

This document is a compilation of the reports wri tten by participants
assigned to laboratories other than Wri ght-Patterson Air Force Base
(Auburn University contract). Mr. J. Fred O’Brien , Jr., Project Di rector,
has exercised certain a~ninistrati ve prerogatives to produce this report.

Similar documentation for the 1975 and 1976 research efforts are
on fi le i n the Defense Documen tat ion Center in Was hi ngton , 0. C. under
the fol lowing numbers :

1975 Research Repor ts ADAO31O17
1976 Research Reports ADA033822 

_______

The Appendix (in Volume II of this report) contains an index of the
1975 and 1976 research reports. DDC 6~~ ~~~~

UNANNO’J~ :~!) 0
JUS~IFICA~!CN

BY 
_________

DlS1RL BUT~N/~VAiLABfliTy cODES
Dist. AvA~L 8nd/or SPECIAL.
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• LIVABILITY AS APPLIED
TO AIR FORCE BASES

by

Harry H. Caldwell

ABSTRACT

• The Air Base has numerous parallels to the isolated small
• company town and surrounding communities proximate resort,

construction or boom towns. Small towns permit little privacy ,
• or extremes , have a strong sense of community ,and show great

interest and concern about morality , behavior, and loca l
competitive sports.

There are significant differences between the civilian
Quality of Life (QOL) concept and livability as applied to the
military as some elements do not fit and others are provided.
The Air Force is committed to improve livability and has an
impressive performance record though wants are insatiable.

Bases have many functions that influence livability . BCE
has a special role in dealing with built environments. The
base commander , social action , chaplain , advisory councils ,
legal groups and the Hospital handle other facets - but without
common goals. Livability perceptions vary between individuals
and with a person over time. They are comparative to prior
experiences and it is easier to upgrade than downgrade elements
of comfor t, convenience and privacy . With more off base housing ,
job attitudes, commuting and regular work hours , there has been
a decline in the sense of community.

Detailed livability indices for base housing and working
environments vary with housing types and work units and create
unwieldy numbers of entities . Livability should be regarded as
a people sensitive dimension of comprehensive planning and• decision makers should weigh livability considerations against
readines s, mission effectiveness and productivity.
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INTRODUCTION

The U.S. Air Force has a long history of concerns for
livability. Numerous programs , benefits and facilities have
been provided. Most of these are service wide or even multi-
service . At the base level many different units address them-
selves to livability questions including the base commander ,
his various advisory councils , unit commanders ,first sergeants
andactually all supervisors are asked to be sensitive to the
individual needs and aspirations of people in their unit - both
military and civilian .

Historically, the cliche that evolved to accommodate
• complaints of inequity or insensitivity was to “tell it to the

chaplain ,” a route still popular as it provides for privileged
information and confidentiality. The other traditional outlet
was the Inspector General. There are responses possible through
Human Relations , Social Action and at the Hospital for mental
as well as physical health concerns .

Base Civil Engineering has a major livability role in the
design and location of structures and facilities including
commissary , housing , work areas , BX , streets , traffic flow ,

• laundry , heating, cooling , maintenance , solid wastes , sewer
and mortuary affairs . Educational services , billeting, recre-

• ation and library facilities , programs and opportunities enrich
or detract from the base livability.

Regulations impacting livability range from those of the
unit commander up to the Office of Secretary cf Defense and even
Congress which establishes control by funding selectively and
with stipulations or conditions . Administrative interpretations
and attitudes of these regulations are critical .

The Air Force provides well for its military personnel and
dependents with medical care including births , child care , youth
center s , hous ing facilities and allowances , annual and sick
leav e, commissary system , educational opportunities and benefits ,
counseling,early retirement , unique retirement privileges , widow
and dependent homes and villages and even burial rights.

However , the priority of livability in the heirarchy of Air
Force goals is unclear . The primary goals are readiness and
mission effectiveness which translates to the most modern
sophisticated equipment in terms of planes , missiles , drones ,
armor andrapid global response in conjunction with the other
services. On bases , this places the highest priority on the
runway and a special role for pilots and flight crews .

1—5
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Secondary goals include livability along with cost effec-
tiveness , productivity, energy and resource conservation ,
environmental protection , flexibility, aesthetics , and com-
patible community relations . There are other specific goals
such as increasing the iumber of women in the service and in
upgrading of minorities commensurate with their ability and
performance .

It is evident to this aithor that the secondary goals have
not been prioritized and that many supervisors are not certain
which ones should receive lip service , token aipport , or full
compliance . Despite proclamations , posters ,notices , and
memoranda , practices on specific bases do not transmit the same
priority message. This results in reduced credibility - internally
and externally , a reduced sense of community or pride in the
service , more self centered behavior , and less willingness to
make personal or family sacrifices to the mission . In recent
years there were improvement in the pay structure and financial

• incentives provided for reenlistment as the military made the
transition from a draft to volunteer service . Though the intent
was to insure adequate numbers it also enhanced livability though
not necessarily greater productivity , readiness or mission
effectiveness.

At the start of this project it was assumed possible to
quantify and establish separate objective livability index values
for different activities on a base. Housing and work areas were
selected for study , using the local base as a test case.
Literature searches provided rich information about the conditions
that enhance or detract from housing and work livability and ways

• to determine satisfaction and dissatisfaction levels.

Models that apply to a single civilian company were not
transferable to air force bases because working conditions vary
greatly in different support areas , between the mission oriented
and support groups and between civilians and military personnel.
This is a training base and there are large influxes of new
groups in for short stays which further prevents meaningful
quantification . The end result of this search was an analysis
of the components of base work livability but a rejection of the

• concept of a separate work livability index.

The housing study raised different questions as it was
immediately restricted to bachelor and family base housing. A
tn -service occupant study of married base housing made in 1972
provided valuable but dated information , Some of this was up-
dated by a 1975 Air Force Housing Study which dealt with some
livability considerations in the original construction and in

• subsequent rehabilitation .

Some livability indexing came from the 1972 survey for each
major category of housing such as the Wherry and Capehart units

1-6
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which are common to most bases . Other houses built ly special
appropriated funds since 1963 are base specific and too
variable in design and construction except for local indexing.
The process gets more complicated as officer houses tend to
be larger and to have more closet and storage space than the
housing of enlisted personnel. Though there are some 150 ,000
units of married base housing , there are at least an equal if
not greater number of married military personnel who live off
the bases and they would not be covered with a housing liv-
ability index. Thus , in family housing as in the work areas ,
it was deemed more meaningful to establish guidelines for
identifying livability concerns than to construct separate
quantified evaluations .

Bachelor housing has its own sets of variables depending
whether the quarters are old or new , 1, 2 or 3 stories ,spacious
or cramped , and whether the first sergeant is demanding or
permissive and if the quarters are for permanent staff,
temporary duty groups, men or women. New bachelor officer
quarters along with the 2 or 3 story enlisted dormitories tend
to favor motel type construction , with external entrances and
little emphasis on communal rooms . These designs favor high
privacy values , and opportunities to individualize rooms but
they work against the unifying sense of a common community. A
tentative bachelor housing livability index system was developed
and is presented.

BASE LIVABILITY AND THE SMALL TOWN MODEL

This base livability study relates mainly to military
personnel , though civilians are an important segment of every
base. Military bases do not exist in a~acuum and are closely
associated with surrounding communities that provide housing
for all the civilian employees , and~~r many military and their
dependents . The adjacent areas also provide many leisure time
pursuits , services , commercial establishments , educational and
cultural opportunities that are shared mutually.

Military bases show numerous parallels to isolated small
towns , expecially the company town where one concern has built
the town , the houses~ stores, schools , factory and basicutilities. The company makes and enforces the rules. The first
priority is profit maximization wh ich is the counterpart of
‘readiness ’ and mission effectiveness. Housing modernization
ranks well below productivity , and housing restrictions , despite
low rental charges , make home ownership off the property
desirable for many in both situations. Small towns adjacent to
air bases tend to undergo growth and structural change that
parallels resort or boom towns . Gradually the adjacent town
tends to move certain functions closer to air bases to shorter
‘desire lines ’ for working commuters , military and civilian , in
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regard to housing and retirees with BX , recreation and commissary
privileges. Here , the law of intervening opportunities becomes
operative as the corridor routes from town to base host a
plethora of commercial outlets and billboards .

The following characteristics of small towns may or may
not apply to Air Force bases :

They have a sense of community but little privacy or
individuality. The populace assembles for watermelon feeds ,
pancake breakfasts , volunteer fire fighters and interdenomina-
tional churches. Often ac~.used of prejudice and provincialism ,these same shortcomings are found equally in larger cities .
Small towns provide more fusion than friction despite wide
divergences of religion , values and politics . They are more
concerned with morality than with the transmission of wisdom ,
truth or knowledge. The latter three may be regarded as less
relevant than the high school football and basketball teams
that provide community drive , motivation and team spirit.

The small town offers a peaceful and ~ lm environment , but
many young people want something other than peace and calm.
Small towns and even the anti-metropolitan attitude are part of
the American heritage . Many small towns resist growth and are
fearful of change and the influx of new , strange people. Change
is accepted slowly and only certain individuals are accepted as
innovators as part of their status role. In small company towns,
extremes are not tolerated - only moderation . Extremes might
threaten the power structure and produce job loss repercussions .
With the combination of corporate control ,paternalism , and a
security orientation , company towns do not tend to mature and
evolve as strong , sound, responsible communities. Instead , they
tend to stagnate in an adolescent role with an undercurrent of
rebellious antagonism. In the company tuwn (base parallel) one
gives up some independence and responsibility for security.

Some small towns have traded their traditional values for
prosperity , tourism and new factories. They run the full gamut
of ski towns, construction towns (boom and bust places),
irrigation , dam, historic and resort towns.

Some start out with great plans and ideals but soon reflect
stereotyped house types , with lawns and flowers transplanted to
the new locations . People who were attracted by the green hills
of an area immediately try to reduce the amount of green. This
is similar to some older base housing areas i~uere the trees werefirst leveled to build homes and then funds were sought to pro-
vide shrubbery .

Resorts, boom towns and some towns adjacent to military bases
are unstable , plastic places with changing people ,jobs and
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r
activities. They are characterized by much manipulation , political
land deals and cultural poverty, as high investment returns is the
primary goal.

There are a number of dynamic considerations in this model
that result in more people choosing to live off the base , to
regard the base as the job location , a place where friends reside ,
to regard the commissary as a type of discount supermarket and
only reluctantly return to the base for evening social activities
at the appropriate club if the commuting time and distance is not
excessive .

Though some small towns continue to thrive in the United
States , the company town has virtually disappeared except for
those in isolated locations. Further study on the parallels to
air force bases might provide additional behavior and trend
insights.

QUALITY OF LIFE AND BASE LIVABILITY

In the wake of environmental and social alarms in the 1960’s
the phrase ‘quality of life’ surfaced widely with diverse meanings.
From 1968 to 1972 several studies came from individuals ,
committees , conferences , EPA Fellows and consulting firms that
sought to define , analyze or quantify quality of life (QOL) , and
even rank cities on diverse sets of indicator criteria. While —

each approach had a different emphasis reflecting the focus of
the group or their client , there was significant overlap .

The Environmental Studies Division of the Environmental
Protection Agency desired a quantitative Quality of Life Index
to evaluate socio-cultural elements of Environmental Impact
Statements. An elite group of 150 specialists was assembled to
identify thç components and weightfactors in ~ rms of their
importance .’ Though they did not agree upon a quantitative
measuring device , thei’~ collective weighting of 47 factors didproduce a quality of life ranking system (Table I) and the top
11 items are listed. When the 47 factors are grouped into
larger groupings with similar weights , the main categories
were Economic - 32% , Political/Social - 36% , and Environmental -

31%. Environmental concerns were viewed as a group but com-
ponent units did not rank high on this list. A notable onimission
were the psychological stress factors behind urban law and order
concerns .

Several of the highly rated QOL factors either do not apply
to the military (as democratic processes) or else they have been
institutionalized (providing health care). Provisions have been
made for public participation in both the advisory role (advisory
councils) and in adversary situations (social action , Inspector
General).
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T A B L E  I

QUALITY OF LIFE
1911 Ranked Factors

1. Democratic Processes
2. Public Participation
3. Health
4. Choices in Life
5. Housing
6. Economic Security
7. Education
8. Land Use
9. Living Costs
10. Economic Opportunity
11. Ecosystem

*EPA Conference 1971

In 1973 another study on Quality of Life2 for EPA (Table II)
established and outlined some different factors as well as
reporting on the findings in six other QOL studies . Though these
items were less conceptual than the earlier EPA study , it went
beyond perception to identify valid interacting elements. Many
of these factors are not prime concerns at military installations -

unless there was a local problem. Several base livability con-
cerns were not specifically addressed in these broad spectrum
studies.

T A B L E  II

MAJOR QUALITY OF LIFE FACTORS - EPA-l973

I. Economic Environment
Income
Income Distribution
Economic Security
Work Satisfaction

II. Social Sector
Family
Community
Social Stability
Physical Security
Culture
Recreation
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III. Political Environment
Electoral Participation
Non-electoral Participation
Government Responsibility
Civil Liberties
Informed Constituency

IV . Health
Physical
Mental
Nourishment

V. Physical Environment
Housing
Transportation
Public Services
Material Quality
(goods and services)

VI. Natural Environment
Air and Water Quality
Radiation
Toxicity
Solid Wastes
Noise

From studies , reports , regulations , observations and inter-
views , an unranked list of Base Livability Factors have been
tabulated. Some of these factors interconnect with the region
and adjacent communities , others reflect personal values , and
family concerns , spatial components , short and long term elements.

T A B L E  III

BASE LIVABILITY-l977
Unranked Factors

* Housing
Economic Security

** Leisure Time Facilities
* Educational Opportuniti es

** Physical/Environmental
Advancement Opportunities
Administrative Practices
Rank/Status Consciousness
Personal Acceptance
Privacy
Relative Equity
Meaningful Work

* In Commuting Area
** Regional Context

1— 1 1



The EPA QOL lists contain broad societal or conceptual
concerns but the Base Livability list focuses on the ~ pliedliving-working-leisure time environments of nilitary personnel.
If AF civilian employees were considered , there would be concern
with rights and privileges on the base , commuting time , and
military-civilian relations . Dependents would add items close
to their daily lives.

Much of the public alarm about Quality of Life subsided
with the creation of such institutional responses as the creation
of EPA , the passage of the other environmental and social laws ,
including the Freedom of Information Act , laws requiring open
meetings , and public participation at various levels. Based on
prior collective behavior patterns in America ,institutionalization
ameliorates concerns .

Livability as perceived at military bases is different in
focus and priorities than the broader Quality of Life concerns .

r Though traditional tours of duty last 2-3 years , there is
much additional movement tied to special schooling and temporary
duty that creates an atmospher of nomadic transients . This
military mobility is unlike civilian mobility in that it is
involuntary , frequently requires family separation and generally• is accompanied by a mobile environment , creating ‘little America
ghettos ’ overseas intact with Cub Scouts , Barbeques , and a Santa
Claus at the BX.

“Many American families living overseas in American style
housing and ghetto communities pass up priceless opportunities
for involvement in another culture and for enriching experiences.”
“To live in a charming tatami-matted , paper-walled , non-heated
house among neighbors who speak only Japanese can be a delight-

• ful experience if you choose it; to have it forced on you is
quite another matter. As long as military mobility remains
involuntary, American type communities for those serving overseas
will be a necessity in ader to maintain an acceptable level of
morale.”3

• This identifies another uniquely military dimension of
livability - where the social system is composed of the institu-
tional structures , regulations , administrative practices , and
technological capacities.

LIVABI LITY PROBLEMS
The casual non-military observer might come to regard

military livability as a never ending list of wants and benefits
during service and after retirement wants are insatiable. Even
within the organization there is some envy generated between
ranks and between civilian employees and the military .

1— 12
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• There are mili tary lobbyists and supporters trying to
obtain legislation or rulings to enlarge benefits or to lower
the eligibility barriers to existing benefits. This con-
stitutes one area of livability with a backlash potential .

There is another problem in dealing with livability as
though it were a complete goal in itself instead of one important
dimension in the Comprehensive Planning jrocess that should be
matched to productivity, readiness , mission and cost effectiveness.

Recommendation - that livability considerations be tested to
insure that they will not reduce productivity , mission effec-
tiveness and response capability and that they be cost effective .
The cost effective measure must include the psychological , social ,
aethestic benefits and costs as well as traditional economic
measures.

There are still many shortfall areas in livability that can
be resolved with minimal cost provided that planning and decision
making is done in a framework that people and their feelings
mat te r .

MILITARY LIVABILITY VALUES AND FRAMEWORKS

In their award winning paper , Henriksen and Ves t , defined
livability as “the total of all the physical , administrative ,
regulatory and socio-environmental events or circumstances that
the individual encounters in the course of his or her daily life .”

The main omission is in the opening phrase “the perception
of the impact on the individual , family and friends , of etc.”
A livability index represents the congruence or gap between some
ideal set of conditions and the immediate conditions that they
perceive in their place and situation .

The difficulty in indexing is that the evaluation comes from
a frame of-reference established through prior experience in
previous environments . If the experience at basic training is
spartan and demanding, it establishes the first reference frame
for military livability. It is easy to accep t upgraded quar ters

— and facilities but difficult to accept more austere conditions
except at remote posts or for short periods . This leads to a
recommended progression of upgraded facilities during a tour of
duty probably geared to the number of years in service rather
than by rank or family size. If this is not feasible , then
basic training posts and first assignments should provide corn-
fortable but more sparse accommodations than the norm for the
service.

In seeking the common denominators used in livability per-
• ception frameworks , the items in Table IV seem most significant.
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T A B L E  IV

PERCEPTION FRAMEWORK INGREDIENT S

Rumor and Hearsay from Peer Groups

Impacts on Family Life

Sense of Acceptance (self and dependents)

Perceived and Judged Physical Environment

Comfort and Convenience

Work and Housing Satisfactions

Sense of Personal Growth

• Several Types of Privacy

Reliability and Trust in Supervisors
and Institution

Institutional Loyalty or Sense of Community

Ingredients with special roles are described in additional detail.

Comfort and Convenience include physiological , psychological
and social needs . These are escalating values that reflect peerL group pressures , technology , promotional alvertising, and middle
and upper class civilian comparisons , all set in the world of
rising comfort expectations . At isolated posts and in emergency
or temporary conditions , individuals seem willing to endure
lower comforts. Selected groups , individuals , and periodically
total societies will voluntarily accept less comfort and conve-
nience when highly motivated by personal and social commitment to
social , religious , political , economic or even ecologic goals.
Over long time periods , defections surface and the movement toward
comforts and conveniences is reestablished. Comfort and conve-
nience can be indexed from satisfaction/dissatisfaction levels
using comparative data as was done in the 1972 occupant survey

• of military housing .

Another ingredient is a Sense of Community, an extension of
the common Air Force goal , a type of extended family , the sense
of a career, or a calling in which the military and their families
feel a strong sense of obligation , commitment and acceptance.
During World War II and in the Korean conflict , the sense of
community was quite visible and still exists amongst senior

• personnel that have known the feeling that develops under combat
conditions or in the sharing of a meaningful mission role in
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remote duty locations. Some structural and administrative
• changes designed to improve aspects of livability have proven

damaging to the sense of community.

Increased salaries , bonuses for reenlistment , and the
increased popularity of off base housing for married and bachelor
military , increased privacy and individualization ,along with the
near demise of basic training , and the end of open bay barracks ,
result in a decreased sense of community . This change accelerates
the move to regard the service more along~~b or occupational lines.

A sense of equitable treatment, acceptance by one ’s peers ,
neighbors and the community and opportunities for individual
differences and variety are additional important values.

Another frequently cited though not fully appreciated concept
are the numerous elements involved in privacy . Privacy is an
interpersonal boundary control process. It involves selective
control , the opening and closing of the self or groups to and

r from others. It may involve the physical self or emotions or
feelings. It may be visual , accoustical emotional or informa-
tional. Most common is the notion of Solitude - to be alone and
free from observation by others. Equally important is Intimacy
as in the separation of a small group (husband-wife) from others.
Anonymity as being “lost in a crowd” and not being recognized
is another form of privacy as is Reserve - in the form of a
psychological barrier against unwanted intrusion .5 The use of
headphones with stereo sets , TVs , etc., represents accoustical
privacy .

The functions of privacy vary with the individual and situation .
It produces personal autono~y which relates to opportunities forconcentration , self-independence , self reliance and self identity .
It may also provide an emotional release - or relaxation from
social roles , to be “off stage” and to deviate from rules , customs ,
traditions and norms in a protected fashion. It provides an
atmosphere for self evaluation, integration of experiences , con-
templation and the opportunity to plan and assess future actions.
In designing work environments spaces for limited and protected
communication are needed to share confidences with individuals
or small groups (i.e., supervisor discussions).

Privacy is a continually changing process with needs that
vary hourly, daily , seasonally and during one ’s life and which
reflect changing sensitivity dependent upon personal histories
and cultural backgrounds.

As one seeks pragmatic privacy approaches to livability,
the interface between privacy and a sense of community or
acceptance emerges. It is derived from comparing achieved privacy
with desired privacy, the latter being the ideal state perceived
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by individuals  or group s concerning social interact ion . When
achieved privacy is less than desired privacy, the result is
intrus i on or invasion of privacy . When achieved privacy is
greater than desired privacy the results may be called foredom,
lonelines3 , social isolation or alienation . There are parallels
in desired and achieved livability.

The techniques people use to implement their desired levels
of privacy are verbal , paraverbal , behavior , nonverbal body
language , environmental behaviors and cultural norms - all
functioning as an integrated system. A head nod , smile and verbal
praise may be used in~~njunction and complement each other toindicate strong agreement. The open door , drapes , raised window
shade , extra office chairs and open desk arrangement may say
welcome and that privacy barriers are low. However , that day or
week the individual may ~el the need for considerable privacythis confuses the outsider because the different privacy mechanisms
are not giving the same message .

The inability to maintain interpersonal privacy boundaries
can produce certain costs - expressed as physical work-effort-
stress , psychological energy expenditures stress , tension and
anxiety.

Continued invasions of privacy may endanger personal autonomy ,
self-respect and dignity. In the process it reduces a person ’s
functional efficiency .

PE RCEPTI ON DYNAMICS

Individuals perceive livability changes &fferently with
maturity , sex, family status , critical ages in children , experience
and with changing interests in group activities compared to the
importance of privacy .

Interest in personal acceptance and recognition by peer groups
to a first termer is higher than with senior NCOs . Livability for
the first termers at basic training hinges upon the ability of
the individual, to adjust to his or her environment after leaving
the home . Bachelor restrictions are also perceived differently
by the teenage airman than by older bachelor airmen who had pre-
viously been married.

Another aspect of one ’s perception of livability is illustrated
by the scenario of a satisfied and happy married airman or officer
at a sunbelt beach base who receives orders for Minot , ND , about
which he knows little other than tall tales (which might be true)
and the fact that it is reputed to have low physical livability.

• In checking with others he is subject either to new rumors ,
generally negative , or to a “true” report of a colleague who was
there briefly on TDY in February and who is more than willing to

• share his few facts and second hand knowledge .
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The next step is to muster positive enthusiasm to break
the word to his wife , who is easily influenced by negative
rumors in their already shaky marriage and to their teenage
daughter , just selected for next year ’s cheerleader role , and
their son who was standby quarterback to a senior last year at
high school.

The situation comedy could easily be perceived as a dis-
criminatory tragedy by individual family members and it might
encourage some senior people to leave the military service. In
truth , feedback studies at Minot show a high rating for social
livability despite a physical environment with ~w amenities .

There is a popular belief that livability is subjective and
cannot be quantified. This report holds that is is quantifiable
and that military individuals and families already make these
judgments. Many use a type of index system before moves , upon

• arrival, and several years later when readying for departure.
For some , it approaches a numerical system (see Airman, March 1977 ,

• inside cover story) and it can be used to compare changes in a
single base over time or concurrently with a~~ries of bases in aregion.

Unfortunately , arbitrary administrative decisions ,political
factors, adverse community reactions or stressful environmental
conditions can seriously lower base livability and start a series
of stories moving through the service that may circulate long after
the causative factors are gone or resolved.

FAMILY BASE HOUSING LIVABILITY

Early family housing on bases was for senior officers and
their families. They were generally large homes and later ,
smaller units , frequently of brick veneer construction , were
added to the small housing cluster . The main expansion took
place after WW II , under legislation sponsored by Senators Wherry
of Nebraska and Capehart of Indiana. Respective housing clusters
constructed on bases were named after the sponsors.

Since 1963, new married housing~.as authorized by Congresson a projec t by project basis and these are identified as• Appropriated Fund housing. Some were with Utle I funds , and
since 1973 a number were constructed by local contractors as
turnkey housing.

In response to a request by congressional sub-committee the
three services undertook an occupant opinion survey in 1972.
The Air Force and Navy questionnaire focused on structural details• and comfort preferences. The Army questionnaire sought to identify
which structural variations should reflect different environments ,
reasons for living on and off the base , street arrangements, visual
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pr ivacy , audio privacy , comparions of military and dvilian
shopping centers , role of Officer and NCO Clubs, libraries , day
care centers and even preferences for diverse house exteriors
and roof types.

Greatest user satisfaction was shown with ~kpehart housingand least was for Wherry housing. The most desired improvements
for all housing, ranked in order , were (1) central air conditioning
(2) fenced in yards and (3) a 1/2 bath on the first floor of
second floor units. Occupants of Wherry housing listed sound-
proofing and the need for more interior bulk storage along with
air conditioning as their top three priorities.

A 1975 Air Force Housing Study done for AFCEC , Phase II ,
updated and evaluated family housing to spring 1975. Some of
its findings appear in Table V.

T A B L E  V

FAMILY BASE HOUSING - SPRING 1975
150 ,000 UNITS

PERIOD 1950-55 1956-63 1963-1973 1974-1975

NAME Wherry Capehart Appropriated + Appropriated +
Title I Turnkey

TYPES S.F.Det , S.F.Det , S..FJ~t , S.F.Det,
Dup l , Dupi Dupi , row Dup l , row
Apts

AVE RAGE SIZE 900 sq ft 1100 sq f t  1250 sq ft 1370 sq ft

UNIT COST $10,000 $16,800 $17,500 - $30 ,000
$27 ,500

27,000/ 55,000/37% 60,600/40% 7,400/5%
18%

• QUALITY Marginal Better design Acceptable but Generally marginal
~ construction much variance but variable

in projects

Despite numerous complaints and suggested improvements from
questionnaire respondents , over 50% of the airmen surveyed in
1972 and 63% of the officers were satisfied to very satisfied with
their base housing. At the other end of the spectrum 27% of the
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airmen were dissatisfied to very dissatisfied compared to 21%
for the officers. The dissatisfaction levels with Wherry hous-
ing ran 12 percentage points higher for both officers and
airmen.

In the housing rehabilitation program that started in 1974
the objectives were to upgrade the functional and physical
quality of the Wherry units to a level commensurate with the
Capehart houses in order to gain increased occupant satisfaction

• and raise morale. The Building Technology - 1975 study ,
(Section 11-6) felt that the rehabilitation program was heading
in the right direction but that it did not show proper coordina-
tion and management. It decried the Jack of professional design
imagination, the lack of design professionals , and the lack of
site planning. Though Mr. Meredith at Hq USAF/PRE states ,
“We must provide Air Force people with the conveniences of
life as the civilian sector does for its people ,”there is little
follow-up and aesthetics and site planning were sacrificed in
the rehabilitation effort.

Another independent study of the Air Thrce Base Housing,
completed by the Environmental Planning Institute and submitted
on 6 February 1976, states , “the environment provided by the
rehabilitated dwelling units rates very poorly in terms of
livability” and that it is “not producing a living environment
comparable to the private sector.” It also attributes part of
the shortfall to ignoring the necessary amenities within the
site planning. New base family housing tends to be improving
despite these rehabilitation problems because of more square
footage and design improvements. The ~ signing of priorities
in the remodeling effort is largely based on DoD Instruction
Sheet 4165.45, dated- 1-9 January 1972 which set the guidelines
to be followed.

There are still numerous problems in~~se Housing that affectlivability including the following :

o People in older and smaller housing feel dis-
advantaged compared to those in newer ,larger housing
and tend to regard it as a financial inequity

o People in col4er climates indicate that garages
are needed rather than carports

o BCE groups note that many homes with garages tend
to use them for storage and then park their cars on the
streets

o People have strong feelings that favor interior
pedestrian and bicycle paths connecting homes to schools
to avoid using arterials

1-1 9
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o Shortages of interior and exterior storage

o Too little visual privacy between adjacent or
facing homes

o Too l i t t le  accoustical privacy

o A feeling of excessive reg imentation

Military families have special incentives for acquisitions.
With overseas duty, new cultural exposures and the movement of
household goods by the government , storage will always be in
short supply.

Extensive literature searches on housing identified a
variety of factors from the civilian world but only a few are
selected because of their immediate application to base housing.

o Fences and hedges- are perceived as discouraging
unwanted guests.

o Without assigned territory (lot lines or yard
allocation for upstairs-downstairs duplexes) there is
little sense of privacy and it discourages plan making
and execution as well as identity.

• o People tend to become friends with their nearest
neighbors , especially if th ey have young children who
play together .

o Friendships between close neighbors is more
important for women than for men especially in me car
famil ies  or where there is no bus service.

o The desire to move is based on the present level
of satisfaction (push factor) compared to the preceived
level of satisfaction to be attained elsewhere (pull
factor). The gap between the two represents “stress.”

BACHELOR HOUSING

At one time all bachelors lived in barracks or in the BOQ .
Now , officers with the rank of captain or above may draw
allowances and live off base. Single enlisted and junior officers
are permitted to live off base without allowances. Some choose
this for greater freedom and privacy . Higher grade ~~ficers stayat the BOQ temporarily or because they dislike commuting and
prefer to be closer to their work and certain base facilities.
Enlisted quarters are dominated by first or second term airmen
and women , usually in different buildings or in separate wings
of the same structure . The tendency to segregate men and women
is a relict behavior pattern .
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To grasp livability concerns in bachelor quarters visits
to individual rooms and day rooms were made in the company of
billeting officers , first sergeants or their representatives
to observe bedrooms , day rooms , layouts , acquisition s , and
storage facilities and to interview individuals and supervisors .
A second visit , with a base photographer ,resulted in a narrative
and slide materials which were turned over to the head of the
Environmental Planning Directorate.

The slides were taken to show problems of interior and
exterior storage , the high entry privacy but low window privacy ,
attempts to achieve individualization and privacy in rooms by
dividers , scheduling, and the use of headsets for accoustical
privacy .

Other elements noted were storage or security problems with
hibachis , bicycles and motorcycles , the growing use of plants ,
the popularity of stereo sets with up to eight speakers in a
two person room , tapedecks , record players and personal television
sets instead of just one in the day room .

The minimum square footage per person in bachelor airman
quarters is spelled out in several DoD and AF regulations . The
Air Force reluctantly maintains a maximum of two persons per
room because of pressures from Congress and other services that
require three or four persons per room. In a few instances basic
trainees may still live in open bay barracks - a situation that
fosters a sense of community , necessary for new recruits despite
the lack of privacy .

The ,older one gory dormitories have more square footage per
individual than the newer two and three story buildings. This
occurs at a time when airmen , reflecting the rest of~~ciety,acquire many new leisure time oriented items such as stereo sets ,
tape decks , bicycles or motorcycles , TV sets , coffee makers ,
books , plants , etc.

All office r ’ s quarters seen and almost every airman ’s room
visited had a refrigerator. Many contained beverages , crackers
or other sweets that would attract roaches yet toasters were
prohibited on the grounds that it constituted food preparation
and might attract roaches. Another objection was raised on the
grounds of energy consumption but this question was rot raised
concerning the other electrical appliances.

Several questions raised as a result of this field excursion
were :

o Should bachelor housing move to minimum square
footages when life styles involve numerous leisure time
acquisitions?
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o Why enlarge family units while  re ta in ing minimum
size bachelor quarters?

o Should external rental storage facilities be built
on bases for bicycles , motorcycles or smaller items ?

o Should special provisions be designed to accommodate
bicycles and ~notorcycles?

o Should electric meters be installed and charges
made to encourage energy conservation?

o Should more area be px’ovided for second termers
assuming more time to acquire possessions?

o Should rooms retain double ~ cupancy for first
termers that convert to single rooms for second and third
termers on a space available basis?

Other questions that produce or will produce dormitory prot.lems
are the seeming parental concern for morality by inspections , hours
for women , prohibit ing overni ght guests of the opposite sex , and
the introduce.d inequity from more liberal square footage allowances ,
shower doors and kitchen privileges for women . Many of these
issues were resolved since 1972 in college dormitories but they
remain i r r i tants  in the mil i tary .

Using a framework of comfort , sensed community , convenience ,
privacy and opportunities for individualization , a livability index
grading system was prepared to be applied to bachelor dormitories
(Table VI) based on a maximum 5-point system but evaluated by a
joint team representing the Base Civil Engineering staff, the
bil le t ing off ice and occupants . Individual variations can be
made to increase relevance to a specific type of building on a
particular base and then evaluated against readiness , livability
and productivity.

T A B L E V I

L IVABILIT Y INDEX - BACHELOR HOUSING

Full compliance - 5 points : fewer points with partial compliance .

o Desi gn appropriate to region and site
o Senior off icer  or Dormitory Chief maintains

standard of cleanliness , noise , personal
conduct that respects ri ghts and privacy of
all ~~cupants

o Rooms and halls - carpeted ,soundproofed
o Areas provided for guests and group interaction
o Provisions for privacy and personal space
o Billeting o f f i ce  and users encouraged to provide

feedback on design, maintenance , administrative
practices
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o Occupants encouraged to improve room decor
o Contains some moveable furniture
o Variety and larmony in colors , drapes ,carpets
o Internal and external storage
o Nearby picnic and hibachi areas -j
o Phones on each floor
o Windows for outside contact
o Occupants perceive low density
o Sense of community encourages

In a 1969 study , white college administrators were asked
wh at they thought the goal and purpose of a dormitory should be. —

They listed togetherness , intimacy , and informal life style.
In response to the same question , students indicated that they
wanted privacy . There is value in pursuing this question within
the mil i tary to match perceptions between users , adminis t ra tors
and the designers .

WORK L IVABIL ITY

For some the objective is less work , shorter hour s, more
people to share the work , ever increasing benefits , more dis-
posable income , faster advancement and more discretionary
leisure time. The ultimate for them is no work . However , most
people in America are still committed to a personal work ethic.
They want something worthwhile to do, clear work goals , resource
choices , feedb ack , an opportunity to communicate with the rest
of the system , more training and responsibili ty ,vi sibij , ity ,
recognition and the opportunity to build a reputation .°

The prescri ption to work remains high . Americans want
increasing pleasures and satisfactions and a sense of worth
fr om work , matching the evolution of u sing expectations in
housing and the opportunity to acquire more ~ curity , goods ,services and experiences.

The work design for a military organization is for total
effectiveness during wartime operations . Peacetime creates
problems in keeping up work morale and in producing a positive
feeling of capabilities , accomplishament and public service.
At Air Force bases , there seems to be a difference between the
top priority flight line operations and lower priority support
functions.

In the civilian industrial section , some work livability
indexes have been based on (1) productivity (2) worker turnover
(3) absenteeism (rates, and patterns by subunits) (4) quality of
the workmanship and (5) job satisfaction . 
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The principles behind these factors also apply to military
instal lat ions but work indexing an entire base would not be
meaningful .

Indexing is complicated by the civilian-military mix , the
airman , NCO , junior  and senior of f icer  mix in a rank and job rated
environment , seemingly excessive military turnover for training
and reassignment , and changing interpersonal relations that never
seem to stablize. There is concern about getting clear goals and
sub goals , fragmentation of work assignments and responsibilities .

If questionnaires and personal observations at four air bases
are valid , it appears that many feel that only limited job
satisfaction , that productivity varies greatly between buildings ,
offices and functions, that significant numbers of married
enlisted personnel who live off base moonlight at second civilian
jobs , that many regard it to be more important to arrive for work
on time and to be present the entire day than to point to signif-
icant daily work accomplishments , that the main work objectives
are high personal ratings and to be ready in case of an emergency .

WORK AREAS AND CROWDING

A common work complaint in support areas is that of crowding,
expecially if other individuals or units seem to operate with a
larger square footage . Probably more disturbing than the sense
of shrinking space , is the possible related self image of shrink-
ing importance and the new interpersonal relationships that have
to be established and resolved by open work areas , partitions ,
audio and visual privacy niechanisms ,and finally , satisfactory
clarification of the status heirarchy role with the new intruder(s).
It is not unusual for operations , at least on a cyclical pattern ,
to be in a state of turmoil because of realignments , mission
changes , endless reorganizations , space relocations , new temporary
people , in or away on short stays , leaves , etc. Several studies
indicate that people working in more crowded space develop
adaptive behaviors and that the crowding merely intensifies
normal reactions . Carpeting , light , and other atmosphere con-
trols can help offset crowding problems . Creative and high
concentration activities require more privacy and quieter
environments.

Once physical comforts are provided aid job roles clearly
established , the major elements that lead to alienation , boredom ,
depression , loss of interest and dissatisfaction are keyed to
mono tony , confused personal goals , and interpersonal relations
on the job. In this environment , minor work -related irritations
grow with time and the work arenas are used for venting hostilities

• generated in non work environments - such as domestic , social ,
financial , alcohol , commuting, children , cars and parking.
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Conversely work problems maybe vented at home or recreation type
pursuits. Supervisors are expected to be sensitive to detect
problems , to listen or refer personne l to helping units.
However , supervisors may not recognize when they , themselves ,
have the problems .

Based on numerous polls , workers want “meaningful work”
ahead of higher pay , more bene f i t s , new f ac i l i t i e s , shorter hours ,
promotion and job security . This finding is th direct conf l ic t
with conventional wisdom which has long held that  increased pay
and benefits are uppermost in the minds of most job holders . The
key to a better workplace is in the job itself. Despite more
benefits and money , a “dumb ” job is still a ‘thmb” job .

Goals and guidelines should aim to:

1. create opportunities for ~ ople to use their Winds
and training on the job .

2. replace heavy handed bossing with greater individual
responsibility for getting the job done .

3. invite employees at all levels to provide feedback
to the decision making process.

4. convince employees that you value their good
recommendations by fighting for them at the next higher eschelon
of authority.

5. allow individuals greater control over their time
as long as it insures greater or equal productivity.

6. redesign , eliminate or consolidate jobs that have
become monotonous and meaningless.

7. insure reasonable treatment that ref lects  human
respect , recognizes individual needs , aspirations and capabilities

8. advocate the support services for civilians as well
as mil i tary that reduces stresses and increases job efficiency .

The paternalist ic atti tude evident toward bachelors in
housing has only minor residual carryovers to the work environ-
ment. Excuses from work to transport immediate family members
for medical appointments or to airports are generally approved
pro forma but only with reservation were it to apply to boy
friend or girl friend situations.

There is an interface between work , recreation and physical
fitness. Military individuals in sedentary work assignments are

• also expected to meet selected minimal service wide physical
fitness standards as a basis for retention in the service.
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Obesity is a major cause for failures , yet base after base
spawns hundreds of vending machines in work areas specializing
in hig h calorie , low nut r i t ional  items dominated by the
ubi quitous pop machine . Snack bars favor food high in
chloresterol - bacon , sausage , eggs , and ~ren who le milk are
standard fare. No serious effort seems evident to support a
health and nut r i t ional  concern that matches that  of physical
f i tness .  Therefore a major objective in recreation programs
and faci l i t ies  is to recreate the physical f i tness that other
actions tend to undo . Isn ’t nu t r i t iona l  t ra ining as important
as human relations?

There is no single approach in the way individuals view
their specif ic  work assignment . The pilots convey a feel ing
of enjoyment and sat isfact ion though not always with specif ic
flight destinations , early morning training flights nor the
extended departures from their families. The further one
departs from the flight line , the more the work seems to be
re garded of lesser importance , like jus t  aiother government
agency job and less like a mil i tary career or calling.

1-26 

~~~~~~~~~~~~~~~~~~~~ 
- 



___________ ~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~

SUMMARY AND CONCLUSIONS

Livability is still popularly perceived to be either (a) a
subjective highly p ersonalized value system , (b) more j u s t i f i a b l e
benefi ts  for “us ” but not f or others , and (c) a “buzz ” word to
be used for current or future gains tied to more leisure time
options , better housing , less work and fewer responsibilities.

This study has shown a number of common elements in base
livabili ty especially~ in housing and work areas despite  pro-
no unced difference s between trea tment of bachelors and marr ied
personnel , on and off base rest r ictions , fli ght line and support
groups, civilian and military personnel.

Individuals and groups are always naking comparative mental
livability indexes. More objective means are possible and need
development .

The Air Force provides importan t l ivabi l i ty  bene f i t s  that
• help attract men and women to service careers.  Second generat ion

Air Force families provide posit ive hard test measures of per-
ceived livability and desirability.

Livabil i ty is an important people sensit ive consideration
in all operational and planning processes and it involves many
groups on a base. It should be incorporated in comprehensive
pl anning but be carefully wei ghed against other Air Force —

objectives including readiness , productivity , a sense of
community and mission effectiveness.

In hi ndsight the s tudy recognized that l i vab i l i ty  has
several measurable components and that leisure t ime ac t iv i ty
options , the phys ical env ironment , housing and work areas are
key ingredients .  Thoug h individual l ivab i l i ty  is comparative
to prior personal experiences , collective group perceptions
of base livability can be measured indirectly by reenlistment
rates , c omplain ts , requests for t ransfers  to or from spec i f ic
bases , and several key a t t i tudinal  elements. L ivab i l i ty  varies
between bases , domestic and forei gn , pr obably between comman ds
and it may vary with the size and distance of nearby cities and
the nature and variety of physical environmental  opt ions.
These last name d items are recommended for further  study .
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ABSTRACT

Nondestructive Pavement Evaluation

by

B. M. Das

Research works have been in progress for about ten
years to develop a compatible pavement evaluation procedure
for airfields based on nondestructive tests. A successful
nondestructive pavement evaluation technique will reduce the
time of closure of various airfield facilities which is
needed to conduct destructive test required for conventiona .
pavement evaluation .

This study provides a comparison of projected pavement
lives of several airfield features estimated by nondestructive
and destructive pavement evaluation procedures. For aircraft
and gross load on similar pavement section , the nondestructive
evaluation procedure yields higher number of allowable
operations as compared to that obtained by the destructive
test evaluation technique. The wide variations may be due
to inaccurate estimation of the elastic modulus of subgrade .
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NOMENCLATURE

H AGL Allowable gross load

a The ratio of Rayleigh wave velocity to
shear wave velocity

d Distance between compared accelerometers

E Young ’s modulus

-~~ 

- Ecor Corrected Young ’s modulus

f Flexural strength of concrete

G Shear modulus

g Acceleration due to gravity

GI Aircraft group index

P1 Plasticity index

P/C Pass—per-coverage ratio

Sr Degree of saturation

t Tensile strength of concrete

T Thickness of a pavement layer

v Phase velocity

V
R 

Rayleigh wave velocity

v~ Shear wave velocity

y Unit weight of material

Phase angle

A Wave length

v Poisson ’s ratio
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INTRODUCTION

One of the important responsibilities of the Air Force
Civil Engineering Center is to evaluate the load carrying
capacities and the remaining service lives of airfield
pavements. The pavement evaluation procedure presently
adopted requires destructive testing. This requires the
closure of runways and taxiways for extended periods of time
for completion of the in—situ tests and collection of
samples for laboratory testing .

In order to improve the airf ield pavement evaluation
technique , the Air Force has been involved in developing a
compatible nondestructive test procedure since 1967. The
essence of this program is based on determination of the
elastic properties i.e. shear modulus and Young ’s modulus of
each of the layers which constitute a given pavement section
by means of vibratory testing. Subsequently , by using these
results a computerized structural analysis is made to determine
the allowable number of prefailure operations for a given
aircraft in that section of the airfield pavement. A historical
review of the nondestructive pavement evaluation procedure
has been presented by Nielsen and Baird (Ref 1). The present
state—of—the—art for this technique has reached a considerable
degree of sophistication.

The purpose of the present study is to compare the
projected pavement life of various features of some airfields
obtained from the analysis of destructive tests with that
obtained from the analysis of nondestructive tests.

PAVEMENT EVALUATION PROCEDURE BASED ON DESTRUCTIVE TESTS

This is the present technique for evaluation of the
allowable gross loadings for airfield pavement features. The
procedure for evaluation of flexible and rigid pavements are
given in Ref s. 2 and 3 respectively. For evaluation purposes,
var ious aircraf ts are placed under a number of group indices
(GI) as shown in table 1. This classification is based on
the number of wheels , wheel configurations and tire contact
areas of the aircraft. For any given airfield feature, the
pavement evaluation study yields an estimate of the allowable
gross loads (AGL) for each of the group indices under operational
categories such as capacity, full, minimum and emergency.
The operation categories mentioned above are based on the
coverage levels given in table 2. By definition , a coverage
is said to occur when all points of the pavement surface
within the traffic lane have been subjected to one application
of maximum stress by the design aircraft.

2-7
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The important field results needed for determination of
AGLs for a given section of airfield are given below.

(a) Flexible pavement:

( i )  Thickness of each layer constituting the
- 

- 
pavement section and

(ii) CBR values of all soil layers

(b) Rigid Pavement:

(i) Thickness of the layers of the pavement
section

- -

- (ii) Flexural strength of Portland cement concrete
surface layer and

(iii) The modulus of subgrade reaction of underlying
layers.

2-8
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TABLE 2 
-

COVERAGES FOR VARIOUS AIRCRAFT
OPERATION CATEGORIES

Number of Coverages

Operation Channelized Nonchannelized
Category Section Section

Capacity 25,000 for all 5,000
aircraft except B-52;
10,000 for B—52

Full 5000 1,000

Minimum 1000 200

Emergency 200 40

PAVEMENT EVALUATION PROCEDURE BASED ON NONDESTRUCTIVE TESTS

The nondestructive pavement tests used for evaluation
purposes in this study were conducted with the type of
equipment developed at Civil Engineering Research Facility ,
University of New Mexico. All the components of the test
equip~nent are placed in a van 8 ft wide and 35 ft long. For
the nondestructive tests, a dynamic load of 1000 lb. which
can be varied sinusoidally is applied by a vibrator on the
surface of the pavement and frequency sweep between 10Hz to
3500 Hz is conducted. The vertical acceleration of the
pavement at selected distances from the applied load is
measured by accelerometer s which are epoxied to the surface
of the pavement. A phase computer is used to determine the
phase angle from the signals recorded between any two
accelerometers.

The phase angle/frequency plots obtained f rom field
tests are then reduced to obtain plottings of wave length
against phase velocity which are referred to as the
dispersion curves. The relations for the wavelength and
phase velocity are as follows:

‘- ‘A
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A = 360d
4’

v = f A  (2)

where , d = distance between the compared accelerometers
in/ft.

= Dhase anale in dlg.

f = frequency in Hz

A = wavelength in f t .

V = phase velocity in ft/sec.

The dispersion curve mentioned above can be obtained by
the use of a computer program, NDTPLOT, which does the
calculation of the values of A and the corresponding v and
completes plotting of the dispersion curve.

The peak wave veloci ty obtained from the dispersion
curve gives the Rayleigh wave velocity,  V.,,, for the surface
layer. The shear wave velocities in the tinderlying layers
(i.e. base/subbase, subgrade) are obtained from the
ordinates corresponding to the break points of the curve.
The shear wave velocity , V , of the surface layer can be
determined from the relati~n,

V = Vs R (3 )
a

where ‘a ’ is a function of Poission ’s ratio, v , of the
material and it’s theoretical values are:

a = 0.875 for v = 0 and

a = 0.955 for v = 0 .5 .

Making linear interpolation , the following values of ‘a ’
have been determined for calculations in this study :

a 0.899 for pavements with concrete surface
layer and

a = 0.911 for pavements with asphaltic concrete
surface layer. -

— With the shear wave velocities known , the Young ’s
- - modulus for each lav-~r of a given pavement section can be

determined from the following theoretical relations :
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G = V
~

2 
~ (4 )

E = 2 (1 + v)  G ( 5 )

where, G = shear modulus of the layer in iD/in2

E = Young ’s modulus of the layer in lb/in 2

g = acceleration due to gravity = 32 .2  f t/sec2

V~ = shear wave velocity in ft/sec, and

y = unit weight of the material in the layer in
lb/ft3

The average approximate values of y and v for different
materials encountered in an airfield pavement section are
given in table 3.

TABLE 3

REPRESENTATIVE VALUES OF UNIT WEIGHT
AND POISSON’S RATIO

Material y
(lb/ft3 )

Concrete 145 0.15

Asphalt 145 0.43

Base Course 120 0.25

Subgrade 110 0.43

Comparison of field tests have shown that the Young ’s
moduli obtained from the above calcu lations yield somewhat
higher values for aphaltic concrete sur face layers, base/
subbase layers and subgrades. Hence for actual pavement
performance evalua tion , corrections are made to obtain
representatives values of E. The present recommended
correction procedure is given in table 4.
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TABLE 4

CORRECTED YOUN (’S MODULUS, *

Layer Ecor

Surface

Concrete E (concrete)

Asphaltic concrete E(as~halt)

Base/Subbase with

Concrete Surface E
~b / b b )
E (concrete)

AC Surface E( B / b b )
2

AC/concrete surface E (Base/subbase)
2

Subgrade with

Concrete Surface E ( subgrad e)

AC Surface E(subgrade)

AC/PCC Surface E(subgrade)
2

*Re f 1.

Note: E(concrete), E(agphalt) , E (base) E(subgrade),
correspond to Younq ’s moduli of the materials represented by
its subscripts obtained by usinq eq. 5.
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Ultimately, with the above calculations completed , the
pavement evaluation is made by a computer program known as
PREDICT. It is a nonlinear finite element program which
performs the structural analysis of the pavements in which
the aircraft wheel loads are represented by Fourier Series
and is capable of treating single and multiwheel landing
gears. In order to obtain the number of passes that an
aircraft can operate on a given pavement section before
fatigue failure occurs. The following are used as input to
the PREDICT code:

(a) Name of the aircraft (At the present time, the
aircraft in PREDICT code are B—i , B-52, B-57, Boeing 747 , C-
5 , C—9A , C— 130 , C—14l , F— 15 , F— l6 , F—l05 , F—ll l , FE—lilA ,
KC-97, KC-l35 and T-39).

(b) Number of layers in the pavement section ,

(c) Thickness,T, of Surface layer , base course,
subbase (if present) and subgrade. The thickness of subgrade is
given by:

TSubgrade (in) = 144 in. - T(surface + base +
subbase) (in) (6)

(d) Ecor for all the layers.

(e) Tensile strength of concrete layer , t (in psi),
if present.

(f) Poisson ’s ratio for each layer.

(g) Degree of saturation , Sr~ 
for the soil layers

(h) Void ratio, e, for the soil layers.

(i) Plasticity index, P1, for the soi l layers.

(j )  Nature of traffic on the pavement i.e. channelized
or nonchannelized .

The failure criteria used for the destructive test
r evaluation theory are not the same as those used for the

nondestructive test pavement evaluation procedure. The cri ter ia
used for destructive tests are based on the development of the
first crack in the pavement and derived from large scale field
tests conducted over the years. The basic assumptions for
failure used for nondestructive pavement analysis are given in
reference 1. There is a need for a comprehensive study to see
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if the assumption of “failure” used for nondestructive
pavement evaluation theory is acceptable.

PROCEDURE FOR COMPARISON OF PROJECTED PAVEMENT LIFE BASED
ON DESTRUCTIVE TESTS TO THAT BASED ON NONDESTRUCTIVE TESTS.

In order to make a reasonable cornparsion to see how
well the projected pavement life based on destructive tests
compares with that based on nondestructive tests, the
following procedure has been adopted in this study. It is
presented in a step by step manner for easier understanding.
All comparisons presented here are made for capacity category
operation of aircraft.

(a) Review the AGLs for a given feature of an airfield
for capacity category operation obtained in the pavement
evaluation report based on destructive tests.

(b) Determine the group indexes of the aircraft in the
PREDICT code.

(c) Compare the maximum gross load (Table 5, column 2)
of an aircraft considered in step-b with the AGL obtained
for its corresponding group index in step-a. If the maximum

-

- 
gross load of an aircraf t is less than or equal to the AGL
for the corresponding GI, it may be selected as a case for
the comparison study .

(d) For an aircraft selected in step-c , determine the
number of permissible operations as predicted by the destructive
evaluation technique. Or,

No. of operation = No. of coverage for (7)
Capacity Category C

+ +
Table 2 Table 5 , Col. 4 & 5

= pass—per-coverage ratio.

Ce) Determine the values of E for various layers of
the pavement (for the feature under consideration) from
nondestructive test(s). If more than one test has been
conducted in that feature of the airfield, the moduli can be
ca lculated from respresentative values of v~ for the layers.

(f) Correct the values of E obtained in step—e by
using table 4.

(g) Determine the tensile strength, t, of the concrete
layer (if present) from tensile splitting tests of four and
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six inch diameter concrete cores.

TABLE 5

Gross Weight, Main Gear Wheel Load
and Pass-Per—Coverage Ratio for Some Aircraft

Maximum Maximum P **
Takeoff Main Gear “C
Gross Weight* Wheel Load* Channelized Non-

Aircraft (KIPS) (KIPS) Channelized

(1) (2)  (3)  (4) (5)

B—52H 488.0 67.1 1.63 2.0

B—57B 58~ 8 27.7 6.47 12.83

C—5A 769.0 30.2 0.8l*** ~~~~~~~

C—130E 175.0 41.9 2.09*** 4.05***

C—l4lA 316.6 37.4 l.72*** 3.l7***

F—105F 54.6 23.4 10.9 21.9

F—lilA 98.6 47.0  4 .92  9.8

KC—97G 187.0 44.5 3.41 6.11

KC— l35A 300.8 35.5 l.68*** 3.03***

* Reference 4.
— ** Reference 5.

~~~ Pass—per-coverage ratio for rigid pavement is equal to
twice the value shown.

(h) Determine the main gear wheel load , WLOAD , for the
aircraft by using the relation ,

2-16
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WLOAD = AGL X [Max main gear wheel)
(Max gross load of aircraf t) load

+ +
Table 5, col. 2 Table 5, col. 3

C i )  Input the following to the program , PREDICT.

Name of aircraf t

Nature of traffic (channelized or norichannelized)

WLOAD (Step-h)

t (Step—g)

Number of Pavement layers

Poisson ’s ratio for each layer (table 3)
Plasticity index (P1) for each soil layer.

Void ratio, e, for each soil layer (actual value
if known or about 0.22 for bace course and 0.45 for subgrade).

Degree of saturation , S , for each soil layer
(actual value if known or about 8~~%)

( j )  PREDICT gives the number of allowable passes for
the aircraft on the pavement section.

The number of passes obtained in step—j by the non-
destructive evaluation techn ique can now be compared with
the number of passes obtained in step-d by the destructive
evaluation technique. It may be noted that the number of
passes obtained by the above two methods are for the same
aircraf t and gross load.

A flow chart for the comparison procedure (step-d
through j) is given in figure 1.
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RESULTS OF COMPARSION AND DISCUSSION:

The results of comparison of pavement life for several
features of four airfields are given in table 6. It is
observed that in all cases , the number of permissible operations
calculated on the basis of nondestructive test evaluation
procedure is appreciably higher than that predicted on the
basis of the conventional destructive test evaluation procedure.
Based on these limited results, the correlation coefficient
was found to be 0.29.

The higher number of operations predicted by nondestructive
evaluation procedure can possibly be due to the unusually
high value of V

~ 
and thus E for subgrade obtained from

the analysis of nondestruct~v~ test results. For example,
the values of E r for subgrades (unified soil classification
CL) obtained fr8M the nondestructive tests of Carswell AFB
were in the rance of 20 X iø~ to 120 X 10 psi. Similarly
in the case of Dvess AFB. the E for CL tvoe subarades
ranaed from 55 X iø~ to 135 X 16~

r~5~ The thicknesses of
the concrete layers in the pavement for the above cases
varied between 15 to 26 inches. However , the usual range of
Corrected Young ’s modulus should be about 3 X io~ to 10 x
~~~ psi. This discrepancy can possibly be attributed to the
dominance of the stress wave velocities in thick concrete
layers. This makes the validity of empirical modulus correction
procedures of subgrades given in table 4 somewhat questionable.
It may be pointed out the above empirical correction procedure
has been developed from the limited results of experiments
conducted at Cannon AFB, New Mexico. At Cannon AFB, the
thickness of concrete surface layer of pavement varies from
about 8 in to about 14 in with an average thickness of about
11 in. Thus, it may be speculated that the empirical procedure
of 50% reduction of calculated Young ’s modulus to arrive at
Ecor may not hold good in all cases.

CONCLUSIONS AND RECOMMENDATION FOR FUTURE RESEARCH:

To meet the primary objective of this research effort
the following recommendations are made:

(1) The nondestructive pavement evaluation procedure
is theoretically sound . However , in its present form ,
it appears to give overly optimistic results and does not
seem to be ready for general use . The main problem lie in
the inability of determining the Young ’s modu li of subgrades
where surface layers are concrete wi th thickness of about
10 in.or more and the variation between the failure criteria
used in the destructive versus the nondestructive methodologies.
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Further investigation of Young ’s Moduli  can be accomplished
by conducting nondestructive tests on pavements having
similar subgrades but varying thickness of concrete surface
layers . This should provide information regarding the
dependency of the empir ical modulus correction factor on the
thickness of the concrete layer.

(2) Nondestructive tests have been performed in several
other Air Force Bases such as Shaw AFB, Blytheville , AFB,
Holloman APE and Mather AFB. Using these results and the
information available from destructive test evaluations ,
comparison of pavement lives such as those presented in
this report should be made.

(3) More research needs to be done to develop
acceptable failure criteria for use in the nondestructive
pavement evaluation .

(4) It may be desirable to increase the magnitude of
dynamic load applied to the pavement surface during the
nondestructive test. This could give better results.
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EFFECT OF COOLING WATER SPRAY ON — 
-

TURBINE ENGINE TEST CELL EMISSIONS

-~ by
Charles Springer

ABSTRACT

The processes occuring in turbine engine test cells ‘.~ere
analyzed to determine the effects of cooling water spray on the
emissions. A predictive model was developed to compute the amount

- of gaseous and particulate emissions as well as plume visibility as
functions of engine and cell operating parameters .

It was found that very little benefit may be derived from the
- use of a quantity of water in excess of that required to cool the
- exhaust to a temperature which is safe for the equipment .
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NOMENCLATURE

A Area

Cross sectional area

B0 Background light (Brightness)

B5 Scattered light (Brightness)
~4.

C~ Heat capacity ( Energy-/mass ~temp )

D Diameter

Dv Diffusivity (Area/time )

E Emission factor

F Fuel flow rate (mass)

F/A Fuel to air ratio (mass)

H Specific enthalpy (ener~ r/inass)

I Impacting flux (particles/area — time)

L Length (of equipment )

M Molecular wt

N Particle population density (particles/volume )

N Mass transfer flux (moles/area — time )

P Pressure

p* Vapor pressure

Heating value of fuel (energy~/mass)

R Universal gas constant

Rd Dilution ratio - dilution air to exhaust , mass ratio

Re Reynolds No

En Ringelmann No



L s~
1 S~ Specific p&rticle extinction (area/mass)

T Temperature

Ambient temperature

Saturation temperature

Tr Plume transmittance (Percent )

U Velocity

U~ Eddy velocity

V Volume or volume/time

W Water vapor quantity (mole or mole/time), mass of sample
for smoke no.

We Weber No

c Concentration (mole/volume)

— gc Newton’s Law conversion factor

h Humidity of ambient air (mole vapor/mole dry air)

- m Mass or mass/time

-

- n No of particles or no of particles/time

r Radius (particle or droplet)

t Time

x Distance or length (path length)
- 

Xj  Stopping distance

- ‘ 
y Mole fraction

- T Mole ratio

I
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t

a H/C (atomic) rctio for fuel

6 Surf ace tens ion

p DensIty

Absolute viscosity

v Kinematic viscosity

u Particulate (or droplet) loading (mass/volume)

Subscripts

a air

d diffusor , deposited

e exhaust

g gas

I initial

j component index

o emitted or exhausted to the atmosphere; also ambient

p particle (or droplet)

s stack

r t throat

v vapor (water)

w liquid (water)
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EFFECTS OF COOLING WATER SPRAY ON
ENGINE TEST CELL EMISSIONS

1. INTRODUCTION

Statement of the Problem

The Department of Defense agencies have demonstrated leadership
In establishing and maintaining procedures to minimize adverse en-
vironmental consequences of various military activities consistent
with maintaining an adequate national defense capability and reason-
able cost effectiveness. In keeping with this posture , the Air Force
is seeking to find operational procedures for turbine engine test
cells which will minimize the environmental effects of engine testing.

Air Force and Navy engine test facilities have occasionally been
cited by local civil authorities for violation of visible emission
standards for stationary sources. The present effort was undertaken
to determine what effect the practice of injecting water to cool the
exhaust has on the visible as well as gaseous emissions, and to
determine if these emissions can be minimized by careful control of
the water injection rate.

The Nature of Turbine En&ine Emissions

The air polluting emissions from turbine engines consist of
carbon monoxide (co), unburned hydrocarbons (NC), oxides of nitrogen
(NOr), particulate matter and oxides of sulfu 

~~~~ 
The relative

emission rates of these pollutants varies considerably depending not
only upon the engine model under test , but the operational mode as
well. -

CO emissions are the highest in the idle mode, and decrease
sharply, generally- by at least a factor of ten at the higher power
levels. CO emission measurements as reported in Ref 1 show varia—
tions from almost 200 lb/hr to less than two percent of that value.
In general, test cell emissions of CO are not considered to be sig-
nificant , (Ref 1, 2) and ground level CO concentrations near test
cell operations are ordinarily undetectable.

Unburned hydrocarbons are also more prevalent at lower power
modes, and show variations similar to CO emissions . In the usual
case, HC emissions are concentrated in the lower parts of this range
and are less than 20 lb/hr . The HC emissions may not all arise from
the engine itself , but can also result from evaporation of fuel which
may have been spilled in the test cell . Some actual measurements
have shown the cell emissions of HC to be from two to four times as
much as the engine emissions, presumably because of the spilled fuel

3—7
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(Ref 3). Random variables of this sort make generalizations diffi-
cult. Naugle, et. al. (Ref 4) show that hydrocarbons are the only
aircraft emissions which may have significant impact on air quality
in the vicinity of Air Force bases.

Oxides of nitrogen are more likely to be emitted in the high power
operating modes , such as the “military” mode . Emissions are typically
between 20 and 30 lb/b OO lb of fuel , but , for some engines , may be as
high as 300 lb/hr (Ref 1, 3, 5—9 ) reported as NO2. Afterburners pro—
duce little additional nitrogen oxides . In general , the ratio of
NO :N02 produced is about 10:1. The NO~ emissions are inconsequential
in the idle mode.

Particulate emissions also are more likely to be produced .~.n the
higher power modes , and the amounts vary greatly among the various
engine models. Afterburners consume some of the engine particulate
matter , so engines operating in the afterburner mode have much lower
particulate emissions (Ref 10).

It has been said that particulate emissions amount to about 0.5
percent of the fuel used (Ref 1). Actually, the value is probably
a little high , being perhaps more nearly an upper limit . However ,
there are few reliable particulate measurements, although it is
possible to approximate particulate emissions (Ref ii) from smoke
number (Re f 12) data. The maximum particulate emission rate is about
50 lb/hr. Particulate emissions are mostly carbon (Ref 10), with
particle sizes ranging from 0.01 to 1 micron. For test cells, parti-
culate emissions are only important with respect to plume visibility ,
since there is only negligible impact on air quality (Ref 2).

Sulfur oxides arise from the sulfur in the fuel, which is about
0.06 percent by weight . In most instances, the preponderance of the
sulfur oxides emitted will be SO2, with only a small fraction as SO3.
However, more—or—less the opposite has been reported for an F100
engine test, where the ratio of S03:SO2 was about 9:1 (Ref 3).

The sulfur oxide emissions from turbine engines are not consid-
ered to be a significant problem , especially with respect to the test
cell emissions (Ref 2).

At the present, it appears that the plume opacity, or visibility,
is the only area wherein turbine engine test cells have been cited
for legal violations, although there is the possibility that NO~emissions may sometimes exceed standards (Ref 1). Test cell emissions
have little Impact on air quality (Ref 2) ,  so therefore it is the
plume visibility which is of primary importance.

3-8



The Nature and Rationale for Test Cell Operations

The main purpose of the test cell is to enclose the engine under
test so as to attenuate the noise, The usual test cell is a U—shaped
building constructed mostly of concrete. The engine under test is
mounted in the horizontal portion of the building, and its exhaust
enters an augmentor tube, Air intake to the cell is through one of
the vertical sections of the building, and the discharge stack is
the other vertical section,

An important variable in the test cell operation is the operation
of the auginentor, which is essentially an ejector energized by the
high velocity exhaust. The augmentor serves to reduce the piessure
behind the engine and thus to more nearly duplicate the conditions
of the open air. Ideally, the auginentor reduces the pressure behind
the engine to the same value as the pressure at the inlet. A vari-
able amount of air is drawn into the auginentor along with the exhaust .
In some cases , water is sprayed into the augir’ntor throat area to
cool the exhaust and prevent damage to the structure from high temp-
eratures. The major aim of this work is to explore the effects of
the water addition on the cell operation and cell emissions.

The Test Cell Processes

The processes which occur in the test cell and which are of
interest in this work include those occurring in the augmentor throat
as gas and water make contact , those which occur in the auginentor
diffuser section and those which occur in the cell discharge stack.
These processes are all considered in order.

The process of predominate interest in the au,gmentor throat is
the evaporation of the water droplets. Consideration is given to
the evaporation rate which might be deduced from a prediction of the
probable droplet size and probable flow conditions . An energy’ bal-
ance is used to predict the amount of water which evaporates and the
resulting temperature which will prevail in the augmentor diffuser.

The processes of interest in the diffuser are condensation and
particle wetting, droplet growth (with coagulation) and gas absorption

• in the droplet liquid. Consideration is given to all these processes
and the results of each are predicted either by a model or by specu-
lation based upon published work.

In the stack discharge, the process of additional gas absorption
is considered, as well as deposition of the droplets on the wall
surfaces of the stack and baffling. Relations to predict the final
emissions of all pollutants in the gas phase and in the liquid phase

3-9
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are developed.

Finally, methods of predicting plume visibility are adapted from
published works and applied to the cell em issions.
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2. DESCRIPTION OF TKE PROCESS

Auginentor Mixing and. Evaporation Rates

As the exhaust exits the engine, its kinetic energy carries it
into the throat of the auginentor . The resulting pressure reduct ion
causes additional dilution air to also be directed into the augmentor.
The dilution air flow varies from 0.5 to 2.5 times the exhaust rate
(mass basis). Presumably the jet rapidly dissipates by mixing with
the dilution air.

An exhaust discharged horizontally to the open atmosphere will
maintain some unmixed potential flow for about six jet diameters
downstream (Ref 10). This typically corresponds to two to four jet
diameters after entering the augmentor . Mixing with dilution air
would normally be very rapid , especially if a water spray is intro-
duced almost immediately inside the auginentor throat.

The velocity of gases ( exhaust plus dilution air) are typically
about 500 ft/sec in the throat at the point of the first water spray
contact. For such a situation, it is possible to estimate the max-
imum droplet size of the water fr om the Weber Number . According to
Perry (Ref 13) the maximum stable droplet size may be predicted by
assuming a Weber Number, We,of 10 for short duration shock contact

— 
with high velocity gas .

The Weber Number is given by:
u 2p Dp

We g g

If a Weber Number of 10 describes this situation, the maximum
droplet diameter can be predicted by:

D l O ó g0 l)
Ug Pg

A typical case (Ug = 500 ft/sec . p = 0.04 lb/ft3) would suggest water
droplet diameters of about 50 micr~n, and less.

As water droplets are further broken up by the gas stream , a
volume mean diameter can be predicted (Ref 13) as:
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~~ 2 112 14 / , where (2)

‘~ ~g~~~w U

D is the volume mean diameter of the droplet population .

Assuming that D1 D , the wlume (also mass) mean diameter for the
case suggested above~~~ about 114 micron, which provides a surface areaof approximately 2000 ft2/lb.

The droplet Reynolds Number will be about 75, ~hich would suggest
a heat transfer coeff icient of about 0.7 BTU/sec .ft .°F and an initial
evaporation rate of about 550 lb/sec per lb of liquid water. Thus,
at the initial rate , a droplet would evaporate in less than 0.002
seconds, or by the time it had travelled about a foot at the example
velocity of 500 ft/ sec . It seems appropriate , therefore , to assume
the water is either all evaporated, or the excess liquid and gas are
in equilibrium as the stream exits the throat of the augmentor .

Energy Balance

The relationship between the amount of water which evaporates
and the resulting temperature can be determined from an energy balance.
The maximum amount of water evaporation possible may be determined
from considerations of psychrometric principles .

The energy balance around the augmentor can be simplified by
the following initial assumptions : the water and air both enter at
the same ambient temperature, T0; the enthalpies of both air and
liquid water are taken as zero a tT~,j  the heat capacities are treated
as constant; and friction , as well as changes in elevation and
pressure, are ignored.

For the case of the turbojet engine (or a turbofan engine if
the bypass is included with the exhaust), no shaft work crosses the
system boundary. Therefore, the enthalpy and kinetic energy of the
total exhaust is equal to the heating value of the fuel, the process
being nearly adiabatic. Thus: a general energy balance statement
is:

FQy = H g mg + H~~m~~+ m ~~H.~j +(mg +n1v +Xn v)U
2 

(~~)
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mg = m
~ 

+ ma, and ma =

so mg = me (R
d + i),

H 
Further, me F (1 + A/F) = F + l/(F/A)J

Thus: mg = F [1 + ]./(F/A5J (Rd. + i)

(Note: Ref 11 presents a method for determining mg from the fuel rate
and cell depression pressure, when cell geometry is known , This
information may sometimes be more readily available than Rd.)

I~ this system has attained equilibrium at temperature T,

Hg = CPg (T—To)

= A + Cp,,, (T—To )

= Cp~ 
(T T0 )

Substituting in the general energy balance statement:

FQ
F 

= ( T—To ) (CPgIng + Cp.~nLy + CPwflLi~
) + ~~~ + (mg + m + m ) U 2/2g~ (4)

At the equilibrium condition, the temperature will be approximately
the adiabatic saturation temperature, the small difference being due
to the sensible heating of the excess liquid water from ambient to
the mixture temperature.

The average velocity can be deduced by establishing an arbitrary
finite time, such as one second. Then, F, my, and m

~ 
are taken as

mass flow rates , for example, kg/sec.

The total gas volume is:

Vg = 

~M

The vapor volume:

V,~, 
m~~RT (6)

P M
~
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The velocity can be expressed as:

u =  (V~~+ v ~ ) x 1 4  
(j ? )

w Dt

This expression ignores the volume of the excess liquid.

The adiabatic saturation temperature (T5) depends upon the inlet(to the auginentor) condition of the gas, i.e., the temperature and water
vapor content,

The water vapor content of the entering gas can be predicted from
the ambient humidity, the air and fuel rates and the H/C ratio of the
fuel , thus :

The moles of air supplied to the engine and the augmentor are :

m -F
moles air = where the molecular wt of the air is taken

as 29. 29

If the ambient molal humidity (moles water/mole air) is h, then,
the moles of water supplied with the air are:

moles water = h (mg — F)/29

The water of combustion, for fuel with a H/C (atomic) ratio of a,
is:

moles water = 

~ 
( ~ )F2 l 2 + a

Total vapor phase water entering the augmentor:

h (m —F ) l
~~ 

u
moles water = + — ( IF29 2~~l2+ c& /

The water evaporated has previously been described as m~ (mass) so thetotal water vapor , (moles) in the auginentor is:

w =  h (mg -F 
~i( a \F+ (8)

29 2 ( ~l 2 + a J  18
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The gas in the auginentor has previously been described as (mass):

m
g m~~(l +R ~)

The value of m as previously defined does include the water of com-
bustion, but n~t the humidity of the ambient air. It the molecular
weight of the exhaust and air are both taken as 29, then the molar
amount of ~~~ auginentor gas is:

moles dry gas = ~~~~~. - a ~ F29 2~- l 2 + a  
/

The mole fraction of water in the auginentor is

W

m a 
~ F (9)

29 2¼ 1 2 + a  I

The partial pressure of the water vapor is:

= P,~y, where P~ 
is the pressure in the throat.

The adiabatic saturation equilibrium will occur as the quantity
of water evaporated reduces the temperature of the gas while also in-
creasing the water vapor content until the partial pressure of the
water vapor, ~~~ is equal to the vapor pressure of water , p

~
.

In the range or temperatures of interest in this study (30 to
600 C) ,  the vapor pressure of water can be approximated by:

p* = exp (4.3320 — 643.084/T) with p~ in kPa and T in °K. (This
relation is satisfactory only for the limited temperature range sug—
gested above.

The saturation temperature may often be higher than the ambient ,
or water , temperature , hence the gas stream can possibly be cooled
below the adiabatic saturation temperature (T5). The effect is ex-
pected to be small because of the thermal effects of the condensation.
There is no convenient single relation to compute the adiabatic satura—
tion temperature, T5. However, the mole fraction of water vapor cal—
oulated by eqn (9) will be:
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(9a)

A value of T5 which sat isfies eqns ( 14) , (9) and (9a) may be found by
iterative procedures.

The pollutant loadings in the gas strewn can be determined from
the engine emission factors and the amount of fuel used . Emission
factors relate the mass of pollutant per mass of fuel, usually in
lb/b OO lb of fuel. Thus , for pollutant component j ,

= 
E 1 F ( 10)
1000

For particulate matter , the emissions may be approximated from
the method of Finch and Eyl (Ref 11), Their expression ,

—~~~ • = 10 
(0 .0263/SN ) - 5 . 9 6 )  (11)

~e 
A

is valid for smoke number values (SN) greater than 15. The term
is a. sample collection parameter, mass of sample per unit area of
filter as specified by the smoke number method (Ref 12). It should
be noted that We is the mass ratio of particulate matter to exhaust
gas.

The total particulate emission may be est imated from

= me, with me estimated from the fuel and fuel/air ratio.
Pe

The particulate emission factor is , then ,

E,, = 1000 ~~ 
me (12)

P Fe

Discharge Into Diffuser

As the gas—vapor stream discharges from the throat of the aug—mentor into the diffuser section, a velocity change will occur as a
consequence of the change in cross—sectional area. If the flow inthe throat is subsonic , as is likely , then the increased cross section-al area of the diffuser will cause a pressure increase as predicted
by the Bernoulli theorem.
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The increuse in pressure brought about by the velocity change
causes condensation of some water vapor , The condensation will simul-
taneously cause an increase in temperature as the latent heat of the
vapor is given up. The energy balance of eqr. (4 )  and eqns (9) and
(9a ) apply equally well to the diffuser section . The computations
are more appropriate, in fact , in the diffuser section , since the
temperature and water vapor content vii]. change only very little from
the diffuser to the ultimate discharge,

Flow Through The Diffuser

Diffuser velocities are relatively high , probably of the order
of 200 ft/ sec (‘~ 60 m/ s) .  It is expected that some minor interaction
between the particles , or droplets , and the walls occurs. Whereas
droplets will impinge on the wall, the velocity may be great enough
to re—entrain most of the water which is collected. The re—entrain-
ment aspects are not at all well known. Actually , the rate of de-
position of the droplets on the wall is not readily predictable with
conf idence , although the problem has been considered in the literature.

Any attempt at evaluation of the effect of liquid water droplets
in the diffuser must begin with a consideration of the probable
droplet diameter. Robseri, et al (Ref 1) have suggested that conden-
sation in the test cell environment will be by nucleation on the
carbon particles , and not by condensation on the hygroscopic gases
(503 and NO0). The same reference reports that fog droplets tend to
have a mean~diameter of 38 microns with a standard deviation of ± 12
microns. The ultimate diameter of 38 microns, however, does not
necessarily occur immediately , and the initial droplet formation
probably will result in droplets of 0.1 to 1.0 microns surrounding
the carbon (smoke) particles which serve as nuclei.

The amount of water condensed is Grdinarily less than one—tenth
of one percent of the gas rate (mass). The excess liquid, however,
may be as much as ten to fifteen percent of the dry gas rate, al—
tho~..gh it is of course highly variable, depending upon the operation.
Probably , though, in any situation where appreciable liquid is

L present , the droplet size is primarily a function of the droplet size
of the excess liquid, since it will be most of the liquid present.

The coagulation of the smaller particles in the highly turbulent
state can only be guessed. Some work has been done , much of it
reported by Fuchs (Ref 14), but there is little which can be used
to relate to conditions different from the experimental.
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If the only liquid. present were from condensation, then coagula-
tion would not be a significant process. In such a ease, one could
expect a droplet diameter increase of only about ten percent at most
during passage through the diffuser,

On the other hand, if as was suggested, the excess spray is the
predominate source of liquid., a mean diameter of 20 microns seems to
be a. re~~onab1e, but speculative, estimate of the droplet diameter inthe diffuser. It should be noted that a droplet size of about 114
micron was predicted for the formation of the droplets in the throat .

Absorption Of Gases In The Diffuser

The liquid water droplets , either formed from condensation or
present as unevaporated excess viii absorb gases in the diffuser
during passage through it. In some circumstances this might be an
important process either in relation to the amount of a gas removed
from the gas stream or because of the amount of acid forming solute
added to the liquid phase.

The gases which might be absorbed include C02, CO , NO , NO 2, SO2,
SO~ , and HC , the first three listed having very low volubility . The
efrect of the water on the CO2 content would be expected to be negli-
gible. CO2 is not considered to be a pollutant in this study.

It can be easily shown by example that the effect of water on
the NO emissions is also negligible.

An example can be taken from Ref 3. In this case , an F100 engine
was emitting about 36.6 lb/hr of NO, there were approximately 1400
gallons per minute of water being discharged as a mist in a gas stream
(mostly air) of 2 ,289, 000 lb/hr . The temperature was approximately
100°F.

From these data , it may be deduced that the mole fraction of NO
in the exiting gas—stream was 1.5 x ~~~ The Henry ’s Law constant
for NO at~ about thi s temperature (40~c) is given by Perry (Ref 15) as
3.52 x lO’~ atm/mole fraction. Therefore if 1400 gallons per minute
of water (‘~ 11,000 lb mole/hr ) came to equilibrium with the initial
NO concentration , it would dissolve only 0 .00114 lb of NO , which is
less than 0. 005 percent of the total NO emitted . Similar order of
magnitude results will be found. for the case of CO , and therefore ,
it is concluded that the absorption of neither NO nor CO is of con-
sequence in this study,

A calculation similar to the above for the case of SO2 reveals

3..io 
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— that about 0.28 percent of the SO2 would be dissolved in the water if
~ equilibrium were achieved. This too, seems to be unimportant , and it

is concluded that the water spray has only negligible effect on the
SO2 emissions.

The hydrocarbons present special problems of prediction, Some of
the unburned hydrocarbons are quite soluble, while others are not.
Conkle , et. al, (Ref 17), report an analysis of the exhaust hydro—
carbons from a T—56 combustor, From these results it appears that
about 25 percent of the HC could be considered as soluble, with
acetaldehyde being a prominent and perhaps typical soluble constituent.

Presumably about 75 percent of the unburned hydrocarbons are
unaffected by the water spray,

For the cases of SO3, NO2, and the soluble hydrocarbons , it is
not appropriate to treat the solubilities in the same manner as above
since these pollutants are highly soluble in water and would not obey
Henry ’s Law. For these gases , it may be estimated that the Henry ’s
Law constant is approximately zero, so they will not come to “equil-
ibrium” in the usual sense, at least not in this dilute situation .
The limiting amount of gas dissolved in the mist droplets will be a
function of the rate of mass transfer .

Mass transfer rat e predictions for droplets travelling in a gas
stream have been developed (Ref 18) for the case of turbulent flow
around the drops . Since in the present case the mist droplets are
moving at essentially the same velocity as the gas stream , the prin-
ciple transport mechanism is probably simply molecular diffusion.
The turbulence in the system might increase the mass transfer rate,
even though the overall relative velocity of the gas with respect to
the mist droplets is zero . If the mechanism of transport is simply
molecular diffusion, the diffusion rate can be written for this ex-
tremely dilute case as :

(13)

where ~~~~. is the concentration gradient that exists between the liquid
surfact and the bulk of the gas.

The concentration gradient can be evaluated by making the
assumptions that the diffusion path length is one—half the distance
between adjacent droplet surfaces and that the interface composition
is zero (essentially infinite so].ubility and complete mixing in the
droplet).
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Concentration is in moles/unit volume, hence, for component j:

c = m1 ( 114)
Mj Vg

The volume of the gas , Vg~ is as given by eqn ( 5 ) .

The bulk phase concentration is, then

cj = m
j

P M
g

M~~m RT ( 15)

The mean spacing between adjacent droplets can be approximated from
the volume fraction of droplets and the droplet diameter . The ratio
of void. (gas) to non void will be approximately the cube root of the
ratio of void volume to droplet volume , this latter ratio being :

m ET p
Volume ratio g w (16)

M P
g

Thus , the ratio of spacing to droplet diameter is

spacing / m RT p ~l/3
— = ( wj (17)
diem %M g

Pm w /

and for droplet diameters , D , the diffusion path length is:

m R T p  1/3
w )  D~ (18)

M P
g

The diffu sion equation becomes :

(N ) = (D )j ~ 
2 mj PMg — (Mg ~ 

rn
~\
u/3 

(19)
V Mj mg R T D p t%mg R T P w )
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(N A
) f is the absorption rate per unit area, and is the rate of dis—

appearance of component j  from the gas phase , therefore ;

( N )  1 d m j-
~ A j  M A  dt

The area , A is the total droplet surface area, and. can be given by:

A =  6 m
D~ ~w 

~ -

Combining terms and separating variables

d mj = - l2(D ) P M~ - m~ - 
( m~ P m~ (20)

-
‘ - v ~ mg RT D~

2 p
~ 

~‘ Mg RT

Integrating this relation over the time required to pass through the
diffuser gives:

ln ~~Mj ) 2 / (M~ )J = 
l2 (Dv )

~ PMg m~ (mg ? m
w \ t  (21)

mg RT D~
2 

~w I, Mg RT p~ /

Where t = time to pass through the diffuser (Ld/Ud), (mj)1~ (m ~2 
=

mass of component j in gas , initially and after time t. The d~ffu—
sivities of the gases of interest, NO2, SO3 and acetaldehyde, as
representative of soluble hydrocarbons in air can be estimated by the
method of Gilliland (Ref 1-6). At 40°c , the values are:

for NO2, D~ = 0.1314 cm2/sec

for SO3, Dv = 0.099 cm2/sec

for acetaldehyde, Dv = 0.14 cm2/sec
- - The temperature of 40°C iB probably close to the process temperature

in most cases, but the diffusivities vary approximately as the 3/2
power of the absolute temperature, so may be estimated for any temp-
erature of interest.
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Discharge From The Au~ nentor

Discharge from the au~nentor is accompanied by considerable
turbulence and. involves flow through perforated walls or other types
of baffling , and. the accompanying agitation and mixing is assumed to
result in a sharp reduction in velocity with not much change in pressure.
The increased turbulence will cause some extra. coagulation , and it
might be assumed that a stable dispersion of droplet diameter of ‘~38
microns (Ref 1) will be formed,

Flow Through The Stack

Stack velocities are relatively low, on the order of 5 to 15
ni/s (about 15 to 50 ft/sec), The processes which occur are very
similar to those which occur in the diffuser section of the augmentor.
The stack velocity will ordinarily be in excess of the settling
velocity of any droplet or particle, so no settling will occur.

The absorption of the soluble gases will continue if this process
is not essentially completed in the diffuser. The amount of any
soluble component absorbed may be predicted. by the use of eqn (21),
except for a change in subscript on mj, such that:

j.n r?j~~1 _ l2
~~v
)
j!~k~ fm gP m ~~~~h

’3~~ (21a)
L(m1L,J m RTD 2p %~M RT p 1

g r w g v

where now t is the time for passage through the stack and (m j  )3 is the
final mass of gas phase component j.

Liquid Deposition in the Stack

As the gas-mist mixture flows out the stack , some of the particles
will strike the wall and remain, forming a liquid film, eventually to
flow downward by gravity or upward because of drag from the main stream.
In most cases the result of this deposition , in terms of the fract ion
of liquid retained, will be minimal, perhaps negligible. However, for
the possible occasional case where the effect is of interest , it is
possible to estimate the effect. The rate of particle (or droplet)
deposition on the walls of the stack is difficult to evaluate with
confidence, especially if the droplet diameter is questionable. How-
ever, Fuchs (Ref 114) does present a relation for approximating’ the
rate of impaction of particles on walls during turbulent flow. The
actual measured rates have been observed. to be from one—half to two
times the prediction. The relation given by Fuchs is:
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N U ~~
2 (22 )

u (]. + u~ (14,53/2xe3 — so ,6)J

ii I = Impacting flux (particles/unit area and time)

N = Particle population, (particles/unit volume)

U = Velocity of the streem

U~ = Eddy velocity

u~ = O .2U

(Re )’~
”8

x~ = x~ U
*/v (dimensionless stopping distance)

Xi = Stopping distance

v = Kinematic viscosity

= 
2 U 1 r~,

2 p~
i 9

U1 = Particle initial velocity

Presumably U1 “ U~.

The particle population density, N, is the total number of drop—
lets divided by the total volume, or the droplet flow rate divided
by the volumetric flow rate.

The total droplet number flow rate is the liquid mass rate divided
by the mass of a single droplet , The mass of a droplet is:

mp = ii (23)

The ~iquid mass rate is so the particle number flow rate is
6 zn

~/irD~ 
p
~ .

Thus, since the total volume is Vg + Vv, the particle population
density is;
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¶(V
g + V~) D~ 

3Pp (24)

The rate of mass removal is the rate of droplet removal multiplied
by the mass of a single droplet if it is assumed that reentrainment isnegligible, The rate of droplet removal is the impacting flux, I,
multiplied by the wall surface area1 A5. Thus:

3
— =  — IA5 x ~~~ (25)d.t 

6

Therefore ;

~~~ = _ AS 1T D~
3

Pp~~ 6 m  U *2
6 

~T(Vg + Vv )Dp~P; U~~. + tJ*(l4 .5
3
/2x*3_so.6 )J

Upon simplification and separation of variables:

Asu *2 dt (26)
- 

- 

51w (Vg + v~)u~~ + U*(l4,?/2x*3_ 50.6)~

Integrating over the time in the stack, t, gives:

*2in (MW .o ~ = — A~ Ti ~j 
(27)/ (Vg + V~ )U~~ + U*(l14,53/2x*~ — 5o , 6~

Where H is the mass rate of water droplets actually discharged from
the stac1~, It is to be noted that this ignores the amount deposited
in the diffuser which is assumed to be not only a negligible amount,but probably mostly re—entrained as well.
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The fraction of particula.tes deposited with the water is assumed
to be proportional to the tracti~on of water deposited , thus the

4- particulate mass emitted is;

M~
, o

mp,o = 1 — - (28)

where m~ as in eqn (10), and Ep is as given by eq.n (12).

The mass of any soluble gas emitted in the gas phase is (mi )3as given by eqn (2la). The amount of soluble gas absorbed in the
£ tack is given by

= 

~‘i~2 — (mj ) 3,

The mean amount of soluble component j dissolved in the liquid
during passage through the stack is approximated by

(mj ) = ~~~~~~~~~~~~~~~~~~~~~ 2~~~ - (~~)2- (mi)3 _(29)v,s 2 2

The amount of soluble material j deposited in the stack is:

(hhhj )ã ,s = (i)
~ 

x m
~ 

— 
~~~~~~~~~~~ 

(30)

The amount of soluble material emitted in the mist is given by:

(nij)
~ ,0 

= nij — (mi)-3 — (mi )d,S (31)
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3. PLUME VISIBILITY

The visibility of the plume may be considered on the basis of either
a white plume or a dark plume , If the exhausted gases are saturated
with water vapor at 400 to 500 C 1 the plume will become highly visible
because of the condensation of vapor caused by sudden contact with cooler
outside air, The plume will appear white because of the scattering of
light reflected from the droplets of newly condensed water. This steam
plume will usually obscure the other components of the plume.

The presence of a steam plume is almost always exempted from legal
considerations. Neverthele~s, for the possible occasional interest in
steam plume visibility, an approximation of the Ringelman n Number may
be made.

The general problem of predicting white plume optical properties is
very complex. The topic has been considered by Halow and Zeek (Ref 19)
who developed a Ringelmann Number correlation , The problem is com-
plicated by variables of weather , besides the complication of esti—
mating the droplet size .

The steam plume result s from condensation in the cool air , and for
the purposes of this study, a “typical” condition is assumed for com-
parison. These typical conditions are a clear day, with viewing at a
scattering angle of 1200 , which corresponds to a common Ringelmanri
reading condition (Ref 18). Other assumptions ;

Fog droplet diameter 2.0 micron with a standard deviation
of ± 1.0 micron (typical from Ref ii).

All “excess” vapor condenses, i.e ,, the stack gases become
saturated at Ta (Ta is the common ambient temperature) .  None of the
newly formed droplets re—evaporate.

These conditions correspond to approximately a “worst” case,
except for the viewing angle.

Ref 18 presents generalized curves , developed from computations
based on the Mie theory, to predict a ratio of scattered brightness
(Bs) to ambient brightness (Bo) for a unit particle loading , and a
unit stack diameter. For the conditions proposed here, the ratio is
5.5, The value 5.5 is employed with the actual particle loading and
actual stack diameter as follows ;

Bs/Bo = 5,5 x lO~ D5 ’~i ’/~~~’ 
- (32)
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This is a dimensional equation, where

= stack diameter, ft

= particle loading, if/ft

p ’~ = particle density, lb/ft
3

The value of (Bs/Bo ) so obtained is then used to predict the
Ringelmann Number , As might be expected, a great deal of scatter
is apparent in the Ringelmann Number versus ~Bs/Bo) correlation.
However, the best fit curve presented by the authors can be approx-
imated by:

Rn = 0.0439 (BS/Bo) — 8,64 x lO~ (Bs/Bo)
2

Eqn (33) predicts the Ringelmann number best fit curve up to a value
of (Ba/Bo) = 140, where Rn ‘~~ 4 ,5 , which is about a maximum white plume
Ringe].mann Number.

In the use of eqns (32) and (33), it is probably appropriate to
use the largest dimension of a rectangular stack for D’E, and to use
only the newly condensed water for w ’~ since the larger droplets
leaving the stack will have little effect on the white plume vlsi—
bility.

Since a steam plume is not usually objectionable, even though
highly visible, it is probably more realistic to estimate plume
visibility as that which may be deduced for the spray water dis-
charge as a “black” plume .

Ref 17 also presents a best fit correlation for black plume
- Ringelmann numbers, as a function of transmittance. The curve can
be approximated by three different equations depending upon the
transmittance, as follows:

Rn 5— 4 .8 Tr for O <T r< 20% - ‘ (34a)

Rn = 4 ,5 — O,O37Tr for 2G.< Tr < 85% (34b)

Rn = 8.8 — 0.O88Tr for Tr < 85% (3 14c )

Eqns (34a , b, c) may be used for comparison with dry, or carbon
plumes , as for example , with the transmittance predictions of Finch

- 
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F
and F~r1 (Ref 11), and might also be used for the wet plume in some
circumstances,

The transmittance for the dark plume case may be approximated from
the Beer—Lambert Law, thus;

Tr = exp — (s~ w~ ,0D5) (35 )

The value of 3~,, of course , is difficult to evaluate accurately .
A value of 1400 cm2/g, based on 38 micron spheres, is probably a
conservatively high estimate , since the extinction efficiency is
probably less than unity , On the other hand , the diameters might be
less than 38 microns.

The value of ~~~~ can be deduced from
m

= w,o
‘° Vg (36)

For both the black and the white plume calculations , it is
appropriate to use the largest stack dimension for the stack diameter.

r —
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4. SAMPLE CALCULATIONS

A, INPUT DATA*

Engine ; Fi00—PW100
Fuel Rate: 10300 lb/br; H/C = 2,02
Fuel Heating Value : 19,000 Btu/lb
Fuel/air Ratio; 0 ,013
Dilution Ratio (Augmentor) 1.85
Emission Factors: (lb/b OO lb of fuel)

HC; 0 ,30 ; CO; 9,5; NO: 231,7;
NO2 : 45, 1; SO2: 0 ,1; SO3 : 1.1

Smoke No = 45, 1 ~ W/A = 0 , 023 lb/in 2
Cooling Water Flow 300,000 lb/hr (600 gpm)

Augmentor Dimensions

Throat diem ; 6 ft
Diffuser diem : 8 ft
Diffuser length 30 ft

Discharge Stack Dimensions:

12 parallel channels , each 17.5 inches wide by 13,5 ft long
and 13.0 ft deep, (Total wall area “~ 236 ft 2 ) ,

Ambient temperature 80°F (26.7°C) -

Barometric Pressure 1 std atm
Relative humidity 50 percent

~This data set ~s approximately as given for “Run 127” of Ref 3.

B • COMPUTE SATURATION TEMPERATURE

(Compute diffuser temperature, since diffuser pressure is assumed to
be barometric pressure),

Ii = 0,017 mole water vapor/mole air

= 288.2 kg/a; F = 1,30 kg/s

CPg = 6 , 95 cal/g mole °K = 1003 i /kg ~~
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I

0Pv = 0 , 1414 cal/g °K = 18142 J/kg °K

= 1, 0 cal/g °K = 4187 i /kg O~~

1H20 = 1047 Btu/lb = 2,435 x 106 j/kg

H F~F = 1,957 x io8 Btu/hr .- 5,714 x b0~ j / s

Simultaneously satisfy equs (4 ) , (8) , and (9) by iterative cal—
— 

- 
- culations

~~~~
h(m

~~
_ F ) 

+ a
29 2 b2+~~ i8

Vg = 0 ,816 x T m3/s CT in °k)

= o.o046 x m.~T m 3/s (T in ~K , m~ in kg/s)

M
~~~~

37,8_m., , kg/s

Assume T = 400C

Vg = O,8l6x(14O+273) = 255,4 m 3/s

Ud 54.7 m/s (ignores water volume)

5.74 x bO~ = (40—26 ,7) 1003 x 288.2 + 1842 m
~ 

+ 4l87x(37.8_m~
) +

2,435 x 106 mv, + (288,2 + 37.8) X (54.7)2/2

= 21.2 kg/s

W = 1.44 k mole/s

y = 0.1255

p* (a + 40°c ) = 7.20 k

P*/p = 7.20 = 0.071
101,3

Therefore, since P*/p < y, 21.2 kg/s cannot be evaporated, so Ts
(and therefore, T) will be greater than 40°C ,
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By trial, T5 50°C , Ud = 614 m/s , m~ = 19.3 kg/s, y = 0,119 mole
fraction water vapor, m~ = 37, 8, u~v, = 18,5 kg/a

C, COMPUTE GAS AB8OP,~TION IN DIFFUSER

ln 
(M

1)2 = 12(D~)J 
PMg mw (

Mg_
P
_~w~~~ t

(mj)i mg RT D~
2 pw ~~mg RT pw!

Mg~~~29

- 

I 
~w 

= 990 kg/m3

D~~~ 2xlO 5 m

(D,,)
NO2 = 0.1314 cm 2,~ = 1.34 x lO~~ m2/s

(D
~
)so3 = 9.9 x l0 6 m2/s 

-

( D ) Acet = i.4 X lO~~ m2/s

= 0.0585 kg/s

- 

1 ~~S03~~ 
= 0.00143 kg/s

(mAcet)1 = 0.000097 kg/s

t 0.14s

(?)No2
= 0.85

j 2
So = 0 ,89

1 3

( 2 )  = 0. 814
~ m 1Acetaldehyde
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D. Compute Gas Absorption In Stack

D~~~~3~8x10
5 m

_ _ _ _ _ _  
= 292,2 m~~~ =13 ,3 m/s

Ss 22 m2

t5 = 0,286 s 0.30

(
m3~ = 0 ,91

‘~ m21NO2

= 0.93

~ m~ ~
03

-— 0.91
~~m~~Ace1

Fraction of soluble gases remaining in vapor phase:

N02~ 0.85 x 0.91 = 0.77

SO3: 0,89 x 0.93 = 0.83

HC : 0.814 x 0.91 = 0.76 (soluble)

Total HC, assuming 75 percent insoluble; 0,914

L Coi~pute Water Deposit In Stack

Equiv diani = = 14 x 0.14145 x 14 ,ii6 = 0,803 m
2(0,14145 + 14.116)

4~ 1,8 x i~—~ 1 kg/ms

p = 1,05 1k~/m3

13,3 rn/ s

(v
~ 

+ Yg) = 292,2 m3/s

Re9 = 6,23 x l0~
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- ___________

= 0.2 X 13.3 = 0,5 rn/s
(6,23 x io5) ~

= 614,35

A = 143,1 4 m3
w,s

in 
_ _ _  _ _ _ _ _ _ _ _  

t

(Vg + v~) U~~ + U*(11415
3/2x*3 .. 50.6))

= 0.99

(0.01 mass fraction (1 percent) deposited.)

6. Compute Gas Phase Emissions

In gas phase :

(mj)g,~ = x x 
_____

~~NO2~ g,o 
= 0.0585 x 0.85 x 0.91 = 0.0145 kg/s

~ ‘S03~ g,o 
= 0.001143 x 0,89 x 0.93 = 0.0012 kg/s

(soluble) (mHc)g,o 
= 9.8 x iO~~ x 0,84 x 0.91 

= 7.4 x 10 5kg/S

(insoluble) (mHc)g,o = 2,9 x 10~~ kg/s

= mCO = 0.0123 kg/s

(mNo)g,o 
= mNO = 0.301 kg/s

~‘S02~g,o 
= m

302 
= 1.3 x l0~ ’ kg/s
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F, Compute Liquid Phase E~issions (Soluble Gases):

(mj)2 = m~ x (m i)~ (mj)3 (m
j)2 x ~~jh( m.j ) i (mj ) 2

~“~No2~ 2 = 0,05 kg/s; (m~0 
) = 0.045 kg/s

(m
50
) = 1.3 x 10~~ kg/s; (iu~~ ) = 1,1 x io’~ kg/s

~~~~~~~~~~~~~ 
= 8 x 10~~ kg/s; (n 1HC ) 3 = ~, 4 x 10~~

Avg. amounts in solution during pass through stock:

= 
2 mj 

— (mn )~ (mi )3

2

~~N02~ w,S 
= 0.011 kg/s

(m ) = 2,3 x l0~~ kg/s3 w ,s

(mEC ) = 2 x 10~~ kg/sw,s

Soluble gases deposited in stack ;

= X 1 — ~~~~

(ins ) 1x 10 ” kg/s
• r102 d,s

(m
SO3
)
d,S 

= 2,3 x 1o 6 kg/s

• (m
HC
)d,S 

= 2 x i0~~ kg/s

• 3-34

~ 

,. S . :: . •I - ~- - - _ T T ~IHJ ~.IIll1



Soluble gases emitted in liquid phases

(mj)
~~~ 

— m
1 

— (mj )g 0  
— (mj)d,s

~
‘
~~O3~w,o 

= 0,0134 kg/a

(m
303
)
~~0 

= 0,000228 kg/s

(m ) = 0.0000214 kg/s
HCw ,o

G, Con~pute Particulate Emissions

~~~~~. ~~~ = ~~~~ 

(o.o263(sN) — 5~96)
• A

We .  0,000732

1: Ep = 1000 x 0,000732 x 8.03 x l0~/1O,30OO

• Ep = 57 lb/b OO lb Fuel

Mp = 0.16 kg/s

= 0.16 x 0,99 = 0.16 kg/s

H. Comp~ute Ringe].marm No (Black Plume):

Tr = exp - (Sp u~~0 D9)

D 8,23m
5

W~~ 0 = 0,0633 kg/rn 3

Sp = 400 cm2/2
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Tr = 0,98

R
n 

= 0,2 (Negligible visibility)

I, Compute Ringelinann No (White Plum~jL

• R = 0,0439 (B /B ) — 8.64 x b0~~ (Bs/Bo)2

Bs/Bo = 5 .5  ~ 10~D~w ’/p ’

= 27 ft

= 62 lb/ft3

Find w’ (particulate loading, lb/ft 3)

Assume all ~~~~~~~~~ vapor condenses suddenly.

Ts = 50°C, Ta = 80°F (26,7°C)

y ’ °  = p* 50 ~~ = 0.0844 lb water/lb dry gas
(pP *5o)~~

y1
267

0 = 
~~~~~ ~~ 

= 0.0216 lb water/lb dry gas
(P_P*26•7)Mg

M’ = 0.0844 — 0.0216 = 0.0628 lb water/lb dry gas

Assume dry gas is air :

Volume = 14,6 ft 3/lb

= q,o628 = 0,00429 lb/ft3
• W ,O 14,6

Bs/Bo = 5,5 x x 27 x 0.00429/62 >i~~
White plume highly visible

4 ,5
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• 5, DISCUSSION

The Effecta of the Water Spray

The indications are, from the example calculations, that the
effects of the water spray on the emissions from test cells are mini-
mal,

The sample calculations indicate a small reduction in plume
visibility. The validity of this finding is questionable due to
uncertainties of some approximations, One can accept such a finding
only if it is assumed that the presence of the liquid improves the
coagulation or agglomeration process. Such an assumption is probably
valid, but might not be for relatively smaller amounts of excess
liquid. This analysis discounts the importance of a “steam” plume.

The sample calculations show that for the example case about one
percent of the particulates were retained. The retention of soluble
gases was less. There seems to be little question that the relatively
insoluble gases (CO, NO and most hydrocarbons) are essentially un-
affected by the water spray , The contrary experimental findings of
Ref 3 in the case of NO could only be due either to error or to some
precondition of the water supply which would make it a better solvent
for NO than pure water would be,

Approximately twenty—five percent of the soluble gases (NO2, SO3and soluble ~iydrocarbons) would be dissolved in the liquid phase for
the conditions of the sample calculations, The fate of the liquid phase
emissions depends upon atmospheric conditions and is beyond the scope
of this study.

Effects of Variables

The variables which have the most effect on test cell operation
are:

1. Fuel air ratio, (F/A)
2. Augmentor dilution ratio, (B )
3. Water spray rate, (m.~) 

d

4. Maximum allowable temperature, CT)
5, Ambient temperature , (To)

The fuel—air ratio (Mass) is not an independent variable for the
cell operation , but is set by the engine operating mode. The ratio
varies from about 0,005 at idle to perhaps 0,015 at military, and
higher yet in case of afterburner operation. The effect of increas-
ing fuel to air ratio is to increase the exhaust temperature,
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The augmentor dilution ratio may or may not be an independent
operator variable, although it is certainly at least a design variable
within certain limits1 One might surmise from Ref 1 that the practi-
cal lower limit for the dilution ratio may be about 0,5, Unless some
gas cleaning device is to be used, there is no advantage in reducing
the dilution ratio, The effect of increasing the dilution ratio is to
decrease the augmen-tor temperature as well as the saturation temperature
and to lessen the need for spray water ,

In the event free liquid water is present, increasing dilution
ratio will decrease the amount of soluble gases absorbed, but will
increase the fraction of liquid which will remain in the cell as run-
off.

The effect of excess water spray is to cool the exhaust slightly
(below the saturation temperature), act as a solvent for some constituents
and assist somewhat in the coagulation and agglomeration of the particu-
late particles. Increasing the amount of excess water will increase the
proportion of the soluble gases which are absorbed, but will not materially
effect the small fraction of liquid which is retained as runoff from the
walls.

An additional consequence of excess liquid water is the emission of
a dilute acidic mist which will be of relatively large particles (drop-
lets), up to perhaps 50 microns, This mist will tend to settle close by
the test cell, most within 200 to 1000 meters downwind . Whether or not
this is undesirable depends upon the proximity of the cell to other
facilities. 
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6. CONCLUSIONS AND RECOM!~ NDATIONS

It is apparent that the water spray has little effect on the
cell emissions aside from causing a fallout of mildly acidic droplets
close to the cell. Under many oper~tional and atmospheric conditions,
this fallout would be inconsequential, and the only harm would arise
if the fallout should cause damage to vegetation or structures in the
vicinity.

In the absence of any kind of mist eliminator, no significant
reduction of emissions will follow from the use of an excess of water
spray over that required to cool the exhaust to approximately 350°F,
that temperature being the upper limit to prevent spalling of concrete
(Ref 1).

There being no advantage in the presence of the water, the recom-
mended procedure is to use only that amount of water which will cool
the exhaust to an acceptable temperature, For many operations , there
will be no requirement for cooling water,

The required amount of water to achieve an augmentor temperature
of no more than 350°F ( -.177°C) may be estimated to within five percent
by the following ;

= 20 — 0.064 (1 + (F/A) ) (1 + Rd )

Where m,, is the mass ratio of water to fuel . The error will be “con-
servative” (that is , safe from overheating) if the air temperature
does not exceed 80°F, and if the heating value of the fuel does ndt
exceed 20,000 Btu/lb (9,6 x 106 j /kg) ,

According to the above, the example run cited in the sample
calculations would have required about 120 gallons per minute of water
to cool the exhaust to 350°F, whereas the amount actually used was
about 600 gallons per minute.

Recommendations For Future Work

It may be possible to redesign the augmentor so that it would
approach the behavior of a venture scrubber while still retaining
its required capability of reducing the engine back pressure. If
this were possible, and if a demister were added to the discharge
stack , the particulate emissions could be reduced dramatically, and
the fallout of acidic droplets close to the cell could be eliminated.
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It is recommended that s.t~idies be ma4e to find out if arranging
the augmentor as a yenturi scrubber an~ fitting the dis.ctiarge wjth
demisters would be a coSt effective alternative to devices now being
considered for gas cleaning on test celJ.s,
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TACTICAL SHELTER HARDENING

by

A. M. Strauss

ABSTRACT

A study was made to determine the maximum extent
possible to harden tactical military shelters , in the
standard ANSI/ISO configurations 8x8x13 ft and 8x8x20 ft, to
provide protection against blast and fragment penetration.
A threat survey was performed and a typical threat to the
tactical shelter was defined . On the basis of the weight
constraints due to mobility considerations it was found that
protection against small arms was incompatible with that
constraint. Once the threat was defined the study proceeded
to investigate the possibility of designing a tactical
shelter that would be blast and penetration resistant with
no increase in cost or weight. It was determined that this
was not practical, because of the myriad of other constraints
associated with the design of the next generation of tactical
shelters. However, recommendations were made on how to come
close to achieving this end. The recommendations include:
a) using a single sheet high strength panel design ; b) using
kevlar sandwich composites; c)using fiber reinforced foams;
d) using kevlar reinforced foams; e) using add-on kits; f)
redesigning the shelter frame .
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INTRODUCTION

I do not know that I have anything to say on the subjects
more specifically discussed in this report, but I hope I
shall not do violence to the spirit of your kind invitation
or too much presume on your patience if I shall say a few
words on that general subject which you discussed with great
clearness .“To be more readily understood I shall use
your notation and terminology, and consider the most simple
case possible.”

Letter from J. Wi].liard Gibbs to Oliver J. Lodge
January 8, 1887

A tactical shelter is a rectangular parallelepiped of
dimensions 8x8x20 ft or 8x8x13 ft that is capable of efficient
transport by helicopter, rail, ship or truck without incurring
any structural degradation. The objective of this study is
to take the basic shelter as defined above and design into
it a significant amount of blast and penetration resistance.
To accomplish this objective a number of different aspects
of the shelter and its environments must be studied :

I. Typical Nuclear Threat: We should define the
typical blast and projectile threat that a shelter deployed
in a tactical situation is most likely to experience. For
a nuclear blast, the maximum survivable overpressure (peak
pressure) is generally assumed to be 7.25 psi. This is not
due to any inherent structural limitations, but is a con-
sequence of the fact that at pressures somewhat higher than
7.25 psi, the shelter will overturn, be pulled loose from
its anchoring cables , be blown along the ground by the
blast. Thus the higher overpressures present a problem that
cannot be solved by a light-weight structure. The reasonability
of the 7.25 psi figure as an upper bound is clear. Thus
our design objective for blast is established .

• II. Typical Non-Nuclear Threat: Let us begin by
looking at weapons that can supply overpressures in the
neighborhood of 7 psi overpressures. These threats include
G.P. bombs, artillery , and rockets. However, even a cursory
study of these weapons will show that if they explode close
enough to a target (shelter) to deliver peak overpressure of
7 psi, they will easily destroy the shelter by penetration
of large amounts of shrapnel. Thus the non-nuclear threat
is a ballistic one and to meet it the shelter must be able
to resist penetration. For tactical shelter purposes I can
define the typical shrapnel threat as a 40 gram fragment
impacting the shelter with a velocity of 600 meters/second.
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III. Small Arms Threat: The weight of a shelter
capable of withstanding small arms f ire of , say, 7 .62mm ball
rounds would be too heavy to effectively be air-transportable.
Thus a shelter designed to resist small arms fire would
cease to be a tactical shelter , but would be a structure
with walls of the same order of magnitude as an armored
personnel carrier. Therefore, it is recommended that tactical
shelters be moved out of areas where it is subjected to
small arms fire , or that revetments be erected around the
shelter , or that the shelter be place in a depression.

Now a typical threat has been defined: 7.25 psi Peak
Pressure of the Applied Pulse. A 40 gram Fragment with
Impact Velocity of 600 Meters/Second.

• It is proposed that these two criteria be added to the
standard shelter design criteria, and that all future tactical
shelters meet these criteria.

Moreover , taking typical threats into consideration it
is recommended that all six faces of the shelter meet these
criteria. Now is the proper time to bring up precisely what
is meant by saying “the tactical shelter meets the 7.5 psi
and 40gm at 600 rn/sec criteria.”

Let us begin with the latter. For a shelter (panel) to
meet the 40gm 600 rn/sec criterion , a projectile with those
characteristics, if it penetrates the panel, must have zero
velocity upon entering the shelter.

For a shelter to meet the 7.25 psi criterion it must be
capable of meeting all the requirements for certification of
a new shelter including:

a. Nine mile per hour railroad humping test.

b. Static loading (75 lb/ft2).

c. Fording (no water entry).

d. Rain (no water entry).

e. Dust (no dust entry).

f. Thermal insulation including low temperature
(-65°F) , high temperature (120°F) plus a solar
heating (BTtJ ) load.

g. Corrosion resistance (salt fog).
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h. Blackout capability.

i. Fungus resistance.

j. RFI, EMI, and EMP protection.

k. Helicopter transport.

1. Stacking test (of shelters), etc.

The reason for this definition is that in experiencing
the 7.25 psi blast the shelter will undoubtately exhibit
some permanent deformation . This can be tolerated if the
shelter is able to perform its function. The reason all the
tests should be performed is that there are hundreds of uses
for tactical shelters and it is not practical to qualify
each one at 7.25 psi. Thus we have assumed that if the
shelter meets the design criteria before and after the
blast, it can perform its function after the blast.

Among the uses of tactical shelters are: ILS systems ,
artillery control , antiaircraft systems , radar systems,
telephone units, communications systems, helicopter transmission
repair facilities, machine shops , photographic development
facilities , latrines , CBW shelters , data reduction facility ,
drone control, operating room, intensive care unit, power
station, weather station, and meeting room.

The demand for tactical shelters in the coming years
will doubtless increase significantly due to the changing
international conditions, which are now beginning to become
clear and the type of conflict we are likely to encounter in
the future. To begin with, the loss in the number of
overseas bases and the degradation (by some foreign control)
of the mission of others means that we are no longer as
close as we once were to the scenes of prospective military
confrontations. Thus, supplies, personnel and material will
have to be brought over increasingly larger distances. In
addition the required response time to threats has been
steadily decreasing. Thus the modern scene is generally one
in which there are a few well stocked bases far away from
many areas of potential threat and the time required for an
effective threat response is in the neighborhood of 24
hours. These problems have been somewhat counter balanced
by some efficacious developments in cargo aircraft. They
have become faster with greater cargo capacity and the cost
of shipping a ton of cargo has concommitantly dropped to a
relatively low level. At this point the capability for
quick long range response to long distance threats exists.
Thus the need for tactical shelter systems is obvious.
There is not sufficient time or manpower to dump equipment
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at a tactical site and have it set up and put into an operable
configuration. The equipment must be preconfigured and in
operating order immediately upon delivery. ‘toreover , the
equipment and its operators must be protected from the
environmental hazards it will encounter. In addition , the
vagaries of warfare dictate that this equipment be mobile to
the extent that it can be almost instantaneously moved by
truck or helicopter to a new site.

It is clear that shelters of the electronic type,
radars , missile control, artillery control, communications ,
etc . will be high priority targets on an agressor ’s list.
However , given the many uses of the tactical shelter , and
the inabili ty, in some cases , to distinguish their functions
from their external appearance, all shelters in tactical
areas should have the penetration protection specified
above.

There are three basic types of shelter construction:

I. Aluminum faced rigid foam with aluminum reinforcing
beams.

II. Aluminum faced honeycomb (resin impregnated paper
or nomex)

III. Aluminum faced plywood with rigid foam core.

The aluminum faces are typically 0.8mm thick and the
foam is approximately 5cm thick. Typically , the foam shelter
is reinforced with 3m x 3m aluminum hat sections. The
honeycomb shelters have either kraft paper or nomex cores
with cell sizes ~rom 0.25 in to 0.40 in with densities of
3.0 to 5.0 lb/ft

It has been known for some time that the standard
shelter would not survive the effects of a moderate blast
environment. In the 500 ton TNT Dial Pack explosion in July
1970 with S—250, S—335 and S—390 shelters it was found that
empty shelters did not survive , but shelters with equipment
racks did. The next explosive event (1972) called Mixed
Company used S-280 shelters hardened by the addition of
aluminum sheet and showed that shelters without hardening or
racks failed catastrophically while the aluminum sheet
strengthened shelters survived .

The conclusion of the Mixed Company test was that the
S—280 shelter must be structurally modified to survive a
7.25 psi blast. In the 1976 Dice Throw event two retrofitted
S—280 shelters, a paper honeycomb S—280, a shelter in a
revetment , a shelter on a truck in a ditch and an S-280 on
a truck (for overturning data) were tested.

5-8 
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The retrofitted (hardened) shelters had bonded to them
aluminum honeycomb kevlar faced panels as shown in Figure 3.
The kevlar panels were formed of nine layers of fiber bonded
with epoxy. The kevlar provided bending stiffness to resist
the blast, thermal radiation protection and fragment protection .
This retrofit has a weight of 363 kg [1].

Without going into detail it has been determined that
the 7.25 psi peak overpressure is survivable by a tactical
shelter with a retrofit, and it is possible to build this
survivability into the next generation of tactical shelters.

It was determined that expandable shelters will not
even survive blast at the 3.0 psi level. Therefore we do
not consider expandables in this report, because its construction
is inconsistent with blast protection.

The structural analysis of an S-280 shelter subjected
to a 5 and 7.25 psi overpressure was performed by the Navy
Civil Engineering Laboratory at Port Hueneme CA using the
SAP IV code on a quarter panel (used because of symmetry
considerations). The S—280 foam and beam standard shelter
was analyzed and the standard S-280 shelter was analyzed and
the standard S-280 retrofitted with aluminum honeycomb
sandwich was similarly analyzed as shown in Figure 4. The
bases for the calculations are presented below in the appendix

Another important point relative to Air Force shelters
(2] is that tie down cables have a negligible effect on the
shelter response except locally at the attachment points.
There is in existance a computer program (3] that will
predict the overturning of a shelter. According to preliminary
calculations; an 8x8xl3 ft shelter with tie down cables will
overturn at the 10 psi overpressure level.

5-9
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RECOMMENDATIONS

a. It is possible to design a blast and penetration
resistant tactical shelter with small penalties for weight
and cost, but with the advantage of having a structure
better able to meet many of the other requirements for a
tactical shelter.

b. The use of a single sheet high strength panel must
be carefully looked into. This panel of, say, boron-graphite
fiber reinforced material would have all the necessary
strength properties. Equipment could be mounted on the wall
itself by means of aircraft adhesives. In fact, if a 32 ft
single sheet of the material could be made it could be bent
into shape, necessitating the use of three fewer joints.
This design has clear advantages, the major one being simplicity:
no delamination problems, none of the moisture, fungus or
strength problems. However, there will be a thermal problem.
The insulation abilities of a single sheet is not as effective
as a composite. Therefore an add-on kit of insulation (to
be placed on the outside) should be available for use when
the situation warrants it.

c. The use of a single sheet of high strength material
bonded to a kevlar fiber material should be looked into.
Typically , the metal would be the inside layer and the
kevlar the outside layer. The kevlar would provide thermal
insulation and significant penetration resistance.

d. A single sheet keviar panel is also a possibility
for tactical shelter use. Typically, this panel would have
a corrugated or a ribbed construction to increase its
stiffness.

e. The use of kevlar in sandwich construction must be
looked into with some intensity . The use of keviar as one
or both panels in a honeycomb construction is probably one
of the most practical concepts for a tactical shelter panel.
We could have two faces of kevlar with an aluminum honeycomb
core. One face of aluminum and one face of keviar with a
paper or nomex core. One could also have aluminum sheet
glued to kevlar sheet for each face of a sandwich construction .
The use of keviar in conjunction with polycarbonate foam
instead of aluminum in the configurations described above
should also be investigated , as should the same configurations
for kevlar—fiberglas combinations.

• f. The use of a foam filled sandwich should not be
abandoned. One should look into kevlar reinforced rigid
foams and the commercially available glass reinforced
polyurethane foam.

________________________________________________ • -~~~,-~~ •~~ 
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In addition there are off—the—shelf syntactic foams
with very desirable properties for shelter use. These foams
should be configured with many (keviar, aluminum, polycarbonate,
fiber reinforced composites, fiberglas) facing materials for
an appropriate evaluation.

g. Another concept that must be carefully studied is
that of the add—on kit for blast and penetration resistance.
Even though the use of an add-on kit is contrary to the
principles of mobility, rapid deployment, and low cost, the
concept is useful and the data gathered from it would be
valuable in any trade—off analysis.

h. The frame and connections to it should be designed
to dissipiate as much energy as possible and maintain the
structural integrity of the panels.
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Figure 3~ . Hardened Wall
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Append ix A CALCULAT I ON OF EQUIVALENT PANEL PROPERTIES

1. For bending and menbrane stiffness of Al/Foam

• AE: bteEe btfEf + btaEa (1)

iqiiivalenf foai alum inum

El: I “e E2 1.~ + E I (2)
I a a

since Ef 0, (1) and (2) for a unit thickness (bal) become

tete 0.064 (lO t) = 6.4 x lO~ (3)

Eete
3 12 (1o7) (0.065) 7.8 ~ 106 (4) —

where ‘a 
s ( (2.O47)~ - (1.983)~)

‘a O.065b

• then from (3) and (4)

te 3.49 inches
• 

Ee
II L8 X 1O5 PS1

2. For shear stiffness of Al/Foam

teGe 
= tfGf + taGa

Ge 
= 1.983 (200) + 0.064(3.76 x 106) = 69,000 psi

3.49

3. For mass density of Al/Foam

Wf t f + Wata i

te • —

0.00116 (1.983) + 0.064 ( .0972)
3.49 (386.4)

6~32 X io 6 Slu gs/In 3

We = 0.00244 lbs/in3 (wt density)
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4. For bending and membrane stiffness of Al/Foam/Honeycomb
(No te: Figure 4C defines the cross section used

for stiffness calculation)

AE: bteEe = bthEh + btaEa (5) -
•

- ‘equlvalent ‘ honeycomb ’

IE: 
~e ~

e = Eh ‘h + Ea ‘a 
(6) 

-

•

since Eh = 0, (5) and (6) become

teEe = 0.102 (1O~) = 1.02 ~ io
6 (7)

Eete
3= 12 (i0~) (0.315) = 3.78 x iO~ (8)

w ere a 
- i2’ ((3.6) - (3.5) )
= 0.315b

then from (7) and (8)
.

te = 6.09 inches

Ee = 168,000 psi

5. For shear stiffness of Al/Foam/Honeycomb

teGe 
= thGh + ta 6a

Ge = 3.5 (25 ,600)÷ 0.102 (3,760,000)
6.09

Ge 
= 77,700 psi

6. For mass density of Al/Foam/Honeycomb — •

(Note: Figure 4a defi nes the cross section used for
mass ca lcula tion)

w t  + w t + W t  / ..

U 
h h  a 

i,1( 1 ‘)

% 
_ 0.00301(3.5)+O.0972(O.I34)+O,ooj16t1,9~ 

-

e t e \386.T/ 
- 

6.09 (386.4J —

~e IV 1.10 X ~~~ Slugs /in3

We 0.00425 lbs/in3 (wt. density)
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Appendix B CLASSICAL SOLUTIONS - •

From Tiinoshenko, Theory of P’ates and Shells, p. 129 and Table 5 on
p. 133,

for a simply supported rectangular plate v U  0.3

WIMX ~ qa

our finite element plate ana lysis uses a v 0.33
from pg. 129

w~~1 a qa4 (1_v2\ (1)
t h3 ~O. 91J

simply supported 
—

simply
supported line of sym. 375

• 2
line of sym .

— i.. = 69” —

for the Al/foam and the Al/foam/honeycomb plate the aspect ratio is given by

b 69
— s  = 1 84a 37.5

from Tabl e 5
a1 = 0.1017

a 
—

= 0.1064

lb
~

the curve for d Is approximately linear in the range 1.8 <~~~
_ <1.9

So to find a value of~~ at4  1.84 we will linearly interpolate between
the given points
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Therefore,

a = 0.1036

For , q = l p s i

V = 0.33

a = 75 in.

EAI/f = 1.8337 x psi

EA1/foam/hone c~~ 
= 1.6755 x ~~ psi

hAl/foam = 3.49 in.

• hA1/ fo /h ,~ 
= 6.0876 in.

we can substitute into equation 1,

= 
(0.1o3~J(1)(75)~ .11 - (Q 33)2

• maxAl/f (1.83 x 10~ .(3.49)~ 
[ 

0.91

so, for the Al/foam plate ,

—
= 0.412

Likewi se for the Al/foam/honeycomb pl ate,

L w max_ 
= 0.085 in./

5-26

~ 

_ _



-- -~~ _- — -- • ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — • -- — _________

Also from Timoshenko , p. 133, we can calculate the maximum bending
moments used to compute the in-plane stresses

I I = 0.0476

B = 0.09€3

b

M 
= 6 qa2

Xmax
= ~

_________ 

y
_________  max

- 

and q lpsi
1 

a=7 0 ’
• y

For both the 14 = (0.0963) (1) (70)2
Al/foam and ‘Snax
Al/foam. honeycomb
p 

/ 

Xma~ /
14 = (0.0476) (1) (70)2

~rnax 
_______

14 = 233 1n-lb /
~‘max

I ,
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The Status of Bishop Pine (Pinus muricata) on
Vandenberg Air Force Base and Recommendations for Its Management

by

Paul H. Zedler

ABSTRACT

Vandenberg Air Force Base is an area of unique biological importance.
Bishop pine (Pinus muricata) is one of the interesting species found in
abundance on the base. No other publicly owned stands of this species
occur south of Monterey. The species represents a biological resource of
esthetic, scientific, and possible economic value .

Field studies were conducted to assess the current status of
bishop pine on the base, with the aim of reconmending what, if anything,
should be done to protect the species. All of the areas in which pine
occurred were visited, and eight stands were selected for intensive sampling.
The sampling included the usual measures of tree diameter , height , and
density. In addition, cones were counted on each tree and cone collections
made from several trees in each stand. In the laboratory the seeds were
extracted from sub-samples of cones and counted , and sub—samples of the
seeds taken for estimation of seed soundness. Increment cores were taken
to estimate stand and tree age. In addition, data were collected in a pine
stand recovering from a controlled burn carried out in 1974.

The results showed that most stands were relatively young and for
the most part in good condition. Mortality of trees was predominately that
of suppressed trees in dense stands. Most of the stands have seed crops
which are large enough to insure that the trees could reestablish in the
event of fire. The overall conclusion was that essentially no management
was needed in the iimnediate future, but that the stands should be
monitored from time to time to make certain that there is no change in
the situation. A series of specific management recommendations are made.
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OBJECTIVES

This study was undertaken to assist the Air Force in the management
of the valuable natural ecosystems of Vandenberg Air Force Base. It
concentrates on the bishop pine forest , one of the most interesting and
significant ecosystem types on the base. The goal of the study was to
docinnent the biological significance of bishop pine , especially with
regard to its occurrence on VAFB, to determine its present status on
the base , to suggest what management goals might be set , and to provide
at least preliminary suggestions as to how these goals might be achieved.

The length restrictions for the final report required that the
background material reviewing literature and discussing aspects of the
biology of bishop pine be omitted. This section will be added as an
appendix to those copies of the report sent to interested parties .
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INT RODUCTION

Vandenberg Air Force Base (VAFB) occupies one of the most interesting
and significant biological regions in the United States. The coastal
ecosystems of California preserved on the base are rich in species , diverse
in geology, and are superb areas in which to study and come to understand
the interactions between organisms and the environment that shape the
natural world.

The significance of the base to ecological science derives f rom
several major factors. First, and most important, Vandenberg AFB is one

F of the few relatively unmolested portions of coastline left in southe rn
California. The bishop pine forest is one of the distinctly coastal
ecosystems present on the base. Others are the sand dunes and coastal
mesas. Though growth in California is slowing, there is still good reason
to suppose that the relative value of the base as an ecological rese rve
will increase, and not decrease in the future.

But the area presently occupied by Vandenberg was considered biologically
significant even before the population explosion along coastal California
of the past decades had begun. Many species were first collected and
described from locations now on the base , and many rare species have always
been restricted to the area of the base and adjacent localities . The import-
ance of the base as a rare plant locality has increased as these adjacent
localities have been destroyed or disrupted.

It was also early recognized that the region around Point Conception
was a zone of transition from the semi-desert conditions of southern Calif-
ornia and the moister, cooler forested regions to the north. This situation
is reflected in the presence, on or near the base, of species whose primary
range lies much to the north or south. Such unusual occurrence of organisms
out of their normal range are important to biogeographers and ecologists
studying the climatic control of ecosystems and organisms , and to paleo-
ecologists in interpreting the past history of the earth’s biota .

Besides being in a transition zone, Vandenberg AFB also is in an area
with an interesting relation to the Channel Islands . Many of the species
found at Vandenberg AFB also occur on the Channel Islands, or have closely
related forms on the islands. This situation, by no means fully under~tood
at this time, greatly adds to the interest of the region.

Vandenberg AFB was , of course , created to carry out a specific
function, and its mission did not include serving as a nature reservation
for coastal California. Nevertheless, though the Air Force may not have
desired to occup~ such a biologically significant area, it is a fact that
they do. The Air Force is entrusted with the control and management of a
national resource of considerable value. It is fortunate that the mission
of Vandenberg AFB does not require large—scale disruption of the landscape,
and that, therefore, the conservation of the natural values is not incompatible

• with the functioning of the base. The Air Force has a clear responsibility
to maintain the natural values of Vandenberg AFB to the maximum degree
possible.
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METHODS

The conclusions and recounendations of this study are based on
field sampling and observation of bishop pine on VAFB made during May ,
June, and July of 1977. Additional sampling and observation of the
pine on the base was carried out in August and November 1974, and May
1975. The bishop pine stands on Santa Crux Island and the Purisima
Hills adjacent to VTiPB were examined in July of 1977 in conjunction
with this study . Other stands of bishop pine have been observed by
the author in Mendocino County California , and near San Vicen~S in
Baja California Mexico.

The purpose of the field sampling was to assess the current
status of bishop pine on VAPB, and to obtain at least partial answers

— to the following questions~

1) Is there evidence that the area dominated by bishop pine
is shrinking?

2) What proportion of the stands seem to be in a senescent
condition and in possible need of burning or other manipulation to
prevent their destruction?

3) What is the prospect that wildfires could destroy bishop
pine stands?

4) What is the impact of squirrels and other seed predators?

5) Is active management necessary to maintain the bishop pine,
and is so, what form should this management take?

To answer these questions, a sampling program which emphasized
the intensive collection of data on representative stands was undertaken.
As a first step, a map showing all of the known stands of bishop pine
on the base was prepared from the vegetation map prepared by T. (lerbauer
during a 1974 resource inventory of the base (Coulombe and Cooper 1976).
This map proved to be quite accurate, and field checks produced only
a few minor corrections. Field reconnaineanceof the stands of bishop
pine was carried out with the aid of this map. In addition, tree cores
were collected, and the density and age of the different areas noted.

Eight stands were selected on the basis of this initial reconnaissance
to cover the range of age and density conditions. It was the intent , only
partially realized, to pair sparse and dense stands of each age . Sparse
stands were defined to be those with less than 40% canopy coverage of pine.
The intent of this was to be able to compare the condition and seed crops
of these two stand types to evaluate whether a fire would be likely to
result in further reductions in density in the sparse stands.

In each stand, canopy cover was estimated, and the slcpe and exposure
determined. The soil type, in general terms, was noted. Stand age was
determined from a minimum of three co~~ lete and readable tree cores • The
location of each stand was marksd on a VAPB map , by checking the location
against aerial photographs.

6-5



Transects were then laid out within the stand , and the slope along
the transect recorded. The transects were located away from the edge of
stands . This means that samples were not taken of transition areas
between stands . While the final selection of the starting point involved
pacing a random distance , the overall location of the transects within the
stands was not random. ~~ce a starting point was selected, the transect
line followed a predetermined compass heading. The beginning and end of
each transect was marked with a steel stake of 3/8 inch concrete reinforcing
rod.

The transects were usually 30 meters long unless the stand was too
small to accomodate this length . In dense stands guadrats were one by two
meters in size , with the short dimension along the transect line , and the
plot extending one meter to either side of the transect line . In sparse
stands the quadrats were 5 meters along the transect line , and extended 15
meters out on either side of the transect line , for a total area of 150 square
meters.

In each quadrat the following data were recorded: For each tree in
the quadrat the height, (measured with an extendable height pole), the
diameters at 10 cm and at breast height (4.5 ft) , the condition , and the
nurrlers of cones. The condition data included noting whether or not the
tree was alive, the presence of galls or cankers , evidence of bark herb ivory,
whether or not the tree had a broken top , or any other unusual aspect of
the tree that seemed worth recording. The height was estimated as the
distance from the ground to the furthest branch tip. For leaning trees ,
this was measured along the stem rather than vertically .

Stems which were separated below 10 cm height were treated as
individuals, though the data also kept track of which individuals were
joined together. Stems separated below 4.5 feet were measured as separate
individuals for breast height unless such separation was of minor branches.
This occasionally required arbitrary decisions . Fortunately, extreme
branching of trees was pronounced only in the less dense stands.

Cone counts were made from the ground by use of a three place hand
counter. Cones were classified as either 1) inmiature , 2) mature and closed ,
or 3) open , severely damaged , or otherwise unlikely to contain viable seed.
The intent of the classification was to permit an estimate of the current
seed crop carried on the trees . Cone counts were taken for each 10 cm
stem, on each tree, including dead trees.

I cannot claim that the cone counts are without error. The main
problem was that on larger trees , it was not always possible to see all
of the cones. With experience , it is possible to estimate the number of
cones in a cluster from a view which shows only a few of them. However,
in the main , the cone counts obtained represent minimal estimates. Check
counts on trees showed that successive cone estimates could on occasion differ
by as much as 25% , though agreement between independent observers was
usually much closer, generally within 10%. Not surprisingly, the error
tended to be greatest on trees with the most cones. Despite the problems,
I feel that the estimates are valid. However, caution must be exercised in
making comparisons between stands where the differences are not large.

The shrubs growing with the bishop pine were also sampled , usually in
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one meter square quadrats on only one side of the transect line . The
diameter at 10 cm of all stems of all species were measured , with data
on living and dead recorded separately. Any species which did not
regularly reach tree size at maturity (over two metire tall or 10 cm
diameter at breast height) was considered to be a shrub. By this definition,
coast live oak (Qu.rcus agrifolia) was th. only other tree species
encountered in the sampling.

Cones were collected in each stand to be used for estimates of
seeds per cone and seed viability. In young stands , it was possible
to obtain all of the cones from a single individual . In older stands
with taller trees, only individual branches could be harvested. In both
instances, the cone was taken along with the attached branch. The age of
the branch provided an estimate of the age of the seeds in the cone. If
possible , at least 25 cones were obtained from each tree , and at least
three trees were sampled, providing a minimum sample of 75 cones per stand.

In the laboratory, the branch at the base of the cones was aged , the
length of the cones measured, and the condition of the cones noted. Sub-
samples of cones were selected for seed extraction . Cones were placed
in a laboratory oven at 80°C for two hours to cause them to open . Seeds
were then extracted by pounding and manual removal. The total number of
seeds was counted and placed in an envelope. A sub-sample of these
envelopes was taken for estimates of seed soundness and viability. Seed
soundness was defined as the seed being full and with a clear white
appearance . The sound seeds were placed in a tetrazolium solution to test
viability. This testing did not produce reliable results, and those data
are not presented in this paper .

DESCRIPTIONS 0? THE STANDS

A brief description of the stands is given in the last part of the
appendix. This appendix will be omitted from the official version of the
final report , and included only in those copies distributed by the author.

The locations of the stands is shown in figures 1 and 2. The total
area sampled, and the number of trees measured are shown in Table 1.

Table 1. Area sampled , and numbe r of trees
sampled for the eight stands.

Total Ares No. Bishop Pine Trees Sampled
Stand No. Sampled (m ) Living Dead

1 120 134 52
2 1500 169 48
3 1800 88 0
4 60 63 53
5 60 145 113
6 180 72 70
7 180 98 107

_ -~~~~~~~

Total 3960 912 480
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K~~Y MAP

Figure 1. Location of the stands 1 and 2 , and a key map for the
sheets of the VAPB Master Plan . All of the stands are mapped on
portions of sheets of the VAFB Ma*ter Plan . Stand 1 is on a portion
of sheet 51, and stand 2 on a portion of sheet 38.
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Figure 2. Location of stands 3-8. All stands are mapped on
portions of sheets from ..the VAPS Master Plan. Stands 3 and 4
are on sheet 50, stands 5, 7, and 8 are on sheet 51, and stand 6
is on sheet 55. See figure 1 for a key to the location of sheets.
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RESULTS

Distribution of bishop pine on VAFB

The present distribution of pines on the base is shown in Fig. 3.
This map is based on the vegetation map prepared in 1974 by Tom (~~erbauer,
with minor corrections made on the basis of field checking. It is
possible that scattered individual trees may be present in other areas.

According to Coulombe and Cooper (1976) there are about 580 acres
of bishop pine forest on the base. The stands are best developed on the
areas of sandy soil derived from a poorly consolidated sands tone . Many
areas with this soil support no bishop pine or only scattered trees . From
this indirect evidence it is reasonable to assume that pines might have
been more widespread in the past. This idea could be checked for the recent
past by examining old aerial photos .

Most of the stands on the base are less than 30 years old , and a number
are less than 20. The oldest area on the base is in Pine Canyon . Most
of the trees in this area seem to be more than 60 years old. On the whole ,
the age distribution seems to be tipped to younger stands , with an apparent
gap in the 40-60 year range.

Age, structure, and composition of the stands sampled

Table 2 summarizes the major information on stand structure for the
stands sampled. It should be pointed out that diameter , and therefore basal
area, in this table is based on measurements taken at 10 cm rather than 4.5
feet. As was pointed out in the discussion of field methods, diameters
of each of the trees sampled was measured both at 10 cm and at breast height.
To simplify data presentation, it was decided to present only the results
for 10 cm. The reason for this is that it avoids the serious problems
encountered in sparse stands having open—grown trees with multiple sterns ,
in which measurements at breast height are problematical.

Fortunately , DBH and diameter at 10 cm are highly correlated , and
diameter at 10 cm may be approximately converted to diameter at breast
height by multiplying the former by 0.775. This provides an approximation
that is very good for averages, though naturally there will be some error
in dealing with individual trees .

The stands of bishop pine on VAFB are not impressive in terms of
either the diameter or height of the trees. This is partly because the
stands are mostly young, but even in the older stands relatively few trees
reach large size. In Stand 2, the oldest stand sampled , the average diameter
is only 13.9 centimeters, although there are some large trees (e.g. 41.5
and 32.9 cm at 10 cm height) in the stand.

As is often the case in even-aged forests , there is a close relation-
ship between the density of stems and the average diameter of the stand.
Thia is shown in Figure 4, where the stand density has been plotted against
stand average diameter. Despite the considerable range in ages and sizes,
there is a clear trend. Young stands with few trees will have a large
average diameter because each individual tree will grow faster, and also
because diameter growth will be favored over height g rowth. In old stands ,
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Figure 3. Distribution of bishop pine on Vandenberg MB. Base map is
the USGS 15 minute Point Arguello quadrangle .
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Figure 4. Relationship between stand average diameter and stand density
expressed as stems per meter square . Diameter measured at 10 cm above
ground level .
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the expression of dominance produces fewer but larger trees. In young
dense stands , average diameter will be low because of extreme competition .
In stand 5, for example , the stems of trees are so close together that it
is extremely difficult to walk through the stand. Such stands show that
bishop pine is able to survive suppression.

The diameter-density relationship is indirect evidence that thinning
of the stands would result in faster growth, and probably higher total
wood production . However, such thinning would be a waste of money and
resources in stands which have no economic value. Asd, it is also unlikely
(for reasons to be discussed below) that thinning would substantially
increase the health or survival potential of the stands.

Summarizing data by stand obscures the very importan t local variation
within stands. Bishop pine , as has been noted , is very responsive to
improved conditions . As a result , stands often show remarkable di fferences
in tree size and vigor over small , local gradients . This can be illustrated
with an example from stand 2. This stand occurs on a steep slope of a
narrow canyon. When approaching the stand from the mesa top, one can see

— only the very tops -f the trees. The trees along the canyon rim are very
stunted , while those in the canyon bottom , though tall, barely emerge above
the canyon rim.

The data in this stand were collected along a line transect running
downhill. The quadrats were five meters deep along the transect, and thi r ty
meters wide. Summarizing the data from one of the transects by quadrat
permits the change in stand structure with increasing distance down the
slope to be quantified. The results of this may be seen in figure 5. The
upper figure shows that hei ght increases with increasing distance downslope.
As height increases , the density of trees decreases , and the average diameter
increases , as may be seen in the lower graph of figure 5. This verifies that
the reciprocal relationship between density and average diameter noted among
stands also holds within stands .

The trend of increasing tree size with increasing distance downs lope
is the result of improved nutrient arid moisture conditions, demonstrating
the ability of the species to respond to better growth conditions . The same
pattern is shown when bishop pine is transplanted to other regions . For
example , in Australia,a 23 year old plantation of bishop pine trees from a
Lompoc seed source with a density of 0.1 trees per square meter had a stand
av’ rage diameter equivalent to about 32 centimeters when converted to diameter
at 10 centimeters, and an average tree height of 17.1 meters , or more than
twice that of the tallest stand recorded here (Doran 1974). These figures
should be compa red to data for natural stands in Tabie 2. The ability for
rapid gro~.’t~ in favorable conditions gives bishop pine considerable potential
as a plantation species.

The condition of the stands may be evaluated by comparing the data on
dead trees to the data on living trees. This is done in Table 3. In this
table the density , average diameter , and to-tal basal area of the dead trees
in each stand is given. The stands in this table are arranged in orde r of
increasing age . Since stands with more live trees will naturally tend to
have more dead trees , I have also calculated percentages which express the
value for the dead trees in a stand as a percent of the corresponding value
for living trees in the same stand. For example , in stand 4 there are 0.88
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dead trees per square meter. This value is 84% of L05, which is the value
for the density of living trees in stand 4. Large percentage values indicate
a situation where there is a high proportion of dead trees.

These data show that there are many dead trees in the stands . However,
this is not necessarily a sign of decadence , since it is normal in stan d
thinning for smaller trees to die as the stand increases in age. This is
the case for these stands , since the average diameter of the dead trees
is generally well below that of the living trees, indicating that the dead
trees tend to be the smaller suppressed individuals . This is borne out by
the basal area figures, which indicate that the dead basal area is relatively
small in most stands . Stand 3, which is a sparse stand of open-grown trees,
had no dead trees at all; which is another indication that the dead trees
in other stands are the result of stand thinning.

The exception is stand 4. In this stand dead basal area is 59% of the
living, and shows that this stand is suffering excessive mortality. The
cause of this apparent decline is unknown , and stay be only temporary . For
the most part , the stands on the base seem relatively vigorous .

The trees being measured in each of the stands were also checked for
visual evidence of galls , beetle damage to stems, or other pests or pathogens .
There is a very high incidence of a gall (or canker) which forms large
swellings on the branches and results in some malformation of the tree.
However , it does not seem very often to cause the death of the tree . Beetle
damage was noted , but is rare . Scars where bark has been removed is one of
the most coimnon kinds of damage noted. Many of the trees in stands with
evidence of squirrel presence (as indicated by nests, characteristic cone
refuse , of visual sightings) had trees with nume rous large scars on the
trunk, generally about 5 by 30 centimeters. These scars most closely
resembled porcupine damage , but must be caused by the squirrels eating bark,
since there is no other animal other than deer that would be capable of
inflicting such large wounds . Since even the largest and healthiest trees
in a stand had some of these scars , the scars do not seem to be too damaging.

The relationship between bishop pine and the shrubs with which it grows
is art important part of the biology of the species. Table 4 summarizes the
shrub data for each stand. The density of shrubs is highly variable among
the stands . Not surprisingly, it is highest in the most open stand (stand 3)
and lowest in the stand of highest basal area (stand 7 ) .  This is consistent
with the interpretation that the shrub cover wi ll tend to vary inversely with
the competition it receives from the trees. So far as cart be dete rmined ,
bi shop pine will always overtop brush , and it is therefore common to find
dead shrubs beneath the canopy of bishop pine. Very large open-grown trees
with branches to the ground will actually create a conspicuous ring of dead
brush beneath their canopy . It is highly unlikely that chaparral shrubs
can invade and replace bishop pine provided there is adequate pine seed to
repopulate burns. However , shrub species do exert competitive pressure , and
if stands were destroyed and there was not immediate reestablishment of the
pines , the chaparral would replace bishop pine, and might retard the rate of
reinvasion by the pine.

Cone and seed d-ita

A large part of the effort in this study went into counting cones on
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trees in the field , and in processing the cones and seeds in the laboratory
to obtain cone age , seed number , seed soundness , and seed viability. This
emphasis is justified because the potential of the species to regenerate
naturally depends upon the presence of a large crop of viable seeds . In
order to predict if a stand can regenerate successfully when burned , it is
necessary to have some idea of the numbe r of seeds on the tree . Comparison
of the number of seeds gives a good idea of the relative health of the
various stands.

The basic information needed is the number of seeds per cone , so that
the cone counts in the field can be converted to numbers of seeds . Fi gurC) 6
is a frequency distribution for number of seeds per cone for all of the cones
sampled from all trees in all stands . Considering that this is based on
507 counts, the complexity of the distribution is surprising, and is more
evidence for the tremendous variability of cones in bishop pine .

This variation is even more evident when the cone data is broken down
by stands , as has been done in figure 7. In this figure one can see very
striking differences among stands , suggesting that di f f erent stands have
significantly different numbers of seed per cone . To test this idea a
doubly nested analysis of variance was run on the seed data. The variation
in number of seeds per cone of cones within a tree , trees within stan ds ,
and among stands was evaluated. The results of this analysis are given in
Table 5. These results show that the differences in n umber of seeds per
cone among stands are smaller relative to the differences among trees
within stands . In other words , it is the individual trees which show the
variation and not the stands . This means that it would be appropriate to
use a single soundness value for all stands.

Table 5. Analysis of variance to test for significance of difference
in number of seeds per cone among trees within stands and among
stands . ~~~ asterisks indicate a di f ference significant at the
0.01 porbabii.ity level. N .S .  indicates non-significance . Mean
squares and F-values calculated according to Sokal & Rohlf (1968) .

Source of Degrees of Mean
variation freedom square F

Among stands 7 7986 .88 1.02 8 NS

Among trees
within stands 13 6716.73 2.488**

Within trees
(error) 132 2699 .54

Total 152 3286.61

Seed soundness was also highly variable. Surprisingly, it was not
possible to show a significant relationship between age of the cone (as
determined by ring counts ) and soundness of the seeds , a result which
contradicts Badran ’ s ( 1949) work on knobcone and Monte rey pine . The olds~ t.
cones san~ led in this study were 19 years old , so that there seems to be no
indication of any significant reduction in soundness for this period of tirr~~.
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of any type of predation or damage .
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Badran (1949) found that there were reductions in soundness with increasing
age with knobcone and Monterey pine , and that the estimate of soundness
correlated very highly with actual viability as determined by germination
tests.

The analysis of the data on cone and seed numbers revealed some
surprising relationships. I had hypothesized that on the average the
number of cones per tree and the number of seeds per meter square ground
area would increase with increasing stand size and age. The relationship
is apparently not so simple. In figure 8, the average number of mature
cones per tree is plotted against stand age . Instead of a positive correlation,
there seems to be no correlation , with tendency for a negative relationship.
Pa rt of this can be explained away by noting that the very high value for a
15 year old stand is for stand 3 , in which the trees are open grown and bear
heavy crops of cones. The largest and oldest stand is among the lowest
values. But for this stand, it is squirrel predation which has produced
the low value . Even the very large trees had very small numbers of cones,
and abundant evidence of squirrel activity in the form of chewed up cones
was evident. Squirrels are probably one of the most important influences
on bishop pine .

When the cone numbers per tree are multiplied by the number of trees
in the stand , and this is multiplied by the numbe r of sound seeds per cone ,
it is possible to estimate the seed crop of each stand. This was done on
a per acre basis to make the figures comparable among stands. The results
of this are presented in Table 2 , and are plotted in figure 9. There
appears to be the possibility of a positive trend of seed numbers with basal
area , though the scatter shown here would certainly produce a non-significant
correlation. There is, therefore, very weak evidence for at least some
relation between the biomass of a stand and the number of seeds.

When seed crop is considered in relation to stand age (figure 9), the
relationship appears to be negative. This suggests that there is senescence
in older stands of bishop pine, though the effect of squirrels, especially
in the Pine Canyon stand , accounts for much , perhaps most , of the reduction
in cones. But the large cone crops in the younger stands suggest that it
may be possible to burn bishop pine stands on a rotation as short as 25 years.
However, with such a small sample this conclusion must be conside red tentative ,
and not sound enough to be the basis of a management program.

The best way to find out how the stands respond to fire is to burn them.
Such a burn was carried out in the fall of 1974. Data were collected in the
burn in 1974 on the number of cones on the trees, and in 1975 and 1977 on the
number of seedlings in the burn . These data allow estimates of the probability
of a seed producing a seedling to be calculated. This has been done in
Table 6. For two transects the number of soun d seeds estimated to be present
in 1974 was calculated by multiplying the number of cones per meter square
times the average number of sound seeds per cone . Seedlings per meter square
was determined from a sample of the same areas taken on 31 May, 1977. Dividing
the first into the second gives a number which is an estimate of the probability
that a seed will produce a seedling that will survive for two years. These
values are surprisingly similar , considering the tremendous number of factors
that affect seedling establishment. They are also within the range of values
that I have determined for seedling establishment of Tecate cypress in burns
in San Diego County. Thus,both the internal agreement and the ag reement with
independent values suggests that they are reasonable fi gures.
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Table 6. Seed and seedling data for a controlled burn in
bishop pine conducted in fall 1974 and sampled in 1974 and 1977.

Fall 1974 Probability of a seed
Estimated sound 31 May 1977 producing a two year

Transect seeds per in2 Seedlings/rn old seedling

A 247 0.771 0.0031

B 424 1.925 0.0045

If we take the lower of these as a minimal estimate , it is then possible
to predict approximately how many two year old seedlings would be produced in
each of the eight stands sampled if they were to be burned with the current
crop of cones on them. These predictions are shown in table 7. This table
bears out the conclusion reached on the basis of figure 8. The youngest stands
will probably not be the ones most seriously damaged by fire. It is the two
oldest stands that are likely to suffer the largest reduction in density, and
it may be that a fire would convert them to sparse stands.

Table 7. Predicted densities of seedlings two years after
f ire for each of the stands , assuming that establishment
would be as successful as the low value for the 1974 burn .
In this burn 0.31% of the sound seeds produced seedlings
still alive two years after initial establishment.

Estimated two—year
Stand seedling density Condition

1 2.33 dense

2 
- 0.11 sparse

3 1.57 intermediate

4 9.33 very dense

5 1.09 intermediate

6 0.11 sparse

7 14 6  intermediate
8 6.13 very dense

CONCLUSIONS

Significance of bishop pine

it is the conclusion of this study that although bishop pine is not
among the species which are rare and endangered , it is, nonetheless, a sig—
nificant biological resource deserving of protection . This conclusion
is based on consultation with other biologists and foresters , as well as
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the data gathered during the study. The reasons for this conclusion may
be briefly summarized:

1) Although bishop pine is not of commercial significance in the
southern part of its nat ural range in California , including the area on
VAFB, the species is grown as a forest plantation tree in Australia,
New Zealand , England , and possibly in other countries as well. The natural
stands of bishop pine are considered to be valuable sources of genetic
material for possible breeding of new strains of plantation trees . Public
agencies with stands of bishop pine on their land have an ob1igati~-’n to
maintain these for the future.

2) The tremendous genetic variability of bishop pine means that
each sub—population of the species is in reality a distinct genetic ent i ty .
Therefore,it is not true that preserving the stands of bishop pine in
Mendocino County is the same as preserving the entire species . The trees
on VAFB are genetically distinct and irreplaceable.

3) Although there is no direct legal recognition of rare and endangered
eocsystems in the same way that rare and endangered plant taxa are recognized,
all responsible persons interested in the protection of the native biota would
agree that species preservation is only accomplished by the protection of
ecosystems in which they occur. Furthe rmore , particular ecosystems are rare
enough to deserve special protection , even if they contain species which are
reasonably abundant elsewhere . Both of these arguments apply to the bishop
pine stands on VAFB. A small number of rare plants are thought to occur in
or near the bishop pine stands. In addition , the southern bishop pine
forest on coastal terraces is a rare ecosystem type , and deserves protection
for this reason . fi

4) According to Critchfleld (personal communication, July 1977), one
of the leading authorities on th~ distribution of forest trees in California,
the bishop pine stands on VM’B are the only ones in public ownership south
of San Francisco Bay , and therefore are the only large publicly owned areas
of the southern or “green” race of the species . Considering the rate of
development of this part of the state, it may well be that VAFB is the only
place where this race of the species will survive into the next century.

5) Because of the widely accepted view that bishop pine stands are
relicts of a once extensive distribution , the stands of bishop pine have
unusual biogeographic value. Study of the genetics and ecology of these trees
will certainly hold at least part of the answer to the history of vegetation
in California.

6) Dense bishop pine forest is the most important habitat on VAPB for
the grey squirrel. Protection of the forests will insure that the grey
squirrel populations are maintained. The dense and relatively tall forests
also provide concealment cover for deer and other wildlife .

7) Last , but by no means of least importance, is the fact that the
pine forests are of substantial aesthetic value. Though the trees are not
of a kind to delight a production forester, they are picturesque and add a
very significant scenic diversity to the base. For at least 26,000 years
the trees have grown in the area of VAFB and withstood the stresses of
nature, and two waves of human invasion. Our generation should not be the
one to destroy these ancient groves.

- 
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Pre sent status of bishop pine on V1~PB -

The data collected during this study indicate that, in general, the
stands of bishop pine on VAFB are in reasonably good condition. The
majority of the areas are young, and the seed crops carried indicate that
there is little danger of extinction should wildfires destroy the stands.
Pests and pathogens are present in the stands , and are killing trees, but
with the exception of two stands the mortality seems to be primarily falling
on the suppressed individuals in dense stands , which is the normal and
expected pattern.

Squirrels can have a significant impact on stands. They eat large
quantities of seeds, and also evidently eat the bark of young trees. The
removal of cones in some instances (e.g. stand 2) is so great that few
cones are to be found on the trees except for the new , and probably still
inedible, young cones; and old open cones without seed. Duffield (1951)
reported that in collecting cones on Camp Cooke (present day south VAFB)
he had a difficult time finding enough cones to measure for morphological
features. He attributed this to squirrel predation.

The recovery in the 1974 burn is satisfactory , al though not nearly
so strong as it would have been if there had been a good crown fire . This
indicates that control burns , to be most beneficial, should be very intense.
An intense fire not only opens all the cones, thus maximizing the release
of seed to the soil, but also kills all the trees. In the long run it is
probably better to start a bishop pine forest off with healthy seedlings
instead of allowing half-dead trees with fire scars to survive.

we could find no evidence that bishop pine stands are actively spread-
ing. If anything the area of bishop pine forest may have receded in the las t
50 years, since there seems to be an abundance of habitat suitable for
bishop pine on which it does not now grow. It should be made clear, however,
that this study produced no direct evidence of stand reduction . The
situation should be watched, but it seems that bishop pine is vigorous
enough to recover from local reductions in numbers.

It is very evident from field surveys that past activities on the base
have not always respected the value of the bishop pine stands. Of f the
Santa Ynez Ridge Road one of the largest and most interesting stands of
young pine was cut into four pieces by a gigantic X bulldozed through it.
It may be that there was a compelling reason to do this, but if so, it is
not obvious . Other less blatant scars are evident in other stands.

Management recommendations

The recommendations to be made for the management of bishop pine are
based on several basic facts :

1) Bishop pine has little, if any, economic potential in native
stands on Vandenberg APE. This does not mean that wood products from the
pines could not be sold for cash, but that it would not be possible to
manage pine as a commercial species and make a profit.

2) The value of bishop pine as watershed protection, and as natural
resource for scientific study and esthetic appreciation far outweighs the meager
cash value of the stands.

6-27 

- -~~~~~~ •~~•‘- -



3) Minimal management is desirable primarily because it will increase
the esthetic and scientific value of the pine stands, but it is also the
least expensive kind of management .

4) There is at present no crisis with regard to bishop pine . The
trend in bishop pine abundance may be downward, but if so, it is at a
slow enough rate to provide ample time (decades at leas~) in which to revise
management procedures to forestall extinction .

Given these assumptions I make the following recommendations regarding
management of the species.

Recommendation 1: Minimal maintenance . Stands of bishop pine should
be unmolested unless there is a very clear and pressing need to disturb them.
I do not recommend thinning of stands . Thinning would increase growth , but
would destroy much of the scientific interest of natural stands. Similarly ,
interplanting of trees in sparse stands is neither necessary nor desirable.

Recommendation 2: At present, no special provision for fire protection.
I am making the assumption, based on data collected in this study , that if
wildfires occurred in the stands sampled recovery would occur vi gorousl y
in most cases, and at least with sufficient vigor to prevent e~:tinction in
all cases. Traditional methods of fire protection,- such as fuel breaks, fire
breaks, and drastic thinning are unacceptable because they are expensive
and would destroy the values which should be protected. More sophisticated
techniques , such as control burning in rotation , are also expensive and , so
far a.~ I know, untested for closed—cone species in a coastal environment.
Consequently, unless evidence can be found for wildfire drastically reducing
the pines, the policy for now should be to take no special precautions.

Recommendation 3: Fire behavior research . The possible value and
potential of fuel management for protection of species on VAFB depends a
great deal on how fires behave on the base . Since the possibilities for
direct experimentation are limited, it may be appropriate to undertake basic
research on potential fire behavior. For example, a sampling program could
be undertaken to predict fire probabilities and intensities by determining
the amounts of fuel in different age chaparral and coastal sage scrub, and
field n’c’isture levels at different times of the year. Obviously off-base
personne) would have to conduct much of this work .

Recoimsendation 4: If trees are planted, they should be from seed
obtained on-base. A great part of the interest and potential value of bishop
pine arises from the tremendous genetic variability it possesses, including
the presence of local races. According to William Critchfield, Forest
Geneticist ‘~:ith the U. S. Forest Service at the Pacific Southwest Forest and
Range Experiment Station, seedlings derived from non-local sources should
not be planted among, or even adjacent to, natural stands. This is because
of interbreeding which can so confuse the genetics of local populations as
to make them useless for scientific study.

Recommendation 5: Establishment of small—scale plantings of bishop
pine from seed collected on base. I believe that there is little chance
of drastic reduction in pines in the next decade or two. However, it would
be wise to maintain a few plantations of bishop pine derived from local
VAFB seed as a reserve, in the event that a series of disasters reduces the
populations . Since fire is the most likely cause of extinction, the
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plantations should be in areas relatively safe from fire . What might be
ideal would be to plant several rows or groves of trees in the cantonement
area. For added scientific interest , diff erent rows might be selected
from different sub-populations on base, or even collected from parents
of known characteristics. The plantations would then be scientific
experiments as well as a reserve of trees and source of seed. I believe
that the U. S. Forest Service research personnel would cooperate in
propagating the necessary stock.

Recommendation 6: Briefing of heavy equipment operators . The re are
many areas of biological interest on VAFB, including the pine stands. A
map should be prepared identi fying all of the areas with natural values
that deserve special protection. All areas of bishop pine should be so
classified. Whenever projects or even routine maintenance is planned in
areas designated for special protection, the operators of equipment should
be briefed regarding proper methods of minimizing impact. Many of the
scars on VAFB seem to have been created because sufficient care was not
taken.

Recommendation 7: Observation and monitoring. While I have concluded
that bishop pine is reasonably safe from drastic reduction, this conclusion
must be considered tentative. It will be necessary to monitor the condition
of the stands on VAFB from time to time to insure that there is no major
change in the situation. Should wildfires occur in the pines , every attempt
should be made to obtain information from the burn which could be used to
predict the possible fate of other stands. Ideally, the base should
immediately let a contract to a qualified ecologist to follow up on the
recovery of the stand from fire. Short of this, efforts should be made
to alert interested parties to the fire , and to provide persons with the
necessary authorizations and logistical support to carry out studies on the
burns.

Recommendation 8: A controlled burn might be considered. While at
this time there seems to be no need for controlled burning to maintain the
stands or for fire protection , it may be advantageous to carry out a test
burn , provided that certain problems could be overcome. In particular,
I do not believe that fi re breaks can be justified unless they encompass
a very large area. However , construction or wildfires might isolate a stand
which could be burned without the need to engage in major landscape alter-
ations . In such a case, a controlled burn might be considered. Should a
controlled burn be undertaken, the provisions of recomendation 7 would apply.
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APPENDIX

THE BIOLOGY ~ND SIQ~IFICANCE OF BISHOP PINE

Taxonomic relationships of bishop pine

Bishop pine (Pinus muricata D. Don) belongs to the subsection Oocarpae
of the genus Pinus according to the classification scheme of Little and
Critchfield ( 1969) . This group includes Monterey pine (P. radiata) and
knobcone pine (P. attenuata) in California and four species of pines
found in Mexico. All of these species are characterized, to a greater or
lesser degree, by cone serotiny, that is, by having cones which do not
open upon maturing, but rather remain closed for many years, opening
readily only when heated by fire. For this reason the species in this
group are commonly known as “closed-cone pines.” This closed-cone trait
also occurs in other less closely related species of pines .

The bishop pine is most closely related to Monterey and knobcone pine,
• but is readily distinguished from them by its two-needle clusters . It is

particularly close to the Monterey pine and is reported to hybridi7~ with
it (Mason 1949). These two species have almost certainly recently diverged

-: from a common ancestor.

Bishop pine is one of the most variable species of pine anywhere in
the world. This variation is present both within and among populations.
A large part, probably the greater part, of the variation even within
a single stand, is the result of genetic variation. This is most evident
in the cones , which vary strikingly from one tree to the next.

Cone differences are also quite pronounced between the island pop-
ulations on Santa Cruz Island, and those on the adjacent mainland, as on
Vandenberg MB. The island populations tend to have more nearly symmetrical
cones and very reduced spines on the cone scales. The cones also tend to
be borne at right angles to the branches. The mainland populations , as at
Vandenberg MB, tend mostly to have the cones reflexed (bent down along the
branch) with stout spines on the outward part of the cone , producing a very
assyinetrical cone. However , both of these types occur both on the mainland
and on the islands , and intermediates are present at both places.

!4asun (1930, 1949) described the island form as a separate species ,
calling it Pinus renorata. Both Mun z ( Munz and Keck 1969 , Mun z 1974) and
Smith (1976) , standard references for the flora on Vandenberg MB , retain
Pinus remorata. Other authorities (Hoover 1970, Duffield 1951) consider
that P. remorata is only a form or variety of P. muricata. This confusion
means that Vandenberg Afl has either one or two species of pines , depending
on which authority is followed. In this study , care was taken to note
the remorata type when it was encountered. Cones like those of remorata
were found on trees in the Pine Canyon stand. However , I believe it is most
appropriate to consider all of the trees on VAFB to be P. muricata.

The study of morphology (Duffield 1951), turpentine chemistry (Forde
and Blight 1964, M ir -v  et al. 1966) and crossability of the sub—groups of
bishop pine (Critchfiel-i 1967) have all led to the recognition of geographical
races. According to Mi rov et a].. (1966) there are at least three chemical
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races of bishop pine. A northern race which occurs north from Sonoma
County , a central race f rom Sonoina County to Monterey County , and a
southern race from San Luis Obispo County south . The island population
on Santa Cruz and Santa Rosa are also said to be distinct , and fo rm a
sub-type within the southern race . The northern and southern chemical
races correspond to the “blue ” and “green” geographical races (respectively)
established on morphological grounds .

The northern blue race has bluish foliage, reaches larger sizes and
greater ages (as much as 250 years), grows straighter, and tends to have
less pronounced closed—cone behavior. The southern trees are shorter lived ,
smaller, much more branched, and generally have cones which do not open
readily except after fire. Very surprisingly , these two races within the
same species are extremely difficult to hybridize (Critchfield 1967). Pines
are known for the ease with which they form inter-specific hybrids. The
failure of crosses within a species is therefore very unexpected. On the
basis of this evidence the southern race of bishop pine must be thought of
as approaching a separate species. From this point of view,it is one of
the rarest trees in the United States.

Paleoecology of bishop pine

Bishop pine or species closely related to it are well represented
in the fossil record in California, indicating a long history of these species
in the region. Axelrod (1967, 1975) provides the most coi~~lete discussion
of the prehistory of bishop pine and the closed—cone forest generally.
According to him (Axelrod 1967) the lineage of bishop pine extends at
least into the middle Pliocene (roughly four million years ago) , and very
likely back to the early Miocene (roughly twenty million years ago) . The
immediate ancestor of bishop pine has been given the name Pinus masoni.
Bi shop pine may have evolved in the uplands of the interior , and then
migrated to the coast as the climate became drier. However, the more recent
fossils were found at sites and in sediments that indicate that bishop pine
has grown along the coast for a long period of time . Fossil cones of bishop
pine, including those of the remorata type, have been found along with
Monterey pine cones near Point Sal just north of VAFB. These cones , dated
at about 26,700 years before the present , prove that bishop pine has had a
long history in the vicinity of Vandenbe rg MB.

Some of the fossil localities for bishop pine and other closed-cone
conifers are at places (e.g. Ventura , Rancho La Brea, San Pedro ) quite
distant from the nearest present-day stands. This, plus the relative
abundance of pine fossils , has led Axelrod (1967) to suggest that the closed-
cone pine forest was more widespread in former times . According to him ,
a “ con tinuous closed-cone pine forest (may have ) blanketed the outer coast
and islands . . . as recently as 14500 to 12000 years ago” (Axei rod 1967) .
From this point of view, the present stands of bishop pine are regarded as
relicts of a formerly widespread type.

It is also possible that the bishop pine stands might have been
considerably more widespread in recent centuries than they are at present.
While it is unlikely that the area of Vandenberg MB was a continuous pine
forest two hundred years ago , the impact of settlement may have reduced
the extent of the stands. The early settlers in the region might well have
been attracted to the bishop pine as a nearby source of softwood lumber or
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posts . Heavy grazing can also be very destructive to pine stands, as may
be dramatically seen today on Santa Cruz Island. Localized cutting plus
frequent fire and grazing might well have greatly diminished or exterminated
stands in some areas. On Vandenberg AFB there seem to be many sites which
could support bishop pine but which have only a scattering of pines or none
at all. It may be that these areas were pine forests in pre—settlement
times. Without better historical information or further observation and
experiment this must be considered only a possibility.

Ecology of bishop pine

Site pre ference. It is obvious from even casual inspection that bishop
pine does not occur randomly in the landscape. At the broad geographical
level, it is always found close to the coast, and apparently depends in some
way upon the moderating influence of the ocean . Most likely it requires
merely that cool temperatures, overcast skies , and f requent fogs reduce
transpiration below that which prevails further inland. There is also a
marked tendency for stands to be best developed, or in some cases limited
to north-facing slopes , another circumstance suggesting that they are
intolerant of extreme dessication. It may also be that the species is frost-
sensitive, though it seems likely that most stands must experience at least
occasional periods below freezing. However , as with some other plants
(e.g. saguaro cactus) it may be that the species is intolerant of prolonged
freezing, a condition unlikely in a coastal location. Shelbourne (1974)
report s that bishop pines from several localities along the coast were planted
south of San Francisco for an experiment , and ~iere subjected to seven to ten
days of f reezing temperatures with a minimum of -8.3°C. All of the bishop
pines , except those from Humboldt and Mendocino County, suffered some damage .

While in any small area the bishop pine seems to show very strong soil
pre ference , it definitely cannot be said that the species is severely
restricted with regard to ecological substratum or soil type. On Vandenberg
MB it is most abundant on young, poorly consolidated sandstones, but it also
occurs on shales as at Pine Canyon and in the nearby Purisima Hills. On
Santa Cruz Isl~nd there are populations on three distinctly different geo-
logical substrates , including a volcanic formation . Plantations in Englan d ,
New Zealand , and Australia , and individual specimen trees or small experimental
groves planted at various places in California also show that bishop pine
can grow on many different soil types, and tolerate di fferent climates. Of
course , most plants can be cultivated on a much wider variety of sites than
they can successfully occupy under natural conditions, but such plantings
strongly support the hypothesis that exclusion from sites dominated by other
species is more likely the result of long—term competition than exacting
requirements for a particular substrate.

A thesis emphasizing the subject of soil preference by bishop pine
is in preparation by Mr. Ken Cole formerly of California State University,
Los Angeles , and now at the University of Arizona. This manuscript was
unavailable at the time of writing.

A safe generalization is that bishop pine tends to occur on sites which
cannot be success fully occupied by other tree species , for these sites tend
to be less favorable . For example , on Vandenberg MB cak forest dominates
the valley bottoms and slopes with what appear to be richer , finer textured
soils, while the bishop pine is most abundant on steeper slopes and on the
acid and almost certainly nutrient—poor sandstone—derived soils. This pattern
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of conifers occupying less favorable sites than their broadleaf competitors
is repeated in many places in the world , including the humid tropics
(Whitnore 1975) .

Seed release, seedling establishment, and early growth. Bishop pine
is a closed—cone conifer, with cones described in botanical terms as
“serotinous.” This means that they do not open at maturity, but rather
persist on the tree in a closed condition for many years. This trait, as
discussed in another section , is found in quite a number (probably at
least 20 species) of conifers in a variety of ecological settings around the
world. The coxmron feature of all closed—cone trees is that they experience
crown fires at rather frequent intervals. Natural selection has apparently
lead to the adoption of the serotinal behavior as a means of exploiting the
habitat opened by fire.

Individuals in past times whose cones were not serotinal would, of
course, have established seedlings without fire. But most of these seedlings
would have been killed by fire. The trees that retained closed cones would
then have relatively more seed available to repopulate the burned forest.
So long as fires were frequent enough that the maturation of seedlings
established at times other than after fires was unlikely , the evolutionary
pressure must have favored the closed—cone habit. -

The bishop pines on VAFB very definitely show the closed— cone character.
• As a result , the vast majority of trees became established after fires, and

the stands tend to be even-aged. But although most cones will open only
gradually and partially without fi re , cones on dead branches will open if
exposed to the sun. Others are attacked by squirrels , and a few seeds
made available in this way . Bulldozing or cutting of trees gene rally results
in some cones being broken and scattered about. As a result , it is not
uncommon to observe seedlings and saplings of obviously younger age growing
among older even-aged trees dating from a single past fire .

On VAFB this non-fire related establishment does not seem, on the
whole , to be or have been of major importance. However, on Santa Cruz
Island, past records as well as current observation make it clear that areas
of bishop pine once badly degraded by sheep grazing are now dense pine
forests without there having been any fires. This can only have happened
if there had been substantial seedling establishment without fire . While
it may be that the island forms of bishop pine are different in this respect
from the mainland trees , it is reasonable to hypothesize that even on V1~FB
fi re may not be absolutely necessary to maintain bishop pine stands .

The nr’r thern populations of bishop pine are reported not to have so
marked a closed cone behavior. The pines on Santa Cruz Island seem also
more likely to have opnn cones though nearly all trees would still
definitely deserve to be called closed-cone trees. On VAFB, few open cones
are to be seen except on dead branches. However, at least one tree in the
Pine Canyon area was observed to have large numbers of open cones, including
ones on relatively young branches. This tree was of the remorata type . - -

When fires do occur , the cones open as the result of the melting of
the resin cementing the cone scales together. Observations by Mahrdt
(pe rsona]. communication) during the experimental burn of 1974 indicated
that many, perhaps most , of the cones open at least part way during or
i tnmediate ly afte r f i re . But winged seeds require some agitation to be
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dislodged f rom the cone , and seed fall is probably protracted for weeks .
In the 1974 burn , not all the cones were heated enough to cause them to
open at the time of the fire , and some of these have gradually opened
since , resulting in at least some seed dispersal evidently taking place
two or more years after the f i re .

The seeds of bishop pine are small and winged, and could , under the
proper conditions, be blown considerable distances . The vast majority,
however , f all di rectly beneath the trees . For example , no seedlings of
bishop pine have been observed to have established in the mineral soil expo~eb
by a very large fire break around the area of the 1974 burn. On the
other hand , it has been noted (Metcalf 1921) that bishop pine in the
northern part of its range is an aggressive invader of old fields.

Seedling establishment on VAFB is probably most likely in late
winter and early spring. Observations on VAFB and reports in the literature
seem to indicate that bishop pine seedlings , like those of many conifers
probably do not establish well in dense litter, and this is undoubtedly
another one of the reasons that seedling establishment in dense stands
is low except after fire .

Early seedling survival has been estimated f rom observations in the
1974 burn . Seedling counts in 1975 and 1977 showed that only 38 of 110
seedlings survived, indicating mortality of about 60% in two years . The
survival was , however , patchy.

Well established seedlings grow rapidly. In one area of the 1974
burn about 42% of the two and a half year old seedlings were 50 centimeters
or over in height , with 107 centimeters being the largest height recorded.

Cone production begins early in bishop pine. A three year old m div-
idual with a single cone has been noted , but so far none of the seedlings
in the 3.974 burn have produced cones. Open-grown saplings about seven
years old which dated from destruction of a portion of a stand by a bulldozer
were noted to have many cones.

Later growth and maturity. The growth of trees in dense stands rapidly
declines as the canopy closes. In some circumstances “dog’s hair” stands
form which are reminiscent of the dense areas of reproduction sometimes
found in ponderosa pine. In such areas , expression of dominance seems to
be gradual , and the trees will generally be reasonably straight. But in
older and more open stands the trees develop flat-topped spreading crowns ,
and a central axis is lost. In exposed locations, the trees may be wind—
shaped, with a pronounced lean. In other cases,where the trees grow as
scattered individuals, the trees branch at or near the base to form bush-
like individuals. This tendency for branching and spreading growth is at
least in part hereditary, as the northern forms are much less prone to have
poor form .

Bishop pine does not seem to be a very long-lived tree. The oldest
tree found on VAFB was 72 years old. On Santa Cruz Island, which has apparen tly
not had any major fi res for many years , the older trees often show signs of
senescence. In the Pine Canyon area of VAFB where the oldest stands are
located Cc. 60-70 years old) , many dead trees are present. Othe rs are alive
but show evidence of heart-rot. It is doubtful that natural stands would be
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healthy beyond an age of 100 years. The short life-span of bishop pine
is not surprising since Monterey pine, its close relative, also is known
to be short-lived.

Dead trees also quickly succumb to wood rotting organisms and termites.
Trees dead less than three years in the 1974 burn are beginning to fall
down as the result of termites and rot destroying the main roots .

Fire and mature trees. As has already been discussed , the natural
pattern under which the bishop pine evolved must have included frequent
destructive crown fires. Such fires are made more likely by the tendency
for bishop pine to grow in dense stands. Such crown fires would almost
inevitably kill nearly all trees. Bishop pine probably did not very often
expe rience light ground fires under primeval conditions . If it had , it
probably would not be a closed cone species , since light fi res favor
individuals that shed seed each year.

However , under current conditions , it does sometimes happen that fires
will burn through a stand without producing a crown fi re , as may be readily
seen by the “cat-f aces” (fire scars) on large trees. An example is a stand
of t rees just off Radio Receiver Road near the 1974 burn . It is also
possible for fires to burn in a complicated pattern , leaving pockets of
olde r trees in the midst of a younger stand. Such an area lies to the east
of Lucio Road in South Vandenberg .

The southern form of bishop pine rarely occur in mixed stands with
other trees. On VAFB an occasional oak may be found among the pines ,
especially where the pines occur in steep canyons . In a few instances
toyon bushes large enough to be called trees were noted.

It seems that the bishop pine is a species adapted better to coexistence
with shrubs than with other trees , and this accounts, in part, for its
adaptations to crown fires. Nearly all stands on VAFB have at least some
shr ubs in them , and in many areas the pines occur as individuals scattered
in the chaparral. The most common associates of the bishop pine are the
interior live oak (Quercus wislezenii) and Pecho mountain manzanita
(Arctostaphylos pechoensis var. viridissima).

Economic value. Bishop pine has been a commercial species in the
northern part of its range , but use of the southern stands has probably only
been local . At present the re is no commercial use of the southern stands
(Critchfield , personal communication). Aside from use as fi rewood and posts ,
it does not seem likely that any commercial use of natural stands will
develop. ~~wever, in natural conditions bishop pine tends to occur on poor
soils. When planted on better soils , the growth of bishop pine is often
phenorr~-’nal , and it has attracted considerable attention as a possible forest
plantation species, especially in New Zealand , Australia, and England
(Fieldi ng 1961, Shelbourne 1974 , Everard and Fourt 1974) .

So far ,  planting of bishop pine has been much less than that of its
- - 

close re lat ive , Monterey pine , which now is a major part of the forest
industry in New Zealand , Australia , chile , and other countries. But since
the characteristics of bishop pine are much like those of Monte rey p ine ,
there is good reason to suppose that bishop pine mi ght some day come to be

f much greater importance than it is at present.
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Evidence from existing plantations (Doran 1974 , Shelbourne 1974) seems
to suggest that on the best sites bishop pine is not quite so productive
as Monterey pine , although it seems to be hardier, and is probably more
productive on poorer soils and at higher elevations. It has also been
found that the northern , or “blue ” race , is generally bette r suited to
cultivation (Doran 1974, Shelbourne 1974).

Considering the potential of bishop pine for use in forestry, it is
important that natural stands be maintained as sources of genetic material
for selection and breeding. Even though the southern races have not yet
found favor as plantation species, they may be invaluable in breeding prograxr~.~.
This is especially likely if the goal of such a breeding program would be a
tree adapted to less fertile or dryer sites.

D. B. Fourt (personal communication 1977) has suggested that the unusual
chemical composition of the turpentjnes of the southern races may be
potentially of value “in the production of essential oils, flavors, or
scents .”

Scientific and esthetic value. The extraordinary variability of bishop
pine has already been discussed. This extreme variability and the presence
of genetically isolated forms makes the species unique among the pines of t~~world , and therefore of considerable interest to tree geneticists and pop-
ulation geneticists. It is certain that much can be learned from a detailed
study of the population genetics and geographic variation of bishop pine.
Since such studies depend heavily upon the availability of stands across the
entire range of the species , it becomes important to maintain as many of the
populations as possible in a natural condition. This requires that the
genetic makeup of the population not be disrupted by the interplanting of
strains f rom other portions of the range (Critchfield 1977 , personal communication) .

Plant geographers and plant ecologists also find the species of interest ,
both as a representative of the closed-cone conifer forest that is once
believed to have dominated coastal Ca1ifornia~ and as a modern day example
of a tree species adapted to existence in what is (in the southern part of
its range) predominately a chaparral and oak woodland environment.

Finally, there is the esthetic value of bishop pine . It is tempting
to become poetic at thic point and speak of “ancient denizens of the fog-
bound coast” or “lichen-clad relics of the time when mainmoths ruled in
Loinpoc. ” Such temptations will be bypassed and it will simply be stated
that there is no doubt that many persons would ascribe a very great esthetic
value to the bishop pine in its natural and undisturbed setting. Protection
of the stands could be justified on these grounds alone.

DESCRIPTIONS OF THE STANDS

In this section a brief description of each of the stands sampled will
be given . The stands are located on sections of the VAFB map in figures 1
and 2. The areas sampled and number of trees measured are shown in Table 1.

In the following discussions , the distribution of ages indicated for
each of the stands is based on ring counts of increment oores. Bishop
pine is a very plastic species , arid it is able both to withstand considerable
suppression, and also to grow very rapidly when released from suppression.
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Interpreting age from ring counts in such a species is necessarily subject
to error , especially for the trees showing extremes in growth rate. In
many of the stands , suppression is extreme , and there may be a tendency
to underestimate the age in some cores. Some of the range in age noted in
the stands may arise from such difficulties. However, bishop pine can
establish seedlings over a period of at least two years after a fire, as
has been noted in the test burn on the base , arid seedlings will also
occasionally establish at other times . For this reason, it seems safest
to stage stand ages as ranges rather than specific numbers . In the graphs
in which stand features are plotted against age , the most likely predominant
age has been selected.

The comp ass headings indicated for each transect are recorded as
degrees clockwise from magnetic north.

Stand 1

Stand 1 is situated west of Santa Ynez Ridge Road approximately
one—half mile south of Radio Receiver Road. It is located on a flat
r idge top immediately adjacent to the roadway.

The trees are homogeneous in form and age. They are healthy,
erect, single-stemmed individuals between 22—25 years of age. Evidence
of severe squirrel predation and previous bark beetle predation was noted.
The shrub cover is moderately dense.

Two 30 m traz~~ect s were laid out end to end along 326°. They were
each sampled to a width of 1 in on both sides.

Stand 2

Stand 2 is located one—half mile northwest of the Pine Canyon Gate.
The sampling area is situated on the northwest facing slope of a small
northeast oriented side canyon off Pine Canyon proper. The slopes of
the smaller canyon are steep with an angle of 34°.

The stand on the northwest slope is open. The oldest trees of all
the stands sampled a~.e found in this stand. The ages are varied , ranging —

from 40-75 years, but the majority of trees are between 60-70 years old.
The tree forms are quite variable as well. They may be large , erect and
single-stemmed, or they may be knarled , twisted and highly branched. Most
of the trees are infected with galls and have had most of the cones removed
by squirrels. A large area approximately 100 m2 within transect 2 was
completely r are of cover except for the presence of 24 charred tree stumps.
No other signs of previous fire were noted. The shrub cover is also sparse.
Two herbs were noted in the transects, the bracken Pteridium aquilinuxn
and deerweed, Lotus scoparius.

Two transects were sampled in this area. They were both aligned
down the face of the slope . Transect 1 was oriented along 304° and
Transect 2 was oriented along 282°. They were each 25 in long and w~ re
sampled to a width of 15 m on both sides to total an area of 1500 in
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Stan d 3

Stand 3 is located on the southwest facing slope of Spring Canyon
and is southeast of SLC #4. It is approximately 425 m from Transmitter 3
along the ridge top .

The stand is sparse but healthy. The trees are highly branched at
the base and bear large numbers of cones. No animal predation was noted
in this area. Two age classes are represented on the slope. The few
live fire-scarred trees present are 40—47 years old , but the majority of
trees are between 10—15 years old. Non e of the older trees occurred in
the sample.

The shrub cover is dense. Two 30 in transects were aligned with the
slope at an angle of 120 and oriented along 222° . They we re each sampled
to 15 m on both sides to total an area of 1800 m2 .

Stand 4

Stand 4 is located on a northeast facing slope 15 m from Stand 3
on the opposite side of the same ridge.

As with Stand 3, many indications of fi re are present . There are
two age classes. The older trees outside the area sampled are fire—scarred
and are approximately 43 years old. The younger trees that are within
the transect area are 10-15 years old. The character of Stand ~ is very
di fferent from Stand 3. The trees in this dense stand are smaller, thinner,
and single-stemmed. This stand is one of the least vigorous sampled. Most
of the trees exhibit yellowing leaves and many trees are recently dead.

The shrub cover is sparse. Two 15 in transects were oriented across
the face of the slope at an angle of 5° and with an orientation of 330° .
They were aligned parallel to each other and were each sampled on both
sides to a width of 1 in. A total area of 60 m2 was sampled.

Stand 5

Stand 5 is located 210 m northwest of the Arguello Blvd. and Santa
Ynez Ridge Road intersection on a relatively flat ridge top.

The stand is very dense with thin single-stemmed trees which have
their leaves restricted to a few upper branches. There is little cone
production and the trees show signs of squirrel predation. Many charred
cones litter the forest floor as do the remains of burned Ceonothus
impressus. The stand is homogeneous in age and is between 13-15 years
old. The shrub cover is moderately dense.

One 30 in transect oriented along 241° was sampled to a width of 1 in
on each side . The total sample area being 60 m2 .

Stand 6

Stand 6 is located along the east side of Lucio Road 100 in from the
road’s intersection with Arguello Blvd. The forest floor slopes toward
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the east at an angle of 10° for 40 in, and then slopes upward again at
the same angle to fo rm a shallow canyon.

The stand consists of large trees in moderate health. Although
the canopy cover is dense , the forest is fai rly open . Cone predation
by squi rrels is severe . The trees are unifo rmly 30-35 years old. Only
one charred tree stump was noted as an indication of previous f ire
within the stand.

The shrub cover was sparse and clumped to moderately dense. Three
30 m transects were sampled. The first was oriented along the canyon
bottom at 335° . The other two transects were laid down approximately
pa rallel to each other down along the west facing slope . Transect 2 was
oriented along 291° while Transect 3 was oriented along 286° . They were
each sampled to 1 m on both sides to total an area of 180 in2 .

Stand 7

Stan d 7 is located 40 m northwest of the road end parking area of f
Lucio Road. It is situated on a relatively flat ridge top that slopes
gently to the northwest at an angle of 5°.

The stand is moderately dense and is similar in character to
Stand 6. The trees are large arid the forest floor is open. There is
evidence of heavy cone predation and moderate bark predation by squirrels.
There are a number of dead saplings remaining erect.

A few charred cones are present in the leaf litter. The trees are
uniformly 18-20 years old.

Th~ shrub cover is very sparse but there are a number of scattered
herb species. There are also a few live seedlings of ~~. wislizenii.
There was an abundance of Rhus (Toxicodendron) diversiloba in the stand
but none occurred within the transects. The herb species present within
the transects were Saturej a douglasii, Salvia spathacea, and Galuiin sp.
Three 30 in transects were sampled in the approximate direction of the slope .
Transect 1 was oriented at 310°. Transect 2 at 302°, and Transect 3 at
298 ° . Each transect was samp led to 1 in widths on both sides to total a
sampled area of 180 in

2
.

Stand 8

Stand 8 is located approximately 300 in northwest of the Lucio Road
parking area. The stand is situated on a southwest facing slope at an
angle of 3QC~ The trees of this dense stand are uniformly 19—2 0 years
old. They are vigorous , single-steriuned individuals , but many of them
have been infected by cankers . There is very little evidence of cone or
bark predation by squirrels in this stand. A few charred cones present
in the leaf litter are the only indications of previous fire .

The shrub cover is low and fairly dense .

Two transects were sampled across the face of the slope . They were
parallel to each other and were oriented along 118°. The first transect

L - 
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was 20 in long , and the second, located 5 in further up the slope from

- the first transect, was 10 in long. Both sides of the transects were

- 
samp led to 1 in widths with the total sampled are a being 60 in
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Nonlinear Guidance for Mr—to—Air Missiles

by

J.F. Andrus

ABSTRACT

The problem is that of on-board , real-time guidance of an air—to-a -f r

missile engaging an accelerating target vehicle. It is assumed that the

notion of the target can be predicted. Optimal guidance methods are

developed starting with nonlinear translational equations of motion. The H

performance i ndex to be minimized is the sum of terms representing the

square of the miss—distance and the integral of the sum of the squares of the

rates of change of angles defining the direction of the instantaneous velocity

vector of the miss ile.

First a guidance method , based upon a series expan sion of the con trol —

as a function of time , is developed for the case of three dimensions and

variable VM, where VM is the magnitude of the velocity of the missile. It

is assumed that VM is known as a function of time.

Then a second optimal guidance method is developed which is based upon

a closed-form solution to the two—dimensional translational equations for

the case of constant V~1. The guidance command on each guidance cycle is

obta -~ned from the simultaneous solution to two equations which involve

elliptic integrals .
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INTRODUCTION

The rapid development of digita l computer technology and improvements

in estimation methods now make it possible to incorporate sophisticated real-

time guidance algori thms into the control systems of air—to-a ir missi les.

This report develops nonlinear opt imal guidance algori thms for two- and

three-dimensional encounters . The development is based upon the asslsnption

that the time—history of the target can be estimated reasonably accurately.

The new guidance methods are expected to be more accurate than proportional

navigat ion which is non—optimal for the cases of accelerating targets and

nonlinea r systems. 
- - -

- - - - - 

THE MODEL

- 
The coordinate system to be employed is shown in Figure 1 where the

angles , 
~A 

and cit, define the direction of the instantaneous missile

velocity vector.

Fig 1. Coordinate Sys tem

The equations of relative motion of the target and missile are
-~~ _l

R = V1(t) - VM(t)p(r)

where
~~~

• 
‘
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and ~1(t ) Is the predicted time-histo ry of the velocity of the target (th e

predictions may change between guidance cycles). Likewise VM(t) is the predicted

time—histo ry of the velocity magnitude of the missile, the vector is the

difference between the positions of the target and the missile. It defines - -

the line-of—sight. It is assumed that the initial values , ~ and ~0,are

known.

The control will be ~~~~ and the performance index to be minimized is

J = ½k~~(Tfl~ + ½iI~~
2dt

where T is time—to—go . The index includes the square of the miss-distance

andan integral of the square of the magnitude of the control vector. The

integral is incl uded as a penalty term in order to prevent unreasonably large

control conmiands which would be impossible to implement or which would

lead to large losses in the energy of the missile.

CONDITIONS OF OPTIMALITY

In summary , the control problem is defined as follows :
-.~~ -& .~~ -~R = V T _ V M p(V)

~~~

•
a = ½u U

Mm J = ½k~
T
(T)~ (T) + ct (T )

u,T

The necessary con diti ons of optima li ty wi ll now be derived usin g the Mi n imum

Principle.

The H ami l ton ian  is:

H = .tT(c_V M~) + ~~~ + ½~~
T
~t

where ‘~~ , ~~~, and ~ are the costate variables .
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The costate equations are :

X = _ (~H/a~)T , 
f~~~~~

= _ (~ H/~j~)T
, j i f =  -?H/~~

For the parti cular problem the equa tions are:
—~~ ..~~ • T—~ 

‘
= a ,,c= v,~A A , 9

5= 0

where A =

The transversa lity conditions are
(d J/a ~~~~ ) 

~ , ~7r) (~ 3/a r(-r))7
~

Ø~-r) ~J/~d(r)~ I-I tr)
For the par ticular prob lem the la tter con ditions are :

V7)~~k R’(T,~, ~~(i) ~~~ ~~
‘(T,1=1 ,

The costate and transversality equations -imply

~~(t) 1.

k ( V
~~r

-V ) N 1-
~~~~~~~~~I~~~~

t
F
l~~~~~~

=o (1)

where the subscript F indi cates evaluation at the final time T.
.-~~ -~~TThe condi tion -~/~u..z~o defines the optimum control . This

condition yields 
,~~~~~~

-f-
~~~~~~~ 12 - O  1.~~~~ .

-

Since ,~~~~~~~~~
‘ 

~ so that equation (1) gives

The physical interpretation of the latter condi tion is that, at the f inal

point of the optimum trajectory, the rela tive pos i tion an d veloci ty vectors ar e

orthogonal . This situation is illustra ted in Figure 2. If 
~M is several

times l arger than ~~ , then the fina l veloci ty of the mi ss i le w i ll be

nearly orthogonal to the line—of—sight.
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- —  _ — --V -— -- — - --—— ___~ ~~ _ - —V _ _ V ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~

~~RF~~
!
~T~~

RPtF

I

Figure 2. Final Relative Positions and Velociti es

In order to elimin:tej~ from the problem, one may differentiate both sides

of the equation f’ — / 3  with respect to time and then employ the costate

equation R’~~ 
to obtain [‘=—/ ~V4 14 

~F
In summary , the necessary conditions of optimality are:

c-a )
r~~~

- k v c t) A T
~~F ~~~~~~~~)

wi th boundary conditions

, P(ô)-~~~~~~~ T’(T)= O
, ~~~~~~~

Recall that A is a ma tr ix whose elements depen d upon /‘

The above conditions give a well -defined two—point boundary—condition

prob lem whi ch cons ists of determ in in g values of T, I’(&, and R
F 

wh i ch

will satisfy the equations 
~~~~~

. ~ ~ 
and

wi th J ’ being the solution to equation (3). There are six unknown5and
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six equations to be satisfied .

The two—point boundary-condition problem described above can be solved

numeri cally; e.g., with quasi—lineari zation. However , we will proceed

with the development of two alterna tive methods . One procedure will be based

upon a series expansion of fl t) about the final time . The other method

will make use of elliptic integral solutions to equations (2) and (3). The

latter solution is based upon the assumption that VM is constant on each

guidance cycle and that all motion is in a plane .

AN APPROXIMATE SOLUTION

In order to obtain an approximation for f ’( t )  , it w l l  be expanded

in a Taylor series through third—order terms about t=T . Additional terms can be

taken as necessary ; for example, a particularly simple expansion can be obtained

through fi f-th.’order terms for the case of VM constant. The expansion is about - - 
-

_~.1

the fi nal time because the condition P (T) - 0 leads to simplificat ions, Employing

equations (3) and the condition f’ (T)z O , it is easily shown that

ç A~~ç~ A~R~ . 

—

J~ssuming the remainder terms to be relatively small , we have the approximation

[~~~
t)

~~~ / ÷ (T - t )1~~÷~~~, (T-c)
~~~~

-
~*(

T_tf
~~

so that

(Li
)

For the case of VMF=O~ 
the formula becomes especially simple.

Simi l arly may be expanded. The time derlvativeswill first be

ex presse d :

~ 
= Af 0 

1~ ‘

~~~~~

-

~~~~~~~fr 1T /
~

F’ ~~ A r A~ 
RF 



F.- — -V- --—~ --— 
~~~~~~~~~~~~~~~~~~~~ 

VV~~ -V _—__ - V_ - V - - V  •~
_

~
VV_  _VVV 

~~V VV

~ 
- -

~~~~~~~~~~~ J~~ 
A~~~~ 

= AV
~F

AF AF ~;
Therefore ,

- ~f ( T t A ~A~~ ~~~~~~~~~~ ~
Eauations (2) may now be integrated as follows : .

~~~~~~~~ 

- (j~~it),~ ~~~~~~~~~~~~~~
Setting t=O in equatior~(4) yields 

0

(i;)

The un known vec tor AT 
~F 

will  be el imin at,ed between equations (5) and (6).

Solv i ng equa tions (6) for 4*J4~~ and substi tuti ng into equations (5) ~ ivc-~

T 
(7)

~ V~F L  (T-t)~V ~ +~~V~F~
[(T-t) 

~~~~~~A~(i~~
- J )

Substi tution of the right-hand members of equations (7) into equations

(6) gives 
• p T~~ T

Equations (8) are two equations in the two unknow n components of

All other quantities are theoretically known i f we assume T is computed numeri-

call y i n some ‘-outside loop ” which minimizes miss—distance with respect to

I assumi ng depends upon T through equations (8). (It is also possible to

solve for and T by simultaneous numerical solution of equations (8)
F

and the condi tion Rv P R F. .
~

O wi th given by equations (7) and

— given by equations (2).)

7-9

_ _ _ _  _ _ _ _ _ _ _ _ _ _ _  A



-~~~

Once and T have been computed, the con trol ~:t [’ can be calculated

-~ - from the following equations obtained by differentiating both members of

equations (4):

with coming from equations (7).

The problem of obtaining a gutdance command is essentially that of

numerically solving the two nonlinear equations (8) for 
~~~~~~ 

and

Integrals , such as ~~~~~~~ can be easily computed if VM (t) is approxi-

mated by means of an elementary function. In order to simplify equations

(8) , it is observed that

7 ~~~~~

. 

~~~

.
. 0

A - L- -

~~~~~

. - 
;

.
. a,

. .

A~A~ 
[
~ ~~~~ ]~~P(ç ) 

,
Therefore, equations (8) may be wri tten as

where r

~~ ~~~~~~~~~~~~~~~~
~ k Ev~ 

T
fr-t~~~~~fr~~ ~

Lctting ~7z Z , ’(~~,/~z,),the equations can be written in terms of

components as follows :

a -  ~0)( ~~~~~~~~~ ‘°~
- 

~~~~~~~ 
— 

~~~~~~~~ F (q-J3)
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If one wishes to decouple equations (9), it is possible to solve equation

(9—B) for in terms of and then to substi tute into equation (9-A)

in order to obtain an equation involving alone .

In the planar case , we may take and a~=O , in which case

equation (9—B ) -is trivially satisf ied and equation (9—A ) reduces to the

equation
(L ) (

~AF~~ AO)

whi ch can be solve d for ~Y by numerically calculating the intersection of a line and

a sine curve .

AN ELLIPTIC INTEGRA L SOLUTION

This section is concerned with expressing the solution to the two—point

boundary—condi tion problem , defined by equations (2) and (3), in terms of

elliptic i ntegrals. It is assumed that, on each gu id ance cycl e , mption is in the

plane defi ned by , that V M is constant, and that does not

change sign.

In two dimensions equations(3) become

Let so that 
~~
=?(I?/d

~~~~
) . Then

=

Multiplying both sides by J~~ 
and integrating, we obta in

*f~ -~~~~t~~~ 4 F ’~~~~4 )
~~~~

Since ( r )~ ~ (i)-~o , the constant is

Recalling that ~ , we obtain

j

~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~ 
Uo)
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mc latter equation is based upon an assumption that always has the same sign on

p~rt4 cular guidance cycle. Th is assumption is backed up, for the case of VM
constant , by the formula r~~~

( —t)4~R~. obtained in the preceeding

section.

Equation (10) can be rewritten as follows :

u i)
where 

,
~~~~Observe that it is necessary tha t c~~

(
~~-O) .?~~~~~~~

-,
~~~(~~~~

— L 2) ,

After separation of variables , equation (11) can be integrated to

obtain 
_________

where

‘
~~~~~AF ~ =4 ~~~~~~~~~~~~~~~~~~~~~

In two dimensions , equations (2) reduce to

(13-A )
(13- .~ )

Integrating equation (13—A ), for example , we obtain

? J d ! T I

~~~~~

7 ,40

where 
It~~ J ? ~~I(~~F) )) (14)

Sim ilarly -7-

0 
-t--J 

~~~~~~~~ ~~o t r-~J~~i~ ~~~ ~
) (L5 )

where ~~~~~~~~~~~~~~~~~~~~

I~U~f)~ -J V c ~~-~)) -- ’ -(
~

-
~

) A 



-, V -V 
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Substitution of the right-hand members of equation (2) into the

transv ersality condition ,

. R’ 0 gIves 
-

Therefore

t~/ ~~F 
= (!

~)
In  summary equations (12), (l4)~ (15), and (16) are 

four nonlinear eq~~t iors

in the unknowns 
~4F 

~ , ~ and 7 . The solution to tr~ese

equations gives a solution to the optima l control problem. It will be sr~ow~

later that the integrals 1p and 1~ can be expressed in terms of elliptic

integrals. Nex t we will give a preliminary analysis of these integrals and

then proceed to analyze equations (l2), (14), (15), and (16).

Let 
~~~~~~~~~~~~~~~ Th~~ ~~~~~~~~~~~~~~~~ ~~~~~~

Hence
I F

Therefore

‘~~ (~~~~~~~~~~~~~~~~~~~~ p (~~~~~~~~~~~~~~~~~~~~~
F
~~~~~~~

j
~~~ r~~~ - (~~~~(~~~

)
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~, 4

• ,

~~‘r ~ntecral ~ 
may be integrated~

4
~_

obtain

Therefore , the eva~uatiori of all of the integrals reduces to the evaluation

of the two integrals, I
~ 

and 3~• Integrals 1
~ and can be expressed in terms

of eUipt~c integrals.

N~w equations (12), (14), (15), and (16) will be simplified and expressed

in :erms o~ the unknowns ~ , l i ~ / , anJ ~
T- .

Ecuations (14) and (15) may be wri tten as

~~~~~~~~~~~~~~ ~~~~~~~~~~~~ (~7-A )

where = ?~ tJTV It . Multiplying equation (17-A ) by
C

and adding it to equation (17.~B) mu ltipled by,.~~,) gives:

~~ ~~~

• w h c ~’ may be written as

F 0 3 O *( ~~~~~~
_
~~~~~ 0L~~+J~~J (‘s)

~~ ~iU ’ tiD1y quation (17—A) by sin~) and subtract equation (17—B ) mul tiplied
5v cos . This y1e~ds _____

(iv)
rr ~~~,t ~~onc (17) wil l be replaced by the equivalent equations , (18), ~nd (19). ~
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• Equation (16) may be wri tten as

(P. + -.
.
. (—~~ 

•

Equationg (18), (19), (20) may now be written as

i k 1  = i ri [c~~( r-~)c~~ -,d~~~ 
( 

~~~~~~

— ~4)~~ r~~~~] ~~~ (
~~

i~i [~~~-~~ ~~ 
± ~~~~~~~~~~~~~ ~f~~T-~ 

(2~~)

ic~ I • [Cc~ ~“A~
) ‘~~~~~4 (~~~~~~ ~~~~~ ~ I ~~ 

(:~)

where = ~~~~~ ~~~~~~~~~~ 5 ~~~~~~~~~~~~~~

‘ V~3p ~~~ -

Let ~1’~~ 5~’— ~~~ ~~J ~~ 
. Then ,~~ and ~ are the

angles measured positi ve counter—clockwise from the initial velocity vecto r
—

~~~~~to the vectors R and VTF , respectively. Then equations (21), (22),

(23), and (12) may be wri~tten as

I ~ 1 ~~ ~~~~~~~~~~~~~~~ 
“

~~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~

~rc~-~-~ 
~~~~~~~~~~~~ ~~ ) = ~~~~~~~~ (

~~)

!VTF I (c (2J )

I
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E~1 u~~i .ns (24) — (27) are four nonlinear equations in the four unknowns , 9 yl
0 1 ( F )

~~~~ , and 1. There are many ways in which one can attempt to solve these

~~‘iat’ n numerically. One such method will be discussed below . We first

c s~rv~ that ~ and both depend upon 1, and that the + and - signs of

the + symbo l correspond to the cases and ~ <~ , respectivel y.
The integrals , J~ and I~ occurring in equations (24) and (27) are

~ir~~yzed in the appendix , where they are expressed in terms of elliptic

~ntegrah . There it is assumed that the magnitude of the final velocity

of the m issile is several times that of the target and that varies

y no ~ re than + 11/2 radians . It is shown that, without loss of generality ,

the problem may be restricted to the case of ‘7 decreasing with tire. Then

31/1 ~&r7 cJ £~ LI~ . ~ In this case, the minus sign of the +

~irTho1 a~m ies in equations (24), (25), and (27).

Equations (24)-(27) may be written as

(VS)

• ~~~~~~~~~~~~~~~ (tq )

(3 ?)

Eq uat ~o rts ~29) and (31) combine to give

(z~)’• TV,~,
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Assuming I is determined i ndependently in some “outs ide loop ” ,

equation (29)’may be solved numerically for with given

in terms of by means of equation (30). Then may be computed

by means of the equation

l~ ) = /~~~ ) 7 + ~~~~~~y~~ 
~~~~~~

At this point, we note a certain peculiarity that can occur when the

• latter computa tions give RF ko . This situation indica tes that

the substitution ~‘ — )
~~ 

)
~
,,.. ~

) and 
~~~~~~~~ l 1?~ ~~~ ~

) which were

effected during the deri vation of the elliptic integral solutions , should

be interpreted as 1
~F

=(_II?PD cØ _
~
.. )

~~
‘ and

where ~
) -

~
-
~~~~

‘
~~~

° . In this case the solution gives _ j
~~,/

and )
‘

~

‘ rather than and ~.
)

7-17

_ _ _ _ _ _ __ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  -4



!‘
~ 

~~~~~~~~~~~~~~~~~~ 
— -j--. .•—-,-

~~
-- .• - — —  r— —-~ —’-—— - 

~
—— -

~~~~~~~~~~

CONCLUSIONS AND RECOMMENDATIONS

It has been shown that it is possible to develop simple optima l guidance

~~~~ for air—to-air missiles starting with nonlinear translational

c cj 3 t i o n s of motion. Past efforts have concentrated upon linearized equations

~ ~tion.

The methods developed herein have received very little apol i cation.

e~ci’~ they can be fully appreciated , it is necessary that they be applied

tc a wide range of possible encounters and the results compared to those

of och e r yuidance methods . Moreover , the numerica l techniques employed in

tth •~uidance methods need to be further refined and sys tematized.

r the case of the method based upon elliptic integrals , there are

~ m~niber of extensions which should be attempted. The additional considerations

include th~ following :

-—introduct ion of variable V~ using perturbation methods

--extension into three dimensions

--allow variations in the control angles of more than + 1T/~ 
• 

radians

---co~~ideration of the possibility that the control angles nay not always

v ;v ’v rnonotoi,ically with time

-— &dditio n of an improved method for calculating time—to— go

~~~~~~~~~~~~~~~~~~~~~ of the equations by expanding about ~~~~~~~~

(jf ~~~r’ missile velocity is several times larger than that of the target)

--ck’vA l opment of a rapid method for determining whether the control

ang7~~ are increasing or decreasing

In the case of the method based upon power series expansions , the

followin g things should be considered:

7-18



• _ _ _ _ _ _ _ _ _ _ _ _ _ _  _____ ~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~
-

~~~~~ •-  - —fl --—

-- ro~ition of bounds upon the contro l variables ( ar ~J

-- imposition of bounds upon the rates of change of the control variables

-—s tudy of the number of terms required in the power seri es expansi ons

and derivation of all necessary terms

Long range, less well—defined goals , for one or both guidance methods

include the following:

——maximize the probability of a kill assuming that errors wi th known

distributions exist in the parameters defining the time—history of the

position of the target

--remove the penalty term from the performance indax ari

bound P in a more realistic manner (this might include i~itroduction

of a condition such as 4~t) = VA,o,IrNA L ~
[ P 4(t) PdE

which takes into account the degradation of velocity due to large

changes in

• --introduce some of the six—deg ree-of—freedom d~~amics or confine

riotion to, say, the pitch plane , and take the pitch angle of the

missile into account

—-co nsider the interface of the guidance systeiis wi th the control

• systems of air— to-air missiles

-—ascertain relative importance of measurements used to predict the

motions of the target and the missile

7-19 
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\PrE~ HX: EXPRESSION OF INTEGRALS IN TERMS OF ELLIPTIC INTEGRAL S

T~’e ir egrals I~ and will be expressed in terms of el liptic integrals

~~~~~~ w~~ch ~h~re are convenient series expansions and tables .

Sunpo sing that the magnitude of the velocity of the missile is several
-~~

t4nec that of the target at the final time, the condi tion ~~~~~~~~ implies

a 
~~~~ . 

where is the veloci ty of the missile. Therefore

7 .±Tr/~ because 7 is the ang le between and

The condition 17~~
.
~ 1’/L moti vates a formulation of the problem

~.i;ed un~n an expansion of about 7T/z . However, such a formulation

‘1 noc be carried out in this report.

Assume TT or —7T~~~~7~~~ O ; in other words , ~ is not allowed

to vary more than about ±7½ radians from . This restricts the var iation

to about ±~~/i radians .

The assumptions stated above are made in order that the following formu laticr

ho simplified. However, the formulation can be generalize d to cover

ror~ qene~’al cases.

~c tated earlier in the report, it is necessary that 
~~~~~~~~~~~ 

�~7

If ‘7~ f~o ,i~J , this implies 
T F ?  

because cos
t 

is a decreasing

fun ’tion on the interval E01 7r3 . Therefore,for ~~~ ~~O, 7r3 , 7 ~~J ~~~~~

a r -  ~ crrasing with time. If then is increasing.

A ~-eli rri rary analysis can determine whether is increasing or decreasing .

If is increasing, the z—axis can be reversed by iT radians in order

will be decreasing. Therefore, without loss of generality , we can

c~~~1n’ ourselves to the case of )?6CO, IT], 7~ -rr/2 , and

decreasing with time.
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Recall that 1)

]
~ ~~~ 

_ _ _

Let s = cos~ . Then ds= -sin74’? where sinv ~~~~~~~~~~
because sin for ~76CO,7T3. Therefore,

‘5 _ _ _ _ _

v ~~-“~ ~
‘S’k ’~~”V

where x=cos9, i~, =1 ~ . AcCordir ~ to

some handbooks of mathemat cal ~urctions , the latter integra l is

— _ _ _

J~I = -
~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~~~~~~ ~~~~~~~~~
where

~~~~~ 
(
~÷ ~

)
-

and F(Ø , k ) denotes an incomplete elliptic integra l of the first kir~ . -J r :e

can show that

~-1 
_ _ _ _ _  _ _ _  = ~~~~~~~ ‘~~~L’~~~/

±~~~~~~~
F

t~~~~~~~~
7 )  ~~~~~~~~ I

~~~~~~

7— . I
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It can be shown that
• -L / TF—~~— -

~~
-

~
-l,’

C,, ..

I: - ~ (
/
~~ \ ,~r)

her~

~~trn ~ ~s riotted as a function of a~ and . For a given va ’uo of F

HcreasEs as (
~-7~ /~ increases 

~~ ~ 4 ~~~~
~ decroases as 7 increases assuming ~ is constant. ~lso

de~ -e~ses ~ increases , end F decreases as 0 decreases. In sw~rary , ~

dccreas~s nonotonica lly as increases. Moreover , F increases as ~F
incroasec, .

Not~ the integral I

~ill be exo’ essed in terms of elli p tic inteorais . Let ~~~ .=

a~~r~ )~~-~X— 1T/-a. Then

r~~~~~~~

From t~w~c-s of ma thematical ~unction~,

~~~~~~~~ \\ ~~~~~~~~~~~~~~~~~~~~ ~
)

where E is ~n e’liptic integral of the second ki nd , and it is required that

~~x~~� W/-~.

- K ~
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Since 

~ 
.

~~~~~ r~ ~~-~j~~’ [---
~~~~
‘ ~T,~~)J

we have the r equ irement
?/ ~~)C~~-1T

Since ~

where G denotes Ji (i E — F)  . Therefore ,

_ _ _ _  = ~~ 
(
~~ \ ~~

)
and , ass tan i ng as we are that 7 .� , we have

~~~?
Since r~ ~~
we have

‘7 -z 
~~~~~~~~~~~~~~~ 

‘.
~~

* 

~ 
(
~, \ ~~~~F) - ~ 

(
~-Y1’~~; \ 

T~~~
)
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SPREAD SPECTRUM ECCM PERFORMANCE

CW JAMMING SIGNAL REDUCTION IN SPREAD SPECTRUM RECEIVERS

by

Maurice J. Bouvier , Jr.

ABSTRACT

The Class M Tactical Global Positioning System Guid anc e (TGPSG)
receiver being developed by AFATI~ for improved midcourse guidance of
air—launched tactical weapons exhibits a relatively high degree of
janm~ing resistance due to the processing gain inherent in spread spec-
trum systems. This processing gain is examined in order to identify
system parameters which may be modified for improved j amming resistance.

For wideband jamming increased jamming resistanc e is acc w~~~ished
by further reduction of the post-correlation bandwidth. The n~osc ~igni-
ficant increase could come through the r emoval of navigation dc..ta fr om
the satellite signal. For CW jamming , which is both more effecti’~e and
i~ora easily generated , j amming resistance can also be increased through
jamming signal tracking and cancellation . One such technique is pre-
sented and evaluated . Characteristics of the jamming and spread spec-
trum signals are such that the ja m ming signa l can essentially be
completely eliminated in theory . Examination of the results from a
more conservative viewpoint still indicates a significant performanc e
improvement.
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INTRODUCTION

The objective of the Tactical Global Positioning System Guidance (TGPSG)
program at AFATL is improved midcourse guidance of air-launched tactical weap ons
through the use of the 24 satellite NAVSTAR Global Positioning System ( GPS ) .  The
GPS, which is to be operational in mid-1980, will provide highly accurate , con-
tinuous position and velocity information on a worldwide , all-weather basis. The
TGPSG philosophy is to employ a highly sophisticated GPS receiver and processor
(designated the x Set) in the launch aircraft and a relatively unsophisticated
GPS receiver (designated Class M) and low-cost inertj .al. guidance system (L~CIGS)
in the weapon. The X Set assists the weapon ’s GPS system in satellite selection
and tracking prior to launch; after launch , the Class M receiver periodically up—
dates the inertial system so that the relatively high drift rates in the LCIGS are
offset. If during flight a jamming signal renders the Class M receiver inopera-
tive , the LCIGS , with latest update but high drift , performs the termina l guidance
function. The closer to the target effective jamming occurs , the more accurate
the terminal guidance , which tran slates to a desire for improved jamming resistance
by the Class N receiver . The identification and analytic evaluation of improved
anti-jamming techni ques which can be incorp orated into the Class M receiver system
are the primary objectives of this effort.

Class M receivers presently under developuent exhibit a relativel y high
degree of jamming resistance due to the processing gain inherent in spread spec-
trum systems . This processing gain is examined in the first part of this rep ort.
Although the results obtained are not original in themselves they are developed
and presented here by such means as to unif y and summarize those characteristics
of particular importance in TGPSG system design . Results illustrate that j amming
effectiveness is somewhat spectral shape sensitive with CW jamming slightly more
effective than wideband ja mming . Since CW jamming is also more easily generated
improved ECCM performanc e against CW j amming is desirable . A techniq ue which can
potentially provide greatly increased cw ja mming resistanc e is presented and analy-
tically evaluated. The technique employs a phase-locked trackin g loop in the early
stages of the receiver to generate an estimate of the jamming signal and then uses
the estimate to achieve jamming signal cancellation. Characteristics of the jam-
ming signal and the satellite ’s spread spectrum -ia’~ial are such that a very accu-
rate estimate of the jamming signal can be gem. ~ v and hence highly effective
cancellation achieved .

On the other hand wideband ja mming resistance with no a prior i knowledge
of the signal characteristics must be accomplished primaril y by the post—correlation
narrowband processing . The narrowband processors incor porated in the present de-
signs are known to perform near the theoretical limits so that little additional
gain is likely to be achieved in this area. However further reduction of band-
width by removal of the navigation date from one channel of the spread spectrum
signa l would provid e a significant improv ement in processing gain.

OBJECTIVES

The objectives of this effort are to identif y and evaluate techni ques for
improved jammin g resistanc eof Class N TGPSG receiver s primarily through electronic
signal processing. One such technique which should prove effective against CW
jamming has been identified and has bee n evaluated to a limited extent.
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SPREAD SPECTRUM ECCM PERFORMANCE

The input to a direct sequenc e spread spectrum receiver typically consists
of a spread spectrum signal s~~ (t) of power S and a jamming signal j ( t )  of power
J and can be expressed as

r (t )  = s (t) + j (t)

= 1~~~~m (t) p(t) cos w t

+ T;—’
~b (

~
) cos (1)

where

m(t) = message waveform, bandlimited to W Hz, assumed unit power

p(t) = psuedo-random noise (PN) spectrum-spreading binary code, chip
rate l/T

p

)b
(t) = baseband representation of the ja mming signal , assumed unit power

Demodulation is accomplished in the receiver by the operations indicated in
Figure 1.

r (t )  yft) 
~~ )y

0
(t)

I
p(t)  cos W t

Figure 1. Demodulation of the Direct Sequence Spread Spectrum Signal

Th. multiplication produces

y(t )  r (t )  [P t  cos ~ct 1

— ‘
~ ?m(t ) p2(t) COS

2 
~~t

+ I ’~~(t) p( t )  cos2

Using the tr ig identity
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2 1cos X (1 + cos 2X)

and the fact that

p(t) = ± 1

so that

p2(t) = 1

y(t)  becomes

y( t )  = ~~Tm(t) + ~~~~ mn ( t )  cos 2w
0t

+ j i’jb (t) p (t) + 
~~
T’j

b
(t) p(t) cos

Since the double freq uency terms will not influence the cutput of the Low Pass
Filter (LPF) they can be dropped from further consideration by defining

y1(t) ~ y ( t )  — {Double Frequency Terms}

= m(t) + IF jb (t ) p( t )  (2)

The message term is bandlimited to W so that it will pass through the LPF and
produce an output signal with power m

S
0 2

The j amming signal term will produce an outpu t jamming signal j0(t) with power
J~0 which depend on the spectral characteristic of j

b
(t) p(t) in the bandpass

the LPF . The PN code waveform p (t ) has power spectral density

(sin lrfT ‘~2
P ( f )  = T  I (3)

P 1  iifTp

The jamming signal j Ct) can be modelled as a wideband or narrowband PN signal or
as a CW signal by selecting a power spectral density for jb

(t) of

sin ITfT . 
2

J ’f ’— T  4b ’’ j irfT .
• )

Wideband PN j asuning correspo nds to large chip rate l/T 7 ; narrowband PN jamming
correspond s to small chip rate ; CW jamming corresp onds to zero chip rate in which

8-5
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case J (f) becomes a unit area impulse located at the origin . It is unlikely
that 1~T. would be greater than l/T~ since that would spre ad the jamming signal
power ov~r a larger bandwidth than ‘the spread spectrum signal bandwidth and would
be an inefficient utilization of jammer power. Thus the chip width T4 can be
expected to take on values in the range T~ to ~ with T~ = P0 correspoMing to
wideband jamming and T7 = corresponding to CW jamming. Tfie. PN code spectrum
and three jamming signal spectra of interest are illustrated in Figure 2.

(a)

P( f )

b 0

Cb)

1 1

T Tj T
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r

• Cc)

~~~~~~~~~~~~~~~~~~~ 

T~

-
~~~~~-- f

0

Figure 2. PN Code and Jamming Signal Spectra (a) PN Code (b) Wideband Jamming
Cc ) Narrowband Jamming Cd) CW Jamming

The objective then is to determine the spectrum of the j amming signal term in
(2) so as to determine the amount of ja mming signal power which passes through
the LPF . Defining

j 1(t) — i—;
~
’ 

Jb (t) p(t) (5)
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and reca]..’Ling that multiplication of two statistically independent signals in the
time domain corresp onds to convolution of thei r power spectra in the frequenc y
domain , the desir ed spectrum is

• = ~ [PCf)  * ~~~~~~ 
(6)

The convolution integral is not easily evaluated in general but it is easily
evaluated when one of the functions is an impulse. Thus to work an easy problem
first, and by doing so to gain some insight which will be helpful in the general
case , consider CW jamming for which

~(f)

so that, by the integral property of the impulse function , J1
( f )  becomes simply

= p(f)

.IT sin lifl
= _ ~_E. P (7)

2 1rfT~

This spectrum is illustrated in Figure 3.

Jl
(f) 

- -

~~~~ p~~~~~~~~~P~~~~~~~~~~~~~~~~~P~~~~~~~~~P

Figure 3. Jamming Signal Spectrum at Input to LPF. CW Jamming .

The output j amming signal j 0 (t ) has a spectrum which is the same as J 1( f)  over

the bandpass of the LPF and zero el sewhere, i.e.,

8-8
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j
o~~ =

0 , If i > W
In

In spread spectrum systems the chip rate 1./P is many orders of magnitude larger
than the message bandwidth W so that the output ja ing signal spectrum is as
shown in Figure 4 but where ~he relative values of lIT1, and W~ 

are not accurately
portrayed (may typically be 106 to 1) .  -

J 0 ( f)

-~~~~~~~ 
r0 1

Figure 4. Output Jamming Signal Spectrum . CW Jamming.

With the typically lar ge ratios of l/T1, to W~ 
the output jamming signal spec trum

can be assumed to be constant over the _W
~ 

to W~ range and the output jamming
power well approx imated by

Jo = J T p Wm 
(8)

and the output jamming power to message power ratio by

J J T WQ p m
S~ $/2

- 2T W

= 2T
P

W: ~~~ J inputi

~ 
j output ‘~c L~ 

in~utJ (9)

8-9
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For the general case the convolution of (6)

~ ~~ ~~must be considered for the general 
~~~~~ 

spectrum. But convolution of two
wideband spectr a will produce another wideband spectrum which is quite flat in
the vicinity of the origin. Oue to this flatness at the origin of J 1(f) , the
small bandwidth of the LPF and the larg e bandwidth of J

1 
(f), the output jamming

power can again be well approx imated by

= 2W J1(O ) ( 10)

which means that it is not necessary to determine J 1( f)  for all va lues of fre-
quency but only for f = 0, i.e.,

J1C0) 
= ~~ 

~~~ 

= 0

= 

~ 

P(~~) 
~~~~~~~ du]~

f =  0

= 
~~~~

P(~i) 
~~~~ 

du .

Although evaluation of this integral for spectra of interest would provide the
desired spectral value , it is easier and somewhat more enlightening to work with
the correspondin g autocorrelation functions , R Ct ) and R.~( T ) ,  the inverse Fourier
transforms of P C f )  and 

~~~~~ 
respectively. FoF the spectra of interest , given

by (3) and (4 ) ,  the aut ocorrelation function s are

-~~~I T I +l , ITI~~T~
R1,

(t) = 
0 , itt >

and — L_ i t t  + 1 I t I  <

— 0 . it t >
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which are illustrated in Figure 5.

(a )
R~(T)

/T~ TP
(b) R

b
(t)

Figure 5. Autocorrelation Functions Corresponding to (a) P(f), (b)

J1
(f) is then prop ortional to the Fourier transform of the produc t of R (ti andp

Jj(f) = ‘~- I R1,CT) Rb (T) e 7
~~dT

But the value of interest is J1
(0)

J
1
(0) = J°° R1,CT) Rb

(t) dt

which due to the symmetry of R~(T) and R~,(w) can be evaluated by
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= R~,(t )  R
b

(t) dt

and f o r T .  > T  is

= J ~~P [_ ~~~~ + 
l)[_ ~~~

r + 
1) 

dl

= ~ r~ - + p 
+

[~
T . P T~ 2

JT T__2 l_ _ . 2 _ .
2 3T .  (11)

J

The output jamming power is by (10) and (11)

J
0 

2W 
Ei? {l 

- JI
=~~~p Wm [ l

_
~~~~

) 
(12)

and the output jamming power to signal power ratio is
T i

1 —Jo ~ TpWm 3T~j

~~ 
- 

S/2

or 

~ J output 2 
~~~~~ [1 - ~~ }inpu~~ (13)
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For CW jamming , T~ = 
~~ and

I ] output = 2 iiç [s I inputi

CW Jamming

as was found for this-special case earlier. For wideband jamming Tj T1, 
and

±1 4 W 1
- 

s output 
- 3 i7~ L~ 

in~utJ (14)

Wideband Jamming

Comparing these two results indicates that CW jamming is 50% more effective than
wideband jamming , that is, for the same jamming power

= 1 5 E-~ 1 (15)
S output S output

CW -J

Note from (14) that the JSR is reduced from input to output be a factor
of

W4 m
3 1/?

p

or a “processing gain ” of
1/P

~
. ! _.._2.
‘
~
p 4 W m

1/P
( 16)

‘tin

is achieved . If the message m(t) is a digital waveform with pulse width then

— lW m p
m
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and the processing gain is

l/T
Gp l/T~

G~ = 
Rate (17)

An idealized case often considered is with both the PN code p(t) and the
baseband jamming signal jb (t ) having rectang ular spectra as indicated in Figure 6 ,
where W~ < W1, . (Note that W . = 0 corresponds to CW jamming) .

P C f)

1

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

2W1,

_~~
[ 

0

1

_______________ 

2Wj

) f

Figur e 6. Rectangular Spectra for p (t )  and j~~(t ) .

J ( f )  is readily determ ined in this case by direct convo lution of P ( f )  and
— wfth the result as shown in Figure 7.
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J
4 Wp

-(~~~ + W ~) -(k ~~ - W 3 ) 0 ~~~ - W . 1  W~~+ W ~

Figure 7.  Jamming Signal Spectrum at Input to LPF . Rectangular p Ct) and Ct)
Spectra.

The jamming power in the LPF bandpass is then

~~~~~m

so that the output JSR is

JO ~~~

SO

_
s~) S

and the processing gain is

Gp= ~~~- (19)

which is the same as for the general case given b~ (17)..

It is interesting to note that if the PN code and jamming signa l spectra
are rectangular the output jamming power given by (.~.8) is independent of the
ja mming signal ’s bandwidth. Thus for this case wideband j amming is just as effec-
tive as Cli ja mming.

It is also important to note that what has been considered to be a jamming
signa l may in fact be another spread spectrum signal operati ng on the same fre-
quency but with a different PN code. The second spr ead spectrum signal ’s inter-
ferenc e effects are reduc ed by the processin g gain of the receiver so that spread
spectr um communication systems tend to be inte rference free if all tran smitter s
are of comparable power . 

- 
-
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CW JAMMING SIGNAL REDUCTION IN SPREAD SPECTRUM RECEIVERS

For CW j amming the received signal consists of the spread spectrum signa l
plus the CW ja mming signal and may be writte n as

r 1 (t ) = T~~~~ m (t )  p ( t )  cos ~~c
t + 0 )

+ A3 cos (w.t + B
3

) (20 )

where the jamming power is
2

Pj = —i--
For the case of high JSR the received signal consists of a large power jamming
signal concentrated at one freq uency and a small power spread spectrum signal
spread over a large freq uency rang e so that a narrowband tracking circuit can
produce a very accurate estimate of the j amming signal . This estimate of the
jamming signal can then be used to cancel the j amming signal prior to correla-
tion processing in the receiver . One possible estimation technique is illus-
trated in Figure 8. The net result is an input to the receiver of

r (t) = s (t) + A. cos (w.t + 0 .)2 ss j  J

—A~ cos Cw~t + e~~) (21)

so that the effective jamming signal is

= A
3 cos (w 3t + O~~)

A A

—A. cos (w.t + 0 . )  (22)
J J

Using the trig identity for the sum of two sinusoid s of the same frequency

A cos (wt + c~) + B 009 Cwt + B)

= C c o s  (wt + y )

where

C = 1 A
2 + 3 2 + 2AB cOS ( c z - B )

and
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y = a r c t a n  A s i n z + B s i n 8
A cos c~ + B cos

j 2(t) becomes

A2 A

j 2 C t ) = I A 3 
+ A

3 
— 2A

3
A

3 
cos CO~ — O~) cos (w

i
t + y) C 23 )

The effectiveness of the cancellation is measured by the amplitud e of j2Ct)

~ 2 A )

A. = I A . + A .  - 2A. -A. cos (0. -0 .)] ) J )  J J

or its mean—squared value A2 . With a phase estimation er ror of ‘be ’ A
3 

is

A. = I A
2 

+ A2 
— 2A.A. - cos ~ (24)

- jc j  j  j j

The amplitude estimation A . is determined by examinin g the LPF ’s response to
y
1

i~t) where

y1(t) = r 1(t ) [2 cos (w
i
t +

= [i—~’ mCt ) p (t) cos (wt + 0)

+ A~ cos (w
i
t + cos (o~ t +

= ‘I-~ii’ m (t) p(t) cos - W~~) t  + (0 -

+ ~[?~ m (t) p(t) cos + W
j
) t + (e

~ 
+ 

~~

j

~1

+ A. cos + A . cos (2 t + 0 +
e ~ j  j  j
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Th. second and fourth terms will not pass the LP? so define

y2 (t ) ~ A~ cos

+ m(t) p(t) cos — w~ ) t  + (O
~ 

—

With small the Ifirst term represents a good estimate of A . whereas the second
term represents the “noise ” in the amplitude estimate at the~input to the LPF.
To determine the corresp onding noise at the LPF outp ut define

n2
(t ~ ?~~~ m(t)  p(t) cos [~ — w .)  t + —

whose power spectrum is

N2 (f)  . ~~(f)  ~~P (f ~] * ~~(f — f + ~~~~ + ~~~~ + 
~c — 

~3ij (26)

With a (t) very narrowband compared to p (t) ,

M ( f )  * P ( f )  P( f)

• and for f .  f , which is a worst case condition, N (f) becomes
j  c 2

N2 ( f)  = S P ( f )  * 6 ( f )

S P(f)

Since the LPF bandwidth Ba is very small compared to the bandwidth of p Ct ) , the
noise at the output of the LPF, n0 Ct ) , has power

N0 = 2 Ba N2 (O)

= 2 B S P ( 0 )

= 2 B S Ta p

or since

8-19
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W

4 B S
N
0 W (27 )

Returning to A i of (24)

~l 2  ~‘2 A 
-
‘

= fA ~ + A~ - 2A~ A~ COS

= f A
2 
+ (A . cos 

~e + — 2A
3
(A

3 
cos 

~e + n
0

) cos •

= 1A~ 
+ A~ ~~~~ ‘~e + 2n0A. cos 

~e + — 2A~ ~ OS
2 

~e - 
2n 0A. cos

— A~ oo~
2 

~~ 
+

¶ A2 A2

= I A ~~~
_ _ _ _ _ C 0 5 2

~~e
+ f l

~

‘
1 ? A 2

= I~~~~~~~~ 5 2 e~~ bo

~cpanding the cosine term in a power series

2 ( 2~ ) 4
cos 2

~e = 1 — 
2! 

+ 
4 

—

and assuming that

<< 1

as will be shown later , so that cos 24 is well represented by the first two terms ,
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I A . A” A ’ (2~ )
“

- 
Ii—--f÷±  2

~~~2 2  2’
= IA

3 ~e +

and its mean—squared value is

A2 = A ~~~
2 + n 2

J o ) e  0

A~~4,
2 

+ Nj e  0

A
2

2J 4,~~~+ N  (28))c e 0

where N
0 

is given by (2 7 ) .

Viterbi El] shows that for a PLL with input consisting of ¶1’A cos
(w~t + 0) plus white noise of double-sid ed spectral density n/2 and loop band-
widt h BL the variance of the phase error is

2
n B

L

e A2

For our case the input is A cos (w . t  + 0 . )  plus the wideband spread spectrum
signal of power S and bandwidth W

95~which~to the narrowband PLL looks like white

noise of spectral density so tha t the error variance is
ss

F
e A 2 W

J S8

~~~
F 

If the phase estimate is unbiased

= a,
2
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(2 9)

Note that for a JSR as small as 0 db

which may be as meall as 10 6, so that the earlier assumption that 2 • << 1 is
well justified . With C 27) and (29) in (28 ) e

— S B  4 8 S
A2 ’. 2J + 

a

ic J W  Wss ss

B + 2 B
= 2  a

which corresp onds to j amming signal power after cancellation of

A2
P. =~~_12.

JC 2

B + 2 B

~jc ~~w 5 

a S (30)

andaJSR of

P. B + 2 Ba (3 1)
S W

55

Thus the CW j amming signal reduction circuit exhibits performance analogous to
the processin g gain of a spread spect rum receiver. This is not unexpected thoug h
since the estimator is operating on a narrowband signal (the CW ja mming signal)
in wid eband noise (the spread spectrum signal) . It is interestin g to note that

- 
- the power in the jamming signal after cancellat ion is indepe ndent of the received

jamming signal ’s power . This is due to the fact that as the incoming jammin g sig-
nal increases in stren gth the estimator ’ s perfo rmance improves thereby providin g
more effective cancellation . Of course for very small ja mming signals the estima-
tor ’s performance degrades and it should the refore be disabled .

8-22

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _  -~~~~- - - ~1



F - - — --—- --. . 
— -— - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

To get a feel for the effectiveness of the j amming cancellation assume

(1) B~ B lOOHz

(2 )  W = 2 0 MHzss

(3) S = -160 dbw 10 16 w

so that the effective jamming power is

—2].P 1.5 x 10 w

~~—2O8 db

and the effective JSR is

1.5 X lO~~

~~-48 db

— and both are indep endent of the received jamming signal power .

It should be pointed out that the highly effective cancellation indicated
here cannot be achieved in practice due to such factors as implementation errors ,
system time delays and non-linearities, “sloppiness ” of the Cli jamming signal,
RF leakag e , etc . A more conservative figure may be obtained by writing (28) in
terms of power —

A2
Pk jc 2

2

and assuming

(1) rms value of e 
= 0.1 red

(2 ) rms value of n0 = 0.]. A.

so that 20.0 1 A.
P J (O. Ol) +j c 2

= J (0.01) + (0.01) J

— 0.02 J

which is a 17 db reduction in J amming power—nowhere near th. theoretica l va.~1ne
but still a significant amount .
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CONCLUSIONS AND RECC~4MENDATIoNS

The GPS system’s spread spectrum feature provi des a considera ble process-
ing gain again st both Cli and wideband j amming. Increased ja mming resistance
through thi s feature requires a fur ther decrease in post—correlation bandwid th
(or increase in PN code chip rate which is unlikely). Although some improve-

ment is possible through the techniq ues discussed in (2) the greatest bandwidth
reduction and hence the most dramatic performance improvement would come fr om
removal of the navigation data from the GPS signa l. Simulation studies in (23
indicate a 6 to 10 db gain by data remov al so that this avenu e should be pursued.
Of course there ar e other means of redu cing JSR such as incre asing tran smitter
power or incorporating an adaptive antenna patter n capability at the receiver ,
the latter of which should be pursued .

Thca mination of the spread spectrum proces sing gain indicates that CW
j aDmting is somewhat more effective than wideband jamming . Since CW ja mming is
also more easily genera ted , the potential advantage afford ed by increased Cli
jamming resistance is obvious . A techniqu e which can potenti ally provide great-
ly increased CW janin ing resistance is presented and analyzed . Character istics
of the jamming and spread spectrum signals are such that the ja mming signa l can
essentially be completely eliminated in theo ry . F~camination of the results from
a mor e conservative point of view still indicates a significant performance
advantage . Further evaluat ion of this techniq ue is recommended with particular
attention directed towards implementation techni ques and errors and to its
effectiveness against “sloppy” j amming signals , that is, where the ampli tude ,
frequency and phase are rand omly time-vary ing functions .
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AN ANALYSIS CF AERODYNAMIC FOR~~ AND MG4ENT MODELS
FOR ASYMMETRIC MUNITI (I~S

by

Robert W. Courter

ABSTRACT

A study has been made of the dynamic and aerodynamic models currently
being used in aerodynmn.ic coefficient extraction programs at the Aero—
ballisti c Re search Facility at ~~lin AYB , Florida. The obj ectives of the
study were to review the extr action progr ams and aerodynamic models to
determine what alterati ons could be made to improve their accuracy in
pr edicting coefficients for unsymm etrical munitions .

Two analysis programs are available, one structured to deal with
projectile s having multiple planes of symmetry and the other designed to
handle configurations with only one plane of symmetry . The present study
was involved primarily with the latter program. It was f ound that the
formulation of the dyn amic equations did not account generally for e.g.
axis offset and , hence, limited the app licability of the program to con-
f igurations with very small offsets. A set of transformation equations
was derived to alleviate thi s prob lem.

Studies of the aero dynamic models contained within the prog ram in—
dicate that th~~r are restricted to certai n r anges of f light ang le and to
certain types of configurations. Comparisons of these models with wind
tunnel data suggest possible methods of modification which would yield
better results.

It is recaimiended that a thorough study of aeiodynainic modeling with
appropriate bal.].istic test support be initiated to improve the ext r action
models so that existing configurations can be tested with conf idence and
configuration limits for ballistic testing can be assessed.
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N IN CLATURE

A Reference Area

B Asynmetri~ s &zler angle Matrix

bij Matrix elements of B

C Inertia transformation matrix

Matrix elements of C

c ~~(L /qg.A2)

~~ (M/~~A L)
Cm . 

~

~~ (N/~~AL~nF

c _ _ _ _ _ _ _ _  =
~~~~v)

c ~~(Fx / jA~

Cy 
~ (P~/2~
a- CF~/ ~A~

~1r

_ _ _ _ _ _ _ _

~~ CF~ /‘fA ’)
C~~, 

~ (~~L/ ~j )

C~u

d Body diameter

Body force along x-axis
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Body force along y-e.xis

Body f orce along n-axis

f Axis displacement fran e.g. along x1 -direction

Gjj Element s of axis displacement matrix

g Axis displacement from e.g. along yi -direction

H Angular moaent~ n

h Axis displacement fran e.g. along z1 —direction

Inertia components

it Reference length

L Roiling Moment

M Pitching Moment

Mach number

‘Yfl. Moment cross product term

N Ywiing moment

P Angular velocity vector

p Roil rate

q Pitch rate

~ rnaniic pressure,

r Y~~r rate

t Time

U Translational velocity vector

u Velocity in x-direction

V~, Total velocity,

1J~~. 
Velocity cross product term

V Velocity in y—direction

V Veloci ty in n-direction
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_ _

X Force vector

X Axis displacement vecto r

x Coordinate

y Co~~dinate

z Coordinate

Angle of attack , sin ’ (i~r/ ~~)

O~. Total angle of attack , sin ’ ((~?~?/v~)
Angle of sideslip, sin ( hh/v~,)

Asy~ aetry yaw angle

€ Asymmetry pitch angle

Permutation tensor

9 Mass density of absosphere

Aay~mnetry roll angle

‘1’ Projectile yaw angle

e Proj ectile pitch angle

4) Projectile roil angle

Angular velocity vector

A Angle of attack function

Subscripts

( )
~ Reference condition

( )i e.g. axes

( 
~2 

other axes
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I. INTR ODUCTION

The use of a free flight balli stic r ange to determine the aerodynamic
characteristics of various types of munitions has long been stan dar d
practice. However , the experimental and analytical methods employed have
steadily improved through the years . In the past decade advances have
been made which significantly expan d the field of application and accuracy
of ballistic range testing. The Aeroballistic Research Facility at Eglin
AFB represents the current state of the art in ballistic ranges. The
analytical data extraction techniques in use at this facility also re-
present the most recent trends in the determination of aerodynami c data
by free flight measurement.

In spite of the excellence of the Eglin procedures there is evidence
to suggest that improvements can be made. Excellent results ar e con—
sistently achieved for  symmetrical , spin stabilized projectiles. Some
tests of finned bodies have also been quite successful . It appears ,
however, that for airplane—like projectiles and for projectiles with
mass and/or geometrical asymmetries the results achieved are not con-
sistent. This has led to the present study of the aerodynmn.ic models
now used in the data extraction pr ograms.

This report docunents the studies performed during the s e r  program.
It also inc ludes an outline for continued d.evelo~ nent of the aerodynamic
and dynami c models incorporated in the coefficient extraction programs.

AL OBJECTI VIZ

The primary objectives of the present work are:

1. To review current data extraction methods and expose any
deficiencies in dynami c and aerodynami c models .

2. To investigate new methods for modeling aerodynamic forces
and moments.

3. To develop a systematic procedure whereby aerodynamic models
can be generated and verified with special emphasis being
placed on the dependence of the models on geometric and mass
asymmetries.
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III. ML’TEODOL(XY RLVI~M

The remarks made in this section will deal with the aerodynami c data
extraction procedures employed by the Ballistics Branch at Eglin Air Force
Base. Figure 1 is a flow chart of the dat a ana lysis process. A test item
is first inspected, weighed and measured. The inertias and center of
gravity are determined (station 1). The item is then fired in the
ballistic range (station 2) where shadowgraphs in orthogonal planes and
time—of—passage measurements are recorded at each of 50 stations alongr the f light path. These constitute the test data.

The test data are processed in the fi:Iin reading laboratory (station 3)
where precise translational position and. angular orientation are determined
from the shadcswgraph pictures and then tabulated and digitized in terms of
tunnel coordinates (x , y, z) and test item orientation angles (o~ ~~ ~ 

).
These digitized data are then utilized in the numerical coefficient ex-
traction programs (station 5) , which are rim fran a remote terminal at the
Aeroballistic Research Facility. A detailed description of the test
facility and instrumentation may be found. in Reference 1.

The aerodyn amic coefficient extraction procedures currently being used
are described in References 2 and 3. Both programs use analyti cal models
patterned after those of Reference )4• (kie program (Reference 2) is de-
signed to handle configurations with at least three planes of synmietry
while the other can supposedly deal with analysis of more complex shapes .
Both programs make use of the Chapnan-Kirk least—squares extraction tech-
niq.ue described in Reference 5 This method, which minimizes the error
between test data and analytically predicted results by a least—squares
method, requires that the equations of motion be solved in an uncoupled
form because the units and magni tudes of linear and angular displacements
are different , and data quality may be inconsistent.

The present methods do a very good job of extracting aerodyn amic
coef ficients for conventional symmetrical shapes such as artillery shells
and bullets. Apparently the aerodynamic models for these shapes are
adequate , and. the dynamic coupling is very small. For symmetrical shapes
with fins , however, and for unsymmetrical shapes the methods are less
consistent. To date insuf ficient testing and extraction with the
unsymmetrical program has been done to determine why the inconsistencies
occur. In fact this is the motivati on behind the involvement of the
author in the present studies.

Careful review of the unsy~snetrical program described in Reference 3
has revealed certain inconsistencies in the analytical models . Some sign
errors which appear in the transformation equations in the report have ,

— 
fortunately, been corrected in the computer program. However , the sign
on the maguna force term, Cy~~ still appears to be different f ran
nar ma.]. ballistic convention. In addition the method of accounting for a
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mass asymmetry appears to be very specialized in both the report and the
program. In fact , this inthiced the author to derive the generalized equa-
tions described in part IV of this report . The aerodynamic models are in
the convention al form based on Taylor series expansions of the forces and
moments. The various forces and moments are represented as even (drag,
damping ) or odd ( lift, pitching moment , etc) depending on the normal be-
havior of these terms. While there are terms to allow for non—linearities ,
the present models do not contain terms which might occur for non—symmet-
rical configurations.

Other possible extr action methods which are currently under study
were reviewed. The maximum likelihood method described in References 6
and 7 is a logical extension of the method now being used . This met hod
makes use of statistical data pertaining to experimental accuracy to
alleviate the problems causad. in the least-squares method by data quality
and magnitude. This makes possible the simultaneous solution of the
translational and rotational equations of motion.

Another approach to coefficient ext raction is the extended Ka.lman
filter procedure outlined in References 8 and 9. The extended filter can
estimate the states of non—linear systems in the presence of noise , and it
incarpoL’ates prior information on values for various coefficients without
con~ romising the accuracy of the extraction process. This technique and
the maxi.mum likelihood methods have still not been thoroughly tested, but
they are promising and do appear to be methods of dealing with highly
coupled motions which the least-squares methods may not be able to handle .

Dwing the reviewing process , the author gnined an appreciation for
the methods of experiment and azi a]..ysis associated with ballistic tasting.
In addition, it became apparent that the utility of an outstanding test
range (the Aeroballistic Research Facility) ,  or any ballistic range, for
that matter, could be enhanced by further refinement of aerodynamic models
and extraction techniques . This kn owledge served as a strong motivation
for continued. studies of aerodynamic models.

tv. DEVELOWEI~1T ~~ ~sy~~~u~i NSFOBMATI~~ S5

A general trajectory analysis program should have the capability of
dealing with a variety of shapes. This implies that provisions should be
made for mass and geometric asymmetri es and for differences in aerodynami c
references axes. It is important in evaluating the aerodynamic forces and
moments of a configuration that consistent data be used. This means thatr data fran wind tunnel , free flight ballistic r ange and flight test must be
provided in a c~~~on way in order that they can be meaningfully compared.

In ballistic analysis the equations of motion are conveniently written
with respect to the center of gravity of the test item. If the cg is offset
from the aerodynamic reference axes (e.g. a body centerline), the aerodynamic

* Detailed equations are shown in the Appendix.
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coefficients extracted will, be referenced to the c.g. and may not be can—
parable to aerodynamic data fran other sources vhich are referred to the
aerodyn amic axes. The requirement for consistent coefficient values
necessitates the developnent of a tr ansformation procedure. Such a pro-
cedure is described in the following paragraphs. It should be pointed
out that the transformation as shown is very general. For most cases
only one or two offsets would be required thereby simplifying the trans-
formation procedure. In ad~,ttion for sane coefficients the transformations
may show negligible alterations in numerical values.

Figure 2 illustrates the axes transformation under consideration. Axes
(Xb y~, Zi) represent a set positioned at the center of gravity. Axes(x2, Y2,
z2) are another set positioned at another location , usually on the aero-
dyn ami c referenc e point or on a plane of symmetry. The linear displacements
(f , g, h) and atler angles (c~,~~~G )  define the orientation of (x2 , y2, z2 )
with respect to (z~, ~

Coordinate ~ ransformations - The axes coord inates can be transformed
in the usual way by first tr anslating the origin and then rotating first
through ~ (about z1), then through € (about y, ’) and finally through 6’
(about x2) . The resulting transformations are :

[x~ = { B ] { X
1

-

~~~~~~~~~~ 
(1)

and 
{

~~~~~~~

] T

~~~~~Xd +f ~~ 
(la)

- 
- Inertia fransformations — The inertias about axes (x2 , 

~2, z2) In terms
of the inerti as about axes (x 1, y~ , z1 ) can be computed in the following
way (using lxx and Iyz as typical components):

L~2 J(~~i~~~

’

~~~
- Z )dm w’dt ~ dm

~it , according to the coordinate transformations

b~ X, 4 b22 ~ 
4 b23 ?~ and z2 b~ X 1 4 + bg3 Z,

so that the integrals can be evaluated in terms of (x’, y~ , z , ). The
results of the tr ansf ormations are:

[c ] ( 1}  + { G~ (2)

Thans].ational Velocity ¶I~ anafoxmaticris - When the origins of two axes
systems are not coincident a set of translational velocity components is
indu ced on one set by virtue of the angular rates on the other . The
components of these induced velocities are given by
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where g =

~~~ PI~.~~~~IJ + 1 k

Hence , the velocity transformations become

{Ua~ [BJ {u1-V i

{u1~ 
.f ~‘~

J’.”
~ 

(3a)

Rotational Rate Transformations — These quantities transform in the
same way as the coordinates in rotation, and they are unaffected by
tr ans lation . Hence, they can be written

{PZ~ 
= [BJ~~R~ 

(14)

1R~~~~ 
= [ BJ T f P2~ 

(14a)

Force Transf ormations — The forces transform in the same manner as
do the rotational rates. Therefore

~F2~ 
= (5)

~FI~ [~~~] T  {F~ 
(5a )

Moment Transformations — The moments transform in the same way as do
the tr anslational velocities . The mo~~nta induced by the translational
displacement of a force system are given by

‘~Th
The manent transf ormations become

{Ma~~~ 11i~~~~1 ~M~-1fl~ (6)

[~~ JT 
~~~ 

.
~
- (6a)

Aerodynamic Coefficient Transformations — When reference axes are
displaced, the aero~~namic coefficients defined in terms of one axes set
must be transformed to those of another axes set . It is a very tedious
process to derive the most genera], forms of these coefficients and, per-
forming this task for al.]. coefficients is beyond the scope of this work.
However , the results for four typical, coefficients are given in the
Appendix. A typical derivation follows.
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Consider the case wher e characteristics ~ iown with respect to axes
(
~~ , y~ , 

~~~~~ 
an aerodynamic reference axes set , are to be transformed to

the center of gravity axes set (x , y, , z, ) . Typically ,

- ~Fg ~uT~Fxd 1 
— 

~~~~ 
.
~~~

~~~~~~~~~~~~~~~~~~~~~~
~~ ~~~~~ ‘~Fx~~~~sit, typically i~i: = .

~~~ ~~j  + ‘~~~~~~~~ ~~~~~~ 
+... 4- 

~-j ~~~ 
+ ... (T a)

Fran (3) and (4) these derivatives can be evaluated to be

~~lf~
= b33 

~ 
ii~ ; ~~~~~~ 

=0 (Tb )

A.lso Stn o( 1 Sin c(a =

= V€~,cosd 1 (I c)

~F~a ~~~ _ _ _ _ _Note also that = 
~j  = ~~~ ~~~

- 
~~~~~~~ 

(Td)

Now, let Cx~~ -
~~ L~~vi~~J (Te )

Substitution of equations (Ta) through (7e) back into equation (7) yields,
for a case where certain derivatives are zero (e • g .  ~ Rj~ /~~

,j- = o ),

c~ = A, [~~~~~€c~s~ Cx~ + k (co~Ss~n 2~ ~s~~+ st~ gcos~ Siñ2~ )C~~ J

-A2 [~co~~si~,ze Cx
~~~~~

÷ (co~ä ~cos~+ si~ sin€ s ’)C~~] 
(If )

cosd1where . —~~~~~~~ iI~’ coS o~~ 2 —

It should be understood that (if)  is not the most general form for
~~~ nor is it necessarily the mcøt practic~al. Further work will be done
in this area to compile a set of pra ctical working equation s for use by
the bal],istician.
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It is at interest to note that if only a single—plane rotational,
displacement is considered (i.e. , ~:=o and 6=’ r=o ) , equati on (7f)
reduces to

CXd C0S
2
€ C~~~~~

2 
~~
- SInE cose (C~ 2- Cx~4~’) 

- ~tr~ C
~1~‘which is identical to the equation transformed in Appendix 3 of Reference 10.

V. AER ODYNAMI C MODEL ANALYSIS

The aerodyn ami c model is the framework within which the entire ex-
traction process must take place. In light of the comments in Section IV
of thi s report , the equations of motion for a projectile in tree flight may
be ~~ ittan

(8)

~ = � M  (9)

Thus, there are three equations of tr anslation [( 8)] and three equations of
rotation [(9)]. The forces and momenta in these equations Include aero- —

dynamic terms . It is the specifi c forms of these aerodynamic terms that
are of interest here (i. e., aerodynamic force and moment models).

The conventional method of dealIng ‘with forces and moment’s in tra’-
jecto ry and stability analysis is to expand them in a multi—variable
Taylor series about some referenc e values of the Independent variab les.
As examples, the axial, force , Fx , and pitching moment , M , would be ex-
panded as follows :

F~ 
= ~ 5~ 

(~‘d.’~ +‘ ~~~ (U ’U0 ’
~ + i~

ç ~~~~ 2. ~~ z ~ . 
i

+~~ L ~~~~~~~ (‘(-d0) 4- 3U~ (u-u0~ 
.
~
. .

~~~ ~~~~~~~~ 
(10)

M = M0 + ‘
~~

‘

~~~ (c -c(o~ 1 jl~
’. 

~~~~~ ~~
- 

~~~~~
, (~~‘jo 

“) + ‘

2 2 “
~~t1 2 -1 (~~)-k” 2! ~~~ 

(oc -~~ + ~~~a (
~-~

,) .
~- 9’

~ 

(q~
.
910”~ +...j+...
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*are the reference conditions are ( )~, and the partial derivatives
are evaluated at these reference conditions . Of course, the expansion can
include terms of order higher than 2. In fact the ada]. force, Fx, and

— 
pit’~ht ng Moment , M , were selected an examples to point out typical
characteristics In aerodyn amic models presently being used.

The so—called “ussysinetrical program” described In Reference 3
uses the following models for axial force and pitchi ng moment:

C,( = Cx0 + ~~~ (~ 
) 2 

+ Cx~2(~, ~ 
2 
÷ CxM (lvi -MeFF

’)

Cm Cm0

+ ~~ (
~~

) (
~~ ) + Sin o(3~fl~f)4 ) [Cm ~~ (vs ) + Cn,~~~~ (

~~
) ]

Mwhere Cx (~~~V~~A~ Cm (~~~~~)Ad

and 
~
‘ = i’an~~~~~~~ ) - 

~~~~~ ang k. ~.c c~s
Several interesting things are apparent from these expansions . These are:

1. The axial force and a damping term , being primarily dissipative
processes, are represented as even functions of the flow angle
because they should be of the sane sign regardless of the flow-
direction.

2. The pitching moment is represented as an odd function of f low
angle since, in normal, cases, the slope of the moment-inclination
angle curv e does not change sign.

3. The roll, orientation term, which would be particularly important
for certain winged or finned configurations, is actually a cubic
(odd function) in terms of flow Inclination angle , though it Is
represented as the product of sin2.7 and brA,,, (or ~T/~o.) because the
net flow actually approaches the body along ~ , but the contri-
bution from each component of this flow must be given in terms
of ~~~~ (or ~Aj a,). Of course , the actual body orientation
(ni ) is represented only linearly in sin(v’V’~.

Figures 3 and 4 show the axial force and pitching moment for a typical
ballistic configuration. The models fit the data quite we],]., particularly
at low and moderate angles of attack. Incidentafl,y, the ~ctracti on process ,
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being a least-squares curve fitting operation , actually determines the
coefficients by minimizing the errors between experimental data and the
analytical model all along the rang e of angle of attack. These coefficients
are not true Taylor series coefficients , then, but it is really immaterIal
as far as the results.

The good model fit shown in Figures 3 and 4 is not necessarily re-
presentative of all coefficients for that configuration nor of any co-
efficients for some other configuration. In fact , apparently the more
“unconventional” is the configuration, the more unreliable is the model
likely to be. Notice that for the results shown in Figures 5 and 6, the —

model fit is poor at the higher angles of attack ev en th~~~h the con-
figuration is a conventional, o~~.ve-eylinder with tail fins • There have
been acme cases for which inclusion of non-linear terms In one force or
mo~~nt have affected the coefficients of some other force or moment. This ,
then , is the essence of the problem being considered — to develop aero-
dynamic models for inclusion in the extraction process which will be
reliable for all. configurations tested in a ballistic ra.~ge.

The first alternative is to use series models with more terms . For
instance, for a configuration which is truly unsymmetrical, it is
possible that an odd or even functi on formulation is not appropriate.
Thus , for certain forces or moments both odd and even powers of the in-
dependent variables may be required in the model. A typical variation is
shown in Figure 7.

Other analytical models may also be feasible. In dynami c simulation
table look up routines are often used. Though such a scheme would not
be compatible with the present extraction algori thm , perhaps a related
method can be found. In fact one of the major long term studies which is
suggested is a detailed look at the classes of aerodyn ami c models which
are consistent with both the extraction process and the actual aero-
dynamic behavior of ballistic munitions.

In order to gain an appreciation for the aerodynamic behavior of
ao~~ ballistic shapes a computer search at the Eglin AFB Technical.
Library was perf ormed. Key words ASYMMETRIC BODIES - WIND T~~~EL TESTS
yielded six references. In addition several more references were found
from other sources. Because of the time limitations imposed by the
s~.a er schedule, a thorough search was not made. Nevertheless , a few
typical plots were made and a power series of the type now being used
was matched to the data. It is seen that for the coefficient of Figure
8, the present model does very veil, in spite of the fact that the con-
figuration has an elliptical, body with fins. Unfortunately, for the
droop—nosed configuration of Figure 9, there is little chance of fitting
the data with the present model.

To date specific models which will account for non—syametrical effects
have not been developed. However , a general research plan has been f or-
mulated and certain key elements in the modeling process have been
identified. These are discussed in the next section.
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VI. RESEARCH PLAN

The develo~~ent of a comprehensive long ran ge research plan for any
problem is a formidable task. The present problem is no exception. How-
ever , the atmm er study effort has pointed out acme paths to follow, and
all that remains is to formulate the det ai ls associated with these paths.
Some details can be pr ovided now; others will have to evolve as the overall
plan proceeds. A].l are dependent on the final objective to be achieved.
As the author sees it, there are both short range and long range objectives .
The i~~ ediate objective is to develop aerodynamic models with which COD-
fident predictions from aeroballistic data can be made for munitions in
the present inventory and on the near hori zon. The long range objective
is to determine the limits, from an aero dynamic modeling view-point , of
applicability of aerobailistic testing to determination of aerodynamic
coefficients.

The proposed research plan involves four main parts . These are
highlighted as follows :

1. Modification of existing progr ams - The existing dynamics pro-
grams are not restricted to munitions with several planes of
Symsietry. However, more generality should be added to better
account for mass , geometry and aerodynamic asyrmietries . In
this phase of the research the aerodyn ami c models would be
left intact, but the dynamics would be modified to permit
the use of any axis system in the analysis. Provisions would
be made, as described in Section IV for transforming physical
and flow propertie s between axis systems . With the inclusion
of su~h modifications the existing programs could then be run
to determine the effects of these changes on accuracy . Stan-
dard. 6-DQF simulations could be used to per form acme of these
teBta .

2. Investigate existing extraction programs — There is no doubt that
the aerodynamic model used in the extraction programs produces
a bias on the results . There is also probably a configuration
bias also. The quality of results depends on both the ex-
traction program end the aerodynamic models. Therefore,
before new models are sought some effort should be made to
determine the compatibi lity of model types with the extraction
process. Involved in this would be the determination of accept-
able functionai (or discrete ) forms . Also, an effort should be
made to find out the effects of unco~~ling translational and
rotati onal dynamics and possible ways to improve the procedure
if these effects are severe for unsymmetrical shapes. The
existing extraction process is sensitive to the order in which
coefficients are sought . Whi le this may be entir ely due to the
fact that local rather than global minima are selected , some
studies should be made of these effects .
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3. The literature should be searched for appropriate wind tunnel dat a

from whic h characteris tic aerodynamic models can be constructed.
It is possible that specific “class” characteristics could be
detected which would permit the generation of selected con-
f iguration-oriented models which could be used in modular form
as various conf igurati ons are tested. While these models would —

not be general , thay would hold the promise of providing good
results f or specific classes of munitions. (~ice models are
determined, they should be tested with a synthetic -aix-DOF
simulation program and, by cc~nparison with existing test data.

14• I~ will be abso3iite],y necessary to plan a test program which will
highlight various phases of the modeling problem. Special
models should be designed which emphasize various aspects of
the asymmetrical munitions problem, whether thay be related
to mass or geometry. Such tests will be used to verify new
model forms , detect inconsistencies in the extraction process .

It is obvious from the preceding paragraphs that an extensive re—
sear ch pr ogr am is proposed.. However, it is imperative that such an out-
standing facility as the Aeroba.llistic Research Facility be used to the
fullest extent and that the results forthcoming fran it be used with con-
fidence. It is believed that this program will aid in achi eving those goals.

VII. SPECIAL S~14INARS AND BRIEFINGS

During the course of the si er program the author has recieved. a
large amount of information via personal and groi~~ briefings and seminars.
Initially, a very excellent tour and summary of operations of the ~~ro-
ballistic Research Facility CARP) was provided by Lt 1~ mo Galanos . A
description of the data processing procedures, computer terminal operations
and pre1im~nary ballistic testing were provided by Mr. Kenneth West . Messrs .
Kenneth Cobb end Gerald Winchenbach each provided thorough brief ings of the
theoretical background and computational details of the extraction programs.
Mr. Cobb also presented a formal seminar on the dynami cs of an impulse
corrected , laser guided rocket (Reference 13) which provided considerable
insight into the theoretical methods applicable in rocket trajectory
analysis.

~~o formal seminars were given by staf f members of the Analytical
Sciences Corporation ( TASC) .  Dr. aiarles Brown talked on applied optima].
estimation methods. His talk and subsequent d~.acuseiona with him were
very helpfu l in developing an appreciation f  or stochastic methods . In
particular, his discussion of Kalm,m filters was useful in pointing out the
application of these methods in aerodynami c coefficient estimation.
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Mr. Jim Kain ’ a t opic of discussion was aerodynamic coefficient
estimation fran flight test data. Much of what he said has direct appli-
cation to the enthor ’ s modeling study , though the flig ht test data ex-
traction is more cosplex than the aeroba llistic case becesue of instru-
mentation differences and because of the uncontrolled enviro~mient. C~ieinteresting facet of this seminar was the introduction of the concept of
structhre identification. This implies the formulation of an extraction
algorithm which would select its on Btructure (aerodyn amic model) to fit
any particular case. The so— called “structure” would be in the general
series format, but terms of the series would be selected by the extraction
program. This is being pursued by Mr. Phil Fiske of TASC. All of the work
being done in this area by this contractor is currently using the extended
K,ii m~~ filter technolo~ ’-. The result s have been encouraging .

VIII. C~ iCWSI (~IS AND REC(~1MENDATIONS

During the ten—weeks ’ duratio n of the Summer Research Program the
author has become familiar with -the experimental methods and. analytical
tools currently employed in the aeroballistic coefficient extraction pro-
ce&re. Sane of the problems associated with thi s procedure have also
cane to light. As a result of personal studies and numerous discussions
with branch and division personnel it is conãluded that better aerodynamic
models ar e required not only to better determine the aerodyn amic character-
istics of existing munitions, but to extend the analysis capabilities of
the ballistic range to more unconventional shapes .

In order to begin the evolution of more appr opriate aerodynamic models
it is rec~~~ended that the following steps be taken;

1. ModIfy existing dynamics programs to better account for mas s
asymmetries and to permit transformation and computation of
aerodyn amic coefficients for any reference.

2. Investigate existing extraction programs to determine model
and configuration bias effects and to determine compatibi lity
of various model f orms .

3. Using experimental data f or a variety of ballistic configurations
generate possible aerodynamic models .

1~. Plan and carry out a testing program devoted strictly to
assessing extraction program performance and aerodynamic model
structure.
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TEST
MODEL

________________________ I_________________________

TA~ 
° Dimensions , mass , e.g. , and

I_______________  ________________  

inertias determined

____________________________I_____________________________

o TI.me and distance to 50 stations
AER~~ALLISTI C RESEARCH FAd LITY determined

_______________  ________________  ° Orthogonal shado~wgra~b pic tures
taken at each station

FIlM READING TA~ 
° Precise positi on and angular orien-

tation at each station determined
from shadovgra~ i pictures and

- digitized

o Data file formed giving teat item
coordinates (x , y, z) and. orien-
tation (a , 8, 4k ,)

o Using specified aerodynamic model,
C0EFFICI~~T E]~ RACTI C~I PROGRAMS aerodynamic coefficients are ax-

________________________________ tracted. by Cha~aian-Kirk method.

FIGURE 1. BALLISTIC RANGE COE~’FICI~~T ~ (TRACTIC~ PROCESS
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APPENDIX

List of Equatic*25

1. Matrix elements,

b~s b12 b,3
[8] b2, b22 b23 (4 ..,)

b~i b32 b~ J

where b,, = Co.sScos €
b,2 = S,flc1 COS~€
b,3 = ~~~~~~

CO.ScS S/ n6 S1f) ~~ 
— SincicoW

b22 i,~1s,ii E .5 i’~~~ -,
4
~ co.sé COS~~

b23 = CO~~ ~S/,~a

= c 5 J~s’in~ C05c1 # S/fl é~ir2d
b32 = ~,ñJ s,i~ Co,s e - cos~~s,h~j-

b~~~= ~ô.s~~co.sc

Equation (A—i ) is the matrix (or its transpose) which appears in
equations (1) end (3) through ( 7)  of Section IV.

2. Matrix elements , C~~

The C matrix appears in the inertia transfoimation which is given by
equation (2) as

IX)( 2 C11 C12 C,3 C14 C,5 C,6 Ix,, 
~~~~~I 1”~Ya I Czi C22 c23 c.24 ~ .lTxy, I G,c~ I

j I i(~ C~t (~2 C~ C34 C33 ~~ Gx~ (A -s)
1 ‘YY2 

~~ 
c4, c42 c, (~4 c4~ ~~ 

- + 
~ 

Gy~j rI I~y~~ 
Cs, C52 C5~ C5~4 C~t C~ I~~, I Gy~C

~
I ~~ c~3 C~4 ~~ C~ 112 LG~~J
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where

C11 = cos côs C2, = co~ ~co~ € (cO~ S~i~ E si~ ~~~~ 
- 

~~~~~

= - sin zicos~~ C22 = Cos2S~~ 6 COS~~ ~ j  Si~ 2~ s~n 2~C,3 5~~~”72E CO~~~C~ 2€ . / r?~~ ,‘- .“~ d~m E co~ c~= sm 26 co~ 
2€ - I [ “i* CO.5 2g) su~ 2E ~i, CT -

~~ ..~in 25cos E co~ ~rJ= sthé sth 26 = sin~JT cos ~€ sin c- — cos ~1 ~u co-s ~~sin 2€ = sin € co-s 6 Sin C—

c4, = s”~ 
2

~rco,~ ~ r #  cos 
2
ci~sin ~€ ~~~~~~~ 

- 

~ sin 2S~in s/n 2cr
= (cos~r_ S m2E s,n2r)  - Cos2 ir~2cr

€ S,n2cr — Cos Ss,n 2~ si,~ ~~
—

~ ca.s 2~~~~~~~Z(J.. 
~~
. ~~ 2~f ~~~~ ~e su~ ~r .

~~ d sin 2C5 Sir? 6 Sm 2cr
C45 ca.s 6cos e sin 2cr ~

‘ su~d s-i,) 2€ 5u) 2C7~
= cos 26 ~~~

= -
~~~~ (c~,s ~~~~~~ co~ cr ~
~~~- (sin 26 3r~ 2€ Cos cr) — Cos 26 Cos € s,,~ cr

= CO-S 6 co.s 26 Cas cr - Sin Js,n 6
CAS6 (cosIsincr - 5u~ ciSin co.scr)

3/126 Co~ 26 co50 * Co.s 6~’n €
Sii~E COS6 co.scr

csi = 
~

- (sin 21 3~~ E Cos 2cr - cos 2 6 .  ~~ .
~~~~

= i~ 21 (sii~ 2~ ~ i)  Su~ 2cr t sir5 e (co.s 2gc’os 2r + cos 26cos 2cr- i
~~ COSJ3,,)26 3,n2cr - sindco~S 6 cos 2cj -

= �‘ [51,72 CT- - SI’? 26~,,vi ~
) - s,r~ zcI siii € co.~ 2cr]

C~s ~ 5/ 176 ~,n 2~ 5u2 2 ~~ # CO.S d COS 6 COS 2 ~~
— .2 .2 -C56 — 2 CO.. ~ 3i~2c7

CO-s 26siri ~€ Cos ~r ,‘. ~a, 2d sin 2~.. ~ ~ s S s,n € s,,- 2cr
(262 51421(1- Cos ~r (siri ~~ ~ i ) J ,‘ Cos 26 3u1 6 sin 2cr

- 3/ri 6 CoS f S/ t i 2cr - cos 6 siri 2~ cos
,~~~ s-,,~ 

2~ cos ,~
- co.s 2J ~ - I sin 26 sui 6 su~ 2r

CO~c1CO.SE .57Y)2~~ 
- 3”? 5 .5iti 26 Cb

o~
2e co.s2r -

9-30

_ _ _ _ _ _— - - - * —4



r~ 
- --—-- ---- -- —--—-

~

- - - -

~~~~~~~~ 

- — - -  -,--- -- --

~~
-—

and also,

Gr~ = rT) [( i-cos~~cos~€) f
2
~ U- 3in~Tco~~ )g t c~s~ / ~

iq (~i,~2cic~s ~
) 

* 9h (Sinisu, 2E)  * fh (co5Ss/n 26 )]

Gxy m[(~co~
2ss,~z i ~ o -1S/~26cas€ cOso,) i

2
,~ &s,,~1si,~2€ Sine -

+ I sth 24Icas€ coscr) ? — (1srn26 sin cr,) h2 
+

+ ~ S ,?2J 5a-) 2E sii~ cr)1g -~ 
(co.55c0526 s)n0 + s,nés,nEcoscr) £‘~‘

+ (sth äcos 2~ 5u~i ~ - cosfsn’, 
~ 
cosd~bJ

= rn[(’~ ca52gs,r~2€ cos~ *~~s,~~Sco s,,~r) f
2 

+ (~s,i,~
çs,,

~2€ coscr 
—

~~ ff Sff) 21C0s-€S/,2c1)3
2 

— (, 2 ) /
2 

‘,4~ (E~s/r? 21sih2E CoScr

— co~26co € Sin c-) & + (srnclcos 2€ casd + ~o~J~iij ~ SI’? o )~~

+ (co..s Sco.s2& cos cr - 51nds ’nE si~~r)  1 /i]

= ,n [[co.s~1 (I- sin ~€ sin ~i-) + sii~ ~isir j~r 
~ Is/O2Js ~,,7 E su~ 2cr] ~~2 

-

+ [sin~S(,- si s,n
2
cr) + co 21s14 ~r 

- Isin21&i~ sir~2c-r] g
2 

-

* (sin ~€ ~~
- cos co .s ~~

. [s,,i21(cos ~r - sin ~ sio ~r) - CO5 Si~~€Sif)2d.f
J

* (~i,~fc~~ s/n 2cr - casJT.c,n2€ sin ~r) 1/? ,. (cosäco.s~ s,r~zcr —

• 

-

* ~i’2 Ss,~ 2€ S/ri o- J~

9-31

_ _ _ _ _ _ _ _ _ _ _ _ _ _  -9



- --- 
- _~~~~ _~~

- - - -— - ‘ - - —-— ——
~~-—  —--~-~--.-- ~ —~- 

• •
~~

•
~~~~~~~

•
~~~~~~~ _____

~
_•_— _

f r i  • / 2 •~~~~ •2~~ / - 7 2

~~yz 
= I~71 Li sin 2cr (Cas cISin ~ + 51/2 1,1 - ~ Si’? 2Ssiri E CoS 2crJ I

r ’  . / 2 .2 2 1  / .~~~~ - ~
* Lz S/ ’?2 cr (s , nlsiri €- - cos l,i *  iS/ J3/ n € c O 2crJ57

,
~ 
(
~cos ~ su~ 2cr)/i

2 
i- ~~~~~~ 2€ sin2c- ~ Co5d~Co5 € Côs

-* [ ~sir~2S (i’,’ #,) s-,,o 2cr * sir5E(co.s21Co~ r + cos~1cos2cr,)]j~g

-
~~ 
(i’casISi,7 2€ sir~ 2cr - sir~i1cos €~o.s 2cr) lb J

= m[[cos~~(,- sl~~~Cos~o-) * si 1co~cr -~~S’ri 2~ s,~E si42cr] f ~

+ [sin ~(, - siti ~ cos + co-s 21~~ ~~ ~ Si421~i4 € si~ 2cr1/

+ (Sin2e i- c~s ~ sin 2 ) /?
2 

+ (cOsIc&s€ si&~c
- - sir~cf ~ui2€ co~ cr) qb

~ [Sir~ 26(”i- co~
2
~-[s~ ~ ~i I )  + cos 2clsiri € 5//2 2c I Fy

- (S,ñlcos€ si,) 2C # cosgsiti 2€ ~~ 
2g...) ~~

3. ¶~~pical Aerodynemic Coefficients

Given below are two typical aerodynamic coefficients which were
derived according to the procedure c~ tflned in Section IV. AU other
coefficients can be derived in the same way .

Cy~, 
= cOSScOS € * ~cos ~~~ co-s cr~ &~ ~~~ cr) Cy~2

~ ~~~ [~ (cos ~ si~ cr)  - h (sin 6sM ~ si~cr + casEcas~)Jc~,

-
, 

Cin~, = Crn~ A, (cOsfcosE cos~- + i ~é~i~~~ su~d 
~~ c~ (‘,~1~;)

(h (casSc~s~€ co.so ) # F(~sin~€ cosa-)] 
~~
-

$,n26C0S!o-* S,r$1c s€su~2cr) - I(cOs~e cosZc)J (A -4-)

-

~

--- -

~ 
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~~~~~ ~~U}E OF Ca~ tYPATXQ~ INZ4~X1E CA~~O MESSIIE ~tiarr S .LATIc1~

~~by
Carl G. Iocriey

ABS

A type of air-to-air heat-seeking missile is being evaluated
by the tEAF by neans of a large scale ccmpiter program in s.4iith
the thr~~t, seeker acticxi, guidance ozzltxols, and associated
para~eters are nett~~~ticaliy sinulated. Sin~~ sons input varithlee
have noise (ra~iàin) anpuents and are actuafly ra-idan variables,
the output valt~s have distributicxis whicth axe un]o~iain , and thus
a ~~ ite Carlo nethod is used. The Jaic~ n input randan vari~~].es
are sanpied and fed thxo~4i the program sufficiently many tines
to get u~~~rgenc~ of the prththility-of-kifl for a missile latmdi
fran a particular area of an elevaticn plane ~~ith ~~~tains the[ target.

I~~ appro~~~~s are idantified in this report for redi.~ ing the
i~o1~zte of czitputatiai. ()~e is that of using randan dif ferential
Equations. The other (ircre practical , strai4it-foxward) is one of
passing the neans aid neais plus or minus one standard ~~viaticii
through the cxz’patatio~a1 systan and then fitting ~rnlati’ve Weibuil
distributions to outpute of interest. Then sanpies can be dr ain
d~~aply fran these output distribut~~~s.
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1. IN’nuxrrI~~

~~~ Analysis Division of U~~ Axmnanent Laboratory at Eglin APE
sin~ lates the flights of air—to-air missiles la~zmdied fran a fi~~d
altitude ta~ard a target (at the sane altitude) whidi is undergoing
a preset target maneuver. The missile thrust, seeker action, and
guidance ~~~trols are siniilated matheznatical].y, aid the positions
and velocities of the missile aid target , as i~~li as the pitch aid
ya of the missile axe ocmputed tine-increwent wise until the tine
of ciceest ~~~xoadi of the missile to the target. ~~~ lastly *xmpited
valuss are t1~~i fed into a routine (~~DC~ NE) which cxmputes the
prthability of a kill of ~~~ target.

(~ rtain input variables cxntain noise aid thus axe actually
randczn variables . Therefore, any deterministic (e.g. , neami) vali.es
put into the axputer program yield output valuss which axe unsatisfactory
in that sampled randan inputs yield sample outputs which axe distributed
in same n~~ner around tie deterministic valuss. !‘bnte Carlo netbods are
teed, i.e. , samples axe draa (generated via randan nurber ~~~erating
s~.broutires) fran the JQ1a~ai distributions of tie input ran dan valmzs
aid the cxamputed outputs give sample distributions of the final valuss.
flese final valtes are ~~~erated and fed into the ~~DGNf routine until
~ iivergence of the ~~ (probability of kill) for launches fran the given
position.

Many lamc*es are required (usually raze thai 30) for each r~~.Dozens of ~~ ‘s axe needed for each ~~-envelcpe at a given a1tit~~~(with fi~meci target pc~~ r a-md maieuver) , so that dozens of p~-.envelcpes
are needed. 3it each ].a-mztdt uses a~~roxin~ately a tho~ea~d or -note
tine increnents , aid at each incx~ i~ it 50 diffez~~tial equations ni~~tbe integrated aid program bockeeping operations updated. Thus these
a-envelopes axe very ~~~tly (one may require the solution of 30 million
differentia]. equations).

The problam of redmx~ing tie voltme of axputatian has been ~~ msidezed
by various persons and technical ~~~tractors, but to date no generally
satisfactory nethods have been found. /
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~ e purpose of research on this problem is to identify
any possibly fruitful xmethode for recltriTlg the volmm~ of
ccmputat.icn required to gr~~i ~~-emvelopes . !fle siniilatiai
equations cam not be changed, of ~~urse , so that any accm~ *.thle
nethod for cxxpitatiaial reduction nust either circunvent the
purely )thte Carlo imethod , use maze efficient algzithne, or
ti~~ten tp” the progran. The program is already fairly ti4it

aid efficient algoritlme are used for solving the differential
equat~~ s.
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!fte cumputatiamal flar, of the einulaticm process may be
axisidered to be a blad~ b~ c of uni~~~ n operations into which
are put deterministic parameters p~,• .., ~~~, raidan parameters
U1,..., t~~, aid initial ccmditiais of the variables of interest,
x11..., ~ç1. ~~~ outputs are updated valmes of these inputs at
tfie next ~iae inc~~ r~~t and are raidan variables X1,..., ~~ becatee
tie Uj ’s have entered tie scI~~me.

Diagramt 1 sh~~s the flc~i. The initial inputs (pr’s, U°’a aid
enter am tie left-hand side of the bcic, which repxee~~ts alarge scale onsputatiamal system of such a.xpie~dty that it is not

knocram in functional description. The updated outputs at the right—
hand side are the ]4~’s (the kineneti~~ of tie missile) aid amy rma~rai&~n parameters U~~.1,. .., U~~~ .

~ e outputs of intei~~t are functions

f~ (pr,..., ~~, Ui,..., U~; ~~~~~~~~ ~~~~ 4,..., ~ ) ,  1 ~~ k ~. n.

lb gain Jai~ vledge of the total function P - f1,..., f~) me im.mst sample
its bthavior.
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4. SYS’~~4 ~~~t ’rx~~

‘niis partiouiar cu~ utatiaial system (blaic b~ c) has tie
p~~ç*rty that r - 2 , i.e., U~~~ a-md - tie only cuitinuing
input randan parameters (ae&~’bi.agran I). Itese represent noise in
tie steering tOZClt$e 011 tie hofl.ZCZltal (vertical) canards due tie
vertical (horizontal) ames.

~~ set all other ram~~~ parameters equal to their neams aid
thok 12 samples of size 30 (each sample had a different set of
initial detersiLnistic parameters). We *xmclmided that this noise
variation was not sigeificatt aid ~~ su1ted with our U.S. ~ir ~brce
research counterpart, Aaron Brinsat. l~ cuicurred that his wide
e~qeriamc~ verified this. We them decided to use &teuninistic
(nean) values for these ramdcin parameters.

~ e ays~~~ is nai ~~msidered to be a vector firicticri x = F
f~) with razdan initial x*iditiats, ~tmith axe at parameters only aid not
at the initial variables of inter est.

~~~ m set of values chosen for time randa’n initial parameters fixes
a cumpitat icnal sys~~~ F Cfj ,..., f~) thro~4m which me feed tie variables
of int,~~~.t starting with the determi.nistic values x1,..., x~ (amos a fixed
set of valu~~ ~~~~~~ ~~ is given) . We will call eadi sixit fixed system
a “C—bcxc~.

()~~ objective is m~~ to detennirme time variability of the C—bcomes
&e to tie distributions of time U~, 1 .~. j  ~~~q.

10-8
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5. RANDCt4 ~~ DE’~~~CNISTIC DJITIAL PAPAI~~’~~~~

The reduced sys~~n has 5 initial raidan parameters. All are
Gaussian except U,~~ which is titifonu. Sampling a-md grç*ming of a
few hundred hist~~~~ie of sample sizes 50, 30 aid 25 shcws that the
output Xjç ’ s are not Gaussian. Same axe skeved to ~~pAar e3çonential ,
same axe strcmgly skeied time other way, and same axe in bebme.n
(~~pro~cinete1y Gaussian) ; but a f~, axe biia,dal (2 “htzmps) .

U~ ~ t~ mperature-of-tke-prcpellamt is time source of greatest
variability in the output X1~

0 s ~~xsrding to sampling a-md reasoning.

~ me other randan initial parameters cam not be ranked in order
of variability caused to time outputs, since the magni~~~~~ of s~~~effects depend at time oatditiats gi~~ m by tie p~ 

‘8.

U2 m~~~um-tradcing-rate—athievab1e-by-tke-missile causes greater
output variance if the target is in afte4~imi~~ r pa~ r mid is pulling a
high g tuni in the plane at shorter ranges and/or higher zne~ mitmmdse
for off-tail angle (see Diagran 2) 0.

U3 guidano e-initiatiat-star t-t~~~thme (tie amplifier wants up
after launch thme) contributes si~ ii~icantly to output variatiat ~ãet
the overtake velocity is high at launch tine. l~ere is sorts sigeificance
of time noise at 1c,~i altitt~~s (fast burn of the propellait gives high
9.nstantamea~~ thrust), short range laundes (

~. 1000 feet) a-md high
negeitmx~~ of off-tail angle for high pcimere d targets pulling high g tunis.

U4 its nim~-steer ng—tormpe—mme rutmx~ -poesible—ai—caiards catee~sigeificait output noise ~or high m aneuvering target under high porter
for shorter ranges aid/or high mageittmde of off-tail angles 8.

saturation-range (time range at which time se~~er is close enom4m
to became saturated and unable to follcw target) yielde si~~ificant noise

• only mrAmen targe t is under afterburner pater. This ama is msmifo”n’y,
rather than Gaussianly, distributed.

‘ftme parameters of inport a-ice are ~i 
ran,~~~ p2 = off-tail-at e,

and p3 = altit,~~~ all at lairidi tine , along with pg =
(cruise , ntlitaxy, or aftexbunmer) mmd ~~ 

maneUver~O
last 2 parameters are preset.

Clice values are thceen for P1’•~~~’ P5 and rmubn values are ~~ erated
for U1,..., U5, a particular C-bacF= (f1 . . . ,  f~) is fixed aid is a
detenuinistic vector function which takes the var’-ab].e~ xi,..., x~ intotime final set of positiats aid velocities xc,...., ~~ at tE~e discrete tine
incz~ ii~it of closest appxoait of the missile to the target. Hor~ ver, time
randan nature of tie U’s causes F to vary. It has been stated that tie
variations of these U’s fix various F’s that skew-up” time outputs X1,. . .,  X~
for a fixed input xt ,..., 

~ 
-
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6. O)Q.~RISC~E CF OUlPt1~ sN4’IES

‘flte first tt~ “samples” ware taken by fi~d.ng time altitude at
10,000 feet, target por~ r at afterburner, a-md target mameuver at
a 5g right turn in time elevation plate. ‘lime range varied as 2000
to 6000 feet by increnents of 1000 feet , while tie off-tail angle
varied as —90° to 90° by 15° in~~~~=its. The first sample had all
noises set to their nean values, while time secxmd ore had time
maxinun trad~ing rate. U~ set to time neat minus 2 standard deviaticns
(over 98% of ramdanly generated values for this parameter t’~ u1d
exceed this value) .

Qzx~*risats of output values shc*~ed that range (miss distance) ,
missile pitch, ya~i, and velocity negnibide (all at output tine of
closest ~~proadt) had no sigtificatt differences. ~]~e greatest
differences ware 10 , 1 foot , aid 2 ft/sec. Ha~ever , over 90% ware
tie same wt~~m roum~~~ to the nearest integer.

nore “ssm~p~~~ ” ware taken as above with only the altitix~changed for both to be 40 ,000 feet. The zesults ware the same except
for the fact that about 4% of the miss distancES had cxxmsiderable
differences. lic~~ ver, these ware quite large miss distancEs so that
a miss would be cbtairmed in either case. In the other cases, time
differences ware negligible. ‘lime greater differences occurred at
negative angles of nsgt itude s greater that or ~~ua1 to 60°.

Then we put a1tit~~~ 10,000, range 2000 to 4000 by 2000 ,
off-tail aigle = ~75 to 75° by 30°, and fixed all noises at their
neans except the g~uidaios start—up tine U3 (~ mp1ifier wann-i.p tine)
which varied aax rding to its Gaussian distribution. A sample of
25 laizmdmes was made fran each position with time result that time output
data shcwed same ~nal1 variation at certain launch points but virtually
none at others. ‘lie greatest variation was essantially negligible at
this a1tit~~ for the target pulling a 5g right turn trider afterburner
pa~~r. Pbr shorter ranges, we ~~u1d e~çect greater variation, and this
should be sampled when tine penm.ts. S~ note that the overtake velocity
was i~~ in the above sample.

‘.Llme text run was with a1titt~~ = 10,000 feet , target in aftethunier
por~ r with no inemeuveruig, range — 2000 , 4000 by 2000 , aid off-tail angle =
.900 , 900 by 15°. ~1l noises were put at their neat values except U4 ,
the ne~cLnun tc~~us, which was set in 3 different runs at nean , neat minus
2 st~iid~~d deviations, a-md neat plus 2 standard deviations , respectively.
The miss distances and pitch and yam~ of the missile were essentially the

10 10
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sa-es, with scee error in the velocity of tie missile at the final
tine increment. ~~~ emr, this er~~r was negligible ~ en considered
as relative error (these velocities are in tie neighborhood of 2000
ft,~ec) . SInce 99% of all U4 values mt~uld fall bebmem the borside
gi~~t ~ ,ove, we ~ ncli~~ that this noise source is. effectively
insignificant at the ranges run. ~~ry l~~ or very high a1titm~~~ ~~‘affect tie output a-id &~~ 1d be set in future sampling runs.

• U5 is time ~~turation rat~~ (at which the heat seeker cam no
longer function .pz~~~rly becamse of excessive signal) is a significamt
source of output noise. ~~re, we used test data alrs~~~ e dating and
~~isu1ted Mrou Brinsori (who develcçsd time siiiii1~ticms) to conclm~ s
this whenever the target is in afterburner p~~~r.

10-11
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7. A PExiw P~~ ~~ PiM ‘I~E aii~ur DLS’I~~~YrI(~~

‘fle fa.zlt in tie detenninistic method cam easily be seen by
considering a ata-idard ro~~ .1 variable Z which is pit through tie
sinple C-boic f (z ) = z 2. 1~me nean o f Zi s 0 ao that f ( 0 ) = 0 i s the
c~ p.ita1 dete~~ nistic value ~*em we use time neat as a detenninistic
~~~ive~ itation of Z. }k%~ ver, values generated rai~~ nly fran Z amid
fed thxa~gh tie C—box will have a chi—~~,axe distribution as limtt
with mean yams of 1 aix! all. outputs will, be greater than 0. ‘liiis time
dete~~ .nistic output value 0 m~~ild be unsatisfactory for use as a
representative value for the outputs. Pthat we need here, In edditfrtt
to time va]xie 0 = f (0) , is an arcrcndnate shape of time fr ~~m~~~ y
distribitlai of the outputs.

Fbr tie par~~ee of amcplanaticzt, let us m~çose that we have a
situation where time noise in tie czitpit is practically all ca~i~~1 by,
say, U1 amid U5. First we set tie other random initial parameters
at the3r neat values. r.et a’,2 ar~ a~2 , p~, and be their variances
aix! means, respectively. ZeEting F ~designate time vector valued
ftnx~tiai for time C—box, we will ~~~ write F (U1, Uç) for time C*ltpit
vector to si~~ tie dspeiiderce on these random lni€ial ac&itions with
all otl~~ inputs being fixed .

In this partiorilar case we conpite time output vectors x1 = ~ (pa, , 1.I5)~x2 = F(p1 + a~ , ~15 + C1~ ), x3 = F (i11, + 01, 1.15 — Oç), x4 F(111 — C7~ , 115 + 05) ,
i~id x5 —~F (p1 01, p

5 
- a~~. ~‘ran tIme 5 sets o~ ai~~~it data an! time

bx~w’Tedge of ‘time proportional frequencies that it repre~~mts, we went
to ~~mstn~ t time apprwdnete shape of the output distributi ons for
xl,... ,xS.

need to use a oraulative distribution function of wide a~~1ic’~14l 4ty
which can fit distrthitions whose probability density ftmcticms are skewed
drastically either to left or right or are a~~xoxixrately symmetrical .
‘lie Weibill [2] distribution is best suited to this r~~ d (we ignore time
fact that finite probability exists for arbitrarily large iurbers since,
as in time expcsmential and Geussian distribitions, these finite probabilities
are a~~rcndimate1y 0 except on a closed bounded interval) .

This we ~~~rcnd.nete X1 (1 < i < 5) with a rarrbn variable Wj (a ,b,c),
which has a miilatiye distrlbitic i f’ffncticxt 1 - ew t—a (x-c) b] arid density
fmn~ ticm ab (x-c) ~~~~~‘ exp [—a (x-c) ~3,  x >  C; a,b >  0. We observe that for
b = 1 this gives an exponential density with positive values at x >  c.

We recall a t1eor~n fran matienatical statistics [4) which states
that a-my probability distribiticti which is r~~tzero on a closed Ix*irx3ed
Interval is detennined uniquely by all its nunents. Since our ocapiterized
distrihxtiams have values which are ixrmzero only on closed born~~~ intervals,
time tI~~remt a~~lIes to our appxo,dnate distributions. We note that the

10-12
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first 2 ni ... ~.itS determine U1,.. . ,U uniquely b&~~i~e they are (~~i~sian
aix! unifoun~ By pitting these mn~nts into time systan and apprcothating
time frsqi~~~y pn~ ortions of the Xj values (for a given i, 1 < i < 5) ,
we are in effect appradnath~ a aeccrd or~~r ~~ rcndnation f~r t~~output distribution for X1.

In the case we are considering here, U1 is C~ iasian and U5 is uniform.We can use a freq~~rx~y proportion chaxt (see Diagramt 3) for time independent
irpits to estimiate tie frsqtmerx~y prcipoxtiams of tie outp uts.

We have n~~~ 2 aaimçile runs where we have raighly ipl ’iermted the
above method ax! then ax~çexed the outputs with data taken fxctn 2 ?~~mte
Carlo nums. We rote that air method of ~oluticzm for a aid b in time
cumulative distrihztlai ~~1-exp [-a (x -c) D] imvl~~ estineting c and
t1~~m taking double natural logaritles of eacth side, fitting a beat
least square line, aid tiiam using time differential oorrection a1c~ rithn
to ndnlmize tie error. In future ii~~1~~~ tatlx~ms we ~~~1d ]JJce to
inprove time “guessthnaticm to get better fits .

This report ~~mtains time results of a preliudnary Investigation
aix! is rot i~~nt to be a solution in itself . Qir method for accumulating
the frsquencies needs more precise fornulation aix! theoretical ~~rk in
which statistical bcurxls be given. Qir fitting pro~~~uze reeds
inpwv~.ii~ t. Even so, the results of time rw~~, with R aid e chosat
randomly, sl~~ that this approach is superior to that of cuipating with
mimeans only. It is rot Joiaiin Iu~ precise the Winte Carlo netlxxl is for
samples of this size, since the inputs drawn at ran&rn do rot a~~~~ ci-
mete ~~~~~~~~ aid uniform distribiticms too well (n sI~~ild be arisiderably
larger).

‘lime date used to cxmprte time means, standard deviations, ax!
~~
‘ (pi, P2) have been rounded off somewhat.

‘lime data du~oted by “iaoc” wes rot obtained since our method for
• compiting a am! b did not ounverge for air estinete of c.

We to stress time fact that these runs cumatitute a very rough
imiplenantatiam of our method aid are not a fair test. }k~~ver, they
demxmstrate time possibilities .

10-14 



~~~~~~~~ - -.~~~~~~~~~~~~~~~~~ •-~~~ -~
‘

~~f~ARIS~~ 1, R— 4000 ft., 0— 60°

~.V~~I,~~~ITu ~~~~ 1.ffSS DIS’~~~~ Pr1~~ ~~W 
_ _ _ _ _

p 6.99 — .47 78.4 1833.3
(n—30)

o 4.9 3.0 6.96 55.5

p 6.42 —1.2 75.3 1804.6
(n—24)

a 2.9 .38 1.2 15.3

F (ni’ P5) 4. —1. 75. 1800.

• ~ 2~ ARIS~~ 2, R = 2000 ft., 0 = ~150

~~~cU ~~Th

p 48.4 .9 ~oocc 2309.2
(n=30)

a 27.7 7.9 ~aooc 115.5

p 60.9 —4.1 3.6 2234.9
(n”30)

a 32.0 2.2 3.4 24.6

F (p1, p~) 51. —4. 4. 2242.

10—15
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P~~ n sources of noise which case significant output variati on,
this method requires 1 + 2T~ 1awx~lmes (if triple cxabinatiams of + aj ‘8
were used, 1 + 3fl laurolmes ~ u1d be r~~~pd, etc.). }~~ ~mefl n Z 4,

- I this method seamme superior to )‘bmte Carlo in efficiency. —

I:

I
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let x = (x1 ,..., x~) dep~ x1 on t aid F = (f1,... ,  fe) . In tc~m~of tie dilferentia]. equations of time syst~~, we nave (1] , (3] :

Ic Ct) = F (X(t), t) for t in (0, T] aid F (X(0), 0) F°.

This is a xxzmlinear rardan differential equation with initial rai~~~n
function ocrxiitiams (a generalization of ra rxkin thmear differential
equations with raz~~~n coefficients (4]) .

A vector x° which is pes~~ ocimseoitively through ~~ h a system
until time tine lzcremrents total up to T, where at each pass the solution
y1’~’1ds a rar~~~n variable, will yield an output rar~~~n variable solution
which can then be sampled. ~~~ wr, each incramental solution requires
a iu±er of iterations, which ame ~~i2ñ hoçme ~~i1d take a lesser vohmre
of i~xapi tat ion required than time taking of the required rut’er of la.zncte s
for time )~~ite Carlo method.

There is currently a gap between time theory (existemx,e aid uniqueness)
of solutions aid time cuipitaticim of apprcmd.netive solutions . In general,
timers is no numerical method yet devised, aid tie special kr~~rm case~do not sean to apply here.

~n incremental solution involves tie solution of a stochastic
integral:

x (t+h) = X (t) 
~~t: 

F CX (t), t) dt.
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9. }~ l~s, ~~~~~~~~~~~ AND I~~~I~~r~TIcl~E

~~ do not e,çect a viable method of solution for tie random dif-ferential equation to be avai1 tF~le in time rear future. ‘lime method offixing C-bo~mes at plus aid minus standard deviaticus holds much promisefor time short aid int~nmpdj ate range future (at least) . ~~ recorirerdfurther research into tie method ax! tedmiques as well as irplamentation
~.tere’ver tie inefficiency of itzmte Carlo methods is to be traded off againsta (possibly) slight degradation in ~~~iracy (aid wherever time detenniniatic• method is rot satisfactory) . -

In time current simulation compite~ pxogr~m we reo~~~~d:

i) time use of a subroutine to use tie tine and date (fran timecurpater) to seed the rar~~in rnnrber ~~merating subroutines, th~ e air• samples si~*ed that the sane set of rarxkiu nu~ters is being used on eachrun,

ii) a scI~~me to increase tie tine increment size where guidancecontrol, ~~ is at a 1c*~ level, since air test runs have indicated thattine can be saved witlu.it loss of too nm~oh accuracy by a multistagedecision loop for changing the tine increment to cime of several vah~~(Aaron &inactm identified ~~ as the significant deteimthmer of tineincrement size for us) , since a saving of 1 aecux! per launch ~~i1dyield a 7.1% savings,

iii) that analytic solutions to differential equatic~w be usedwhere possible (suggested by Lt Greg Keethier) ,
iv) that time variar~~s of time outputs of tie 0-box method bediminished by truncating the fitted Weibili. distribiticgms so that theywill have positive weighting on closed bounded intervals of short er• length, in order to model the real situation, more acourately,
v) research a method for fitting time Weilimil distribiticms bysolving for the parameter c as well as for a aid b, since air present“guesstimaticgi” of c is a st.rt~~ source of error. in time shape of timeou~~ t dis~~~~~~~s,

vi) investigate methods for n~3 to ac~~u1ate time frequencies ofthe outputs around the 1. + 2~ xmpu~~d points (see time last paragraphof Section 7),

vii) develop a anmpiter subroutine to be used in cumjuncticnwith ~~~te Carlo siimu].ations which will isp]aremt time results of partsiv, v, and vi above.

10-18 
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FLUSH MOUNTED AIRCRAFT ANTENNAS

FOR SATELLITE COMMUN ICAT ION .

A STUD Y OF MULT I PATH PERF ORMANC E

by

Vaughn P. Cable , Ph .D.

ABSTRACT

This report presents the results of a prelimina ry investigation

on the performance of airborne phased arrays in an aircr aft /sate llite

mu ltipath envi ronment. A two—d i mensiona l geometry is assumed and a

model is deve l oped wh i ch predicts the mu l tipath perfo rmance of flush

(confo rmal) arrays mounted on the upper part of the main aircraft fuselage .

The diffracted mu lt ipath energy is ref l ected off the earth’ s surface and

compared to the energy in the direct path as a function of satellite

• pos ition (zenith to horizon) . These first results ind i cate improved

performance (reduced leve l of mu ltipath) for larger arrays , but that

imp rovement Is also a function of placemen t of the array . When a specific

requ i rement for “rejecting ” multi path is set , say 20 dB down , the optimum

array posit ion is on the side of the aircraft (45° off zenith) . Here ,

the conventiona l phased array also has its best scan capability (zen i th to

horizon) . Howeve r , if a 40 dB threshold for rejecting multipath is

needed , the optimum position appears to be at the top (zenith) . The

conventiona l array in this case has a somewhat l imited scan coverage ,

but a hybrid (slow wave mode) is mentioned as a possible solution to

expanding this coverage to the horizon .
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I . Introduction

The purpose of this investigation is to do an initial study of the

multipath prob l em between aircraft and satellite and as a result develop a

mu l tipath model to measure performance of flush mounted (conformal) aircraft

antennas in a multipath environment. Aperture size and placement of these

antennas are to be parameters in this model and the model will then be tes ted

on various antenna confi gurations in order to deve l op this too l for optimizing

such antennas for superi or mu l tipath performance.

The overal l mu itipath p rob l em deals with the many simu l taneous paths

which a signa l can trave l between sender and receiver. These paths for the

aircraft /satellite link can be quite complicated , especially when wings , nose

and tail section scattering and diffraction are taken into account. The major

mu l tipath system is however , between these fuselage points) down to the surface

of the earth (e.g. ocean) and back up to the satellite. This latter mu l ti path

mechanism will be stud i ed in detail in this report for a somewhat simplified

aircraft geometry.

This report will only be cons i dering the performance of flush mounted

• aperture antennas . The extreme importance of these antennas is to be found in

• their smooth aerod ynamic characteristics . They are also capable of either

electronic or mechanica l (or both) scanning. Single arrays or combinations of 2

or more such arrays are expected to give hemisp herica l coverage from zen ith to

the horizon above the aircraft.

* 
Cons i derable literature is available on both p hased arrays [l ,2 ,3J and 

*
satellite coverage antennas [4] and also on multipath effects on LOS and i onospheric

comunicat ion as well as for radar applications [ 5 , 6 , 7,8]. This report however ,

seeks to comb i ne portions of these disciplines to deve l op a tool which would aid the

11—5
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des i gn of spectalized airborne phased arrays wi th optimum mu l tipath rejection in

a generalized multipa th environment.

The antenna system and mu l tip ath geometries and the deve l opment of

the model are described in detail in Chapter Ii . Computed results based on this

mode l are presented and discussed in Chapter III .  Final l y, the Important resul ts

are suninarized and recomendations for further deve l opmen t of the model are

called for In the last Chapter (IV ) . Suggestions are also made in this last

chapter for new possibl e methods for improving the mu l t ipath performance of phase

scanned arrays on cylinders .
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• I I  • DEVEL OPMENT OF THE MODEL
• The antenna configuration mode l ed in this study is a 2—d i mens i ona l

set of close ly spaced apertures (e.g., open ended waveguides) flush mounted

on an aircraft fuselage . This conforma l array is to be electron i call y scanned 
*

for near-hemisp herica l coverage. A similar array has been investigated by

Mai ll oux and Mavro l desC9].

The basic approach used in this i nvestigation considers a simplified

(2—d i mensional) antenna—fuselage geometry with beam scann i ng only in the circum-

ferential ~ direction . Figure I illus t rates this 2—dimens i ona l geometry.

This view shows an

xi
ARRAY APETIJRE

-

Figure 1. Cross section view of flush mounted
array on aircraft fuselage (

~5 ~ 0
0)

array with circumferential L4 J1k I. wavelengths positioned on “top” of the

fuselage. Arbitrary circumferential position is specified In terms of the

11— 7



arra y angular bisector 055 for 00 < 0 5  < 1+5° Two array widths are investigated

in this report; 1 3 .12 wave l engt haa nd I = 7.8 wa ve l engths . The fuselage

Is assumed to be a perfectly conducting rig ht circular cy linder of radius “a ’

wavelengths and infinitely long in the ± z directions . Wings , nose and tail

sections are not considered however, more comp l ex geometries which include

these cha racteristics can be treated with these same techn i ques

App lication of the equiva l ence principle C i°1 allows the array

apertures , or “slots ,” to be rep lace d by a magneti~ source distribution on

the fuselage surface . This equivalent source distribution is g i ven by

~t(Q’) ~ (Q’) x~ ’ , 
(~)

where Q’ is a source point and ~~~ ‘ is the unit outward norma l vector at Q’. -

The array could conce i vably consist of axial and circumferential slo ts and

this model can be easil y modified to ac~wnt for both . Only the axial slot case

(TEZ excitation) is examined here , thus only 05 directed polarization

need be cons i dered . The slots are also assumed to be ‘narrow” or thin hence , the

M(Q.’) distr ibution becomes a set of z directed magnetic line sources . The

ember N and spacing d of these line sources correspond to the number and spacing

• of the slots across the L dimens i on of the array. Figure 2 shows the 2-

dimensiona l geometry us i ng N 7 line sources . Here , L is given by

L (N - I) b/x ( 2_)

where b is the narrow dimension of the wavegu i de apertures in meters and x is

the operating wavelength in meters .

- • .* * ~~~~~~~~~~~~~~~~~~~~ 
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• X LI~~ SO~~CES

Figure 2. Magnetic line source model for N
thin axial slots acros s array
aperture (N = 7). (Note, 05~—O ) .

A furthe r simplification of this array prob lem is obta i ned by neg l ecting

the mutua l coup ling between slots (I% 1~ All slots in this case

are assumed to be excited by equa l amplitude TE10 modes and an i dea l phase

p rogression is used to steer the beam in the des i red 05 direction . Curvature

of the array is also accounted for in scann ing the array.

The field pattern of a slotted infinite circul ar cylinder can be solved -

• by the classical eig enfun ct i on method CJL1 . Howe ve r , the Geometric Theory

of Diffract ion D’~1 (~TD) approach is app l ied here in order to handle

more comp lex shapes if need be (e.g. wings , engines , nose & fail section ) . The

GTD solutions used in this development followsthe latest work of Patha k and

Kouyou~~i~,ii~~l4~~ J .

1*l~9



A. 610 Formulat Ion of the Fields .

A more complete derivation of the general equations can be found

In the literature [J(p J ; only the fina l results for the 2—d menslona l case

are presented here .

F gures 3a and b illu strate the “prhned” source coordinate system

as well as the field point position for two cases; a.) the fie l d point P~
in lit region and b .) the field point P2 in the shadow region , both for a

sing le elementary line source at Q’. The distance S in Fig. 3a.

a. P 1 in lit region .

b. P2 in shadow region . *

Figure 3. Localized surface coordinate system
a~ source point Q . Note , n ’, t ’ and

~ 
are in ~he plane 2f t~e figure and

b = t ’ x n. Also , b = b’ (non-
torsiona l case).

11-is 
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corresponds to the direct ray path length from Q’ to P1 * 
whereas, S In Fig.

3b is the ray path length from the tangent point Q (where the diffracted

ray is “shed” towa rd P2) to P2.

The incrementa l electric field intens i ty d~ (P) at any point P due to

and incremental source dg(Q’) at Q’ is given by

- S

4 ~ 
(p) ~ SM (~c). ~~~~~~~~~~~ F(~; Q) 4 ~~.

‘ b c~(o; Q~J -~L (3)

where k — radians /meter. The F and G function s appearing In Eq. 3
are diffraction coefficients and explicit expressions for these functions can

be found in the reference~ [ P1 J. Note, tha t when the dIrec t ray field ,

P 1 is in the lit reg i on , Q = Q’ . An exception to this occurs If the diffracted

rays completely encircle a closed convex surface . The geometries cons i dered

here are of sufficient size (a = 25x ) to neglect these encircling rays and

Figure 14 illus t rates the ray fiel ds to be cons i dered in this study, i.e., the

direct ray field 
~d 

and the two diffracted fields g1 (CW diffracted field ) and

E2 (CCV diffracted field) . It is assumed that the and 
~2 

ray fields account

for all “mul tipath” ener gy.

Recall , the assumed array consists of thin axial slots , hence, Eq. 3
• need not be Integrated . The field is tha t of a single line source distr ibution

wh i ch is uniform in the z directio n and the total radiated fie ld of the arra y

is the algebra ic sunination of the Ed , 
~ 

and E2 fields f rom each Ind ividua l

l ine source.

11—11
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Figure k. Signif icant ray fields used in the
multip ath problem.

B. The Multipath Geometry

Figure 5 illustrates arbitrary aircraft and satellite positions

ov.r a spherica l refl ecting earth.

Calculation of the direct ray path electric field Intens i ty Ed is a

stra i ght forward application of Eq. 3 with S Sd. The mult ipath cê.4cula—

tions, however, are conplicated by the reflection process at the earth ’s

surface. These reflections are dependent on a number of factors including

the nature of the surface, the inc idence •~ grazing angle (IF ) and the polar-

Izatlon of the Incoming rays.

Random or rough surface scattering [ i~~J wil l certainly modify the

anç litudes and phases of these multipath rays. however, these factors will

only reduce the “expected” amount of energy In the multipath rays system.

Only the case of specular scattering (reflection) from a smooth lossy d ielec tric

surfac. will be considered In this report. This is , In a certain sense , a

~~rst cas. analysis of this multipath problem . The incorporation of a rough
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Figure 5. Mult lpath geometry for aircraft satellite
coninunication path. Note, effective rad i us
of earth a accounts for atmospheric
refraction%ffects where ae = k/3 x (actual
radius of earth).

surface reflection model would be stra i ght forwa rd based on the appropriate

model appearing in the literature [ %‘~ J.
The ref l ection coefficient used in this study is derived from the Fresnel

equation [20 ] for a smooth planar surface. A sin~ 1if ied expression for the

magnitude is given here for the requ i red parallel polarization case only,
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where 
~ e ’ — Je ” is the complex relative dielectric constant of the

reflection surface. An € for sal twater is used in these calculati.~s

65 — j30.7, 28°C at 3.2 cm wavelength). An additiona l consi deration

is the “di vergence factor” D wh i ch accounts for increased divergence of

reflections from a spherical surface. This D factor is given by

~~~ I~~~~-~~~~~: ~~L S’i

(s)
where

S1, S2, h5, ha~ 
Ae~ 

1P and ~ were defined in Fig. 5. Equations

for calculating the reflection point and thus the grazing angle ~ for the

above expressions are given in the references [ Z’ ,7-Z. ].

The magnitudes of the two mu lt path electric field Intensities and

!E2SI arriving at the satellite are cal culated as follows ;

?~~~~~ S~~~~ ~‘vJ i1 i  (C)
and

~~~~ 
qO) i~.L

where S S1 + S2 in Eq 3 .

A measure of the “interference” at the satellite Is difficult to def i ne

without knowledge of the type of communication being attempted (e.g., digita l ,

voice, non-coherent, coherent, etc.). A convenient measure for the general
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case mig ht best given by relating the power densities for the two arriving

fields . The mu ltipath rejection ratio (MRR) def i ned by

MRR =-w~Q~ 
JE~~1’ -~~~ ~~~ (&)

provides this relationship. Note, Ed, E15 and 
g

25 in Eq e are the

electric field intensities at the satellite. A copy of the computer program

wh i ch ca l culates Eqs 3 and 8 verses scan angle ~ for 00 < ~ < 900

(zenith to horizon) appears in Appendix A and results are given in the

next section for various antenna parameters ($~, L) and aircraft-satellite

altitudes (hs , h).

11-15



—- ~~
---

~~~~~~
. --—-

~~~~;

I I I .  Results

Ini tial cal culations which verify beam shapes and steera bi l i ty ar e

shown in Figures 7—12 for two cases, L 3.12 ), (9 slots) and L 7.8k (21

slots). The arrays were positioned on top of the cylinder (
~ 

= Q0) for these

pattern calculations and the ma i n beam was p laced i n a sequence of di rec t ions

(0° < ~ < 90°). Fi gures 6—9 are E-plane power patterns for L 3.l2X with

= 0~ , 30
0
, 60° and 900 and Figs 10-12 are E-p l ane power patterns for L • 7.8x

0 0 0wi th ~ = 0 , 1+5 and 90

The “broads i de” main  beam (
~ = 00) cases shown in Figs 7 and 10 illus trate

the typical main beam and near side l obe patterns of a uniformly illum i nated

aperture with half—powe r beam widths of 15° for L = 3.12x and 7° for L = 7.8x .

The sidelobes near ing  the “horizon” however , merge together and form rather

broad backlobes beneath the aircraft (cylinder). This is characteristic of all

scan angles shown and appears to be the major contribution from the fuselage.

This reg ion of the radia tion pattern is of concern since these are the angles

which contribu te directly to the multipath ray system. Recall here also that

these relative patterns are insensitive to cy linder diameter for this polarization

whereas, the TM2 case would not be. The cylinder radius used for all cal culations

in this report is a = 25x. This same contribution from the fuselage begins to

“contaminate ” the main beam for the l ower scan angles (~ > 145
0) .  The m a i n  beam

is in  fac t , near destroyed for the $ > 60 case for the smaller array (Fi g 8).

I t is clear from these patterns that this type of phased array cannot be success-

fully scanned near “endf ire.” One obvious reason is that the apertures on the

far side are shadowed by the cylinder. Fi gures 9 and 12 show that the actua l

peak of the beam is not at 900 for $ 900; calcu la ted peaks a c t u a l l y occurred

at 71+° for L — 3.l2x and 790 for L 7.8. The peak intensities of the main beams
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In these two cases were only .66 dB (1. — 3.12>,) and 1.1+2 dB (L — 7.8X) bel ow peak

intens i ty for broadside scan (~ 
— QO) and the Intens ities j~ 90

0 (the horizon) were

I

’ 
3.12 dB (L 3.l2~) and 3.26 dB (L 7.8k) below peak at broads i de. Notice that

this power reduction at the horizon seems to agree with the shadowing effect

mentioned earlier. This endifre condition and a possible solution to the problem

wil l be discussed in some detail in the conclus i ons e4 this report.

Figures 13 and 14 show calculated multipath rejection ratios (MRR) verse

array scan angle (~) for various aircraft/satellite altitudes for two arrays

(L = 3.12x and L = 7.8x) and two array positions (
~ 00 and — 1+5°). Also ,

the aircraft is assumed to be in leve l flig ht for all calculations throughout

this report. Figure 13 (L 3.12x , ø~ = 0°) shows the relatively sma ll improvement

In MRR (2-3 dB) which is ga i ned by increasing the aircraft altitude from .1 km

(317 ft) to 10 km (31 ,700 ft), in this case for a fixed satellite altitude of 200 km

(120 ml). This same figure also shows the significant improvement obtained when

the satellite is in a synchronous orbit , i.e., 36000 km (22,500 ml) . Here, the

aircraft altitude is held at 10 km. Note, the greatest imp rovement in this case

(aircraft alt 10 km) occurs at the horizon (50 dB). Figure 11+ shows the variations

in MRR for the larger array (L 7.S~) with the array 
l ocated at = 450~ The

satellite altitudes used here are 200 km and 36000 km and’ the aircraft altitude is

fixed at .1 km. The improvement is again greatest at the horizon (40 dB) for the

higher satellite.

The basic conclusion to be drawn from Figs 13 and 11+ is that an increase in

alt itude for either end of the communication link can only improve the overall MRR.

The remaining ca l culations will therefore show only data for the worst case

condition of a low flying aircraft (ha = .1 kin) and a low fast moving satellite

(h5 200 km).
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Fi gures 15-20 dIsp lay curves of MRR vs ~ for — 0°, 10°, 20°, 30°, 1+0°,

and 1+5~~~~; each figure is plotted for two array sizes , L • 3.12X and 1. - 7.8x . One

of the major characteristics Ind i cated by these curves Is that the larger array has

a highe r (better) overall MRR . This is of course expected since the larger array

has approxir~~tely 3 dB more directivity (normalized to a comon H-p lane beamwidth) .

• Notice here that for = 00, the improvement is i nfact close to 3 dB over most of

the scan range. This general improvement in MRR with the larger array is even more

pronounced as the arrays are moved around to the side ; e.g., for t~ 1+5
0 

(Fig 20)

an increase of 10 dB is seen over significant sectors of $. There are exceptions

to this trend and these occur in relatively narrow isolated portIons of the $ range .

The MRR exhibits a series of peaks in these narrow ranges for both array sizes .

These “periodic ” peaks become more prom i nent as — 450 and are without a doubt

related to aperture size similar to that of the radiation pattern side l obe structure.

The one rather broad peak consistentl y appearing near — 840 in most of these

figures is primarily due to Brewster angle phenomena and not sidelobe structure .

The other major trend showing up in the figu res (Figs 15—20) is the

marked decrease in MRR with 6. This however, is not unexpected slnce- 4’~44~~t.~~
energy which contributes to the mu ltipath system necessarily increases as 6 is brought

down to the horizon. Note, the greatest fall off of MRR(> 90 dB) occurs for — 0°

(Fig 15).

Let us’ define for conven i ence, an arbitrary MRR thre~old for a reliable

communication channel (i.e., signa l to noise ratio). Cons i der two cases; MRR 240

dB for acceptable communication and MRR 2 20 dB for acceptable commun i cation .

These thresho l ds can now be used to def i ne a useable sca n range 6sr for each

antenna configuration and this 6sr range is summarized here for comparison in Fi g 21.
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Figure 21. Useable scan range 6sr vs 6s for twoMRR thresholds1 20 dB and 
1+0 dB.

These results indicate that decreases with increasing 
~~ 

for MRR > 40 dB but ,

i~creases for increasing 6~ for the less severe MRR 2 20 dB. This figure thus

implies that for a communication channel wh i ch can withstand only 20 dB suppression

of the multipath energy , the overall useable scan range for this aircraft system is

greatest when the array is mounted on the side , say > 30°. There are many other

considerations to be considered in designing such a system) 4~~fr , given the

constraints outlined here, data such as that shown in Fi g 21 could be useful i n

optimizing placement of such an antenna .

The MRR behavior shown in the previous figures is obviously quite sensitive

to the particular side and back lobe structure which directl y affects the multipath

system. Recall from Fig 20 (6~ = 1+5°), that the MRR rapidly falls below 40 dB but

the “average” remains > 20 dB over a greater $~ ,. range than for the ~0 case

• (Fig 15). ~4.irn , consi der these same two cases at onl y the 6 = 145
0 scan angle.
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The MRR for these cases differs significa ..~ 1y and even though the — 1+5
0 case

is scanned exactly broads? de (its “best” scan angle) , the MRR is 25-30 dB below

that for the — 00 case. .:j:t ~~~~~~ c~~peo..~ ~~~~~ that

the main beam directi vity , in terms of beamwidth, is not as i mportant in improving

the MRR as the form and position of the sidelobe structure relative to scan angle.
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IV. Suniioary and Recommendations

One of the more obvious trends which appears in these results is the

effect wh i ch altitude has on multipath performance. This data shows that if

aircra ft altitude or satellite altitude (or both) is increased , the MRR improves

(increases) in a generally monotbnic fashion . This is due to the increased

spreading of the multipath rays due to the divergence factor D. These results

also indicate that an increase in the size of the array also improves the MRR .

Thi s may be somewhat misleading since this measure does not account for the

diff i cul ty i n scann i ng larger convent ional arrays , especially nea r endfire .

More will be said about thi s later.

The resul ts of the previous chapter a lso indica te an increas e~useabl e

scan range (870) for side mounted arrays if the acceptable MRR threshold is Set

at 20 dB. However, for the 40 dB threshold , the data shows just the oppos i te to

be t rue , i.e., the array in this case has its greatest scan range (58°) when

mounted directly on top of the fuselage . A possible solution

for adequately covering the endifre scan range for this 40 dB case might be a

hy brid structure which switches to a slow wave endf ire mode for scan angles > 60°.

This array has been investigated by Ma ill oux E2~- ] however, befo re a

valid comparison can be made wi th data presented here, this slow wave excitation

case needs to be evaluated using these same criteria. It should be mentioned

that even this slow wave structure is apt to p. .~~~. .e significant energy in the

diffracted field. This modifie d approach may not then be the ultimate solution

to the problem in terms of multipath performance.

Recall agai n that if the less severe threshold of 20 dB were acceptable ,

a large conventiona l side mounted (6~ = 450) array would be nearer the optimum
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solu tion . it is possible however, tha t i n cer tain cases 20 dB w i l l  not be

sufficien t rejection of the mu ltipath energy . Other array aperture distributions

might be adapted to produce minima l side lobes which contrIbute less to the

mu ltipath system (e.g., triangular or binomial distributions ) but again , these

non-un i form aperture distributions need to be eva l uated under these same

conditions before conclusi ons can be d rawn.

A new possible solution to reduc i ng this backlobe diffracted energy might

be to use a “s top band” surface adjacent or near the aperture. This complex

surface cou ld be used to “detach” the diffracted energy , scattering it away from

the fuselage , or even to absorb and dissipate the energy on the fuselage. Again ,

this scheme would need to be subjected to these same mu ltipat h performance criteria

before a fina l “optimum” is found. As a fina l comment , i t is entirely possible

tha t the cylinder contribution to this deffracted field is so overwhelming that

very few if any of these modifications would lead to significant Improvements in

multipath performance. This remains to be determined .

This s tudy has succeeded in introducing a new jool for eva l uating the

mult ipath performance of flush mounted on-a i rcraft antennas and even with the

simpl i f ied model used here , this approach provides at least a “first look” at the

• aircraft /satellite mu ltipath problem in terms of parameters familiar to the

antenna designer.
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A MULTIMODE FIBER-OPTIC COUPLER
WITH LOW INSERTION LOSS

by

Marvin D. Drake

ABSTRACT

A fiber-optic coupler is described which is simple to
fabricate , is directional , leaves the fiber intact , and has
an insertion loss of < .05 dB. The coupler utilizes the
energy contained in the leaky modes of the fiber . The
coupling ratio may be varied by changing the type of light
source and input conditions . Possible applications are to
optical data bus s links of up to a few hundred meters , or
as power or mode monitors .
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A Mu ].timode Fiber—Optic Coupler with Low Insertion Loss

I. Introduction

The coupling of energy from multimode optical fibers
usually involves breaking the fiber and inserting a
coup1.er,~ ’

2 fusing the fiber with another fiber3 or
stripping the cladding from the fiber and cementing the
fibers together.4 This manipulation of the fiber in—
troduces losses, from a few tenths to several dB per
coupler, which limits the number of couplers that may be
placed on the fiber without resorting to a repeater.1 An
alternate means of coupling energy from the fiber is to
utilize the leaky modes present on the fiber. These modes
may propagate and contain significant energy for several
hundred meters5. In addition , localized leaky modes may
be created by bending or stressing the fiber, and the
energy from these modes coupled out.6’7

The purpose of this report is to describe a multimode
fiber—optic directional coupler which has essentially no
insertion loss since it utilizes energy usually lost from

— the fiber. The coupler does not require the fiber to be
broken or fused, or the cladding to be stripped from the
core. The coupler may be used with step or graded index
fiber. The coupling ratio is calculated in Section III
using a simplified theory of multimode optical coupling
proposed by Ogawa and modified for the present case.4

The experimental results presented in Section IV show a
forward coupling ratio much greater than the theoretical
value. A possible explanation of the larger experimental
coupling ratio, based on perturbation of the modes of the
fiber, is discussed in Section V. Possible applications
of the coupler are discussed in Section VI, and recoin-
mendations for further research in Section VII.

L - - 
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II. Description of the Coupler

The coupler, as shown in Fig. 1, consists of three

optical fibers with short sections of their protective
jackets removed. The fibers are precisely held in contact

with each other using three aligning rods. The three aligning
rods are held together with heat shrink tubing. The coupler

can be assembled with the two short fibers passing completely

through the coupler, as shown in Fig. 1, or the bared
ends of a short fibers inserted into the coupler from each
end .

The position of the fibers in the alignment rods is
shown in Figs. 2 and 3. The diameter of the alignment rods, is
related to the diameter of the optical fibers by8

DR = (5+2 tT~ ) d~ (1)

where: DR diameter of alignment rod

df = outer diameter of optical fiber

The diameter of the alignment rods used for the couplers was
made slightly smaller than the value calculated above to
ensure that the fibers would be retained in the coupler .
The optical fibers used in the experiments were nominally
0.125 mm in diameter which required a 1.237 imu diameter
alignment rod . The rods actually used were nominally
1.22 mm in diameter , and 25 mm long.

Both step index and graded index fibers were used in
— 

- the experiments. The parameters of the f ibers are listed
in Table 1.
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Table I

FIBER STEP INDEX GRADED INDE X

Manufacturer ITT9 ITT9

Type No. GS-02— 12 GG—02-l2

Fiber Core Diameter 5Opin SOpm

Fiber Outer Diameter l2!(Um 125pm

Core Index of Ref rac-
tion, no 1.48 1.48

Numerical Aperture .25 .25

Loss (dB/km) 6 .5 5.9

Several different lengths of input fiber (fiber #1)

were used varying from 0.4m to 240m. The output fibers

(*2 a~nd *3) were usually short lengths (0.5 to im).
The protective jacket was removed from fiber *1 about
0.5 m from the end of the fiber. The protective jacket
was also removed from the ends of all of the fibers and the
ends cleaved)0

Two sources were used in the experiments: a 1.5mw
He—Ne laser and a 600 uW DH stripe geometry (50jim wide x
0.125 .un thick) LED.~ The 1,5mm diameter He-Ne laser beam was
coupled to the cleaved fiber end with either a SX/0.1ONA ,
lOx/0.3ONA or 60x/0.8ONA microscope objective. The LED was
coupled to the input fiber by placing the cleaved face of
the fiber as close as possible to the diode face. In some
of the experiments, coupling of the LED was enhanced by
forming a lens on the end of the fiber using an oxyacetylene
torch.12” 13
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III. Theoretical Derivation of Coupling Ratio

In this device, energy is coupled from the modes of
the input fiber *1 into the modes of fibers *2 and *3.
The types of fibers used are weakly guiding fibers, with

~~~
= (no

_n
c)/n4

(<l where n0 and nc are the index of
refraction for the core and cladding respectively. In

this case, Gloge14 has given the transverse electromagnetic
field components as:

~~~~~ (~,
(ur/a)/Jj (u1)(cos ..Q0) 0 r a

Ey = H ,J IIIIF,3 (~~ or S~ (2)

~ o~ %l L1~(wr/a 1K1 (w)JCsin ~ ~ J r~a

where: Z0 4,4$0/E.

E9 is the electric field strength at the core-cladding

interface and is given by

(,~~\~~(~~~~~~~~‘\ ~~eç~ci.r) )
E
~ ~~~~ ~~ 

no / a [“1 JKp 1  (~.) 
~~ (3)

(~)~ ( s \~~ ~u. 1<~ C)~~
(4~6)  

~~~~~r~c~
’) ~~~~~~~~~~
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~~~~~~~~~~

and u = a(k2n~—ft
2)’~

2 2 2 ½w a~~~ — k n ~ )

2 2 2 2 2 2 2v = u +w =a k (n0
_n
~
)

= propagation constant ~ %k [l+A -L~ (u
2/w 2 )~

r = radius from center of the fiber

J2 (ur/a) = Bessel function of order .~~

(wr/a) = modified Hankel function

For this formulation, E =H =0 and the longitudinalx y  ½field components , E~ 
and H~ are (4) in magnitude below

Ey and H~ and are ignored. The reg ion of interest is r Y) a
i.e., the region outside the core and the cladding.
Here the fields depend upon the form of K2 (wr/a).

In our case, for most modes w>)l, w ~~v and

r>> a , thus14 ’15

K~ (wr/a) ~ Jiii!Q._ ~
— (

~
F) (4)

and K~ (wr/a)/K 1 (w) ~ J~4 e W
~ 

-i)

thus Ey = H
~~

(Z
0/n~~

) ~ E2[~~
’ 
€
—
~~~
(o6 ’) (5)

where r~~a, w~~~l.
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Thus since w>)l, the fields decay rapidly as the radius
increases. However, the great number of modes propagating

in this fiber , each contributing to the field f~r away from
the fiber axis, will couple significant energy into an
adjacent fiber. In addition, those few higher order modes
which are close to cutoff (w < < 1 ) will carry most of
their energy in the cladding of the fiber. In this case

the fields can be approximated by 14, 15

Kj(wr/a) ~ (9-l)!2~~~ /(wr/a)~~, u =~~J (6)

~~ ~ < $

and E~, E2 (air)1

where 9 ~‘V for the highest order modes. A comparison
of these for v = 10 is given in Table II and shows
that the modes near cut—off do not decay as fast as those
far from cut—off.
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TABLE II

Compari8on of Kj (wr/a)/K~ (w) for higher order modes

(I  ~ v) close to and far from cut—off. (v=10)

n a  ~~~~~~~~ (air)1

1.0 1.0 1.0

1.2 0.1235 0.1615

1.4 0.0155 0.0346

1,6 l.960xl0 3 9.095xl0 3

1.8 0.250x10 3 2.800xl0 3

2.0 .0321xl0 3 0.9766xl0 3

2.2 4.142x10 6 0.376Sxl0 3

2.4 0.5367xl0 6 O.l577x10 3

A simplified theory for coupling between two

identical multimode fibers has been formulated by Ogawa.4

The model has the fibers completely surrounded by cladding

material. This theory can be used as an upper bound for

the coupler described in this report since the presence

of the additional air—cladding interface should reduce the

magnitude of the fields even more. Ogawa’s theory is
based on the coupling relations derived by Synder and

Holntyre for coupling between two modes of different
fibers.16’17 The equations for coupling between a mode of
f iber A and a mode of f iber B are:

12—13
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dA ( z )/ d
z+j P A

A (z ) =_j B ( z ) c
AB

(7)

dB(z)/dz+jPBB(z)=_jA(z)CBA

where BA and are the propagation constant for fibers
A and B respectively and A(z) and B(z) are the amplitudes of
the modes of fiber A and fiber B. CAB and CAB are the coupling
c-3efficients from fiber A to B and from fiber B to A
respectively.

c~~= (w/2)JEo (n~—n~) EAEBdS (8)
core ~~~

where BA and EB are the normalized electric fields in fibers
A and B respectively. Using the same approximations for the
modified Hankel functions as given earlier, Ogawa derives -

an average value of the coupling coefficient 1~J I = (CAjBjI=IC BjA~between the i~~ modes of the two fibers. Then
is the coupling/unit length of the fiber between the i~ i
mode of fiber A and the i~~ mode of fiber B.

— 
- 2~~~4~~~~(J2~/

’1_L~~
J~~J~n0 q3 \h NJ I~ NI 

(9)

• x 
_ _ _ _

— J j ~i~

_ _ _  

_ _  -4
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where: a = radius of core

k=2IYA

n0= 
refractive index of core

- 
I d=2R = distance between centers of the

two f ibers

N = total number of modes in the fiber

i = no. of the mode j
2
/2)’>j

— The power coupled from the i~i mode of fiber A to the

mode of fiber B is then

~A.B ~~~~~~~~ ~
] (10)

where z = coupling length

If we treat the mode n’~mber i as a continuous

variable, and if all modes carry equal power, then

the coupling efficiency is

= 

!A.I’B ~ 2(~F~~)L) d]  
(11)
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But for the present case where d/2a=2.5 and for coupling
lengths of a few cm, then

sin2 ( 1E ( z )  (~~~l~~z~

I

= ~~2~~Jt
2 (l_ t) ½exp[_b ( 1_t) ½J dt ( 12)

where t= i/N

A- 
(~~~)Yi

J irJ~~ 0a3 ’

‘ f
_
~b= 4

letting x = (1_t) ½

then : •

~~~~~
=• ~~~~~~~~~~~~~~~~~~~~~~~~~

(13)
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where F(b )  = [-~ 
—

—b r8 + 72 + 312 + 720 + 7201
-e L~~~~~~~~~~ J

Evaluating this for the case of the coupler made with
step index fibers with z=25mni and

= 1.48

NA = 0.25

d 50,Mm

dcladding = 125 pm

a = 25jun

d/2a = 2.5

= 633 nm

then k = = 9.,926xl0 6

= l.42668x10 2

N = 1,924

F A = 4.840x102

b = l.861xl0 2

• then: = 3.63x10 5 
= — 44.4dB
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Figure 4 shows as a func tion of coupling length, z,
and as a function of d/2a allowing for variations in d

in the fiber.

The experimental results presented in the next
section show a forward coupling ratio much greater than
that calculated above. The coupling also varies with

excitation conditions and the distance of the tap from
the source.

IV. Experimental Results

Two experimental setups were used as shown in Figures
5a and b. In figure Sa, a He—Ne laser was focused on the

cleaved end of the fiber using a microscope objective.

In Sb, the cleaved fiber face was positioned within 20 jun
of the face of the LED. When a lens was formed on the end

of the fiber , the end of the fiber was positioned 50 to
100pm from the face of the LED.

The insertion loss of all the couplers built is stated
as “OdE since the power through the fiber did not change

appreciably as the coupler was assembled. The power through was

measured on the original untouched fiber and monitored as

the protective coating was stripped away and as the coupler

was assembled . For a typical power through the fiber of
1.0mW the change in power through was<.OlmW thus the insertion
loss was<0.O5dB.

For each coupler , the power through fiber *1 was measured,
the power coupled in the forward direction in
fiber *3 and in the reverse direction in fiber *2 ( see Figure
•). The forward and reverse coupling ratios 

~tf 
and

and the directivity, 
~d 

were calculated from

I ‘)_ l 0
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-

= 10 log (P3/P1)

= 10 log (P 2/P1) (14)

— ~2d 
= 10 log (P 3/P 2)

The experimental results for the step index fiber are listed
in Table III for He-Ne laser excitation and in Table IV for
GaA1As LED excitation. The results for the graded index
fiber with He-Ne excitation are given in Table V and in Table
VI for GaAlAs LED excitation.

12—21 

~~~~~~~~=- ~~~- - 



r

m

~ O~ 0 0 0 in 0 m
r~ 0 ~~ i-I 0 ~D .4’ in N ~DU) Øi r.4 Ci ..4 .4’

E’ C1)

~~ 
N ~4 ~~ m m 0 N

S S S 5
H G )  ~~ in N ~ 4 N ,4 p.4

N N ,-I N
H ~z) I —
H ~~ 01
I-I >~~~~

• &~ 0 in 0 N ~~ N ~flH . . . . . .
4 Z Ci 0 0. 0 N i-I O~E.~ r~ ~ N m N ~~ N N

I I I $ I I

O H
o~~~4
O ~ N .4’ ‘.0 O~ in N ‘.0
H r~i . . . . . .
Ii C) — 0 in ‘.0 ~ in 0 N

~ s-i N N N
O H  ‘w ’~~ I I I I I I I

4..

4 4 4 44 4 Z Z Z Z
Z Z 0 0 0 0
0 0 m ~~1—4 u—I • .

.0 • 0 0 0 0
01 0 0 ~~~~ 

-
~~ ~~~~

~~ ~~ ~~0 >C X 0 0 0 0
~ in in i-I s-I ‘.0 ‘.0

4I
.
~

O4~~~~ N N N N N N N
. . . . . • .

H .
~ 0 0 0 0 0 0 0

-‘ .1



- 

~~~

- - - -- --

~~~

-

~~~~~J

‘l.1 0• 0 0
.0 in

~~~ 4J

m m m m m m
04 04 04 04 04 04

‘5

s-I s-I u-I s-I s-I s-I
04 04 04 04 04 04

u-4 in 0 in 0 0
i-I 0 0 s-I 0 u-I

in ‘.0 m ,-I s-I

0) W 0 0 0 0 0
• S S • S

.4’ 0 N N ‘.0 (‘)
•1.1 s-I u-I s-I u-I s-I
.0

0
U

.4’ in N 0 .4’
H . . . . . .
H 0 N .4’ 0 0 N
H ~u 

~~ In .4’ (V~
I I I I I I

El
‘.0 in N 0 .4’
. S S S S S

in N N ~~(‘1 N N
I I I I I I

4 4 4 4
4 z Z Z Z
Z 0 0 0 0
0 mp—I . . . S

0 0 0 0
0) 0 ‘j.... ~~~~ ~~~~

~~ 
••%. >4 >4 >4 >4

0 >4 0 0 0 0
in s-I ‘.0 s-I ‘.0

N N
S S

0 0

+ +
0 0 0 0 0 0

• .4’ ~~‘ .4’ .4’ in in
N N N N m ~~

12—23

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 



if

U)
El U)
~~ C) —

in 0 N 0
Cl) ~~ s-I~~~ In ~~ NU) 0 04 ~% s-I N N

U)

0) N ~~— S S

‘-4 u-1 U) ‘.0 0
~ 4 ‘C V  I s-I r4
U) 10~~. CD
>4U)

U)
I H In .4’U)

4 -~ ‘.0El U) U)
U) I I I I

o ~ 4
C.)

>4
O U) ~~ ‘.0 ‘.0I—I C)
El Z -~ 0 s-I in N
04 H U) N N N No ‘44 V I I I I

04~~ U) ii-
U) El
U) U) 53H V
r.4 53 0)

0) ~ s-I
0) 0)

V i-I ‘C s-I
01 01

0) 15 0) 1001 s- u-I s-I p.4
U ‘~4 U

a
-

I

~~~~D’. 0 0. . 0 00) s-4 s-i .4’ .4’
N N

12—24



~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
— -

V
C)
.0
53

S.

‘ C O10

0 0
--4 -rI 04
- O x
1 0 1 0  ‘C- Ø E
-I 10
o $~)~ 0 ,-I u-4 m u-i m
14 4-1 04 04 04 04 04 04

U) 14
El C)

—

U) 0 s-I .~~ ~~ 0 0 0 In 0
14 U) 04 N In N 0 ~~0 N 0 s-I .4’

u-I s-I
14

4 U)
El 4
14 C~i .4’ ~~‘ i-I

14 — .
H Z U) 0 .4’ N ~~I V ’ C  u-I I v-I I s-I
14 0) e-’ 5-
04

14
El

U) I H m 0 .4’ 0
4 0 . . .
I-’ ~~ — c’.a ‘.0 0 ~~14 U) .4’ C’) C’)

U) $4 V C’) I I I I I
As 

~~~ 
I

o 1~4C)
>4

C) 14 s-I N Ci ‘.0 0 C~H 0 . . . . s
El Z — .4’ In N ~~ In
04 H U) N (‘1 u-I CV

~ s-I N
o ‘WV  I I I I I I

0
~~ U)
U)
U)
I-I

CD 4 4 4
4 4 z z z
Z Z 0 0 0
0 o m m
I—I u—I S S S4) . . 0 0 0

~~~~~O) 0) 0 0 S.,~ •.~ ~~~
~~ 

S.-.
’ 

S..- >4 >4 >40 >4 >4 0 0 0
H ~~ ~ it) It) s-I s-I ‘.0

aa
.0 4)

• 04 ~ in in in in in in0) . . . . s

- -

~~~~ 12 25 

° 0 0 0



_____________ _________ - - -

s-I C’) s-I l~~ s-I C’)
04 P.s As Ps 04 04

0 0 0 0 0 0
N ~~‘. N ~~ In N
N (‘4 N s-I N .4’

4 4
Z Z 0 0 0 0
0 0 C’) C’)
s-I r-.4 5 5 5 5

5 0 0 0 0o o S. S..- S.
.’ 

S.
.’

S.
.’ >4 >4 >4 >4

>4 >4 0 0 0 0
Ifl in s-I s-I ‘.0 ‘.0

0 0 0 0 0 0
0 0 0 0 0 0
s-I s-I s-I s-I s-I i-I

12-26



F -- --- -- -- - --

~~~~~~~ 

-

~~

---

~~~

- - -

~~~

- - - _ . - -

~~~

- _ _ _ _ _ _ _

0 0 0
-u-I .u4 ~~x x x
10 10
O 0
u-I u-I C’)

Ps Ps Os

U) 14
El C.)

.4’ 0 ~~14 U) P.s — a.. ‘.o -

u-I
C)
14

~~El
z
14 4 0 ‘.0 N
Z u—I — . . .

H 4 m ‘.0 N
10 ‘CV s-I u-I r4

14 CD
‘-I As

>4
14 El -

U) H - -

N 0 ~~U) S S 5

4 — 0~ N It)
El 14 14 U) ~~~ ~~‘ m

~ U) I I I
Os H —

~ 154
0
U >4

14
o o N .4’ ‘.0
H Z . .
El H -.- w in
04 U) N N s-I
0 0 ‘W V  I I I

—

U)
H CD V U) 53

0)
0) 0)
u-I s-I

4) >‘ C)
10 0

Qs~~~~ 0) IS IS
0) s-I s-I s-I

U 4-4 ‘.14
aa

-

, 

~~~~~~~~~~ 
-
~~~~ ~~~

12-27



V

The data is summarized in Figure 6 where the range of
the data for all excitation conditions is indicated. The

maximum coupling values represent excitation for maximum P3
while the minimum values represent maximum P1. It should be

noted that the maximum value for the coupled power could
be doubled in each case by inserting fiber *2 in the
forward coupling direction and detecting the power coupled
into both fibers *2 and *3.

Finally , the presence of a connector in the f iber
immediately before the coupler enhances the coupling ratio
as shown by the data point at 350 m + 0.7 m in Figure 6.

V. Discussion

The data show that the experimental forward coupling
ratio is far above the theoretical maximum value even at a
distance of 240 meters from the source. However, the

coupling ratio decreases toward the theoretical maximum as

the distance from the source increases. The influence
of the excitation conditions also decreases with distance
from the source. These effects can be explained by the
concept of a “spatial transient” and a “spatial steady
state” of the mode distribution in the fiber.5 At the
input, the power coupled into the fiber is distributed
into refracting leaky modes, tunneling leaky modes and
bound modes . The refracting leaky modes die out within a
few millimeters but the tunneling leaky modes may persist
for hundreds of meters. After this distance the power in

the fiber is carried mainly by bound modes which are the
spatial steady state of the fiber. The discrepancy

between the theory of Ogawa and the experimental results

reported here can be explained by considering the variation

in the modal power distribution (the optical spatial

state) in the fther with distance.
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Gloge has shown that for an arbitrary gaussian input
- 18power distribution,

P~~~(ø)=P 0 exp [-~
2~~~] (15)

where 9 = ray angle of the mode

= l/e point of the input beam.

then the steady state power distribution within the fiber will

also be gaussian. The solution for power flow within the
fiber is then:

P(9 ,z ) = f ( z ) e x p  [_O2
/~

2 (z)] (16~

2. r~2 A 2 _____________
where: 

~~

and f(z) = 

~~0 sinh 1~ Z 4 O0
2Cosh~7

with = steady state mode width at a distance far
from the source

power loss/unit length for steady state
power distribution

The steady state solution is reached after-Sl~~z 
> 1.5,

no matter what the exciting condition, is. Thus for
G~> O~~ , the mode volume will decrease with distance and for

the mode volume will increase , both values going to
9
c•

S

~~ IIL - - .—_ 
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The theory of Ogawa considered the case of equal power

in each mode. However , this is not the case in the present
coupler. Instead, if we use the distribution of Gloge above,
and use

P
~
(z) = power in the i~~ mode at a distance z from the

source.

where i = mode number then:

P
~
(z) = f(z) exp[__

(Z~~)t/

F
O2(z)] 

(17)

where m = mode group number:

The mode number, i for large m is i ~

Thus: 
(

~.3)

t ~~~

. ~~~ = c4- ~
and ~ t~(i

--L)~4J ~~z) exp[_i~~ .~/
~~t ( ) ]  tk ( 18)

This represents a much lower coupling coefficient than

given by the theory of Ogawa except when 
~~~~~~~~ 

and 1~ Z”1.

In the latter case , the distribution tends toward that
assumed by Ogawa. Greater coupling can be realized if the
power in the higher order leaky modes can be increased.
This can be done by varying the exciting conditions of the
fiber or by perturbing the fiber. The former case only works

for distances between the source and coupler of
The perturbing of the fiber can include stressing the fiber
to change the index of refraction distribution of the fiber,6.
or changing the cladding configuration of the fiber during
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manufacture. Stressing the fiber yields local mode conversion

from bound and tunneling leaky modes to refracting
leaky modes (or locally leaky modes).7

Changing the cladding configuration can change the amount
of tunneling leaky modes present on the f iber and also the

distance over which they persist. In particular the type of fiber

known as a W— fib er or doubly clad fiber has the construction
and index of refraction distribution shown in Figure . .

This type of fiber is characterized by a thin intermediate
layer of lower index of refraction between the core and the cladding.
The purpose of this layer is to confine the modes of the fiber

— more strongly within the core (i.e. in bound modes). However,

Maeda and Yamada have recently shown that if this layer
thickness is not carefully controlled (+ 0.5 jim), its may
instead to leaky modes being excited which may persist
to distances greater than 1 km. 19

The type of optical source is also a factor in the amount
of power present in the higher modes of the fiber. The data

for the Ga.PJ.As LED indicates a higher coupling ratio

• 
at longer lengths than for the He—Ne laser . This is to be
expected since the LED may be considered as a lambertian source
which excites more of the tunneling leaky modes than would a
highly collinated source, such as the He—Ne laser. Further,
injection lasers (ILD’s) and LED’s are rapidly becoming the source
of choice for most fiber optic systems because of the small

size and ease of coupling to the fiber. Thus, it may be expected

that leaky modes will continue to be present on most fiber
optic links in the future.

VI. Conclusions.

This report has described a fiber optic coupler which
is simple to fabricate, is directional, leaves the fiber
intact and thus has essentially zero insertion loss. The
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J 

j
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INDEX OF REFRACTION PROFILE

FIG. 7. DIMENSIONS AND INDEX OF REFRACTION PROFILE OF A W -TYPE
FIBER (COURTESY OF liT ELECTRO -OPTICAL PRODUCTS DIVISION).
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coupler depends upon the energy contained in leaky modes
of the fiber for its operation. The coupling ratio can be
varied by varying the exciting conditions for distances
up to 250 meters, and at distances greater than this by
perturbing the fiber. The value of this coupler lies in

that it utilizes power in the leaky modes which otherwise
would be lost to radiation. Because of its dependence on

input conditions, this type of coupler is well suited to
use with ILD and LED sources .

This type of coupler may have application on data buss
links of a few hundred meters where many couplers are

required . In this case , leaky modes of the fiber would be
deliberately excited. This would trade a one-time power
thru—put loss of 6—10dB for the entire link, for an increased
power coupled out at each tap on the link .

Another possible use ~f this coupler would be as a
passive monitoring device of the power level and/or mode
structure of a fiber optic link.
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VII. Recommendations for Further Study

1. Measure coupling ratio on fibers from several

manufacturers to determine applicability

of this coupler .

2. Verify the theoretical variation of coupling

ratio with length of the coupler.

3. Externally perturb the fiber statically or dynamically

to vary the coupling ratio. Utilize a dynamic

perturbation as a data input to the fiber.

4. Use the coupler to study the presence and decay

of the spatial transient on fibers by placing the
coupler at various positions on the fiber without breaking

the fiber or changing the optical power through

the fiber.
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ANALYSIS OF A DISCREPANCY IN TRAPPED PROTON

FLUXES IN THE SOUTH ATLANTIC ANOMALY

by

T. E. Morgan

ABSTRACT

S72-1 proton flux observations in the South Atlantic
anomaly have been re-examined from both theoretical
and observational points of view. A review of the
techniques and assumptions used in reducing the flux
data indicates that such techniques probably are not
responsible for the discrepancy as evident in the fluxe s
in the H - representation.mm

This preliminary analysis includes a proton trajectory
computed by integration of the equation of motion using
a model of the geomagnetic field . While it may be feasible
to calculate theoretical proton trajectories in the region
of the anomaly as a way toward checking some of the basic
assumptions in the system of magnetic coordinates , further
numerical te sting is required before any definite conclusions
can be drawn concerning the stability of the computations.



-
~

- -
~

--
~ 

~~~-- -~~ ~~~~~ - -- ~~—~~~~~~~~ - -- —-.~~-~~~~~~ --

ACKNOWLEDGEMENT

I wish to thank the Air Force Systems Command for supporting
this summer research project , and to acknowledge the ASEE and
Auburn University, and in particular Mr. Fred O’Brien and Col.
David England, for their efficient administration of the project.

Thanks are also due to John Howard and Adolph Jursa of the Air
Force Geophysics Laboratory for providing the facilities which allowed
thi s research to be carried out.

I would also like to express my deep appreciation to Charle s Dubs
for his willingness to serve as research colleague in addition to his
regular duties, and who generously provided time for numerous helpful
discussions.

Finally, I wish to acknowledge the help of Robert Filz and Ernest
Holeman for providing the S72-l data and compute r program s which
served as the basis for this project.

13—3

- - -



--- - --
~~—-~~~

---.—-

LIST OF FIGURES

Figure 1. Log(flux) as a Function of Log(H ,.~~ ) for Proton
Pitch Angle Distributions Observed at Seven Values
of B; L ~ 1.l5 and E ~15 MeV. See Text for Details.

Figure 2. Effective Opening for Particle Detector.

FIgure 3. Satellite Geometry during a Single Observation
Period .

Figure k. Typical Pitch Angle Distributions Showing
Maximum Fluxes near 900 . The Flux Unite are
protons$cmt/sec/MeV .

Figure 5. OmnidirectIonal Fluxes as a Function of Energy
for Several Values of L and H,,~~ . The Flux Units
are protons/cm 2/sec/MeV.

Figure 6. Northern and Southern ~~~~ Traces for a 6 MeV
Proton Mirroring in the South Atlantic Anomaly.

LIST OF TABLES

L. Observed Energy Ranges for Proton Fluxes.

ha. L~ 1.15, ~~~~~~ 300 km) = .21k Gauss

lib. L - ~ l.35 , B(H,~~.- 300 km) - .220

lie. L 1.55, B(H,~~— 300 kin) .23k

lid. Lt 2.05, B(H,~~— 3OO kin) .255

lie. L - 2.75, B(H, 300 kin) .285

Correction to Fig . ~: the curves should be labeled so that
the uppermost Is 6 MeV and the lowest is 36 MeV.

1~~) A

_  _ _ _ _ _  - -



— - —- - -— -~
-—- —

~
- - - —— - - - — ~--~~~~~~~~~~~ —- - -~~~~~~~— - -~~~~~ -~~~~— 

INTRODUCTION

Air Force satellite S72-l , launched in the latter part of 1972 ,
followed a nea rly circular polar orbit at an altitude of approximately
740 km. The satellite detected protons, most of which were apparently
trapped and rnii z-oring, over the South Atlantic. When transformed
to the standard system of magnetic coordinates (L, Bm) or , equivalently,
(L, Hm~ ), a discrepancy is found such that flux data taken at high ~~~~~
generalI~ exceed that taken at lower Hmin• The flux difference at
L = 1.15 and H~ 1j~ = 200 kin is about an order of magnitude and tends to
decrease when going from L = 1.15 to L = 2.85, although it never dis-
appears entirely. The data also suggest that the effect is greatest at
the lowest proton energy measured (6 MeV), and tends to diminish when
going to higher energy (36 MeV) for a given L shell. Figure 1 illustrates
in a schematic manner the nature of the discrepancy.

Our initial objective was to examine the trapped motion of charged
particle s in the inner magnetosphere in terms of canonical perturbation
theory, or a theory similar to this , - and to apply this theory to the 572-1
observations. It has been customary to treat such data under the
assumed validity of the adiabatic invariants , but in this case the re sulting
di scr~pancy appears to indicate that either an improved physical theory
or a more careful treatment of the observational data may be necessary.

The observations of proton fluxes by S72-l in the region of the South
Atlantic anomaly are unique in that pitch angles have been measured to
an accuracy on the order of 120. The transformation of counte recorded
by the Bpacecraft detector into proton fluxes has been done in a fairly
complex fashion, primarily in order to facilitate the physical interpre-
tation of the data . We have examined the averaging processes used in
reducing the data and, while the original data tape s are no longer avail-
able , two sum maries of particle fluxe s are contained on magnetic tapes.
One tape contains a summary of pitch angle distributions sorted according
to 10 increments in latitude and longitude; a second tape contains pitch
angle distributions sorted according to magnetic coordinates L and

Along with an examination of the data reduction process, we have
initiated a preliminary theoretical attack on the problem. Instead of
using canonical perturbation theory or expanding the first two adiabatic
invariants to second order , as we had at f irst antic ipated , we have be gun
computing proton trajectorie s in the region of the anomaly using the
1965 IGRF model of the geomagnetic field with 1975 coefficients. The
purpose of the computer program is to solve the equation of motion of
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a charged particle without using the guiding cente r approximation, and
al so without explicit dependence on the mirror equation (first adiabatic
invariant) which has been used in reducing the particle fluxes in terms of
H - . In the following sections we indicate in detail the nature of the
d?~

’c~~epancy and the results of our analysis.

SATELLITE AND ORBIT CHARACTERISTICS

Satellite S72-1 had an orbital inclination of 98. 4°; its perigee and
apogee altitudes were 729 km and 750 kin, respectively. Given the spin
rate of 12 rpm, a complete 1800 pitch angle scan took 2. 5 sec. All channels
were read out simultaneously once every . 08 sec, corresponding to a
change in direction of 5. 6° at the given spin rate. A preliminary analysis
of the proton data and also discussion of the satellite characteristics is
given by Filz et al. (1974).

The observed energy ranges and their midpoints are given in Table 1.
The rigidity is included because of the way in which the trajectory tracing
computer program requires the particle energy to be specified; the value s
given here were computed according to Shea et al. (1965).

The satellite spin axis is oriented normal to its orbit plane. Th€
detector itself spins in the meridional plane and, given the 5. 60 movement
between sampling interval s, a single observation corre sponds to an 180 r ange
in pitch angle. The detector has excellent spatial resolution due to its 6°

— 
half-angle viewing cone, and thus provide s a detailed description of the
flux as a function of pitch angle (Holeman, 1973). Since the acceptance
cone is normal to the spin axis, the satellite did not directly observe
fluxes from the east-west direction. A sketch of the detecto r opening is
shown in Fig. 2, and Fig. 3 illustrates the detector orientation in space.

Although the actual detector opening is circular with a 6° half-angle,
the middle 5. 6° seen in Fig. 2 is due to the satellite spin motion during
one sampling period . The resulting effective opening (something between
an ellipse and a - ectangle) is approximated by a rectangular shape broken
down into nine 2° strips for analyzing the incoming particles. The 20
strips are indicated by horizontal dashed lines in the diagram.

As shown in Fig. 3, the satellite orbit plane lies in the plane of the
paper. The satellite spin axis is perpendicular to the paper at the point
indicated. After the simultaneous readout of all channels , the satellite

~~~~~~~~~~~~~~
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spin s 5.60 before the subsequent readout takes place. Thus, the obser-
vations are smeared over 5. 60. (The linear distance travelled by the
satellite between two successive observation point s is about 0.6 kin).

A general summary of the reduction procedure is given by Holeman
(1973); Appendix C of this report contains a series of contour plots for
B, L, ~~~~~ 

and proton flux as a way of displaying the proton and mag-
netic coordinate characteristics. A series of computer programs rewrote
the data from the incoming tapes (in excess of 800) onto a set of more
compact intermediate tapes. The latter were then combined with the
ephemeris and magnetic field coordinates, and the results were separated
into two groups: data recorded in the vicinity of the South Atlantic
anomaly, with which we are concerned here , and data recorded over
the poles.

We should note that the satellite did not carry a magnetometer, so
that the magnetic field associated with a given position is determined
from a geomagnetic field model. Given the satellite’s latitude, longitude,
and orientation, the geomagnetic field model provided the magnetic field
strength B and the pitch angle. In this way the satellite can be said to
have observed pitch angle distributions at different values of L and B
over the South Atlantic.

- 
PROTON FLU X DISCREPANCY

We turn now to a detailed discussion of Fig. 1 introduced earlier.
For a given value of L and five energie s, the satellite obse rved pitch
angle distributions at different value s of B. The pitch angle distributions
tend to be cha rply peaked such that most of the flux occurs at or close
to 90° (see Fig. 4). The value of B is therefore the mirror field strength
B~~ for the 90° p

itch angle flux. In Fig. 1, the seven Bm values observed
have been transformed to Hmin~ 

and the standardized set of ~~~~ values
is used to label each curve in place of Bm• This procedure accounts for
the right-hand point of each curve. For other pitch angle s at which protons
are observed, Bm is determined by means of the mirror equation. and
the corresponding H1~~~ is calculated. The observed flux is then plotted
against this value of

This procedure is equivalent to starting at a low value of B at a high
altitude (for a given L shell), and then following the flux as it mirrors
further down at B~~ and ~~~~~ (at higher values of B and thus lower H
values). The discrepancy can therefore be described as follows. We
should be able to predict the same value of the mirroring flux further
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down along the field line at the proper pitch angle based on its observed
(local) value. Figure 1 shows that, for the same field line, different
obse rved fluxes do not coincide when they are transformed to the same
Hrmn. The vertical displacement of the curves from one another is a
measure of the discrepancy. -

DATA REDUCTION COMPUTATIONAL TECHNIQUES

As part of our attempt to understand the trend indicated in Fig. 1, we
present a summary of the relevant computational techniques and assumptions
conta ined in the series of FORTRAN programs written by E. Holeman for
the purpose of treating S72-1 proton data.

Subroutine PACRC (XL, POU T, FIM, ERG) calculates the 16 x 31 xiu trix
POUT for each set of values for L, ~~~~~~ and E. We present the basicdefinitions of the information contained ui the major matrix, followed by
a more detailed discussion of several of the more important individual
arrays.

POU T (1,3). . . .  . local pitch angle ; the correct sequence is
S = 1, 2, . . . .  30, 31. H

for pitch angle 89,° 87~  , 310, 15°
in the range 88-90°, 86-88° , 30-329 0-30~

POUT (2, 3)... . . the I-l~~~ at which a proton of pitch angle 3
should mirror for a given set of input data;

POUT (3. 3) .  .. . . the observed local flux at pitch angle 3;

POU T (4, 3). .. . . the omnidirectional differential flux ;

POUT (5, 3) .  .. . . the 9-point averaged flux for 3;

POU T (6 , 3). .. . . the standard deviation associated with POU T (5, 3);

POUT (7, J)”~
unfolded 9-point data;

POUT(l 5,J))

POUT (16, 3). . . . normalization factor.

13—8
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I. POU T (2,3)

For a given L shell, a linear relation has been fitted to the field B
as a function of minimum altitude H in the form

mm

B = B E X . H  . + BAXmm

or B = BEX (H . + BFX )
mill

where BFX = B A X/B E X .

Solving for H - , we have:mm

H .  = 
B 

— BFX.mm BEX

Here, BEX and BAX are the constants of the linear fit. Now, a particle
observed at a given value of B and pitch angle o should mirror at

B
~~ 

= (mirror equation )

which cor responds to some value of the minimum mirror point altitude
Hmm � 1

~min 
Here, ~~~~ is defined in terms of Mcflwain’s B, L

coordinate system as the minimum altitude encountered by following a
line of constant B completely around a surface of constant L (Holeman,
1973, p. 4). In the same way, ~~~~ is the minimum mirror point altitude
encountered by following a line of constant B~~ completely around a
surface of constant L. We can write:

H Bm - BFX.
~~~~ BEX

Substituting for Bm = B BEX (H + BFX)
.2 = mm
sln~~ - 2am

we get

H H . + BFXmm = mm - BFX.

sin2 (
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H is the value of POUT (2, 3) in PACRC; the constants BEX and BAX
a~~~~abulated for each altitude range and are interpolated at a given L
from subroutine INTER.

2. POUT (3,3)

The observed local flux at pitch angle S is given by

POU T (3,3) = FXK 1 . ICAD - XBKG
D E .  NCAD

where i) FXK1 is a constant involving the geometrical factors of the
detector assembly;

ii) ICAD is the number of counts for a given L, H . ,  E;
iii) NCAD is the number of observations for a given L, H~.1. ,  E

summed over a time period of five months ;
iv) DE is the width of the energy bin, ~A E, and is used

to derive the flux per unit MeV;
v) XBKG - FXK1 . ICAD

DE . NCAD

is the background which is subtracted out at a ~iven L, H .  , E. Here
all counts having pitch angles in the range 0-30 are subtra~ted as back-
ground, leaving the 30-90° range for the observed local flux distribution.

3. POUT (4, 3)

The omnidirectional differential flux (see Fig. 5) is stored in the block
data subroutine PMODA. The matrices in PMODA are dimensioned
5x7x30. Interpolation is required only for a given lç~~; no interpolation
is required for the five E values or the 40 L values (not all L values are

• used since there are no data beyond L = 3. 5). The interpolation is also
exact for the seven standard 

~~~ values: 250, 350, 450, 550, 625, 675,
and 730 km. Although it may at Rrst appear that POU T (4,3) has a pitch
angle dependence, it is in fact the omnidirectional flux corresponding to
(POUT (2 ,3), XL, ERG). 

-

4. POU T (16, J)

At each pitch angle 3 in PACRC the following normalization factor
is defined:

• 
.
~~~~~ P OUT(3,

~)
POUT (16,i)= :-

~

~~~~~~~~~~POUT()
~~~~~~~~~
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This is essentially the ratio of the obBerved unidirectional fluxes to the
omnidirectional fluxes over 9 pitch angles having S as the central value
of the pitch angle. Expanding POUT (16,5) in terms of the actual coding
may make it easier to visualize the normalization process. The expanded
coding is presented in Appendix Al, where we have set

POUT (3 , K) = , unidirectional flux

POUT (4, K) = F k , omnidirectional flux .

In the expressions for POUT (16, 3) we note that, because of the sharply
defined pitch angle distributions (e. g., Fig. 4) in which most of the flux
is found within a few degrees of mirroring, the numerator of each nor-
malization factor will be most strongly influenced by the mirroring flux
contribution.

5. POU T (5, J)

This array represents the final curves for the 9-point averaged flux
for the 3-th pitch angle:

POUT (5,3) =f ~ 
POU T (4, 3 ) .  POU T (l6, K).

Again, the expanded coding for this array is given in Appendix AZ , with
the following simplified notation:

POUT (4, 5) = F3 , omnidirectional flux

POU T (16, K) = R~ , normalization factor.

We see that the averaged flux for the J-th pitch angle is equal to the
omnidirectional flux for that H1~~~ multiplied by the average of the J -th
norrnalizat ion factor and the eight neighboring factors.

6. POUT (6,1)

The first index of this array denotes these values as being the standa rd
deviation; the second index denotes pitch angle (i. e., Hrmn). In the
expanded coding given in Appendix A3 we show only the first and last
members of this array, since the internal arrangement is similar to
that of earlieT expressions. The standard deviation is given in the form

For a final display of coding we illustrate the composition of the
9-point curves before averaging. These unfolded 9-point data are given
in Appendix A4. Each 9-point curve, centered around the omnidirectional

- 

- flux for that ~~~~~ is multiplied by the same normalization factor.
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PITCH ANGLE ANALYSIS

In view of the averaging processes which have been employed in
ultimately presenting the data in Fig. 1, we have sought to go directly
to the pitch angle distributions as a function of B and L. We computed
Hmin cor responding to B using the linear relationship presented earlier.
This was done for all pitch angles at which particle s were observed and ,
except for the mirroring flux , involved the use of the mirror equation.
We then searched for the pitch angle in the observed distribution for which
Hmin ! 300 km and, following Fischer et al. (1977), we denoted this
pitch angle as defining the “loss cone, ” 9LC• Generally, proton fluxes
were obse rved at pitch angles greate r than •LC • We denote the smallest
pitch angle at which protons were observed by the symbol 9~ . The
results are summarized in Table s fla , b, c, d, and e.

The difference between the pitch angle defining the loss cone and the
minimum pitch angle for which proton flux is observed is given by

A B is the amount by which the field corre sponding to

~~ (i. e., B8) exceeds the field corresponding to ~~~~~ ~ 300 km. Here
we def ine B8 as B/s~~ ~~s. We should note that the value of 300 km —

for ~~~~~ is not a sharp cutoff. If we had chosen ~~~~~ = 200 km instead,
the values for ~ 9 and A B would be smaller. Beside s pitch angle
changes, another possibility is that the magnetic field may have been
decreased in comparison with the value of the field predicted by the mirror
equation.

THEORETICAL PROT ON TRAJECTORY CALCULATIONS

A computer program, described in Shea et al. (1965) and Shea et al.
(1976), with slight modifications was used to compute proton trajectorie s
in the region of the South Atlantic anomaly. As input parameters the
program requires rigidity, latitude, longitude, and altitude; initial pitch
angle is determined by the choice of zenith and azimuth angles. The
program utilizes a fourth-order Runge-Kutte technique to integrate the
equation of motion of a proton in the geomagnetic field:

-
~

-

~~~ ~~~~~~~~~~~~—

where I = position vector
= vector magnetic induction in gauss

m = relativistic mass
c = speed of light
e = charge in electrostatic units

I 
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Although the program was originally designed to compute cosmic
ray trajectorie s, we have attempted to use it in following a proton as
it drfit s in longitude. Figure 6 shows the northern and southern mirror
point traces for a 6 MeV proton as it drifts across the anomaly re gion.
The points making up the curve were selected as the lowest altitude
reached by the particle in the gyration containing the mirror point . This
should be a useful way to check the minimum mirror point altitude
independently of any assumptions regarding the magnetic coordinates and
the linea r relation between B and Hmm~ 

However, the amount of computer
time required for a proton to drift across the anomaly is quite long and ,

• depending on the time step chosen, may exceed several hours.

The proton traces shown in Fig. 6 took about two hours of computer
time on a CDC 6600. The proton was started at an altitude of 740 km,
and was given a latitude of -27. 50

, and a longitude of -58. 50; the initial
pitch angle was 89. 56°. With the time step positive, the proton drifted
west; we then reversed the time step by making it negative, thus obtaining
the proton ’s trajectory east of the starting point. We are able to modify
the time step such that a single gyration may take on the order of 50 or
100 integration steps or , such as Fig. 6, 200 integration steps. It is
possible that by making the time step too small, significant roundoff
errors may occur. Further numerical testing is required before any
definite conclusions can be drawn concerning the stability of the
computation.

SUMMARY AND CONCLUSIONS

The high resolution of proton fluxes in terms of pitch angle obtained
by S72-l in late 1972 and early 1973 have not been superseded by other
observations, and therefore are worthy of further careful study. In
analyzing the mirroring flux curves in Fig. 1, we have been led to a review
of the data reduction techniques. Any reanalysis by a different (and as
yet unspecified) reduction procedure would require the use of the L, ~~~~~
or latitude, longitude, pitch angle data tapes.

Theoretical proton trajectories in the region of the anomaly can be
used to check the validity of Liouville ’s theorem as follows. A proton can
be released in the computer simulation at a pitch angle which is different
from 90° (our proton in Fig. 6 doe s not really qualif y for this te st).
The proton would be released at 740 km, the spacecraft altitude, and as
it mirrored it would seek a lower altitude in the anomaly. Since this is
the region where the magnetic shells lie closest to the earth, the particle
will drift such that its mirror point eventually aga in reaches 740 km

13— 13
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altitude. Then the flux at the injected pitch angle should be the same as
the flux at the 90° pitch angle at 740 km on both sines of the anomaly.
This comparison should be made for a range of positions and pitch angles.

However , a more efficient computational technique would be one such
as that described by Heckman and Brady (1966), in which a predictor-
corrector method is used to continue the integration afte r a Runge-Kutta
technique has computed the necessary starting values.

A decrease ~ B in the magnetic field may possibly help explain the
proton flux discrepancy. Such a decrease was derived by Sugiura (1972),
in which large field depressions on the order of 40 gammas were deduced
in the equatorial region due to the presence of an equatorial current
sheet in the magnetosphe re. However, the region studied was beyond
about 2. 5 RE. and so the results do not appear directly applicable to the
L region covered by the S72-l data. It is possible that, due to the high
resolution in the pitch angle distribution, the model field used is not
accurate enough for interpreting the observed proton fluxes in the region
of the anomaly.
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TABLE I

OBSERVED ENERGY RANGES FOR PROTON FLUXES

Bin Energy Range Midpoint Width(~~ E ) Rigidity

1 5-7 M eV 6 P4eV 2.0 ~~~~~~ .10k GV
2 7-12.2 9 5.2 .128

. 3 12.20-18.2 15 6.0 .167
k 18.20-28 23 - 9.8 .208
5 28~ 115 36 17.0 .261

TABLE h a
L~~l.15, B(H,,~-3OO km) = .21kG

-~~~

.185G 68’ .697G 31’ 37 .k82G

.195 73° .735 31° k2 ° .521

.205 79’ .229 71° 8’ .016

TABLE lib
L= 1.35, B(ff,~,,~.3OO km) .220G

.i8s~ 66 ‘ .697 a 31 35 ° .k77 G

.195 70 • .735 31° 39 • .515

.205 75 ‘ .292 57 ’ l8 .072

.215 81 .25k 6V lk ° .03 k

.225 90 ° .2k2 75~ 15 ° .017

TABLE lie
L 1.55, ~~~~~~ 300 km) .23kG

B

.195G 66 .735G 31 35 .501G

.205 70 ° .623 35 35’ .389

.215 7k~ .378 11.9 ’ 25 ° . lkk

.225 79 .27k 67’ 12° .011.0
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TABLE lid

L~~2.O5 , B(H ,,~ — 300 km)~~ .255 0

.2150 66 .3060 57
0 9’ .0510

.225 70
0 .336 55 15° .081

.235 7k .307 61 13° .052

.2145 78 .289 67 if .0314

TABLE LLe

L 2.75, B(H M.~’~ 300 km)~~ .2850

.2145a 68 ’ .3650 550 13° .0800

.255 71’ .363 57 ° 114’ .078

.265 76’ .3146 6f 15° .061

.275 8o ’ .3146 6~ 17
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.285 90’ .336 67° 23’ .051
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ABSTRACT

An examination is made of the spectra of electrons and protons

responsible for the continuous aurora as measured by the ISIS 2 soft

particle spectrometer as the satellite crossed the flight path of the

AFGL Airborne Observatory on December 9, 1971. Ionospheric sounder

n~asurement8 made from the aircraft provide the means of relating

the shape and ener~ r content of the particle spectra with the virtual

height and critical frequency of the auroral E ionization layer. The

electron spectrum of the continuous aurora may be represented by a

MAxvellian distribution of energies between a few hundred cv and

‘- 10 key . The characteristic energy decreases with distance from the

center of the continuous band, increases after the onset of the substorm,

and provides a qualitative indication of the E—layer height . The peak

in the curve of energy flux within each accumulation sample of the

ISIS 2 electron spectrum provides a quantitative indicator of the

E—layer height. The ratio of (foE) 4 before and after the substorm

is approximately the same as the ratio of electron energy deposited

within the E—region, before and after the substorin . Protons contributed

less then 10% to the energy deposited in the B region . Their average

energy was four to five times the average electron energy. 
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INTRODUCTION

As a result of several fli ghts of the AFGL Ai rborne Ionospheric

Observatory (Whalen et el., 1971; Weber et al., 1977 ; Whalen et al.,

1977) and polar satellite observations ( Lui et al . ,  1977) it has

become clearly established that a band of continuous auroral emission

exists equator-ward of and sometimes overlaps the discrete auroral

oval. Further, this band of diffuse and sometimes subvisual auroral

emission corresponds very closely with ‘auro ral—E , ’ a relatively thick

B—region ionization caused primarily by incoming auroral particles

( Whalen et al. ,  1971; Whalen at a l . ,  1977 ) .

In the present report an examination is made of the spectra of

electrons and protons responsible for the continuous aurora as measured

by the ISIS 2 soft particle spectrometer as the satellite crossed the

flight path of the AFGL Airborne Observatory on December 9, 1971.

Ionospheric sounder measurements made from the aircraft provide the

means of relating the shape and energy content of the particle spectra

with the virtual height and critical frequency of the auroral E

ionization layer.

A number of observations made during this midnight sector flight

have been reported as three—paper case study of auroral activity

(Whalen et al., 1977), electrojet and precipitating particle

character1~tics (Weber et al., 1977), and ionospheric F—region

phenomena (Pike et al., 1977). As a result of this case study the

documentation of geophysical activity ~~ring the flight is quite

thorough, and since the period includes two substorm sequences , it is

felt that an excellent opportunity Is provided for the present study.

In our investigation we concentrate on times before and after the

second (and ~~re classic ) substorm . This enables a comparison

. . . . . . . .



of the energy spectra and ionospheric properties measured during

the quiet , pre—substorm period with those characteristic of the

expansive phase .

OBJECTIVES

The objectives of the study are:

1. To describe the electron and proton energy spectra which produce

the cont inuous aurora observed before and after the 0847 UT substorm of

09 December 1971.

2. To determine whether a spectral parameter such as total energy,

peak energy, average energy, or energy within a specified range may be

correlated with the virtual height and critical frequency of auroral-E

ionization.

AIRCRAFT IONOSPHERIC MEASUREMENTS

The aircraft flew from Goose Bay , Labrador to Eielson AFB,

along the trajectc-ryshown as the heavy line in Figure 1 ( from

Whalen et al., 1977). Its course and speed were adjusted so that

the aircraft remained in the 22—00 MLT sector and intersected the

D?.~P (solid lines) and ISIS 2 (dotted lines) trajectories as shown.

• In the figure each satellite pass is labeled by the universal Uine at

which it crossed the aircraft flight path.

During the fl ight , ionospheric soundings were made once each

minute with the Granger Z’bdel 3905—1 sounder. Each measurement

required 20 sec to sweep the frequency range 2 to 8 MHz. The sounder

data which pertain to the E region are shown in the graphs of

Figure 2 ( compliments of LA. Wagner) and are labeled foE ( MHz ) and

h’E (km). The quantity foE is the plasma critical frequency; its

fourth power , also plotted in Figure 2 , is approximately proportional

to the total energy deposited in the E region which produces ionization

14-5
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( Omhoit, 1955; Whalen et al., 1971). The quantity h ’E is the virtual height of

the ionization layer, or the height above the ground of the lowest ledge of E

region ionization . It is the parameter h ’E which gives some indication of the

hardness of the incoming particle spectrum since high—energy particles are

expected to penetrate further into the atmosphere. For example the increase

in h’E between 0720 and 0820 suggests a corresponding decrease in the energy of

the particles producing the layer above the aircraft.

We note from Figure 2 that generally , as h’E decreases , foE (and ( foE) 14 )

increases and vice versa. This suggests that an increase In energy deposited

into the B—reg ion results from an increase in the energy of the precipitated particles.

Another feature of Figure 2 is the change in the E—region parameters before

and after the onset of the substorm at 08 147. (Figure 3 shows both the AE index

and the College magnetogram.) The virtual height measured by the aircraft sounder

is generally higher before the substorm onset than after . Correspondingly, foE

gradually diminishes before the substorm to a value of 2.0 MHz at 0815, then

reaches 3.8 MHz at about 1000 UT. Between 0815 and 0920 UT the aircraft was

poleward of the continuous aurora resulting in no detection of auroral E during

this time.

It is to be noted that as the sounder data of Figure 2 were being taken ,

the aircraft underwent changes in corrected geomagnetic latitude in accordance

with Figure 1. The variations in foE and h ’E shown in Figure 2 can therefore

arise from any (or from combinations) of the following: substorin phase,

motion of the region of part icle precipitations, temporal or spatial

change in the precipitating particle characteristics, motion of the aircraft

relative to precipitation region. Some of these phneomena have been

described in the study of Whalen et al. (1977) and details of the complex

14- 6
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motion of the precipitation region are currently under study (J .A. Whal ep,

private cosatunication). These phenomena must be considered as we

co~ ,are the data of Figure 2 with spectra measured by the ISIS—2 satellite.

ISIS 2 SOFT PARTICLE SPECTROMETER

The particle observations were made from ISIS 2, a high—inclination

polar satellite with a nearly circular orbit of mean altitude 11400 km.

The soft particle spectrometer is similar to the ISIS 1 spectrometer

(}Ieikkila et a.].., 1970) and uses a divergent plate , electrostatic

deflect ion system to discriminate energies of electrons and positive

ions (hereafter called protons) in the nominal energy range 5 cv to 13 key.

The instrument is composed of two completely separate deflection systems,

one positioned atop the other, each with its own collimation system,

deflection plates, and particle sensors (discrete dymode multipliers).

In the normal mode of operation electrons are analyzed by the top

system and protons by the bottom system. The energy resolution (
~~E/Eo )

of each deflect ion system is constant as a function of energy and is

0.2147 for the top (electron ) analyzer and 0.355 for the bottom (proton)

analyzer . The geometric factors are 3.95 x l0~~ cm
2 ster for the

electron analyzer and 1.27 x l0~~ cm2 ster for the proton analyzer.

A spectrum is measured by sampling the detector outputs successively

as the potential difference between the deflection plates decays

exponentially through values which correspon to energies of 13.2 key

to 5.5 cv for electrons and 114.7 key to 6.2 ev for protons. The center

energies of the samples , the sample bandwidths , and the detection

efficiencies of the multipliers are listed in Table 1. A complete

spectral measurement of electrons and protons is made each second.

14-7
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TABLE 1 . ISIS 2 SOFT PARTICLE SPECTROMETER CHARACTERISTICS

ELECTRON DETECTOR PROTON DETECTOR
Sample Center Bandwidth Efficiency Sample Center Bandwidth Efficiency

Energy LB (cv ) Energy LE (cv)
Eo(eV) Eo(eV)

1 13150 32h8 .230 1 14675 5210 .8
2 12620 3117 .235 2 ]J4O84 5000 .8
3 9805 21422 .270 3 1Q94 2 38814 .8
14 7919 1956 .295 14 8837 3137 .8
5 6395 1580 .320 5 7137 25314 .8
6 5165 1276 .350 6 57614 20146 .8
7 14171 1~Y3O .375 7 46s5 1653 .8
8 3369 832 .400 

~ 3759 1334 .8
9 2721 672 .1430 9 3036 1078 .8
10 2197 5143 .460 10 2452 870 .8
11 1774 1438 .495 11 1980 703 .8
12 11433 ~54 .535 12 1599 568 .8
13 1157 286 .575 13 1292 1459 .8
114 935 231 .620 114 1a143 370 .8
15 755 186 .665 15 8142 299 .8
16 610 151 .705 16 680 2141 .8
17 1492 122 .735 17 5149 195 .8
18 398 98.3 .760 18 41414 158 .8
19 321 79.3 .778 19 358 127 .8
20 259 64.0 .790 20 269 103 .8
21 209 51.6 .800 21 2314 83.1 .8
22 169 41.7 .800 22 169 67.1 .8
23 137 33.8 .800 23 152 514. .8
24 110 27.2 .790 214 123 143.7 .8
25 89.1 22.0 .782 25 99.14 35.3 .8
26 72.0 17.8 .772 26 80.3 28.5 .8
27 58.1 114.4 .764 27 64.9 23.0 .8
28 146.9 11.6 .755 28 52. 14 18.6 .8
29 37.9 9.36 .~b8 29 142.3 15.0 .8
30 30.6 7.56 .738 30 314.2 12.1 .8
31 24.7 6.10 .730 31 27.6 9.8 .8
32 20.0 14.914 .72]. 32 22.3 7.92 .8
33 16.]. 3.98 .715 33 18.0 6.39 .8
314 13.0 3.21 .710 34 114.5 5.15 .8
35 10.5 2.59 .705 35 11.7 14.15 .8
36 8.5 2.10 .700 36 9.5 3.37 .8
37 6.9 1.70 .700 37 7.7 2.73 .8
38 5.5 1.36 .700 38 6.2 2.20 .8

~- .- - - ~~~- ~~~~-~~ - - ..~~ ..-_ ___ ___ __ _
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PARTI CLE OBSERVATIONS

Of the ISIS 2 passes shown in Figure 1, our consideration will

be restricted primarily to those labeled 0610, 0802, and 09514U’r. We

•have made use of some data from the 0418 pass, but on this pass the

— ‘ satellite was only tracked as it crossed the most equatorward

portion 3f the continuous band. In this section the general

characteristics of the electron and proton precipitation are

presented In the form of ISIS 2 spectrograms. Details of the

energy spectra will be discussed in the following section. A

discussion of the general aspects of the particle precipitation

during these times has been reported by Weber et al. (1977).

The time which includes the 0610 satellite pass is a quiet

stable period between the two substorms shown in Figure 3. At

0610 UT the continuous aurora extended from 670 to 72.60 corrected

geomagnetic latitude as is indicated by Figure 14 , which provides a

universal time history of the region of the continuous aurora as

determined by all—sky camera pictures , sounder measurements, DI’~ P

images , and ISIS 2 electron data ( Whalen et al., 1977).

The ISIS 2 electron and proton data for the complete pass

over the continuous auroral region are shown as energy—time

spectrograms of FIgure 5. In this presentation each vertical line

in the top portion of the graphs represents a differential energy

spectrum ( ergs/cm2ster sec) . Intensity is displayed by gr~y-aca1e

shading with high intensities represented as lighter shades of

gray. The logarithm of energy is the ordinate and universal time,

magnetic local time, and invariant latitude are the abscissas. Also

shown in the two graphs below the spectrograms are the number and

energy fluxes obtained by integration over the range of each spectrum .
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Electron spectra show very little structure between invariant

latitudes of 73° and 66°. This is characteristic of the continuous

aurora 
~~~~~ 1976; Deehr et al., 1976; Lui et al., 1977) and is

confirmed in this case by the lack of any discrete arcs observed

at thi B time by the airborne all—sky cam era (Whalen et a.l., 1977).

Protons are observed between latitudes of 78.5° and 660 . ~~

energy carried by the protons is low , ~~i0% of that of the electrons .

The proton average energy increases with decreasing latitude down to

about 680 where the broad spectral peak appears near the upper end

of the analyzer energy range.

The ISIS pass which crossed the aircraft flight path at 0802 is

shown in Figure 6. The electrons associated with continuous and

discrete auroras are observed between 71.50 
and 660. It is clear

from the peaking in the electron spectrogram that discrete arcs

were present as was reported by Whalen et al. (1977)and Weber et al.

— (1977). It is also apparent that the electron spectra are somewhat

softer than those of the 0610 pass (Figure 5) .  This observation is

In qualitive agreement with the increase in h’E of Figure 2. Such

observations will be discussed more quantitatively as the spectra

are presented in the next section. The aurora.l protons are present

= over about the same range of latitudes as the electrons. As in the

0607 pass their spectra peak broadly in the key range with the average

energy increasing with decreasing latitude. The particles apparent

in the spectrograms equatorward of about 650 are outer belt radiation.

Although the proton data, were not available for the 0956 UT ISIS

pass, the electron spectrogram is shown in Figure 7. The precIpItation
0 0 .region extends from about 70 to 614 invariant latitude. As can be

14~40
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seen in the figure , the intensity and energy carried by the electrons

is somewhat higher than ob8erved on the preceeding orbits. Two

enhancements characteristic of auroral arcs are present on the

spectrogram at latitudes of 68.8° and 68.00, but they appear to

be immersed within the spectra of the continuous aurora. Figure 14

shows that at this time the continuous aurora extended from 64 .30

to 69° CGL which is born out by the spectrogram. The magnetogram

of Figure 3 shows that the satellite passed over the auroral

activity during the expansive phase of the substorm .

PARTICLE SPECTRA

In carrying out the objectives of the present study, a computer

program has been developed which computes, prints, and plots any or

all of six forms of the ISIS 2 electron or proton spectrum. The

plot options are presented in the following table.

TABLE 2. ISIS 2 SPECTRAL PLOT OPTIONS

Plot Option 1 Differential number fl ux (elec or prot/cm2ster sec ev)

vs energy, log/log scale

Plot Option 2 Differential energy flux (ergs/cm2ster sec ev) vs

energy, log/log scale

Plot Option 3 Sample energy flux ( ergs/cni2ster sec ev) V8 energy ,

log/log scale

Plot Option 14 Integral energy flux ( ergs/cm2ster sec ) vs energy ,

log/log scale

Plot Option 5 (Differential number flux .~~ energy) vs energy , log

vs linear scale , Range : O_i14 key

Plot Option 6 (Differential number flux — energy) vs energy , log

vs expanded linear scale , Range : 0—1 key
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The program also provides the versatility of summing n umber and

energy fluxes over arbitrary energy bands of the measured ISIS 2

spectrum .

A set of spectra representing each option of Table 2 is shown

in Figure 8. The spectra are of electrons measured at 06/ 10/48 UT

( hour 6, mInute 10, sec 148) and are labeled 1 through 6 to coincide

‘with the options of Table 2.

Plot 1 the differential number flux, 
~N 

(elec/cm 2ster sec ev)

is obtained for each sample by the following expression

J C ( 1)N G . A t .~~~~.~~~ E

where

B0 is the center energy of each sample (Table 1)

C is the count accumulated in time ~ t

G is the geometric factor

4t is the sample accumulation time

is the detector efficiency

A E is the energy bandwidth (FWH M)

Since AE/Eo = R , the energy resolution,

CJ = ( 2 )N G . L t .~~~~. R . E o

Plot 2 the differential energy flux 
~N’ 

(or spectral energy

density (ergs/cm2ster sec ev) is obtained by multiplying equation (2)

by the mean energy per sample

JE JN . E O G . ~~~~~. .P) . R ( 3 )

This quantity is very nearly directly proportional to the count C since

only the efficiency varies (slightly) with energy.

Plot 3 the sample energy flux , E (er ge/c m2ster sec) ,  represents

the energy contained within a given sample of energy width ~~E ( See Table 1)

and is obtained by multiplying equation (3)  by the energy bandwidth A E  ( R E 0 ) .



or

— E C Eo (4 )E _ J
E
.
~~ G 4t .)~

This representation should be appropriat e for B—region study since each

point specifies an amount of energy deposited within an atmospheric

layer. The peak in the graph occurs at 2.2 key .

Plot 14 displays the integral flux )Eo , ( ergs/cm2ster eec )

obtained by summing the values from Plot 3 starting with the high—

energy channel . The total energy under the measured spectrum is

indicated by the value of the graph at 10 ev. ~
jxis plot is particularly

suited to E—region application . A practical upper altitude for the

E—region is about 150—160 kin; the ionization curves of Bees (19614) for an

isotropic distribution of electrons at 1—key energy place the altitude

of peak ionization rate at 156 km (See Figure 9). Plot 14 shows that

83% of the electron energy measured by ISIS 2 lies in the channels

above — 1000 cv range. It is this energy which is deposited into

the B—reg ion .

In the plots labeled 5 and 6 the quantity JN/Eo is plotted v-s energy

with the ordinate , JN/E , plotted on a logarithmic scale and the

abscissa E0 plotted on a linear scale. Thus if the di f ferential number

spectrum can be represented as a Maxwellian distribution

N E ~~~~~~ the resulting graph is a straight line of slope ~~

related to o( (=kT) by ~~ = (log10 e)/m .  In the present example, the

characteristic energy is 7140 ev with an No of 5.6 x 102/cm3 . Plot 6

is the same as plot 5 except the 0— 1 lcev range Is expanded to analyze

the low energy porition of the spectrum.

The spectrum of 06/10/ 148 UT is typical of spectra measured within

the loss cone but near the peak intensity of the continuous aurora].

band. That part of the spectrum deposited into the E—region may be

represented as a Maxwellian distribution, but the characteristic energy
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(7140 ev) does not correspond to the height of maximum production rate of

ionization which was much lower. The value of h’E (Figure 2) was

“125 km at this time , which places the peak ion density at

133-135 km,applying the curve of Figure 9. The values of total

energy and number flux measured at 06/10/148 UT are shown in Figure 8.

The highest valus of total energy and number flux measured

within the loss cone during the ISIS 2 0610 UT pass occurred about

22 sec earlier and is shown in Fi gure 10 (only plots 1—14 are shown).

At this time the Maxwellian characteristic energy is 1.09 k~v and

the energy peak of the sample energy flux of Plot 3 is 14.2 key .

The spectrum presented in Figure 11 was measured at 08/03/0 14 UT

during a time when foE was relatively low and virtual heights were

“-‘150 km. This spectrum is less intense than those during the

0610 UT pass; both number flux and energy flux at E—region energies

are lower by about a factor of three. The spectrum is also much

softer with only 30% of the total energy within the range above

935 ev ( channel 114 , see Table i .) .  The characteristic energy of

the Maxwellian portion of the spectrum is 1490 ev with N0 
= 2.2  x 102 ,€m3 .

None of the plots has a very prominent peak at E—region energies , but

in plot 3 the curve ~ontains a broad- peak between 300 and 500 ev.

A spectrum representative of the continuous aurora during

the substorm expansive phase at 09/514/57 is shown in Figure 12.

The presence of high energy particles is particularly apparent in

plots 3 and 14 . The Maxwelllan characteristic energy is l .lllkev

with the peak of sample energy flux (plot 3) of 2.14kev . The energy

fluxes exceed those in the hour before substorm onset

• ( the 08/03/014 UT pass of Figure 11) by about a factor of four . The

aircraft measurements of h’E give values of 115—117 kin , the lowest

14—14



heights measured by the aircraft.

COMPARISON WITH IONOSPHERIC PARAMETERS

In comparing the virtual heights with the ISIS 2 spectra before

and after the substorm onset it is clear that the Maxwellian characteristic

energy and also the peak in the sample energy flux (plot 3 of Figures 8,

10, 11, and 12) are indicators of the altitude of the E—layer peak .

The peak of the Maxwellian distribution just before the substorm

( Figure 11) is 1450 ev which corresponds to 198 km using the Bees

( 1964 ) curve of Figure 9. The lower edge of the ionization profile

which more closely represents h’E, may be taken to be the 10% point

on the curve of Figure 9 and corresponds to 167 km. The edge would

be somewhat lower if the spectrum is not monoenergetic ; a value of

150 km was measured by the sounder.

The sample energy flux ( plot 3 of Figure 11) contains a broad

peak between 300 and 500 ev which agrees well with the peak of the

Maxwellian f i t .

At the time of the expansive substorm phase , the parameter which

most closely agrees with the aircraft sounder measurement of 115—117 km

is the 2. 14 key peak of the sample energy flux (plot 3 of Figure 12) .

In fact , the 10% value at 3.2 key on the curve of Figure 9 is 122 km.

The !~~xwellian characteristic energy of 1.11 key is clearly too low ,

but results because the fit did not include the two data points of

the highest energy channels. It is not uncommo n in the ISIS data

that flux in the highest channels exceeds the Maxwellian distribution .

While a clear di fference exists in the 08/03/014 spectrum (just

before substorin onset ) and the 09/5 14/57 spectrum ( jus t  after the
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substorm onset) ,  the spectrum measured well before the substorm at

06/ 10/26 shows a marked similarity to that of 09/5 14/57. Thus there

appears to be a discrepancy in the expected hei ght of the aurora].

E—layer based on spectral measurements during the 0610 UT ISIS

pass and the aircraft measurements of virtual hei ght between 0608

and 0612 UT (Fi gure 2 ) .  However , the Churchill sounder measurements

at the time of the satellite pass show a height of less than 110 km.

Figure 1 shows that at the time of the satellite measurement , the

longitude of the satellite was between that of the aircraft and

Churchill; therefore a longitudinal gradient in hei ght might be

responsible for the discrepancy .

A qualitative comparison is made in Figures 13, 114 , and 15

between ( foE ) 14 
and the energy deposited into the aurora]. E—region .

The ISIS energy fl uxes of these figures are taken from the data

of the spectrograms of Fi gures 5 , 6, and 7. The electrons have

been integrated over channels 1 to 114 (935 ev to 13.2 key), the protons

over channels 1 to 9 (3.0 key to 114.7 key). The values of (foE)
14 
are

plotted as a function of the aircraft ’s corrected geomagnetic

latitude and do not correspond to the universal times shown for

the ISIS data at the bottom of each fi gure . It is clear from

Figures 13 and 15 that an approximate proportionality exists

between the two kinds of measurements although they were made

at different times and locations.

Also shown in these figures are the electron and proton

average energies , averaged over each spectral sweep. The proton

average energy is about 14 times the electron average energy. As

we have previously noted , the protons usuaUy contribute less than
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10% of the energy , but Figures 13 and 114 show that almost all of

this energy is deposited in the E—region.

Using the numerical data displayed on the graphs of

Figures 11 and 12 we can compare the change in ( foE) 14 before and

after the substorm to the change in the tota3~ electron energy

flux , E~ . The ratio of ( foE) 14 before and after the substorvi is

146.2 (~~~z) 14/2O8 (MH z) 14 
= 0.22~whei~eas the corresponding ratio of

the electron energy fluxes is 0.Z1 erg/ti!. erg = 0.2.4.

CONCLUSIONS

1. The electron spectrum of the continuous aurora may be represented

as a Maxwellian distribution of energies between a few hundred cv

and -“10 key . The characteristic energy decreases with distance

from the center of the continuous band and increases after the

onset of a substorm .

2. The characteristic energy of the Maxwellian distribution gives

a qualitative indication of the H—layer height.

3. The peak in the curve of the ener~v flux contained within each

accumulation sample of the ISIS electron spectrum provides a quantitative

indicator of the height of the aurora]. E—layer.

14. The ratio of che quantity ( foE) 14 before and after the substorm

is approximately the same as the ratio of total electron energy

deposited within the E—region before and after the substorm .

5. Proton average energy before the substorm onset was four to

five times the electron average energy .

6. Protons contribute less than 10% of the energy deposited in the

E—region .
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RECOMMENDATIONS

With the development of the plotting capability for the ISIS 2

spectra the present study should be followed by:

1. A simultaneous comparison of plasma sheet particle measurements,

airborne sounder measurements and ISIS 2 particle data.

2. A simultaneous comparison of Chatanika Radar measurements ,

aircraft sounder measurements and ISIS 2 particle data.

3. A theoretical computation which uses the incident particle

spectrum as a boundary condition in the cal culation of true electron

density profiles .

14. Further investigation of the proton component .

5. Further investigation of the acceleration processes associated

with the continuous aurora.
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FIGURE CAPTIONS

Fig. 1. A CG latitude, CG longitude map of the AFGL Ionospheric

Observatory flight track together with the D!.~P arid

ISIS 2 satellite tracks of 9 Dec . 71. Labels are in

UT.

Fig. 2. Sounder measurements of virtual height h’E, critical
14

frequency foE, and ( foE)

Fig. 3. AR index and the horizontal component of the College

magnetogram . The numbers in the center are the UT times

of the satellite passes of Figure 1.

Fig. 4. Band of continuous aurora observed on 09 Dec. 71 by

measurements from D~~P, ISIS 2, and ground and airborne

sounders and all —sky cameras (Whalen et al , 1977).

Fig. 5. ISIS 2 spectrogram for the 0610 UT pass. See text for

explanation.

Fig. 6. ISIS 2 spectrogram for the 0802 pass.

Fig. 7. ISIS 2 spectrogram for the 09514 pass.

Fig. 8. Electron spectra of 06/10/148 UT of 09 Dec . 71. The numbers

1—6 correspond to the plot options of Table 2.

Fig. 9. Production of ionization by monoenergetic electrons

(Rees, 1964) and protons (Eather and Burrows, 1966).

Fig. 10. Electron spectra of 06/10/26 UT.

Fig. 11. Electron spectra of 08/03/10 UT.

Fig. 12. Electron spectra of 09/514/27 UT.

Fig. 13. Electron and proton average energy and E—region energy flux

for the 0610 UT ISIS 2 pass. The quantity (foE)14 as determined

from the aircraft sounder is also plotted .
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Fig. 114. 0802 UT ISIS 2 pass. Otherwi:e same as Fi g. 13.

Fig. 15. 09514 ISIS 2 pass for electrons only . Othe~~ise

same as Fig. 13.
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— DIRECTIONALLY SOLIDIFIED EUTECTI C MATERIAL S FOR
ELECTRONIC, MAGNETIC AND OPTI CAL APPLICATIONS

by
Richard D. Sisson, Jr.

ABSTRACT

This report reviews the applications of directionally solidified
eutectic material systems for electronic , magnetic and optical appli-
cations. The use of product effects in two phase material systems is
briefly described. Product effects will allow the design of material
systems for specific applications and properties.

Areas for possible future applications of eutectic systems are
energy conversion, radiation detection and communications. Recom—
mendations for future work are also made.
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INTRODUCTION

- - Directional solidification of a eutectic material produces an ali gned

two phase composite. These materials are sometimes called “in—situ ”

composites. The two phase structure yields properties that depend on the

composition and microstructure of the materia1 .

Composite materials properties may be related to a sum of the two

phases individual properties, the anisotropy of the structure , the

~eriodicity of the structure, the size of the phases in the structure or

a product effect due to the coupling of the two phases (1). Structural

applications of composites rely on the sum properties. The combination of a

small amount of high strength phase with a low density matrix produces a

material of increased strength and low density. Electrical, magnetic or

optical applications of composites utilize the anisotropy , periodicity, size

and product effects.

This report reviews the use of “in—situ” composites for electrical ,

magnetic or optical applications. New materials with unique properties

may be developed for non—structural applications by the use of product

effects.

OBJECTIVE S

The objective of my summer research program was to review the use of

“in—situ” composites for electrical, magnetic and optical applications. In

addition, experimental work on cobalt—sulphur alloys for magnetic applica-

tions was initiated. An assessment of the possible application of eutectic

or monotectic materials for microchannel plate fabrication has also been

completed.
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GENERAL REVIEW

Eutectic Solidification

In a simple binary (or quasi—binary) system the composition with the

lowest solidification temperature is the eutectic composition. This

temperature is called the eutectic temperature. At the eutectic composi-

tion and temperature (eutectic point) the liquid phase is in equilibrium

with two solid phases. If heat is removed from the system the liquid

transforms into the two solid phases.

L~ct+~

To illustrate a simple eutectic phase diagram the lead—tin system (2)

is shown in figure 1. As shown in the figure the eutectic composition is

26. 1 atomic percent lead and the eutectic temperature is 183°C.
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Figure 1. Lead—Tin Phase Diagram

Eutectic solidification produces a two phase alloy. Directional

solidification can align these phases.
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Directional Solidification

Directional solidification (also called unidirectional solidification)

ideally consists of removing heat from a molten material in a single direction

causing the planar solid—liquid interface to move through the material.

Several directional solidification techniques have been developed to grow

single crystals (3). These methods may also be used to produce aligned two

phase structures in eutectic materials.

The procedure most easily applied to eutectic materials uses a chill

block and a furnace. The chill block removes heat in one direction from

the eutectic. Either the furnace or sample may be moved to advance the

liquid—solid interface through the material. The result is an aligned two

phase structure.

Eutectic Morphol~gy

In general two basic types of morphologies exist in eutectics (4,5).

The first is rods of one phase in a matrix of the second phase. ThIs rod

morphology develops when the volume fraction of the minor phase is small

(i.e., less than approximately 28%). The second morphology is an alter-

nating lamellae (plates ) of the two phases . This morphology develops when

the volume fractions of the phases are approximately equal ( i . e . ,  the

fraction of the minor phase is greater than approximately 28%) . These

morphologies may also be faceted or irregular.

The 28% figure is theoretically derived (4 ) .  t~Yhile there are contrary

experimental observations, the majority of eutectic systems conform to the

theoretical estimate.

The morphology also depends on the growth parameters. The important

growth parameters are the growth velocity (R) and the temperature gradient

in the solid phase at the solid—liquid interface (G9)(2). In some systems
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a lamellar structure breaks down to form rods at high growth rates (6,7).

The interlamellar or rod spacing (A) is also a function of growth

rate (R) with ,

2A R — Constant.

Di rectional Solidification of Eutectic Alloys

There are many general reviews of eutectic solidification (8 ,9 ,10 ,

11, to name a few). Kerr and Winegard (8) present the historical develop-

ment and general theories. They also further develop the general theory

of eutect ic morphology (9). Hogan, Kraft and Lemkey (10) review the

historical development as well as steady state growth , lamellar and

fibrous (rod) morphologies, crystal orientation and eutectic classifi-

cation. Thompson and Lemkey (11) reviewed the preparation techniques

and properties of directionally solidified eutectic super alloys. May

and Jones (12) present a short review and recommend the inclusion of

eutectic solidification (preparation and properties) into the university

teaching curricula. The review of the early work on the structure of

eutectics was presented by Brady (13) in 1922.

There has been a great deal of experimental and theoretical work in

eutectics. The major emphasis to date has been on structural applications.

There have been many conferences as well as sessions at general meetings

on eutectic solidification. A review of any abstract service will bring

the reader up to date.

EUTECT IC MATERIALS FOR NONSTRUCTUR AL APPLICATIONS

The application of eutectic materials for nonstructural applications

was realized some years ago. Most of the early work was conducted at RCA,

Siemens, United M’~craft , and Lehigh University. Galasso (14,15) reviewed

the use of directionally solidified eutectics for optical, electronic and

15— 7
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magnetic applications in 1967. At that time he pointed out thermoelectric ,

magnetoresistive, infrared polarizing , superconducting, optical , ferro-

magnetic, and display applications; with the eutectic systems for each appli—

cation. Re stated that at that time over one hundred eutectic systems have

been studied to some extent. Tables (15) were presented giving the eutectic

composition, eutectic temperature , and microstructure for simple eutectic

systems as well as complex oxides, complex halides, organics, and complex

intermetallic eutectic systems. Salkind , Lemkey and George (16) also re—

viewed the nonstructural applications for aligned eutectics. May (17) has also

reviewed the directional solidification of eutectics for “tough applications.”

In addition to the review of mechanical properties , thermal stability, and

the development of materials for structural applications, he points out the

possibility of coupling effects (product effects) for nonstructural applica—

tions. Salkind and Lemkey (18) also generally reviewed eutectic applications.

Besides structural applications a few nonstructural uses are presented . In

addition to the applications already mentioned the creation of porous mate-

rials by unidirectional solidification of a monotectic is described . A mono—

tectic reaction differs from a eutectic reaction in the respect that instead

of two solid phases forming simultaneously on cooling —— a solid and a liquid
phase form simultaneously. The liquid phase will eventually solidify at some

temperature below the monotectic temperature.

Weiss (19) critically reviewed the electromagnetic properties of eutectic

composites. In this article he reviewed the work at RCA on the InSb—Sb system

and the work at Siemens on the InSb—NiSb system. Magnetoresistive, thermo—

magnetic and optical properties are presented. This system has been well

studied and has found the most applications of any system for nonstructural ap—

plications to date. A noncontacting current indicator for electric locomotive

brake systems, a contactless push—button with field—plate and movable magnet

15-8
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and an infrared detector ~~ve been manufactured using the InSb—NiSb eutectics.

Currently , Coodrum (20) is investi gat i ng di rectional ly solidif ied

eutectics for device applications. I-fe postulates display, photovoltaic,

superconducting, thermal fatigue monitoring, electron emitting, and magnetic

device applications. He has also tabulated one hundred and fifty—two eutectic

systems with their microstructure and properties. This work is being con-

ducted under an Air Force contract with the Deputy for Electronic Technology.

In 1975 Weiss (21) reviewed the physical properties of in—situ composites.

He discussed the properties in terms of sum and product effects (1). He

pointed out that an artificial combination of two phases (mechanical combi-

nation) may be better than or as good as an aligned eutectic structure.

Superconducting wires of lOu NbTi in a Cu matrix as well as fiber optics

glass technology are used as examples. He does state that the study of new

in—situ composites may lead to new materials or new phases that may have

important or interesting properties. The detection of X—ray by an in—situ

composite Is cited as a possible application.

Electronic Applications

The initial experimental investigation of electronic applications of

directionally solidified eutectic materials was conducted at RCA by

Liebmann and Miller (22) on InSb—Sb systems in 1963. Single crystal rods

of Sb developed in a matrix of InSb. The electrical resistivity, the

thermoelectric power, and the thermal conductivity were experimentally

measured as a function of the structural arrangement of the phases. The

values of resistivity and thermoelectric power were explained by electric

circuit analogs. A decrease in thermal conductivity was observed that they

explained by the phonon—phase boundary interaction. A large anisotropy

15-9 
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in properties was observed.

In the same year Weiss and Wilhelm directionally solidified the

NiSb—InSb eutectic (23). They observed a large magnetoresistive effect

in material with lp x 50~ NiSb rods in the InSb matrix. In addition ,

Paul, Weiss,and Wilhelm (24) reported an infrared polarizing effect with

the same material. Later, Weiss (25) reported that directionally solidi-

fied N1Sb—InSb could be used to measure magnetic fields (using the Hall

effect). He also reported applications for controlling magnetic fields,

polarization filters,and contactless variable resistors. In 1966, Weiss

(26) reported additional applications for this material, including a

modulator for converting d.c. currents and potentials into a.c. currents

and as a magnetically controlled resistor (used In the brake system on

the German Federal Railroad). In addition to the NiSb—InSb system, Siemens

investigated many other Ill—V compound systems (see Table II in ref. 14).

The work at Siemens and RCA was followed by several other investi-

gations into directionally solidified eutectic semiconducting materials.

Elliot and HiscocI~ (27) investigated the electrical and magnetoresistance

properties of Cd3As2—NiAs eutectic. The properties did not compare favor-

ably with the InSb—NiSb system. Umehara and Koda (28) investigated the

structure and phase boundary energies in the InSb—MnSb , InSb—NiSb , InSb—

FeSb and InSb—CrSb systems.

Investigations were also conducted on silicon— and germanium—based

eutectics (29,30,31). Hilbren and Hiscoc1~ (29) found that the structures

of NbSi2—Si, TaSi2—SI and TiGe2—Ge produced structures that may have elec-

tronic applications. Levinson (30) determined the electrical and thermal

properties of directionally solidified CrSi2
—Si eutectic. He observed a

large anisotropy in the physical properties.

15-10
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Hel lawell (31) has reviewed silicon— and germanium—based eutectics.

Although electrical properties are not presented , the structures of a

la rge number of eutectics are reviewed.

Lamel lar eutectics may also be used to create a multilayer P—N

structure. Albers and Verberkt (32) have pointed out the possibility of

developing alternating layers of P—type and N—type semiconductor via

directional solidification of eutectic materials. They have directionally

solidified the SnSe—SnSe2 eutectic to produce a P—N multilayer structure.

Currently, Yue at UCLA (33) is investigating the SnSe—SnSe2 system to

produce a P—N niultilayer structure for photovoltaic energy conversion.

Favier et al (34) investigated the superconducting properties of

• selected eutectics. The Pb—Sn , AuSn4—Sn , 
and In2Bi—In systems were inves-

tigated. Magnetization measurements were made. The Josephson effect was

also studied .

Magne tic Applications

There has been a substantial amount of work on the use of directional-

ly solidified eutectic materials for magnets. This work is a logical ex-

tension of the magnetic materials fabrication technology used to produce

the Aln ico series of permanent magnet alloy steels ( 35,36). Alnico steels

contain Fe , Al , Ni , Cu , Co and Ti in various proportions . The magnetic

properties of these steels are enhanced by preferred grain orientation and

by cooling in a magnetic field. A spinoidal decomposition phase trans-

formation In the magnetic field produces an aligned two phase structure.

This aligned mixture creates a magnetically anisotropic material. The

reason for the enhanced magnetic properties is that the size of the second

phase particles (approximately 300 x 300 x l200~) creates single—domain

particles. This increases the magnetic coercivity of this material. There

15-11
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is a shape as well as a crystallographic anisotropy contribution to

magnetic properties.

The single—domain particle princip le has been applied to several

ferromagnetic eutectic systems. Aibright and Kraft (37) investigated the

Fe—FeS eutectic . They observed rods of Fe in the FeS matrix.  An increase

in the coercive force from less than one oersted for  iron to ten to twelve

oersteds for the directionally solidified eutectic alloy was observed (38).

Galasso et al (39) investIgated the magnetic properties of Fe—FeSb

eutectics. This system produced rods of Fe in the FeSb mat r ix .  However ,

a larger volume fraction of Fe rods was expected based on the phase diagram.

They determined a coercive force of between twelve and eighteen oersteds

for the directionally solidified materials that was dependent on Fe rod

size (between 1 and 2j i ) .  The fine rod size (approximately lu) produced

the largest coercive force.

Galasso et al (40) have directionally solidified the BaFe
12O19—

BaFe2O4 eutectic . This system was selected because of the magnetic prop-

erties of BaF~ 2O19. Blades (lamellae) of the magnetic BaFe12O19 were

• observed in the BaFe2 O4 matrix. No magnetic measurements were reported

because the samples obtained were too small. Problems were also encountered

because the C axes (axis of easy magnetization) of the BaFe
12O19 were not

aligned . Therefore , no at tempts were made to p ’oduce larger samples for

magnetic measurements.

Jackson , Tauber and Kraft (41) investigated the magnetic anisotropy

• 

- 
of the MnSb—Sb aligned eutectic. Two—micron rods of ferromagnetic MnSb

were observed in the Sb matrix. The anisotropic magnetic behavior was

• found to be due to opposition of the e f fec t s  of shape anisotropy and

• crystallographic anisotropy. In addition, they reported that strain factors
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may also be important. ?im and Stofko (42) observed a large magnetic

• anisotropy in Bi—MnBi single crystal eutectics. Needles of ferromagnetic

MnBI were observed in the Bi matrix. The axis of easy magnetization (C

axis) was the long axis of the needles. The magnetic moment , the Hall co-

efficient , the electrical resistance, the magnetoresistance , the Seebeck

coefficient, and the thermal conductivity were determined.

Colling and Kossowsky (43) investigated the soft magnetic properties

of Co—Nb and Co—Nb—Fe directionally solidified composites. Fe alloy ad-

ditions lowered the coercive force, increased the magnetization, and

lowered the Curie temperature. Lamellae of NbCo3 
were in a Co rich matrix.

Livington (44) determined the structure and magnetic properties of

the Au—Co aligned eutectic. Co rods were observed in an Au matrix. The

coercive force was found to increase with growth rate (finer Co rods) to

330 oersteds at .21 cm/sec. A subsequent wire drawing increased the

• coercive force to 920 oersteds (due to the even finer rod size). Sahm and

KillIas (45) also directionally solidified Au—Co eutectic composites.

The directional solidification was performed in a magnetic field. Struc—

tural changes were reported due to the magnetic field. No magnetic prop-

erties were reported .

In addition , Galasso (14) has reported on other magnetic eutectics

including Co—Y2Co17, 
Co—CoSb , and Ni—Ni3Sn. Structural and magnetic data

are reported. Enhanced anisotropic magnetic properties were observed in

these systems.

Optical Applications

The optical properties of eutectics are a function of the size and

periodicity of microstructure. In addition , the absorption edge of the

phases on the microstructure may also be utilized .
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The systems most widely studied are alkali halide mixtures. Lotham

arid Hellawell (46) investigated the fluorides, chlorides , and bromides of

lithium, sodium and potassium. Of the thirty—six pairs investigated ,

twenty—one exhibited at least one eutectic point , six had two eutectics.

Eutectic morphologies were determined- on directionally solidified mixtures.

Penfold and Hellawell (46a) further investigated the microstructures of

the LIF—NaF and NaF—NaC1 eutectic systems.

Batt, Douglas and Galasso (47) determined the optical properties of

the directionally solidified NaCL—NaF eutectic. Image transmission

properties similar to fiber optics materials could be obtained . They also

reported that this directionally solidified eutectic was a far—field infra-

red transmitting medium for wavelengU~ larger than the inter—NaF rod

distance (approximately 6p).

Yue and Yu (48) also explored the optical properties of the NaC1—NaF

eutec tic. A model was presented to explain the phenomena of transmittance

versus far—field infrared wavelength in the eutectic. The data are in

excellent agreement with the theory.

Sievers (49) reported on the infrared Bragg scattering of NaC1—NaF

eutectic. The results were explained in terms of the eutectic microstructure

a~! optical theory.

Bright and Lewis (50,51) investigated the LiF—MgF2 
system. They

reported the microstructure and crystallographic relation between the phases.

They also reported on the NaF—MgF2 system. The NaMgF
3 
compound was observed

• to form a eutectic with NaF and MgF2.

van Hoof and Albers (52) have reported the conversion of X—rays into

• visible light in the NaC1—PbC12 eutectic. X—ray excited luminescence of

NaCl had a maximum at 30—40 volume percent PbC12. The results were explained
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In term s ~‘f the eute cti~ produc t properties.

Davies, Clauson and Wieder (53) investigated the infrared polarizing

properties of InSb—Sb eutectic films. The Sb lamellae in the InSb matrix

acted as a grating to polarize the infrared transmitted beyond the InSb

absorption edge. Paul ec al (24) have also reported on infrared polariza-

tion in InSb based eucectics. The optical properties of the CeSb—lnSb ,

MnSb—InSb and FeSb— InSb were determined.

Superconductivity in Eutectics

In 1963 , Cline, Rose and Wulff (54) investigated the superconducting

properties of columbium (niobium) —thorium eutectic. They observed a

forty cold increase in the critical current carrying ability of the eutectic

as compared to columb iuni wire.  Their alloys were not direct ional ly soli—

di fied. Levy , Kim and Kr af t  (55) investigated the superconducting behavior

of Cd—Sn directionally solidified eutectics. They observed no improvement

in p roperties over bulk phases.

Refractory Oxide Eutectics

• The largest study of refractory oxide—metal eutectics was conducted

by Chapman et al (56,57,58) on the U02—W system. They observed rods of

conducting W in a U02 mat r ix .  This material may have s tructural  applica-

tion s with the high modulus fiber .~ in the oxide matrix. There may also

be elect rical and thermal applications .

• One possible application of this system proposed by Good ruin (59) is

a cold cathode. This uses the electron emission for the W fibers in the

matrix to produce an electron beam.

Hulse and Batt (60 , 61) have explored the use of a f loat ing molten zone

techn iq ue to prod uce oxide eutectics. They present results for twenty—

eight oxide eutectics.
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Schmid and Viechnickt (62) reported on the A1203—Zr02 

eutectic for

high temperature applications. Zr02 rods were observed in an Al2 03 matrix.

SOLID—STATE DIRECTIONAL TRANSFORMATIONS

Eutectoid decomposition is a solid state phase transformation in

which one solid phase transforms to two d i f fe ren t  solid phases on cooling.

c * ÷ 8 + y .

Aligned phase structures can be obtained by di rectionally transforming a

eutectoid material. The structure of the two phase mixture will be

dependent on the structure of the high temperature single phase as well

as the variables of transformation rate and temperature gradients.

Livingston (63) reviewed directional transformations in eutectoid

alloys. He summarizes the results of ten directionally transformed

eutectoid alloys. Carpay (64,65) has also reviewed aligned composites

produced by directional eutectoid transformations. The eutectoid systems

investigated include Cu—Cu
9A14, Cu—Cu91n4, NiIn—Ni21n3, Co—Co2Si, Fe—Fe 3C,

• FeA1—FeA12 and Al—Zn.

In addition, Carpay (66) reported that in—situ composites can be

obtained from decomposition of the vitreous state. Results in Li
20—B 2

0
3

are described. The Ca(NO
3
)
2
—RbNO3, ZnCl

2
—KC1, Bi203

—B
2
03, 8i203—Ge02 and

L120—B203 have been successfully controlled. This technique offers greater

flexibility in alloying than the eutectic or eutectoid transformations

alloy. However, you must use glass—forming compounds.

RECOMMENDATIONS

1. Materials with unique and interesting properties may be obtained

• by product effects in two—phase mixtures. In his interesting paper, van

Suchtelen (1) presents the concept of product properties. These product
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proper t i es  are ~i r~~~ su it  of ~~io coup ling of t~~e two phase. Fur  ~xa:~p i e ,

a piezomagnetic materi al coup led with a magnetoresistive macerh~1 produc t~s

a produc t property of piezoresistance.

van Suchtelen presents a six by six matrix of properties (rae& l.~~ ic~ 1,

magnetic , electrical , optical , thermal and c~ cmi cai ). ~ eX • L~1fl~, t h u t

any e f f e c t  can be represented b y an input of one th ~ variables , ~roc~~~ r

an output oi the second. (e.i., mechanical input eU:ctrical out p~ t. 1$

p iezoe l ec t r i c i t y  or p iezores i st iv i ty ;  optical  input  -
~~ magnetic o u t p u t  i~~

photomagnetic e r f e c t s . )  The coupl ing  then of two phases ~- an produce uniquc

properties.

• The mater ia l s  tha t  nay produce the most in te res t ing  e f f e c t s  when

coupled and aligned are the ferroelect ric  type compounds. : i ~~ se la t e x  Ia~~~

o f t e n display p i ezo—ef fec t s  and py ro—ef fec t s , etc.  The ma~ uria l s  of

inte rest are the t i t ana tes  and fe r r i t es .

van der Boomgaard et al (c~7 ,68 ,69) d i rect ional ly  sol idi f ied BaTiO 2 —

CoFe 2 O 4 eutect ics .  I’hi~ system was chosen based on van Suchtelen ’s

predictions. This porovskite—spinel structure is used to convert magnetic

and electric signals. The combination of e lec t ros t ric tthn in phase 1 wi th

p iezomag net ism in phase 2 p roduces this e f f e c t .  The coup l i n ~, is mec~~iiic al.

In some cases these ei ifect s  can be obtained without directional

sol idif icat ion.  A non—aligned two phase mixture may produce the same

result. In some case the alignment of the phases will enhance the effect.

I recommend that eutectic systems be explored based on predictions

from van Suchtelen ’s matrix .

2. Several eutect ic systems have been explored for superconducting

properties (34,54 ,55). The Nb
3Ge composition has been reported to be super-

conducting at temperatures up to 20.4°K (70). This material was produced
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by chemical vapor deposition. Investigation into eutectics with this

system may be of interest.

3. Currently work is in progress at GeorgiaTech(59) on the use of

U0
2—W eutec~ics as a cold—cathode for electron emission. Lanthanum hexa—

boride is a more efficient electron producer than tungsten. Eutectics

with lanthanum hexaboride should be explored for cold—cathode applications

(71).

4. Directionally solidified eutectics or monotectics may be useful

for radiation detection or sensing (72). Using the principles applied to

electron multiplication in channel electron multipliers, radiation (i.e.

8 ,  y, infrared) may be detected and amplified. See ref. 72 for details.

5. Solar energy conversion is a topic of great interest today.

Directionally solidified eutectics may be used as P—N materials for photo—

• voltaic energy conversion. Currently Yue (73) at UCLA is investigating

the SnSe—SnSe2 system for this application. Other materials systems have

higher conversion efficiencies than this system. I recommend work be

initiated on eutectic systems with GaP, CuS, and CdS for higher energy

conversion efficiencies.

Another method of converting solar energy into a useful form in the

photoelectrolysts of water to produce hydrogen and oxygen. Several mate-

rials are capab le of producing this effect. The most promising is SrTiO
3

anodes (74). &tectics with SrTiO
3 may produce high conversion efficiencies

by product or coupling effects.

CONCLUS IONS

• Directionally solidified eutectic materials can have unique and in-

teresting properties. These materials may be useful for electronic , magnetic

or optical applications. The areas for future application are communications ,
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energy conversion and radiation detection .

The use of product effects will allow the design of a eutectir: mate—

• rial with a specific property for a specific application . The design of

the microstructure through controlled directional solidification may then

be used to optimize the desired effect or to make the effect directional.

In the search for in—situ composite materials we should not be limited

to only eutectics. Eutectoid and vitreous transformation reactions should

also be considered.

Finally , for many applications the expense and fabrication diffi-

culties of an in—situ composite may not be necessary. The artificial

coupling of the two or more materials may provide the desired effect.

When thinking of a material system for a given component or effect do not

limit yourself. Think of simple single phase and two phase systems, arti-

ficial composites, as well as directionally transformed vitreous, eutectoid

and eutectic materials.
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SYNTHES IS AND CHARACTERIZATION OF NOVEL NITROALIPHATIC MATERIALS

By

Melvin L. Druelinger

ABSTRACT

New classes of energetic compounds for use in explosive fills, solid
rocket propellants, detonation devices, etc., are of obvious interest.
A very promising approach to achieving greater energy content as well
as better thermal and mechanical stability is to develop energetic materials
that could replace the nonenergetic binders, plasticizers, oxidizers,
and crosslinking agents currently in use. The resulting improvement in
performance characteristics of such materials would lead to increased
range/payload capabilities, improved storage properties, and more efficient
blast effects.

The value of the nitro and fluoro groups as constituents of energetic
materials is well established as energetic and thermally stabilizing moieties,
respectively. The introduction of an acetylenic group into a molecule can
of far some additional advantages. The triple bond not only possesses signifi-
cant energy content but is also more energetic than the analogous vinyl bond .
The acetylenic moiety frequently appears to decrease a material’s shock sensi-
tivity and could increase the thermal stability of molecules in which it is
present. Additionally , it can serve as the locus for further chemical modif 1—
cation of the molecule through facile addition and coupling reactions characteristic
of this group. Finally, the triple bond itself, or an alkene easily derived
from it, can be used for polymerization reactions. A molecule containing all
three of these desireable molecular moieties, nitro, fluoro, and acetylene,
would be of interest as a new energetic material.

This report describes a detailed study of a reaction designed to give
such materials. Reaction variables and structural variations have been care-
fully examined. The reaction system involves the generation of a lithium
acetylide salt, and its subsequent interaction with polynitro and fluoropolynitro
triflates. The resulting products are conjugated enynes containing fluoro
and nitro groups. Isolated yields as high as 84% have been obtained in favor-
able cases. Current data suggest wide variations in yield (0—84%) as both
the nature of the acetylide and the triflate ester are varied. Experimental
conditions also appear to effect yields significantly.

Present information suggests yields are best in the case of aryl acetylides
reacting with 2—f luoro—2, 2— dinitroethyl trif late. The synthetic utility
of this system and the scope of the reaction have been substantially defined ,
and demonstrated. Applications of these materials as energetic polymers for
the variety of uses mentioned remain to be explored.
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I. INTRODUCTION

The Energetic Materials Chemistry Division of the Frank J. Seiler Research
Laboratory (AFSC, USAF Academy) maintains an active research program that explores
the preparation and properties of energetic materials that either are, or may be ,
used for explosive fills, solid rocket propellants, and related purposes.
One of the more important goals of this program is to design and prepare new
classes of energetic compounds that either have a greater energy content and/or
superior stability (particularly thermal) than those currently in use. Another
important goal is to develop energetic materials that could replace nonenergetic
binders, plasticizers, oxidizers, and crosslinking agents currently used in
the preparation of solid rocket propellants, and plastic bonded explosives.

The incorporation of energetic binder ingredients into solid propellant
and explosive formulations offers an excellent approach for increasing the
energy output during combustion and detonation processes, respectively.
Currently nonenergetic binder materials are in wide use. While the formulated
ingredients perform the required binding function, they are dead weight when
compared to the energy output of the fuel/oxidizer or explosive materials
used in solid propellants and munition charges. Therefore, these nonenergetic
binder components add weight and consume space in propellant/munition cavities,
while contributing no significant energy enhancement to performance results.

The substitution of energetic materials that perform binder functions
could add significant energy contributions to combustion and detonation processes
resulting in a higher specific impulse during propellant combustion and more
efficient blast effects in explosives detonation. These increased performance
characteristics would offer increased range or payload opportunities in strategic
missiles, longer standoff ranges in tactical missiles, and higher yield detona-
tion processes in munitions applications. Energetic binder development has
suffered, however, from a lack of efficient high yield synthesis procedures
suitable for production quantities. Such synthetic methods are required to
produce energetic monomeric precursor compounds for subsequent polymerizat4.on
into energetic binder materials that possess acceptable energetic, thermal,
and hydrolytic stability properties.

It is well known that the introduction of one or more nitro groups will
drastically increase the energy content of a molecule. The addition of a
fluoro substituent usually lends a degree of thermal stability and increases
the initial density of a molecule. Polyfluoro compounds often display critical
lubricating properties. This is a potential plus for polymeric materials.
With these concepts in mind , obvious target molecules for energer ’~ monomers/
polymers would contain polyfunctionality involving nitro and/or fluoro groups.
The inclusion of an alkene linkage would permit a molecule to be easily
polymerized and then used as an energetic plasticizer or binder component.

Compounds containing the acetylenic functional group as well as nitro
and/or fluoro groups are of particular interest since the triple bond not only
has considerable energy content, but is also more energetic than the analogous

L 
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vinyl bond . The acetylenic moiety freq uently increases the thermal stability
of molecules in which i t  is present .  Addi t ional ly ,  t r i ple bonded compo un ds
are known, in some cases , to be less easily detonated by other munitions.
It can also serve as the locus for further modification of the molecule
through faci le  addi t ion and coupling reactions characteristic of this chemical
group. Finally, the triple bond itself , or an alkene easily derived from it ,
can be used for facile polymerization reactions.

A new reaction (described below) has been discovered in the F. J. Seiler
Research Laboratory that produces a new class of energetic materials, namely
nitroenynes. The products also incorporate both the alkene and acetylene
f unct ions and may include a fluoro substituent. These molecules produced
by this reaction are of considerable interest since all of the structural
elements delineated earlier are present in energetic monomers.

II. OBJECTIVES

The objectives of this work were to conduct a careful , detailed study
of the scope and synthetic utility this new nitroenyne reaction might provide .
This involved the evaluation of structural variations, reaction conditions ,
and work—up and isolation techniques. Such a detailed understanding of this
reaction ’s scope would greatly increase its practical value in the production
of new and useful energetic materials . It also would lead to increased yields
and understanding of these and related substances. Any new compounds synthesized
were to be structurally characterized . Finally, we planned to generate related
new materials of interest by extending the concepts described to include
alkoxides and simple alkyl carbanions as well as acetylides.

III. DISCUSSION AND RESULTS

Synthesis of New Nitroaliphatic Compounds
Containing Acetylenic Groups

The most direct route to compounds of type III, featuring the desired
functional groups, would be to carry out a nucleophilic displacement using
an acetylide ion (I) and suitable derivatives (II) of the readily available
highly nitrated alcohols (Z = OH),

R — C C + YC(N02)2CH2
Z -

~ R — C C — CH2C(NO2)2
Y

I II III

Y = (a)F(b)CH3
(c)NO

2

2—f luoro—2 , 2—dinitroethanol (h a), 2, 2—dinitro—l—propanol (lIb) and 2,2,
— 2—trinitroethanol (lIc) . Unfortunately , two major problems hinder this

approach. First , the starting alcohols have at least two large and very
elect ronegative groups attached to the s—carbon . As a result, SN2 displacements
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are seriously inhibited through both field and steric (neopentyl type) effects.
This combination drastically inhibits similar reactions of a—halosulfones of
type IV. [2] This lack of reactivity is further illustrated by the inertness
of the benzenesulfonate derivatives of lIb toward acetate or chloride in
refluxing ethanol. (3] Secondly, the nitro groups may interfere directly , either
through direct attack of the nucleophile on one of the nitro groups affording a
nitro—stabilized carbanion (eq. 1), or by inducing B—elimination of nitrite ion
(eq. 2) [4], Shackelford and Closson [1] were encouraged to try this approach ,
however, based on a recent report that described the triflate moiety as being
an extremely labile leaving group in substitution -reactions. [5] Additional
encouragement was derived from the fact that a—substituted sulfones IVb [6] and
IVc [71 undergo smooth substitution reactions with certain nucleophiles, and
that some substitution reactions can be carried out on the tosylate lIa. [8]

RSO2CH
2

X X = (a)Cl, Br; (b)N
2
+(c)OSO

2
CF
3

IV

NO O N
2 

+ 
2 \ -B: + O2N— C — CH

2
X —+ B - NO

2 
+ C—CH

2
X (1)

c:_ NO2 
+ - 

NO
2

B: + XCH — C  Y~~~~~BH +NO + XCH C (2)
2

‘—~ H NO~

Closeon (1] chose to investigate the tosylate, bromide , and trif late
derivatives of lIa which were available from literature preparations. The
anticipated products III were not obtained. The most significant and surprising
result was the discovery that acetylide ions react with B, B—dinitroalkyl
trifluoromethanesulfonates (triflates , II , Z=OSO2CF 3) to yield the unusual
nitroenyne products. This signaled a new synthetic route to novel energetic
materials that contain a number of significant chemical groups of interest.
To summarize, polynitro and fluoropolynitro trif late esters can be prepared
from the corresponding energetic alcohols and triflic anhydride (eq. 4). The
latter is made from triflic acid (trifluoromethanesulfonic acid, eq. 3).
Furthermore, these materials, when treated with lithium acetylides (from terminal
alkynes and n—butyllithium), can be converted , surprisingly , to conjugated
enynes possessing a terminal nitro (and/or fluoro) group on the alkene (eq. 5).
Thus, these molecules and this reaction are of considerable interest since
all of the structural elements delineated earlier as important to thermally
stable energetic monomers are present in such molecules.
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2 TfOH + P
2
O
5 

-
~ TfOTf (Tf = CF

3
SO
2

) (3)

NO
2 

NO
2

TfOTf + X—C —CH
2
OH 

~~~~~ 
X— C— — — CH

2
OTf (4)

NO
2 

2 2 NO
2

V VI

X = ( a ) F ( b ) C H 3(c) N02

NO2 X
- +  I

R — C E C L i + X — C — - - — CH OTf + R — C E C — C H = C  (5)2 NNO 2 NO 2

VII VI VIII

R = (a)~~(b)n 
— hex (c )E tO(d ) CH2 

= C — CH
3(e)(CH3)2

CCLi

X = (a )F(b)CH 3(c)N0 2

The purpose of the present research was to continue and extend the
synthetic investigation of this reaction begun by Closson and Shackelford [1].
In particular, a careful and detailed study of the scope and synthetic
utility of the process was needed. This necessitated work on the effects of
structural variations, reaction conditions, work—up , and isolation techniques.
Professor Closson’s work, as directly related to this project, involved the
acetylides VII a, c, and d, and the single trif late VIa. His best results
were with VII (R = j, X = F) where a 30% isolated yield was obtained. In
other cases, yields were moderate and of an estimated , not isolated, nature.
He reported that “isolation and purification presented considerable
difficulty” and that distillation and sublimation usually destroyed most of
the material.

With these results in mind , this summer ’s work was begun. All these
triflates (VIa — c) were prepared and characterized. Improved yields were
obtained in each case over those previously reported. The basic procedure
involved mixing the energetic alcohol and freshly prepared triflic anhydride
in methylene chloride at —23°C. A solution of pyridine in methylene chloride
was added dropwise. The resulting mixture was filtered through silica gel
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and chromatographed (yields were better than when distillation was used).
The yields obtained were 63¼ for VIa, 85% for VIb , and 37% for VIc. The
latter is a new compound and it was further characterized spectrosopically.
It offers considerable potential for synthetic manipulations in this and
related series of reactions. Some problems were encountered in its production,
and yields can probably be substantially increased in future runs.

The requisite lithium acetylides were formed by adding n—butlyllithium
to a solution of the terminal alkyne at 00, _230, or —78°. Only in the case
of lithium phenylacetylide was a reasonably homogeneous solution obtained ,
even at 00. In most cases a suspension was obtained. The product yields
support the conclusion that high yields are best obtained from a homegeneous
solution of the lithium salt. Future work must bear this carefully in mind .

The reaction studied most was that of lithium phenylacetylide and
2—fluoro—2, 2—dinitroethyl triflate (VIa). As shown in equation 6, the
product is Z —l—fluoro—l—nitro—4—phenylbut—l—en—3—yne (IX). This previously

P observed transformation was verified in this study .

NO H NO
1
2 

_1000 /
2

~C E  CL i + F — C — — — - C U2OTf E t O > 4 C E C — C = C  (6)

NO2 
2

VIa IX

Of particular note is the fact that this material was obtained in 84% isolated
yield (30% was the previous best [1]). This transformation clearly indicates
that the new enyne forming reaction can, in favorable cases, be of considerable
synthetic utility. The major experimental improvements permitting this
remarkable success included inverse addition (organolithium to triflate),
careful temperature control (_l000 to —78° to —45° to —23° to +10) with TLC
monitoring, avoidance of an aqueous work—up, and careful, even painstaking
liquid chromatography using a UV monitor . The experiment modifications and
improvements were used in all other reactions of this type.

The importance of using inverse addition of the lithium salt as opposed
to the “normal” addition (substrate added to precooled lithium salt) is
dramatically illustrated by the following result. The reaction (eq. 6) was
repeated identically in all respects, including work—up and isolation, except
for the use of normal addition instead of inverse addition . The isolated
yield dropped from 84% to 46%. Although this latter result is a modest
yield , the reduction by nearly a factor of two is clearly synthetically
significant.
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All chromatographic fract ions resulting from this reaction (eq . 6) and
all others were carefully scrutinized by solvent removal followed by NMR
spectroscopy of the residue. No firm evidence was obtained for the simple
displacement product III. In the case of reaction 6, however, and some of
the others, a reaction component of significant quantity was noted which had
an Rf value greater than that of the enyne. In every case that intermediate
vanished when the reaction temperature was raised to —45°C.

The number of other examples studied are indicated in equation 5. The
reaction of lithium acetylides with triflate esters of 8—nitro alcohols in
diethyl ether at low temperatures to give conjugated nitroenynes like VIII
appears to be quite general —— but limited as noted below. The mechanism
by which they form is unknown, but a displacement/elimination process is
favored. An attempt to ascertain this important information is underway. [9]

The enynes themselves are moderately stable yellow materials that appear
to be readily polynierizable by acid or heat. None of the other examples
studied came close to the yields obtained with the phenylacetylide system.
When the nature of R is changed to alkyl (VIIb), the yield of isolated
material CX) drops off drastically to 22%. This may be due in part to the
fact that all alkyl systems possess .~ propargylic proton that is susceptible
to removal by butyllithium . This complication does not arise with aryl systems.
In addition , the alkyl group functions as an electron donor in contrast to
the phenyl group in Vila. The salt VIIb was very insoluble at 0° and
reaction was not apparent even at —23°C. It was previously found [1] that
the reaction of lithium phe~ylacetylide with VIa to produce IX proceeded best
at temperatures below —78°C. At temperatures above —78°C little or no IX was
found. The insolubility of VIIb at temperatures below 0°C necessitated
conducting the reaction at this higher temperature and reasonably could be
expected to contribute significantly to reduced enyne product yields. The
problem of lithium acetylide insolubility at low temperature was encountered
in all but the case of lithium phenylacetylide. Still, increased yields in
this system may well be expected by reaction variable manipulation, but alkyl
systems appear to be less useful than arylacetylenes.

The next best example resulted from the use of ethoxyacetylene. The
yield in this system was about 13% of isolated material (XI). The low yield
in this case may result from: 1) volatility of the product in the isolation
process; 2) electron enhancement effect of the alkoxy group on the pi system;
and 3) the use of “normal” addition due to the extreme volatility of the acetylene.
Even at 0°, the lithium salt was very insoluble in ether. Once again this
yield may be improved based on our present understanding of this reaction.
The product was identical to that prepared by W. Closson [1] and R. Hildreth [10],
and the yields are slightly better.
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CH (CH ) CR C C F CR CH OC C F3 2 4 2  N.. 3 2
c = C  C = CN V NH NO2 H NO

2

X XI

The lithium salt of 2—methyl—l—buten—3—yne (VIId) gave even poorer results.
The product XII was obtained in only a 3—7% yield. This result is a slight
improvement over previous examinations of this system. [1] In this case,
significant complications resulted when the lithium salt was found to polymerize
spontaneously while being transfered. Avoidance of this problem may improve
yields. The presence of an allylic (methyl) group adds a potentially
complicating factor to this system.

In all, five cases of widely varying results have been reported . The
presence of eneyne in each case is clearly distinguished in the NMR by the
presence of a doublet at 6.76 with 

~HF = 21 Hz. This coupling constant
clearly indicates the trans or Z stereochemistry around the alkene bond [11]
(XIII). No evidence was found for a cis or E stereochemical arrangement in
any case.

CR
2 

CU
: 

= 

~~
:o
2 

R - C 

~~~~~~~~~~~~ 

=

XII XIII

In an effort to extend the scope of the reaction to include alkoxides
and simple carbanions, reactions 7 and 8 were attempted. In the case of 7,
where a bifunctional lithium salt was tried, no identifiable product was
obtained. This could be the result of extreme salt insolubility in the
reaction medium. This reaction should be reexamined because the reactant
acetylene is a readily available, cheap material, the potential product is
very interesting, and it may have considerable utility as can energetic
monomer. The complete analysis of reaction 8 is still in progress, but cur-
rent data are not encouraging.

CH
3 

NO2 CR3 FI I
CR — C — C E CLI + F—C —CU OTf CR —C-—-C E CH = C (7)N. R. I

- OLi NO
2 

O—CH = CFNO
2 

NO
2
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NO
2

CH
3CH2CH2CH2LI + F — C — C H 2OTI N: R :  CH 3CH 2CH 2CH 2CH = CFNO2 (8)

NO
2

The systems reported up to this point deal with structural variation in
the nature of the acetylide (anion). Studies were also made varying the nature
of the triflate (VIa — c). The results for VIc have been described in some
detail. Using the best acetylide (Vila) and the set of conditions which
afforded the best yield of IX, the triflates VI b and c were examined. In
the case of VIb (eq. 9), very little product was obtained , (

~ 3% isolated).This disappointing result is in agreement with those of Closson [9] and
Hildreth [10] under different conditions. It appears that the substitution
of a methyl for a fluoro atom in the triflate leads to more side reactions
and a more readily polymerizable product. Efforts with the triflate system
VIb have been abandoned.

The trinitro trif late ester VIc was examined as a substrate for the first
time. Special interest in this reaction results from the potential of
generating a gem—dinitrovinyl system. Unfortunately, this reaction afforded
no clearly identified product , although the NMR tantalizingly suggests up to
6% of a product that may be the desired one. Definitive confirmation is not
available at this point. The reaction mixture darkens at —100° and con-
siderable polymer is readily formed at room temperature in air.

In any event, from information available to date, it is clear that the
esters VIb and c are much poorer substrates for this reaction than is Via,
the fluoro ester.

NO
1 2

— C CLi + CH
3
—C—CH2

OTf 4’ — C C
~N

C = c
,~

Ch{
3 

(9)

NO2 V N
H NO

2
VIb

NO
?

4 ’ — C~~~ CL i + O N — C — C H OTf ~~~4 ’ — C~~~ C NO2 2 N / 2
- C = C  (10)N02 /

H NO
2VIc
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Experiments in progress (e.g., equation 8) will be completed and othe rs
are planned before the tenure of this summer is completed . Regretably they
can not be included due to the time frame imposed by this report (e.g. work

• completed after 8—1/2 weeks). These key experiments include the reaction of
2—ethynylpyridine as another example of an aromatic acetylide. This material
has been ordered for weeks and should arrive momentarily. Also included on
the agenda is the reaction of lithium 2, 2, 2—trifluoroethoxide . Another
attempt will be made to generate the dinitrovinyl system of equation 10 and
efforts will be made to improve the yields in the alkyl system X.

TABLE I

REACTIONS OF LITHIUM ACETYLIDES WITH NITROTRIFLATES

Triflate RC CLi Mode of Addition Present Yield (~solate4)

FDNEOTf (VIa) 4’ Inverse 84

FDNEOTf(VIa) 4’ Normal 46

FDNEOTf (VIa) 
~~2 

= - CH
3 

Inverse 3-7

FDN EOTf (VIa) CH
3(CH2)5 Inverse 22

FDNEOTf (VIa) CH
3CH

2
O Normal 13

FDNEOTf (VIa) (CH
3)2

COLi Normal 0

FDNEOTf (VIa) n—BuLl Inverse 0
(Not Acetylide)

TNEOTf (VIc) 4’ Inverse 0 < 6

DNPOT f(VIb) 4’ Inverse 0 < 3
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IV . EXPERIME NTAL

Infrared (IR) spectra were determined on a Beckman IR—2 0 spectrometer;
nuclear magnetic resonance (N}4R) spectra were recorded on a Varian T—60A spectro-
meter. Chemical shifts are reported as ppm (6) relative to tetramethylsilane;
deuterochloroform was used as a solvent unless otherwise specified . Low
resolution mass spectra (MS) were recorded on a DuPont 21—491 double focussing
magnetic sector instrument or on a Hewlett—Packard 5990A CC/MS system. Separa-
tions were made on silica gel (60/200 mesh , J. T. Baker) using Isco model 328
fraction collector , an Isco UA— 5 UV monitor , and a Pharmacia refractive
index (RI) monitor.

Reactions were run under an atmosphere of dry nitrogen. Dry ether, used
in all acetylide reactions , was dried over sodium and distilled immediately
before use. Methylene chloride was reagent grade, distilled , and stored over
nio1ecu)~ r sieves. Hexane, analytical reagent grade, was distilled from sodium
hydrox .de and stored over molecular sieves. All reaction glassware was base—
washed and oven dried before use. Thin layer chromatographic analyses were
made using Eastman sheets, #2020, 100 ~~; visualization was via UV.

As evidence of the ease of preparation of there compounds, a typical
reaction will be described in some detail. Phenylace~ylene (l.44g, 14.1 mniol)
was weighed into a septum—sealed flask equipped with a ‘gnetic stirrer and
15 ml of dry ethyl ether was added. The solution was Led in an ice bath
(0 0 ) ,  f lushed with nitrogen , and 9.0 ml of 1.6 M n—butylli thium in hexane
was added slowly via syringe . Stirr ing was continued for 45 minutes. The
resulting slightly in cloudy solution was then transferred via syringe to a
sep t um—capped dropp ing funnel  that was also flushed with nitrogen . The
dropping funnel was attached to a 100 ml flask containing 2— f luoro—2 ,
2—d ini t roethyl  t r i f l a t e  (2. OOg, 7.0 mmoles) dissolved in 20 ml of dry ether.
The system was flushed with nitrogen and sealed with a mineral oil bubbler
to monitor the nitrogen flow during the course of the reaction. It was then
cooled with s t i r r ing in a dry ice—diethyl ether bath (ca. -100°) and the phenyl—
acetylide solution was added dropwise over one half hour. The solution
rapidly turned a red—brown color; it was held at — 100° for  two hours , at —78 °
(dry ice—acetone) for one hour , at —45 ° (dry ice—chlorobenzene) for one hour
and at — 23° (dry ice—carbon tetrachloride ) for one and a quarter hours.
Analysis by TLC at regular intervals revealed an intermediate that vanished
at ~~45 0~~ The reaction solution was stored overn ight at +1° . The reaction
mixture (dark red—brown ) was concentrated with chloroform on a rotary
evapo rator  along with 2—2. 5g  of silica gel. This coated material was placed
on a column cont aining 3lg of 60/200 mesh silica gel. The solvent progression
used was hexane , 1:1 hexane—methylene chloride , methylene chloride. Fractions
were collected in 10—12 ml volumes. A UV monitor was used to detect the
p roduc t which eluted in fract ions 16—42 , in hexane. Solvent removal afforded l . l2g
( 84%) of the desired enyne as a yellow solid . Spectral measurements were in
agreement wi th  those previously obtained by Closson and Shackelford. [1]
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V. SUMMARY, CONCLUSIONS , AND RECOMMENDATIONS

This report documents research involved in studying in some detail the
scope and utility of a new reaction which produces a new class of energetic
materials. A reasonable synthesis of nitrofluoroenynes has been achieved
with yields ranging as high as 84%. These materials themselves probably will
not be directly used as energetic materials, but they are excellent candidates
as prepolymers for energetic binder/plasticizer use. The attachment of addi-
tional energetic groups through addition reactions should be quite feasible.
The ready polyinerizability of these compounds makes their use as starting
materials for the development of energetic binders, plasticizers, or cross—
linking agents appear very promising.

Structural variations In both the nature of the triflate and the lithium
acetylide have been studied. Examples of an alkoxide and a simple alkyl carbanion
have also been carried out. Variables such as temperature , mode of mixing
reactants, and isolation techniques have been investigated. A favorable set
of conditions has evolved (see EXPERIMENTAL), but uniformly satisfying results
have not. The reaction is favored by high lithium salt solubility, low
temperatures (—100°), inverse lithium acetylide addition , non—aqueous work—up ,
avoidance of distillation of the product , careful UV—monitored column
chromatography, and the use of base—washed glassware. This work has been be-
set by problems relating to lithium salt insolubility , product volatility,
ease of polymerization, and a multiplicity of side reactions.

The key factor seems to be, however, the nature of the reactants. Only
the 2—fluoro—2, 2—dinitroethyl triflate (VIa) seems to afford good results
among the triflates tried. More work should be done with the trinitroethy l
triflate (VIc). Of the acetylides, only the lithium acetylide VIZa gives good
results. It appears that aryl or at least electron—withdrawing acetylenes
are required. Unfortunately, this research suggests the scope of the reaction
is rather narrow.

These results suggest that further studies should be directed towards
the use of other aryl acetylides and triflate VIa. In particular , a systematic
study of p—substituted phenyl acetylides should be initiated. The use of
nitro and polynitro substituted acetylides should be particularly rewarding
for energetic materials. Other acetylides containing electron withdrawing
substituents should be of interest. Finally, more information on the mechanism
of the reaction is needed.

A comparison of reactions is given in TABLE I.
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II
OPTIMAL WEAPON ASSIGNMENT

IN A TIERED A IMPOINT SYSTEM

by
Jerren Goul d

ABSTRACT
U-

The supply of nuclear weapons may be cons idered as a scarce resource. A
model of the deployment and delivery of the nuclear weapons to targets within
a tiered aimpoint system is proposed . The model ‘is intended as an analytical
tool to assess the present assignment of weapons and to evaluate policy alter-
natives concerning nuclea r weapon depl oyment and targeting.

While there are numerous factors which pertain to the assignment problem
in its actual mili tary appl ication , by focusing on the damage eva l uation ,
supply, range, coverage, and MIRV as pects , a nonlinea r integer progranining
formulation is given to address the question of obtaining optimal (in the
sense of military objectives) solutions to the assignment problem. It has
been found experimentally that many associated linea r prograni~ing problems
have integra l optimal solutions . Hence, a branch-and-bound technique is
suggested as a computationally feasible solution algorithm . Minimum “cost”
formulations of the assignment probl em are also given .
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1.0 Introduction

This research project, pursued under the auspices of FJSRL and SASM , is
concerned with the optimal assignment of (nuclear) weapons in a tiered aimpoint
system. When one is unable to place a weapon on every installation to attain a
minimum specifi ed damage on each installation or a limi ted stri ke scenari o is
contemplated , the supply of weapons may be considered as a scarce resource which
must be assigned to targets in such a way as to optimize the military objectives .
On the other hand , when ‘it is possible to achieve the prescribed military objec-
tives , it may be advantageous to obtain the assignment of weapons which is
optimal with respect to other criteria such as cost, reserves, and combat
efficiency .

There are numerous factors and constraints which pertain to this assignment
problem in its actual application. This report addresses the mathematical
modeling and analysis of the assignment problem focusing on damage evaluation
and supply, range , and coverage constraints. The problem of MIRV weapons
systems is separately discussed.

The goal of this study is to deri ve a computationall y feasible algorithm
to obtain an optimal weapons assignment in our restricted problem wi th a view
toward modification as additional factors and constraints are incorporated.

2.0 Statement of the Problem

There are three types of vehicles in which (nuclear) weapons may be deliv-
ered to a target: ICBM , SLBM, and manned bomber. Any individual weapons system
may be categorized according to

a. laun~ ’i site
b. range
c. number of weapons contained in the delivery vehicle
d. yield of each weapon
e. restrictions on the dispersion of the weapons in the single delivery

vehicle.
Based on these characteristics , it may be determined whether a particular target
is accessible to a given weapons system. There are several l evels of weapon
yields ; these level s are called tiers. All of the weapons carried in a single
delivery vehicle must be targeted in a neighborhood of the others. For ballistic

missiles such a region is called a footprint; for manned bombers a reasonable
flight path must be demonstrable.
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The territory of a potential adversary contains numerous installations
(factories, missile silos , airfields , etc.) and each installation has been
allocated value points depending on its strategic/tactical significance. For
each tier the collection of all installations has been partitioned into subsets
such that for each subset

a. the aimpoint , or designated ground zero (DGZ), is given
b. the va l ue extracted from each installation is known
c. there is no value extracted for installations not in the subset.

The extracted value is the point count which takes into account the value of
the installation and the expected damage inflicted by a weapon from the asso-
ciated tier. Value may be extracted from an installation by an appropriately

targeted weapon from any tier and the extracted value may vary as the tier.
A measure of the effectiveness of any assignment of weapons to DGZs is the

sum of the values extracted from each installation . An interesting nuance of
this evaluation is that if an installation is covered more than once, then the
values extracted from that installation are not additive in the usual sense.

The main treatment herein will be consideration of the case where there are

insufficient numbers of weapons to extract value from every installation . This
case may arise when there is an insufficient supply of weapons or when a limited
stri ke is contemplated. Such a scenario is called a target-rich environment.

We shall , however, formulate other important scenarios.
PROBLEM STATEMENT

Given the number and deployment of weapon systems, our objective is to

establish a feasible computer algorithm to identify optimal (or nearly optimal )

assignments of weapons to DGZs in a target-rich environment in such a way as to

accomodate the dispersion constraints on weapons in each single delivery

vehicle.

3.0 Mathematical Formulation

3.1 Launch Sites
Without any loss of generality we shall assume that the weapons systems at

any launch site are identical . Thus , at any single launch site the delivery

vehicles have the same range and carry the same number of weapons; also , each

of the weapons carried in these delivery vehicles have the same tier. The ranges

of all the weapons at any launch site are the same and , hence , the set of DGZs

any weapon can access is common to all weapons originating from the same launch

1’~ A-
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site. If there are distinct weapons systems deployed at the same location , we
shall consider these as distinct launch sites.

Accordingly, this leads to a large number of launch sites in which only a
few weapons are deployed at each. We know , however , that ICBMs are deployed in
launch fields. A launch field is a relatively small region which contains
launch sites with a comon type of delivery vehicle each carrying the same number
of weapons of a common tier. Since the distance from these launch sites to the
DGZs in range is very much larger than the distances between launch sites , the
set of DGZs in range of any weapon is almost i dentical to the set of DGZs in
range of any other weapon from the launch field. Hence , we reduce the magnitude
of the problem by establishing a representative launch site for every launch
field. The geographic coordinates of the representative launch site may be
obtained by taking the average, weighted by the ~iumber of weapons at each launch
site, of the geographic coordinates of all of the launch sites in the launch
field. The representative launch site shall contain all of the delivery vehicles
and weapons in the launch field. We can similarly find a representative launch
site for SLBMs by considering the centroid of any patrol region.

Henceforth , we shall only consider representative launch sites. So at any
such launch site, say 2., all of the weapons have the same tier; therefore,

knowledge of 2. implies knowl edge of the tier of weapon therein deployed. Hence,

there is a function t1 which yields the common tier of weapon deployed at launch
site 2., namely t1 (2.). Let n2. denote the number of weapons deployed at launch
site 9. and let be the number of weapons carried in each del ivery vehicle at
launch site 2.. Clearly, n2./1.19. is the number of delivery vehicles deployed at
launch site 2.. Let (o9.,q2.) be the longitude and latitude coordinates of launch
si te 2.. Let R9. be the range of the weapons originating from launch site 2.. We

shall denote the number of launch sites by L.
If launch site 2. contains ballistic missiles and > 1 , then the weapons

common to a single delivery vehicle are said to be MIRVed . Each of these
weapons must be targeted in a neighborhood of the others. Such a region is
called a footprint. The footprint constraint is identical for each delivery
vehicle deployed at the same launch site . At present, the l owest tier (highest
yield) weapons are not MIRVed. If launch site 2. contains manned bombers and

> 1 , the dispersion constraint necessitates that a reasonable flight path be
demonstrable.
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3.2 Tiered Aimpoint System
The tier of a weapon corresponds to its yield inversely. That is , the

lowest tier corresponds to the highest yield and the highest tier corresponds
to the lowest yield. We shall assume that the tier ranges over the integers 1
to 1.

The territory of a potential adversary is divided into complexes (target
islands). A complex is a region containing installations such that a hit by a
weapon at any point wi thin the region will not affect installations in any other
complex.

Within any complex the DGZs for the largest yield (tier 1) of weapon are
found initially. The first DGZ of tier 1 is placed at or near the installation
having the largest value. The exact position of the DGZ depends upon determina-
tion (by simulation) and maximization of the total value extracted from the
•stallati ons in the vicinity of the DGZ, Clearly, hard installations of high

ue require a nearby hit to extract value , whereas softer installations are
as sensitive to the position of the DGZ, These installations in the vicinity
e DGZ are said to be covered by the DGZ. Various other parameters, such as
of burst, are determined simultaneously with the location of the DGZ. If

f the installatlone~~~~ ,~ complex are not covered by the first DGZ, a
sec nd DGZ of tier 1 i _ 1 i9y placed at or near the installation with the
largest value not yet ~by a tier 1 DGZ, This process continues until all
installations ‘In the e~~~~-i t’X are covered by a tier 1 DGZ,

Once the tier 1 DGZs have been determined for a complex, the OGZs for the
higher tiers (lower yields ) of weapons may be obtained. Consider the region
containing the installations covered by any individual tier 1 DGZ as a sub-
complex. Clearly, the tier 1 DGZs within any complex partition that complex
into subcomplexes . Within each subcomplex the higher tier DGZs are found, tier
by tier , in the same manner that the tier 1 DGZs are found wi thin the complex.
However, the number and l ayout of DGZs in any higher tier must be found so that
the sum of the values extracted from the installations wi thin the subcoinpl ex is
(most often) within 10% of the value extracted wi th the tier 1 weapon. Certain
hardened installations require more than 1 weapon (all of the same tier) of
higher tier to extract sufficient va l ue . In such a case we consider this single
hardened Installation as several duniny installations. Each such dummy Installa-
tion may be covered by a higher tier weapon without the others necessaril y being
covered. The values extracted for these dummy Installations are constructed so
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Fig. 1. An Example of a DGZ Layout with T = 3 and D = 29
and an Accessibility Table with L = 4
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we may consider the additional value extracted for an additional weapon targeted
to the same position . Thus , the set of installations covered by any tier 1 DGZ
(subcomplex) is partitioned for each higher tier into DGZs of that higher tier.

The construction of the DGZs depends on the values given to the installa-
tions. This, in turn , depends on the strategic/tactical objectives. These
objectives also determine the installations under consideration . Clearly,
distinct military objectives may lead to distinct l ayouts of DGZs. We shall
only consider a fixed layout of DGZ5 as determined by a single set of military
objectives. Assignments of weapons to DGZs may be compared for distinct sets of
military objectives.

We label all of the DGZs for single l ayout as j = 1 , ..., 0, where 0 is the
number of DGZs. Each DGZ has a unique tier even though the coordinates of
several aimpoints are identical. So there is a function t2 which yields the

r associated tier of the DGZ. That is, t2(j) is the associated tier 0: DGZ j.
Let 1(j) be the set of installati ons covered by DGZ j .  By construction , for
each tier t = 1, ..., T,-(I(j)JjEt ’(t)} is a partition of the set of all instal-
lations. So clearly, if 1(j1) flI (j2) ~ 0 and t2(j1 ) = t2(j2), then j 1 = j 2 .

A special type of layout of DGZ5 is the completely nested layout. A l ayout
of DGZs is completely nested if 1(j1) flI(j2) � ~ implies I(j2)~~ 1(j1) whenever
t2(j2) > t2(j1). In a completely nested layout, the installations covered by
any higher tiered DGZ are contained in only one DGZ of each lower tier. Alter-
natively, the DGZs of tier t+l which share installations in common with a tier
t DGZ actually partition this set of installatinns. By construction , the higher
tier DGZ5 are nested within tier 1 , but the layout is not necessarily completely
nes ted. As we shal l see l ater , the completely nested case maintains the mathe-
matical structure of the problem, but is computationally smaller problem ; hence,
the completely nested case is useful for testing computational algorithms in
reducing computation time.

It is important to note that the layout of DGZs is constructed wi thout
regard for the weapons deployment and ranges. If there is no assignment of
wea pons to DGZ so that every installa tion i s covered , we have a target-rich
env i ronmen t. Otherw ise, we have a target-poor environment. We forego discus-

sion of the target-poor case until § 5.0.

3.3 Range
Each DGZ is constructed to accept a weapon of only one particular tier.

Tha t Is , only a weapon of tier t,(j) may be assigned to DGZ j. We say launch
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site 2. matches DGZ j if the weapons deployed at launch site 2. are of the same
tier as that required by DGZ j. Clearly, launch site 9. matches DGZ j if and
only if t1 (t) = t2(j). It is a necessary (but not sufficient) condition for a
weapon to be assigned from launch site 9. to DGZ j that launch site 9. matches DGZ j.

Even if launch site 2. matches DGZ j, a weapon m ay not be assigned from
- 

- 

launch site 9. to DGZ j unless DGZ j is in range of launch site 2.. Thus, the
distance from launch site 9. to DGZ must be less than R9., the range of weapons
originating from launch site 2.. We shall assume that the ground trace of the
delivery system and the reentry vehicle is the shortest distance along the
surface of the earth between the launch site A and the aimpoint B; the ground
trace is an arc of a great circle. We may use spherical trigonometry to resolve

the distances and directions over the surface of the earth.

0

B

A ’ .1
/ .~

/ W/
/

Fig. 2. Launch Site and Aimpoint at the Instant of Launch

Point 0 represents the north pole. Point A represents the launch site; its
longitude and latitude coordinates are (e9.,~9.). Point B represents the aimpoint;
its longitude and latitude coordinates are (e~ 4~) .  Let We denote the angular
velocity of the earth and tf denote the time of fl i ght of the weapon. Hence,

is the earth rotation correction angle during the flight of the weapon. A
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positive sign for W
e
t
f 
denotes an eastward launch whereas a negative sign denotes

a westward l aunc h . Let ~e denote the difference in launch site and aimpoint
longitudes .

OAB reDresents a spherical triangle whose two sides OA and AB and the
included angle ~ + Wetf are known. AB is the total range angle and is the
side opposite the known angle. From the Law of Cosines for a spherical triangle
we obtain the total range angle

= cos ’ ~S~fl 4~, sin + C05 •9, cos cos (t
~O±.

Wetf)~~ 
(3.1)

Arc AB is the ground trace of the path of the weapon ; its length is calculated
as 

d9.~ = 

~ 9.j , (3.2)

where ~ is the conversion factor for angular measure on the surface of the earth
to the usual distance measure. For measured in degrees and d9.~ measured in
miles , ~ = 69.04 mi/degree. Therefore, DGZ j is in range of launch site when-
ever d9.~ < R9..

It is a necessary condition for a weapon to be assigned from launch site 2.
to DGZ j that both the matching and range conditions be satisfied . We define the

accessibility index

1 if t1(9,,) = t2(j) and d9.~ < R9.
0 otherwise

for £ = 1 , . . . ,  L and j = 1, . . . ,  0. Thus, DGZ j is accessible to a weapon
originating from launch site 9. if and only if x9.~ 

= 1. Clearly, d9.~ need only
be calculated for matching launch sites and DGZs. See figure 1 for an accessi-
bility table.

3.4 Value
If a weapon is assigned to DGZ j, the tier of the weapon must match the

tier of the DGZ. By construction , the value extracted from each installation
covered by DGZ j is known; let 

~~ 
be the value extracted from installation i

when a weapon Is assigned to DGZ j. These values extracted depend on the value
of the Ins tal la tion , its hardness, and geographical relationship to the aimpoint.
Stochastic variations , such as aiming uncertainties, have been incorporated by
averaging. It is possible that damage may be incurred to installations not 
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covered by the DGZ, but we shall assume that, i n terms va l ue extrac ted , this
damage is negligible.

Let

1 if a weapon from launch site9.is assigned to DGZ j
a9.. =

0 otherwise.

Clearly, the decision variable s a9.~ are the ones we must determine for a solution
of the problem.

The values extracted from distinct installations are assumed to be additive .
However, if weapons are assigned to DGZs which cover the same installation , the
total value extracted from that installation should not be the sum of the values
extracted from that installation. Let J(i) = {j~ie I(j)}, be the set of DGZs
which cover installatio n i. By construction , there is exactly one OGZ from each
tier belonging to J(i). So,

9.j~~(i) 
a9.~ v~1 (3.3)

is not a practical measure of the value extracted from installation i if more
than one of the a9.~ is 1. A reasonable measure of the value extracted from
installation i is the greatest value extracted from the installation for any
weapon assigned to a DGZ wh ich covers installation I; that is, since the v~ are
generally nonnegative ,

max 39 , . , jEJ( i )  a9.~ v~1. .4

Accordingly, in a target-rich environment we wish to find the assignment
scheme wh ich maximizes the sum of the values extracted for each installation.
That is, we wish to find {a9.~} to maximize

- max a9.. v .,~.I 9.,jEJ(i) ~

Thus , only assignments which conduce a largest value extracted for some installa-
tion contribute to the objective; hence , others may be viewed as waste and should
be reassigned elsewhere . Notice that the creation of several dummy installations
for certain targets allows some va l ue extracted to accrue when the target is hit
more than once.
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Due to certain strategic/tactical considerations, some installations must
not be damaged. For each such “flagged~ installation i we make v~1. for eac h
jEJ(i), very large in the negative sense to insure that any reasonable assign-
ment would deny a weapon to any DGZ covering installation i. However, for any
installation wh ich is not TMflagged” it remains that ~~ ~ 0.

3.5 The Mathematical Model
Based on the preceding discussion , our objective is to find the assignment

scheme {a9.~} which maximizes the total value extracted subject to accessibility ,
deployment, and dispersion constraints. In mathematical terms, we have a non-
linear integer programming problem in which we must find {a9.~} to

max imize 
~ 

max a 9.. v .1 (3.5 0)
I L,jEJ(i) ~

- 

subject to a9.~ ~ 
V9.,j (3.5 A)

~~39.j In 9. YR. (3.5 S)
3

= 0 or 1 \12,j (3.5 I)

the above ass ignment
satisfies the dispersion (3.5 0)
restrictions

Although this mathematical statement of the problem appears simple , it includes,
albeit subtlely, all of the structure and form of the solution for the factors
we are presently considering .

The ass ignmen t a9.~ = 0 ~9.,j is a feasible, but not necessarily optimal
solution of (3.5 OASID). There are only a finite number of feasible solutions
of (3.5 OASID). Hence, by simple enumeration an optimal (not necessari ly unique)
solution must exist. However, because of the computational magnitude of the
enumeration wi th evaluation of (3.5 0) in any problem approaching the size of
any actual application , the problem cannot be performed on electronIc computa-
tion equipment with this algorithm. Because of the mathematical complexity and
this computational difficulty , we separate the problem into two components,
(3.5 OAS I) and (3.5 D). That is , we solve (3.5 OASI) and then attempt to evaluate
whether a solution or a slight perturbation of a solution also satisfies (3.5 0).
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Again , the assignment a9.~ = 0 V9.,j is a feasible, but not necessarily
optimal solution of (3.5 OASI) and there are only a finite number of solutions
of (3.5 OASI). Hence, by simple enumeration an optimal (not necessarily unique)
solution of (3.5 OASI) must exist. A longest path algorithm would identify such
optima l solutions , but again the magnitude of the computation for a real appli-
cation renders this algorithm unimplementable on a computer.

4.0 An Algorithm for Solution of the Assignment Problem

We decompose problem (3.5) into an assignment probl em (3.5 OASI) and a
dispers ion problem (3.5 0). The enumeration algorithm is not a workable method
for any real application ; hence , we shall make use of some special structure of
the problem to derive an algori thm which may be appl ied to a real scenario on
the computer.

4.1 A Simplification of the Model
The difficulty in computing the optimal solutions of problem (3.5 OAS I) lies

in the nonlinearity of the objective function (3.5 0). This nonlinearity is the
major factor which necessitates the enumeration (implicit or explicit) procedure
to obtai n a solution . We noted in § 3.4 that only assignments which lead to a
largest value for some installation contribute to the objective. In any optimal
assignment every DGZ which receives a weapon must contain an installation in
which it extracts the dominant value (see expression (3.4)). Thus, when an
installation is hi t  more than once, some weapons effectively extract no value
from the installation . Although it is possible for this case to occur in an
optimal solution, in a target-rich environment it should happen rarely. That
is , almost all assignments will be to DGZ5 in wh ich there is no competition
among the weapons to extract value from the installations covered . Recall from
the partitioning that an installation may be covered more than once only by
DGZs (and weapons) of distinct tiers . If the value extracted from any installa-
tion remains stable as the covering DGZ is varied (that is , there is little
variation in v~1 for jEJ(i)), the gain in total value extracted for any assign-
ment scheme (a9.~} is marginal. Hence, we shall exclu de any ass ignment scheme in
which an installation is covered by more than 1 DGZ receiving weapons, This
constraint is

a . < 1 V i . (4.1)
9.,jEJ(i) 

9.j
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It is interesting to notice that expressions (3.3) and (3.4) are equal when
constraints (4.1) and (3.5 I) are satisfied. Also, the objective function
(3.5 0) transforms as follows :

max a . v.. = E a9.. v..j 9.jEJ(i) 9.3 31 .
~ t,jEJ(i) 

3 3 1  —

= 
~~~ a9..

9. j 3 iEI(j) ~

= ~ a9.. v., (4.2)3 3

where v . = v.. is the value extracted from all of the installati ons in
~ iel (j) 31

DGZ j when an appropriately tiered weapon is so assigned . Examples of v~ are
given in figure 1.

On the basis of the mild simplifying assumption (4.1), the assignment
probl em may be res tated as

maximi ze ~ a9.. v. (4.3 0)

F 9.,j ~

subject to a9.~ ~~
. 

YR. ,J (4.3 A)

Ea9.~ I n9. VP. (4.3 S)

- 

E a9..~ z l  Vi (4.3 C)
9.,jEJ(i) ‘~

a9.~ = 0 or 1 VL,J. (4.3 I)

The advantage of this formulation is that the objective function (4.3 0) is a
l inear function of the decision variables. Notice also that problem (4.3 OASC)
is a linear programing formulation. If the optimal solution to (4.3 OASC) is
integral, then it will be an optimal solution to (4.3 OASCI). In fact, the

• polytope defined by (4.3 ASC) is rich in integra l vertices . Hence, an algorithm
using the branch and bound method with linear programming as the evaluation and
fathoming device should converge rather quickly to an optimal solution.
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— 4.2 Branch-and-Bound
Although the branch-and-bound technique for solution of integer programming

is essentially enumerative, the use of linear programing methods will allow us
-

? to skip over many feasible combinations of the variables to converge quickly to
an optimal integra l solution . Moreover, an efficient linear programing code
may be constructed utilizing the special structure of our problem.

The fundamental strategy of the enumerative approach is to develop a tree
hierarchy of nodes representing candidate problems whose solution may provide a
solution to the integer programing problem. The search adds nodes to the tree
unti l a solution is found which is shown to be the best over all others which
have been found or which may be found as a resul t of searching the remaining
candidate problems . The basic components of an effective enumeration are:

a. scheme for recording the state of nodes considered and keeping track
of those to be considered

b. means for identifying a solution when it has been found
c. rule to choose the next candidate problem for consideration
d. strategy for directing the search of the tree.

The branch-and-bound technique is a method of directing the tree search .
The strategy at a node is to solve the associated linear programing

problem , the integer programming problem wi th the integrality constraints
relaxed. If the solution is all integer, then it becomes a candidate solution.
Otherwise , one of the nonintegral variables , say a9.3, is chosen and two new nodes
are created in the tree wi th the additional restriction

( l ) a 9.3 = 0 or (2) a9.3 = l .

If a candidate solution is found , it is compared to the best prior candidate
solution , the incumbent solution . If it is better (greater), it replaces the
incumbent. That branch of the tree is terminated since any further restriction
of this problem can only result in suboptimal solutions.

If the solution at a node is not strictly integral but the’objective value
is not better (greater) than the objective value of the incumbent solution , then
that branch may be terminated , or fathomed , since any further restriction of
this problem can only result in suboptimal sol utions.

The tree in our problem begins with only one node, namely problem (4.3 OASC).
By (4.3 C) an integral solution at any node must also satisfy (4.3 I). Zero may
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be used as the initial incumbent objective value correspondi ng to the feasible
integral solution a9.~ = 0 V9.,j.

Algorithms to execute the branch -and-bound technique may be found in [2],
[8]-, and many other places . A seemingly efficient rule to choose the next candi-
date problem for solution in our problem is to cons ider the newest node created .
This allows a new constraint to be added to the existing computationa l tableau;
the dual simp lex algorithm may be employed to quickly find the next solution
wi thout undue storage transfer. The computational magnitude of the problem
necessitates a computer code which minimizes the amount of computer storage
required ; hence, the computer code should be specially designed to exploit the
particular structure of our problem.

4.3 Flow with Gains
Problem (4.3 OASCI) may be equivalently formulated in the context of flow

with gains. We, however , omit the Droof of the equivalence.
For all j such that t2(j) < T define G(j) = {k~I(k)flI (j) ~ 0 and t2 (k) 

= T } .

G(j) is just the set of highest tier DGZs which have an installation in common
wi th DGZ j. Let = #G(j) be the cardinality of G(j). In the flow formulation ,
weapons flow from the launch sites to the DGZs. If a weapon is assigned to a
lower tier DGZ, it is multipl i ed and proceeds to every highest tier DGZ which
shares an installation in common with the DGZ to which the weapon was assigned.
Thus, each DGZ of the highest tier may not receive more than one weapon , either
directly or indirectl y. Mathematically, the equivalent flow with gains formula-
ti on is

max im i ze ~ v . a9.~ (4.4 0)
2.,j ~

a9.. < a
9.
. V9.,j (4.4 A)

< n
9. 

Y9. (4.4 S)

-N .~~~a9.. + 
~~~ 

b.k = 0 Vj?t2(j) < T (4.4 T)
.3 9. ~ kEG(j) ~

- 

- 

a9.~ = 0 or 1 V9.,j (4.4 1)

= 0 or 1 Vj?t2 (j) < T (4.4 I’)
and V k t ,(k) = T .
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The variables a9.~ have the same interpretation as before. The variables bjk
represent the flow from l ower tier DGZs to the highest tier DGZ. Noti ce the
variables bik do not appear in the objective function .

The flow wi th gains formulation is presented here because of the possibility
that it may l ead to distinct , more efficient algorithms to solve the assignment
problem.

4.4 An Example
The optimal solution to the problem presented in figure 1 is

1 for (2.,j) E {(l,3),(2,7),(2,8),(3,14),
a = (3,16),(4,27),(4,28)}
9.j

0 otherwise.

5.0 Target-poor Environment

In a target-poor environment there are enough weapons to extract value from
every installation we desire to damage; an optimal assignment according to
military objectives, indeed , would include the damaging of all such installa-
tions. However, there may be many such assignments which achieve approximately
the same military objective value. Thus , we may use other criteria to decide
which of these optima l military assignments is best.

A crude measure of the density of targets is

-I W
P - ~~~~--~ ‘- t=l t

where is number of weapons of tier t and is the number of DGZs in tier t.
If P 1 1 , we have a target-rich environment. Otherwise, we have a target-poor
envir~nment . P is an inexact measure of target-richness because it ignores the

range constraints .
The target-poor assignment problem is formulated as

minimize ~ c9. a9.~ (5.1 0)

subject to a9.~ < c t9.~ V9.,j (5.1 A)

< n
9. 

Y R .  (5.1 S)
3
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~ a2 . > l  Vi (5.1 P)
9., jEJ(i) ~

= 0 or 1 Y9 , j .  (5.1 I)

The variable c9. is inter preted as the “cost ” of a weaoon from launch site 9..
This desi gnation of “cost” is very general and encompasses many distinct situa-
tions. If c9. = 1 Vz, our objective would be to minimize the number of weapons
to obtain the military objective . If ~i9.c9. is the throwweight of a delivery
vehicle deployed at launch site 9., we may use (5.1 OASPI) to minimize the total
throwweight. We may also view c9. as the yield of a weapon of tier t1 (9.) in
order to minimize nuclear contamination. Also , u9.c9. may be viewed as the
monetary cost of a weapons system deployed at launch site 9.; thus , we may obtain
the most cost-effective way to achieve the military objectives . Notice that
formulation (5.1 OASPI) does not depend on the rather subjective determination
of values extracted. Once an installation is included in the l ayout, a weapon
will be allocated to cover it. DGZs which contain “flagged” installations must
be removed from the l ayout.

If we replace constraint (5.1 P) by

~ v~ a9.~ > V , (5.1 V)

where V is military objective as expressed in value points extracted and add
constraint (4.3 C), then problem (5.1 OASVI + 4.3 C) is a generalization of the
original target-poor assignment problem. An interesting application of
(5.1 OASVI + 4.3 C) in a target-rich environment is to use (4.3 OASCI) to find
V and then solve (5.1 OASV I + 4.3 C). This would yield the least “cost,” best
mil itary assignment in a target-ri ch environment.

Since the form of prob lem (5.1) is very similar to the form of problem
(4.3), a similar branch-and-bound method may be used to obtain the optimal
solution.

6.0 The Di~persion Problem

The dispers i on problem arises due to the fact that the del i very vehicles
deployed at some of the launch sites transport more than 1 weapon . These
t~ apons cannot be assigned arbitrarily; each must be assigned to a DGZ near to
the ~‘~her DGZs which receive a weapon f rom the same del i very vehicle. 

— - - -- ~~~—
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We shall again, wi thout any loss of generality , employ the convention that
the weapons systems deployed at any single launch site are identical. Thus ,
each delivery vehicle at a given l aunch site carries the same number of weapons
of a common tier and the dispersion constraints are identical for the weapons
carried on any such delivery vehicle. Notice that if = 1 , then there is no
dispers ion problem ; hence , we shall only consider launch sites in which > 1.

We shall assume that a solution to the assignment problem is given . Our
objective is to determine whether such an assignment satisfies the dispersion
constraints. There may be many optimal solutions to (4.3 OASCI); each must be
checked to see if it satisfies the dispers ion constraints. If no optimal
assignment satisfies the dispersion constraints , methods must be developed to
identify nearly optimal solutions which do satisfy the dispers ion constraints .

In a target-rich environment all of the weapons allocated to a strike will
be used. Hence, we may presume that all of the weapons contained in each
delivery vehicl e allocated to the stri ke have been assigned to a DGZ. For the
target-poor environment case, this is an assumption .

6.1 MIRV
A ballistic missile which carries more than 1 weapon is said to be MIRVed.

The weapons are carried in the delivery vehicle until it is near the target
region; the weapons then separate from the delivery vehicle to proceed to the
particular aimpoint each is assigned. The region into which these weapons must
be aimed is called the footprint. The footprint is characterized by the weapon
system. Hence , all weapons systems deployed at the same launch site have the
same footprint.

We assume that the boundary of the footprint may be suitably approximated
by a fixed ellipse. That is , the boundary of the footprint for each weapons
system originating from launch site is defined by a major axis a9. and a minor
axis b9.. The orientation of the major axis is along the great circle containing
the launch site and the centroid of the DGZs assigned to that delivery vehicle
and covered by the ellipse.

We decompose the dispersion problem for MIRVs by considering each launch
site separately. When several assigned DGZs of the same tier are in range of
several launch sites , then some permutations of the launch sites for these
assignments will yield the same objective values . Thus , some DGZs may be traded
among launch sites. Each such permutation must be examined . We shall check the
feasibility of each assignment individually; hence, we assume a fixed assignment.
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Fig. 3. An arrangement of assigned DGZs satisfying
the dispersion constraint , n9. = 16 , = 4

The launch site 9. is not a DGZ and the range of any weapon is less than
half the circumference of the earth. Thus , if we view the launch site 2. as a
pole of a spherical earth , neither pole is an aimpoint. By using a Mercator map
of the earth with the launch site as a pole, we may align the elliptical foot-
prints so they are parallel . By a transformation of scale in horizontal direc-
tion of the Mercator map, we may transform the boundary of the footprint into a
circle. Notice that the horizontal expansion depends on the vertical coordinate
(distance from launch site). This transformation may even be generalized to
allow original footprint shapes other than the ellipse. These transformations
of the globe require that the coordinates of the DGZs receiving weapons origi-
nating from launch site 9. be accordingly transformed so that dispersion feasi-
bility may be attempted .

~~~~~~~~~~~~~~~TTIIE~

Fig. 4. The Mercator transformation
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Since we are only considering one launch site at present, we suppress 9. in
our notation.

Let s = n/U be the number of delivery systems deployed at launch site 9..
Let p be the radius of the transformed footprint (circle). Let (x1,y1

) be the
transformed coordinates of DGZ j, which has been assigned a weapon from launch
site 9., for j = 1, . . . ,  n. We wish to determine (Xk, Y k ) ,  k = 1 , . . . ,  s, the
transformed coordinates of the center of the footprint for delivery system k in
a MIRVe d ass ignment. Let

1 if DGZ j receives a weapon from delivery vehicle k
=

0 otherwise.

Consider the probl em

minimize r2 (6.1)

subject 
~~

Ajk = Vk

= 1 Vi

x
~k[(xf

Xk)4(yj
_Y

k)] I r2 Vj,k

A~k
= Oo r l Vj,k.

If the optimal objective value of problem (6.1) does not exceed p2 , then
the assi gnment from launch site may be PIIRVed . The soluti on of problem (6.1)
yields a yes or no answer to the question. On the other hand , a soluti on of

maximize 
~~~ 

(6.2)
k

subject to 
~k(~ 

- 
~~~ A~~) 

= 0 Vk

~~~A . = 1 Vj
k ~

> 0

Ajk = 0 or 1 Vj,k

0or l Vk
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may be more enlightening. E~ may be interpreted as the maxima l number of

MIRVs that can be used from launch site under the present assignment. Solution
of (6.2) al so yields their construction.

Weaker notions of MIRV compatibility may be derived by consideration of the
Weber problem and Cooper ’s algorithm ([l],[6]). In such a formulation the
requirement that a delivery system carry a fixed number of weapons is relaxed
and the objective is to minimi ze the average distance between the DGZs and the
center of the footprints which cover them. See §7.

Problem (6.2) leads to considerations of effective organization of the
assigned DGZs to delivery systems. The collective behavior of the DGZ5 may be
viewed as a game between automata. Pursuance of such a formulation would
involve concepts discussed in [7].

7.0 A Method for DGZ Generation

Herein an alternative method for DGZ generation is suggested . Many of the
techniques currently used will be common to this problem , such as the method of
determining values extracted and varying the type of detonation , etc. The key-
stone of the suggestion is an algorithm which will iteratively generate aim-
points for collections of installations based on partitioning the installations
into a distinct number of subsets in such a way that the aggregate “distance ”

from each installation to its associated aimpoint is minimal.
We assume that a set of complexes has been generated. Since there is no

collateral damage between complexes, we shall generate aimpoints within a single
complex; these will be independent of the aimpoints of any other compl ex.

Assuming a flat earth in the complex , we can i dentify any installation i

by its coordinates (x~~y1 ). We assume that the value extracted from installa-
— tion i is known when the aimpoint, weapon yield and accuracy , type and height

of burst, etc. , are given . The value extracted also depends on the hardness of

the insta llati ”n .

7.1 Formulation and the Algor ithm
For any fixed yield of weapon (tier), it is our objective to minimize the

aggregate distance of each installation to its aimpoint. Let n be the number of

DGZs and m be the number of installations. We obtain the problem

L
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m
minimize 

~~ ~~ 
A~~. /(x1

_X.) 2 + (y1- ..Y .)2 (7.1)
i=l j=l

n
subject to 

~ 
X~ . = 1 V i

j=l ~

= 0 or 1 Vi ,j

where (X ~~Y~) are the coordinates of aimpoint j and A .~ indicates whether instal-
lation i is covered by DGZ j (i.e., 1(j)).

Cooper ’s algorithm [6] to solve problem (7.1) is
A) arbitrarily select n distinct aimpoints in the complex
B) assign each installation to its nearest aimpoint
C) designate the centroids of each of the n subsets created in B as the

new aimpoints
D) iterate over step B and C until improvement is negligible.

An example of the application of this algorithm given by [2] is shown in figure 5.
In problem (7.1) we have assumed that n is fixed and known . However, n is

unknown ; so we must find the optimal choice of n. We suggest the following method :

A) Establish an initial value for n which should not exceed the l owest
possible number of DGZs that could be expected to adequa tely cover the
installations in the complex.

B) Apply Cooper’s algorithm and determine the aimpoint locations.
C) Evaluate the total value extracted from the instaflations in the

complex. The height of burst, etc., should be varied at this time to
obtain the maximum possible value extracted.

0) Repeat steps B and C with an additional DGZ. Continue until the value
extracted stabilizes.

A practical stopping should be based on consideration of the additional value
extracted per added DGZ. Also , some acceptable value of damage, say 80% of the
total value of the installations in the complex , can be applied as a stopping
rule; thus , the optima l choice of n will be the minimum number of DGZs needed to
obtain at least this acceptable value , In figure 6 the best choice of n is 3.

This proposed method of DGZ generation allows each complex and each tier to
be considered independently. Completely nested layouts, layouts with nesting
only in tier 1 , or nonnested layouts may be constructed by this scheme. Complete
nesting, however, is not recomended for the DGZ layout since it may not lead to
an efficient extraction of value for some complexes.
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Fig. 6. Relationship of Value Extracted to Number of DGZs Used

7.2 Modfiications
Some possible weaknesses of the approach described in § 7.1 are its insensi-

tivity to the hardness and value of installations when determining aimpoints .
For example, suppose installation 9 in figure 5 has very high value , perhaps
an order of magnitude higher than the next highest valued installation. The
damage associated with installation 9 may be insufficient in terms of the above
stopping rules . Of course, large values of n will correct this. However, we
shal l consider a method so that an aimpoint is attracted to installation 9. We
divide installation 9 into k “dummy ” installations , each wi th coordinates (x9,y9)
and each wi th a point val ue vd = v9/k. The value of k is chosen to make vd
comparable to other installation values. An extreme use of this procedure would
be to create “dummy ” installatio ns at each location , where vd is based on the
lowest valued installation in the complex . The creation of “dummy” installations
allows greater weight to be placed on installations of very high value and
insures that an aimpoint (centroid) will be placed close to its actual l ocation.
This follows from the form of the objective function of (7.1).

Another method of weighting certain installations is to modify the objective
function of (7.1). For example, we might minimize

4

~~ ~~~~~ 
h~ v.~ / (x

~ 
— x~

)2 + (y
~
—Y
~
)2. (7.2)

where v 1 is the value of installation i and h
~ 

is a measure of the relative
hardness of installation i.
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8.0 Conclusions

This report contains a mathematica l mode l constructed to represent some of
the numerous aspects which pertain to the assignment of weapons in a tiered
aimpoint system. The problem of establishing an optimal assignment arises due
to limited resources, such as weapons , throwweight, or funds . Thus , the problem
has been mathematically formulated so as to determine the optima l assignment.

The first step toward obtaining results for the problem in its most genera l
practica l application has been the formulation and solution of the pure assign -
ment problem. In such a formulation we optimize the assignment of weapons given
the supply and deployment of weapons and the layout and values extracted of the
DGZs. A method of calculating the accessibility of each DGZ by each weapon is
given . it is assumed that each weapon may be independently aimed to each DGZ
in range. Due to the magnitude of any practical application , a coinputationally
efficient method of solution is required. The associated linear programming
problem (corresponding to the integer programming formulation) possesses a
domain of feasible solutions which is rich in potential optimal solutions that
are also integral. Thus , a branch—and-bound algori thm using a specially tailored
(to take advantage of the particular structure) linear programing code as the
evaluation and fathoming device is proposed as a computational ly feasible method
for finding optimal solutions to the pure assignment problem. In their own
right , these solutions may be used as starting point for inclusion of new aspects

and constraints for more general considerations of practical problems .
One such important additional constraint is the restriction of the weapons

from a single ballistic missile delivery system to fall within its footprint.
By simplification of the description of footprint and a transformation of the
coordinate system, we have reduced the dispersion problem for MIRVs to its basic
essentials. This canonica l problem, however , remains unsol ved .

Because of the complexity of the general problem , a sequence of more rele-
vant models must be considered to converge to an applicab le solution . Herein we

have initiated a first stage. Increasingly detailed modeling requires a review
of the results at every stage to judge progress and pertinence to the genera l
problem. While i ntermediate solutions may not be feasible to the general
problem , comparison with the presently used algorithms and their results is

Important to judge progress as wel l as to suggest further refinements.

Mathematical treatment of the target-rich and target-poor assignment problems

has illuminate d the modeling of several important related issues. Thus , the
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techniques developed herein may lead to more effective allocation of weapons mix
and deployment , especially when there are negotiable constraints (as in SALT) or
cost considerations. Automation of the procedures developed would allow quick
consideration of many of these issues and allow for sensitivity analysis of the
resu lt s.

9.0 Recommendations

1. Work should continue on computer implementation of the proposed algorithm to
solve the pure assignment problem and culminate in comparison agains t
currently used methods .

2. Work should continue on the mathematical treatment of the MIRV dispersion
prob lem.

3. Decisions on additional refinements should be made when 1 and 2 are com-
pleted .

4. Simulated data should be suppl ied so that results of the suggested DGZ
generation algorithm may be compared to the present DGZ layout.
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ELECTROCHEMICAL AND LUMINESCENCE
STUDIES WITH SPECIAL EMPHASIS ON

MOLTEN SALT MEDIA

by
C. P. Keszthelyi

ABSTRACT

Molten salts have an important role in chemical technology ,
and developments in the past few years have dramatically re-
duced the temperature requirements. Whereas , for example ,
lithium chloride - potassium chloride melts have an operational
temperature of several hundred degrees Celsius , some of the
molten salts employed in this study have a liquidus tempera-
ture well below the freezing point of water.

The newness of these systems necessitates the acquisition
of data delineating their basic properties , and the work de-
scribed in this report concentrated on electrochemical and
spectroscopic characteristics and applications. The alkyl-
pyridinium halide/aluminum chloride melts have an electrochemi-
cal window that is primarily suited for cation studies , and
over a dozen solute species covering a wide range of redox
properties were investigated with satisfactory results. A
unique property of some melts is the non-anodic oxidation of
solutes having an oxidation potential less than +1.5 V vs SCE ,
followed by alkylation reactions via the pyridinium salt.
The oxidizing strength of the melts was found to depend on the
pyridinium salt: aluminum chloride ratio, opening the way
for synthetic, preparative applications of these ambient tem-
perature molten salt systems .

Spectroscopic work was aimed at both the characterization
of the solute species that occur in the electrochemical con-
text , and development of new laser systems primarily suited
for guidance purposes. Part of this effort is represented
by a graphical-output computer simulation program aimed at
high frequency electrogeneration in light emitting electro-
chemical media. The optical window of the melts is strongly
dependent on preparation and electrochemical preconditioning ;
it is generally well suited for visible transitions , but not
for UV below 35OO~~. A strong molecular association between
solute and solvent shifted the fluorescence spectrum of several
scintillator or laser dyes towards the red by as much as 500X.
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Non-bound ground state studies, involving dyes or inter—noble
gas excimers/exc iplexes, were at an exploratory stage at the
end of the ten weeks. A remarkable extension of these molecu-
lar dynamics studies relates back to the solute aggregate
states that were observed by ESR and UV-visible absorption
techniques in these solvent electrolyte systems.
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I. INTRODUCTION.

The essential phenomenon of electrochemistry is chakg e
tkan4~ e~k, and this requires a conducting medium . Laws of
transport for dilute solutions have been established for
many years (1), still subject to modifications and improve-
ment with the passage of time (2). Though the majority of
electrochemical work, especially in academic institutions ,
is still carried out in dilute solutions both aqueous (3)
and non—aqueous (4), many of the most important technological
applications relate to concentrated solutions (5), molten
salts (6), and solid electrolytes (7). While the elevated
temperatures associated with the usual melts may be desir-
able under special circumstances such as presented by
nuclear reactors (8), elevated temperature requirements
more often present a hindrance from the experimental view-
point, curtailing engineering and production (9).

Recent development in our laboratory of melts based
on 1-alkylpyridinium chloride - aluminum chloride mixtures
(10) has provided a technological as well as scientific
breakthrough that has already led to important practical
applications (11); apart from good stability and conduc-
tivity , these systems offer a unique temperature range ~ko m
boV.~ ng wa~tvt to dity £c~ slush. A principal advantage of
these melts is their low RC value for double layer charging ,
known to be of critical importance in the design of an
electrocheiniluminescence (ECL) laser (12). It should be
mentioned that there are a number of other important factors
that play a role in ECL (13-30) which could not be ade-
quately discussed within the present report, yet these may
have a decisive impact upon a device containing one of our
molten salts as solvent-electrolyte.

As of June 1977 , virtually no data was available on
spectroscopic properties of these melts. The extreme
toxicity of some solvents like selenium oxychloride makes
it important to continue the search for alternate solvents
for laser applications , and some of these molten salts may
provide a suitable medium . The unique properties of these
solvents, on the other hand , may require a reexamination
of current theories dealing with lasers (31-37).
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II. OBJECTIVE S.

As evident from the Introduction which surveyed the
state of knowledge on ambient temperature 1-alkylpyridinium
chloride - aluminum chloride melts , there is a great lack
of basic information due to the newness (10,11) of these
systems. Consequently one of the objectives of the present
work was to do exploratory studies on various chemical and
physical properties of the melts. The solutes were chosen
from among previously investigated molecules, so that the
observation would allow ready comparison of the molten
salts with commonly used electrochemical and spectroscopic
solvents. Within the broader context of the framework of
several years hence , the accumulated information should be
of value in the development of an electrochemically pumped
laser , i.e. one in which a flashlamp excitation source is
replaced by a small DC battery. Such a device would be
usefu l in commun ication and guidance purposes , rather than
high power applications. One of the planned summer activ-
ities in this area was computer modelling , including graph-
ical representations , of re].evant homogeneous as well as
heterogeneous charge transfer processes at and in the
vicinity of the electrodes, utilizing the USAF Academy
computer facilities. A considerable amount of relevant
information is already in the research literature (38-41).

Thermal batteries have a number of important defense
applications , and part of the 10 week research program was
to be devoted to this topic. In view of the formidable
background already assembled , the activity was to be less
exploratory , dealing mainly with improvement of performance
and reliability of chromium based thermal batteries, and
replacement of the critical item chromium through substi-
tion with comparable materials.

Laser dyes are subject to decomposition upon pro-
longed use , and this would be a drawback of an ECL pumped
laser made along the line of previous attempts (42). Use
of optically active molecules that do not decompose in
the usual chemical sense would seem especially important
for high power applications. A general lack of information
of the mo~~~~~.c.~’t dynarn~Lc4 type appears to be characteristicof several important topics related to the above, particular-
ly concerning non-bound ground state dimers of both laser
dyes and nobZe~ ga~ C~~mVt4, ~xc.Lpt~~xa4 , and hyp v~moeecute~4.Some exploratory work in this area was also among the
planned summer itinerary .
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III. EXPERIMENTAL

The outstanding instrumental facilities available at
the Frank J. Seiler Research Laboratory will no doubt be
an incentive for future participants in the Program also.
Figure 1 summarizes in a block-diagram schematic the princi-
pal instrumental set-up used for the combined electrochemicalb
spectroscopic study, utilizing the following equipment:
Keithley 244 (high voltage power supply), Oriel 8540 (arc
lamp power supply), Oriel 6140 (1000 watt Hg-Xe arc lamp),
two McPherson monochromators (0.5 m , 1 m), PAR-192 (Prince-
ton ~pp1ied Research Corporation, variable frequency light
chopper), PAR-18l (current sensitive pre-amplifier, 6
decades range), HI-2000 (Houston Instruments “Omnigraph”
XY-timebase recorder), Jarrel-Ash 82-410 (lb4 m inonochromator),
Tektronix-556 (dual beam oscilloscope), PAR-l73 (potentiostat,
equipped w. PAR-l79 digital coulometer), PAR-l75 (universal
electrochemical programmer). For optical alignment a downgraded
performance He—Ne laser (Model 132 by Spectra-Physics) was used .

UV-visible absorption studies were carried out with a Cary
Model 15 Spectrophotometer equipped with a Cary Model 1115
Repetitive Scan Accessory . Difficulties involving the collection
optics of the arrangement of Figure 1 made it desirable to per-
form some of the low temperature fluorescence studies with a
Perkin-Elmer Model 204 Fluorescence Spectrophotometer . The supe-
rior resolution of the Jarrel-Ash components was not indispen-
sable for the condensed phase fluorescence observations , and
reproducibility of the rigid geometry commercial equipment was
a positive asset.

The controlled temperature cell holder, equipped with slits
for 90° fluorescence, is shown in Figure 2. A Vulcan 100 watt
cartridge heater seated at the lower part of the aluminum block
was controlled by a variable voltage transformer.

The solutes that were investigated included 9,lO—diphen-
ylanthracene (DPA), Rhodamine—B, 5,6, l1,12-tetraphenylnaphthacene
(rubrene), 2,5-diphenyloxazole (PP0), 2,5—diphenyl-l,3,4-oxadia-
zole (PPD), thianthrene, europium oxide, 9,10-dimethylanthracene
(DMA), N,N~.N

1,N1-tetramethyl-p-phenylenediamine (NB) , and 1,4-
bis-(5—phenyloxazol-2-yl)-benzene (POPOP), in molten ethylpyri-

• diniuin bromide (EtPyBr) , l-methylpyridinium chloridebaluminuin
chloride (MePyCl/A1C13, 1-2 mb ), and l-butylpyridinium chloride,’
aluminum chloride (BuPyCl/A1C13). Conventional solvents employed
in the study were spectroscopic or reagent grade, and included
benzene , toluene, hexane, a~etonitri1e (ACN), N,N-dimethylfor-
maniide (DMF), tetrahydrofuran (THF), and dichloromethane (MeCl 2).
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• Fig ur e 1
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IV. RESULTS AND DISCUSSION

Under the necessary precautions to exclude air and
moisture from the electrochemical cell , a cyclic voltaminogram
(potential excursion : +l.5V to +2.lV to +0.9V to +l.5V (vs.
Al)) of thianthrene in l-butylpyridinium chloride/aluminum
chloride (1:2 m b )  at a wolfram wire electrode shows (Figure

3) stable TH4- and TH~~ formed in reversible Nernstian chargetransfer steps (
~Pa

/
~Pc 

was unity for scan rates of 0.OlOV/

sec to 0.500V/sec ; EP_E
1,’2 

and EP/2~E1/2I 30 
my), akin to

Mamantov ’s (43) high temperature melt results. Figure 4, also
a cyclic voltammogram of TH in BuPyCl/AlCl3, shows some novel

chemical effects; when the potential excursion is from +l.5V

to +0.9V to +l.5V (vs. Al), it is revealed that TH4- is already
present in the solution , hence a non-anodic oxidation of TH
has taken place. This can be interpreted under our rigorous
experimental conditions as a reaction between TH and the alkyl-
pyridinium cation , shown by the first 4ei~t on page 20.
(The second £n4 eJr~t is a tentative disproportionation scheme.)

A subsequent disproportionation of the alkylpyridine radical
to yield pyridine , and octane , or butylated products, still
needs further verification . The observed non—anodic oxidation
of WB, nubrene , DPA and DMA suggests that the observations are
of a broad significance -- solutes whose E

~/R+ 
is below +l.5V

vs SCE undergo the redox reaction in these melts , whereas the
other solutes we have investigated , e.g. PPD (E

~,R+ 
2.2V vs

SCE), are stable for many days in these solute—electrolytes.

The thianthrene cation has been extensively studied by
Shine et al. (44), and we have observed an ESR signal as ex-
pected (43—45) at -120°C, shown in Figure 5. Due to the very
high dielectric constant of the liquid melts, liquid phase
measurements were not feasible using routine techniques.

+The characteristic purple—violet color of TH develops
within minutes after TH is placed in the melts, and absorption

spectra revealed the TH+ absorption peak at 534 nm. The op-
tical window of these melts is not suited for directly observ-
ing the TH absorption disappearance (c 0.05 liters/mole—cm

0 0 +from 3500A to 7000A). Temperature dependence of the TH
absorption spectrum is in agreement with the results of

18-11
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Szwarz et al. (45), and is shown in Figure 6. Interpretation
of the temperature dependence , in view of the reversibility
of the e f f ects , could not logically involve decomposition of

TH +; where the present interpretation differs from a care-

+fully formulated previous one (45) is inclusion of the TH +

TH+~~~~TH
++ 

+ TH charge transfer step, ~oUowed by aggregation.
An interesting but yet unaccomplished quantum mechanical calcu-

• lation should provide decisive evidence on this point, by com-

• paring the (TH4-) (TH~ ) vs. (TH~~ ) ‘~TH) overlaps and geometries.

As mentioned in the Introduction , possible use of the
ambient temperature molten salts as spectroscopic solvents has
some lucrative features. Fluorescence work can also provide

‘
~ clues about molecular interactions in a more direct manner

than electrochemistry , and the solutes were tested for excit-
ation and emission under 90° conditions. Quenching as well
as a filter effect by the organic salt can have drastic
effects on the fluorescence measurements , as shown by DPA in
Figure 7. Under otherwise identical conditions, it is seen
that DPA emission is reduced by an order of magnitude upon
the addition of 5% EtPyBr to a methanol-DPA solution.

Those solutes which do not completely decompose within
minutes in the alkylpyridinium chloride/aluminum chloride
melts show a very strong interaction with the solvent—electro-
lyte. Figure 8 is the PPO fluorescence spectrum , and Figure
9 is that of POPOP. Additional results will be included in
a Technical Report , but even from the PPO and POPOP behavior
it is evident that (1) the fluore~~ ‘c~ shifts by approximately

0
500A towards the red ; (2) the usual iibrational structure is
lost. These results strongly suggest a charge-transfer com-
plex formation even when the donor—acceptor energetics do
not favor a net redox reaction .

We have also tested the possible use of the molts in a
• mixed solvent application. DMF reacts rather violently with

the melts , hence it should be avoided in this context. On
the other hand TI-IF, ACN , Med 2 and other halogenated paraf fins

gave only a mild heating effect upon mixing . It would have
been of interest to quantitatively evaluate the heats of mix-
ing, and we have plans of a Joule—calorimetric study as a
follow up on this summer work .
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Computerized graphical representations pertaining to
electrode kinetics , double-layer changing , and concentration
profiles will be included in the Technical Report mentioned• above.

o
~~~~~~~~~~~~o~~~~~~~~~~~~~~~~~~~~~~o
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V. CONCLUSIONS AND RECOMMENDATIONS

The present study has accomplished some exploratory
work on ambient temperature molten salts based on 1-alkyl-
pyridinium chloride - aluminum chloride mixtures. Devel-• oped at FJSRL prior to the commencement of this summer ,
these systems present a very significant scientific and
technological breakthrough , and may well make a major

• contribution to the nation ’s energy needs.

The melts provide a generally suitable medium for
- • 

anodic oxidations. They were also found to have a non—
anodic oxidizing capability , similar to that of sulfuric
acid for thianthrene . This suggests their possible ex—
tended use for cation spectroscopic studies. A further
interesting detail uncovered in the 10 week summer activ-
ity was that the oxidizing strength of the melts depends
upon the organic salt: aluminum chloride ratio. An ex-

• planation is provided by considering the ‘bare ’ charge of
the pyridinium cation due to the Al Cl + Cl ‘- Al2Cl7ecuilibrium which lies far to the r~ghL Generation of
114- in the subsequent redox step is explained by alkylation
of the solute via the alkylpyridinium cation.

Optical properties of the melts were also investi-
gated in the summer work , with favorable conclus ion for the

• visible , but not for the UV, range of the spectrum. Scat-
tering appears to be a major problem at high photon density.

Further work Qfl the characterization of both the
electrochemical and spectroscopic properties should be
carried on. Several types of electrode materials should
be tested with several solutes mentioned in the Experimen-
tal Section . Due to their convenient temperature range,
the melts may provide a means for improved secondary
batteries . Spectroscopic work in the visible and ESR
region , including temperature dependence , promises further
interesting results. Dimeric species of cation aggregates,

• compared with neutral solute dimers, present an important
• area of investigation for molecular dynamics , related both

to electrochemistry and lasers. Non-bound ground state
• studies, perhaps using ab initio methods incorporating

hyperpolarization , need to be extended from dye molecu les
to noble gases and their compounds.
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TESTS OF TWO HYPOTHESES CONCERNING THE OPT I CAL PROPERTIES

OF CRYODEPOS lIED GASES

by

W i l l i a m  Barlow Newbol t

ABSTRACT

The measureme nts which have been made at AEDC of the optica l transmission

of cryode pos i ted gases and gas mixtures on a cryogenical l y cooled german i um

substra te have pe rmitted checking two hypotheses conce rn i ng these deposits.

The firs t hypothesis tested was that the mole fraction of an infrared-active

molecule in a m ix ture of gases is equa l to the ratio of its band strength in

the cryodepos i ted mixture to its band strength in the pure cryodeposit. The

hypo thesis appears to hold for mixtures of one infrared-act i ve molecule w i th

nitrogen which is not infrare d active. It does not hold for mixtures wh i ch

contain more than one infrared -active molecule.

The second hypothesis checked was tha t the rea l par t of the index of ref rac t ion

can be calculated from the imaginary part with Subtractive Kramers_Kron i g .W

This hy pothesis has been verified with great accuracy away f rom absorption

bands. In the absorptio n bands , par t i c u l a r l y the very sharp band of CO , the

fluctuat ions In the index va l ues from the Krame rs-Kron ig fo rma l i s m are not

as strong as the fluctuations in the va l ues f rom thL least-squares program.
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The objective of this study has been to use the newly acquired data base

on the optica l properties of cryodepos i ted gases to deve l op a method of

analysis wh i ch could be used to determ i ne the mole fraction of infra red-act i ve

molecules in a cryodeposit mixt ure . The hypothesis used was that the

strength of an absorp tion band was a linear function of the concentration

of the molecule caus i ng the absorption .

Since the Subtrac tive Kramer s-Kronig ’
~
4
~ forma lism is frequently used to

ca l culate the index of refraction of a sample from absorption measurements ,

and since the least-sq uares program of Roux and Pa l me r~
6
~ gives an independent

val ue of the index of refraction , an objective of this work has been to

compa re the least—squares results with those from the Kramers -Kronig p rog ram.

Tes t of the First Hypothesis

In his fina l repor t on his sume r research activity, Dr. Ken t Palme r suggested

that It might be possible to use the infrared absorption of a cryodeposit

as a me thod of ana l ysis for i ts constituents. Although he outlined severa l

methods of analysis , an inspec tion of the data leads one to suspect that the

mos t promising approach is to assume that the band strength of a molecule

in a mix ture is a linea r function of the concentration of the Infra red— active

mole cule in the mix ture . Specifically,

Mok Fr&~tio~~* 
J~ .5)~ d’o

J k ~~~ d~~J’e

Where k(w) is the imag i nary par; (absorption i ndex) of the complex Index of
refraction of the cryodeposi t. ’3~
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When the author came down to AEDC right after Memorial Day , he began to work

wi th Bob Wood and Jeff  Roux i n an effor t to lear n how the transm iss ion da ta

are taken with the Fourier transform spectrometer. At that time much of the

experimenta l data stud i ed here had been taken. The least-squa res prog ram

wri tten by Roux and Pa lme r~
6
~ had been used to find the va l ues of the real

and imag ina ry  par ts of the i ndex of refrac ti on at po int s 10 cm~~ apar t ove r

the range from 700 cm
1 
to 3700 cm

1 . However , there was data in the data

tapes spaced eve ry 2 cm 1 and it was eviden t that these data would have to be used

before any accura te band in teg ra l s  cou ld  be calc u la ted. Therefore , Jeff  Roux

began to do the least—squares ca l culation again , within the absorption bands ,

wi th the da ta po i n ts spaced 2 cm 1 apar t . The au thor under took to code these

f iely spaced data for punch i ng onto cards . Although these data were probably

extended away from the bands farther than necessary , a set of da ta decks now

exists for plume gases and their mixtures which can support studies of this

kind .

• Another phase of the work , undertaken by the author , was to prepare a preliminary

program for the IBM 370 wh i ch would ca l culate the band integrals and their ratics

wh i ch were required to get mole frac t ions f rom the da ta decks . Th ree ve rs i ons

of this program were written and the last is most convenient to use and its

output is the easiest to interpret. A copy of the prog ram is Appendix II.

• Appendices III  and IV are samples of the output of the program and Appendix V

contai ns some h int s abou t how to use the p rog ram. These h i n ts ar e in l ieu of

• “comen ts” w i th i n the p rog ram i ts e l f .

I t should be noted that integration is accomplished with the trapezoid rule.

The reason for this is that the data has regions of unevenly spaced points

and to do the in tegral s  wi th Sim pson ’s Rule would require breaking up the

In tegra l Into regions.
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The results of the cal culations for the mix tures studied are shown in the

• table below:

Ratio of Band Strength Band
Molecular Concentration in Mixture to Band Strength Used

Mixture in Cryodeposited Mixture in Pure Cryodeposit Cm~
i

N2-C02 .253 CO2 .220 CO2 2260-2500

N2-CO .203 CO .189 CO 2080-221.0

P12-I120 .123 1120 .0925 H20 1 490-1720

.498 CO2 .400 CO 2260-2500
co2-co 2

.495 CO 1 .24 CO 2080-2240

.1 72 Co2 .1 51 Co2 2260-2500

Plume 1 .10 CO .435 CO 2080.22140

.22 5 1120 .0241 H20 1 490— 1 720



For pur poses of d i scussion the resul ts may be d i v i d e d i n to two sec ti ons.

One secti on cons i sts of the f i r s t three mi xtures stud ied wh i ch are m ix tures

of N2 wi th three p lu me gases , CO , CO2 and I 1
~
O. In these mixtures the

hypothesis of a band strength linear with concentration appears to hold.

The evidence for this is the agreement shown in the table between the ratio

of the band strength in the mixture to the band strength in pure cryodeposit

and the molecular concentrations obtained by the chemistry lab. It appears

that i n these mixtures N2 is merely a diluent. It in no way changes the

streng th of the bands although their shapes are frequently altered. The final

two mixtures studied are the second group. In both cases they are mixtures

wh i ch i nclude two or more infra red-active molecules , CO2 and CO and a simulated

plume exhaust mixture wi th CO , CO2 and H20 p lus N2. Here the ratios of the

band in tegrals do not agree wi th the chemica l laboratory ’s analysis. The

hypothesis of a linea r dependence of band strength on concentration does

not hold for these mixtures . Although this rules out anal ys i s  of cryodepos i ts

r based on band strengths linear with concentration , i t is poss ib le  to reach a few

“non-trivial” conclus i ons abou t the i nf rared abso rpt ion of win dows wh i ch have

mix tures of plume gases cryodepos i ted on them. If it occurs in comb i nation

wi th CO and CO2 as i t does in a rocke t p l ume , wa ter may not be as strong an

absorber as mig h t be supposed. The band in tegra l for the wa ter i s less

in the plume mixture than would be expected on the basis of the linea r

hypothesis.

It is interes ting to spectulate about the causes of these effects. In a

cryodeposi t the distance between molecules Is very much smaller than In a gas .

The energy leve l structure of a cryodeposlt Is not just a collection of the
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energy levels from its constituent molecules . The electomagnetic fields

generated by charges in one molecule may influe nce neighboring molecules.

Test of the Second Hypothesis

One of the most elegant theorems of radiation theory is the so-called Kramers-

Kronig rela tionship which states that the real part and the Imag i nary part

of the complex i ndex of refraction are not i ndependent; they are related by

in tegral equations. Recently these relations have been put in what Is called

subtractive form. This form is useful for work i ng with limited parts of the

spectrum because the results depend only slightl y on the va l ues of the indices

outside the reg i on of study . Palmer has written a program to calculate the

rea l part of the index of refraction from the imaginary part. For the most

part the results are in good agreement with the indices obtained from the

least—squares program. In very strong or very sharp absorption bands , however ,

the va lues given by the Kramers—Kornig formalism do not fluctuate as strongly

as those given by the least—squares program .

Recomenda t ions

It would seem that it may be possible to establish an anal ys is  techni que for

cryodepos i ted gases based on their infrared absorption but the simple

hypothesis of a linea r relationship between band strength and concentration

will not work if more than one infra red molecule is present. It appears that

the next step is to consider some simple case, like a ha l f-and-half mix ture

of CO and C02, and see what happens to the infrared—act ive energy levels as

they approach each other.
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Appendix I

Section of Outpu t from Palmer ’s

Subtractive Kra,ners-Kronig Program
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• Appendix II

Band Integration Program

LEVEL 21 MAIN DATE a 7720$ 10/10/42

O IMENSIONNH(9,20) ,NL(9,20) ,FR(9) , N( 1500 ) ,A KU500) ,Q(9 ,20 ) , Q M(20 )• D IMENSION Nd(91
DIMENSION GS(9 , 1O) ,TTL ( 10) ,DTTL (20 )  ,A N(1500)
wR ITE (6,1)

1 FOQMAT (1H1)
READ (5, 11) IlL ,NG

11 FORMAT (10*4,110
WR ITE (6,21) TT L,NG

21 FORMAT (10A4,I6HNUMBER OF GASESS ,I1O,5X //
00 80 K*1,NG
READ (5,31) (GS(K ,I) ,Ial ,1O),FR (K),NB (K)

.11 FORMAT ( 10*4, F10.5,I1O)
~4ZaNB (K)

300 READ (5,41)(NH(K,J),NL (K,J), J~ 1,NZ)
41 FORMAT (4~~,110,6X,110)
200 REAO (5,51)DTTL

51 FO~ MAT (20*4)
WRITE (6,15i)OTTI_

151 FOR MAT(1X,20A4//)
00 40 L~ 1,1~~O0

• READ (5,b1)AN(L),AK (L)
61 F ORMAT (F13.O,25X,G12.5)

N (L)aINl (AN (L) • .000005)
• IF (N(L))7,50,40

40 NOC L
7 WRITE (6,71)
71 FORMAT (LX, L9P4ERRORIW ,N. NEGATIVE)

STOP
50 00 80 JA~ 1,NZ

00 55 LA 1,NOC
INP4aLA~ 1
IF (N (L*)—NI1(K,JA)) 55,60,55

55 CONTINUE
60 DO 65 L~u1,N0C

INL~ LB
• IF(N(L8).NL(K,,JA)) 65,70,65

65 CONTINUE
70 Q ( K,JA ) a O ,0

DO 12 LCSIP4PI,INL
DNSN (LC ) ”N(LC.A)
IF(DPi)17,17,12

• 17 WRITE (6,101)
• 101 FOR MAT (26HERROR CARO OUT OF SEQUENCE )
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• STOP
• 12 Q(K ,JA).Q (K,JA).((AK (LC)*AK (LC .1))/2.0) 0N

WRITE (6,12 11 (GS(K,$) , Ma 1,10),FR(K) ,N8(K)
• 121 FORMA T (L~~,L0A4,F1Q,5, I6PINUM8ER OF BAP4DSs ,I1 0)

WR ITE (b ,73)~J (I(,JA) ,NL (K ,JA) .NPI(K,JA)
73 FORM AT (1A ,L4P4BAND INTEGRALS,E10.5 ,SX,18MLOWER WAV E NUMBERa , I10,SX

• ~,19l4P4IGP$ER WAV E NUMBER ,110///)
80 CONTINUE

NC$NG. 1
JCaO
DO100 KBal ,NC

• NX NB (IcB)
500 00 100 J8.1,NX

JC*JC.1
BMF a U(NG,JC)/Q(KB,.JB)
wRITE (6~ 18L) BMF , (GS (KB,M ), M~ 1 ,tO), FR (KB )

181 FORMA T (AX,J2P1 BAND MOLE FRACTION FOR MIXT URE~ ,FLQ.5,JOA4 , F10.5/
WR ITE (6,81)TTL,NL ( K8,J8) ~NH(K~ ,J8)

81 FORM *TUX ,1UA 4,L7PILOWER WAVENUMBER a ,110 ,SA ,17IIUPPER WAV EP4UMBER a,
~I10///)100 CONTINUE

STOP
END
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Appendix III

Band Integration Program Output

for Plume Mixture I Band Integrals
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Appendix IV

Band Integration Program Output

f or Plume Mixture I Mole Fractious
0 0 0
0 4 N
#1 C~J• p..
N N —

N I U
0 2  0 IX 0 IX
5 Id • 4.3 5 5*3
0 ~~ 0 ~~I I I

3 3 3
Z 1 Z
1*3 1.3 Mi

>
.4 .4 .4

5

IX IX IX
Id Id Id
a. a. a.
a. a. a.
3 3 3

0 0 0
‘0 0’
N 0 4
(‘3 N —

N N U
IX IX IX
Mi Mi 143

I I 1
3 3 0 3

(‘3 Z 1 (%J Z
O W  O W  1 1.1
U U >

.4 .4 .4a
IX IX IX
143 143 1*3a

~~ 0 in 0 0 0
(‘3 4- —
-4 4 4
in N
— 4 0

S S S
0 0 0

U U N
143 Mi PaJ
IX IX IX
3 3 3
4- 4- 4-.
‘C ‘C ‘C— -4 -4
I I I
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0 0 0
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• Z 1 1
• 0 0 0

— — -4
4.- 4- 4-
U U U
.4 — .4 — .4 —IX IX IX
5*. 1*. 5..

143 5*3 IdW I  Mi I 1*3 1
-.1 3  -.1 3 30 .j 0 ~J 0 -.j

I a. i a
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Appendix V

Use of the Baud Integration Program

I. Cards Read
A. Title card with gas mixture and temperature of the deposit in columns

1-40, and the number of gases (IR-active) in the deposit. Include the
mixture but not gases with no absorption bands like N2.

B. For each IR-active gas there ahould be a gas card with the name of the
gas in columns 1-40, the fraction in shich that molecule is present in
the mixture, if known, and the number of bands for the gas which are
to be integrated in columns 51-60 (right justified). The fraction is
optional and may not be known. It is simply printed in the output for
comparison. If it is left blank you will get 0.0.

C. For each band specified above an infrared ba~id card must be in the data.
The higher limit of the band should appear right justified in columns
5-14 and the lower limit of the band shoulr! appear right justified in
columns 21-30.

D. Each of the data decks has a title , that card is read and written in
the output. You may use all columns of the card for the title.

E. For each of the gases up to 1500 data cards may be read. The format
statement is a compromise. We want an integer in the first field but
some of the data cards have decima l points in them and wil l  not be
read unless we use F-format . The forma t in the program reads al l  of
the data cards we have. The last card of each constituent deck and
the mixture deck should be a blank card. This will be a signal that
the data deck for that particular gas has been completely read.

F. The total data deck is arranged with the package for each constituent
gas (arranged as stated above) followed by the package for the mixture.
The band cards in the mixture package must be in the same order as
they are encountered in the constituent decks because the program finds
corresponding bands by counting.

II. The output consists of the band integrals for the infrared-active constituents H
and for the mixture . This 1.8 followed by the mole fractions calculated from H
the band strengths . If the actual fractions are known and entered into the
cards they will appear in the output on the same line as the computed mole
fractions.
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ABSTRACT

Three problems relevant to the predictions of the fluid mechanics of
low altitude plumes have been investigated . These include a simple approximation
to the plume expansion , an investigation of constant pressure turbulent mixing
and the development of a “complete” p lume model.  -

A simple method for calculating constant pressure properties of plumes
was extended to include real gas effects. For conditions of interest , these are
essentially negligible. The perfect gas approximation is adequate.

Four turbulent viscosity models are investigated . None gives predictions
in line with experimental data. While the species distribution and pitot pressures
are in many cases not vastly different , the predicted temperatures would give rise
to very different values of total radiation . Additional work on compressibility
effects and numer ical error should be undertaken.

Finally, general equations describing a multi-zone plume capable of
accounting for shocks, radial pressure variations and turbulent mixing are
developed . The equations are specialized to the case of a three-zone plume and
reduced to a set which can be easily solved numerically.

20-2 

-



r’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
,—
~~~

---,_—_— • • 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~

-
• 

NOMENCLATURE

A1 area at location i
a diffusion parameter given by equation (14)
a1,a2 constants in 1-equation IKE model

C mixin g parameter

CD drag coeff ic ient
CF thrust coefficient

c~ c~1 cC2 constants in k-c model

h static enthalpy

h° heat of formation
• H total enthalpy

k turbulence kinetic energy

2. mixing length

Le turbulent Lewis number

mass flow rate

M Mach number

P pressure
Pr turbulent Prandtl number

r radial position , radius

production rate of species ~
S entropy

• I t emperature

• u axial velocity
v radial veloc ity
y ratio of specific tests

c turbulence energy dissipation

V stream function

p density
“Pranti numbers” for k and c

T ,T ,t turbulent shear and normal stresses
xr rr 00

p turbulent viscosity
mass fraction

gas constant
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SUBSCRIPTS
• a ambient

C chamber or core
e exit plane
I plume-freestream interface

m mixing region
0 centerline
t throat

freestream
species

I,
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INTRODUCTION

The pred iction of the fl uid mechan ical structure of low al titude
rocket exhaust is of interest to the Air Force in a variety of applications.
The abili ty to predict infrared or ultraviolet radiat ion from , secondary
condensation in or microwave or laser inter ference with the exhaust plume
all require a knowled ge of the temperature , pressure and chemical species
distribution in the plume as a starting point . The purpose of the research
described below is to examine various aspects of the overall problem.
These deal with the development of a simple model for predicting the start-
line properties of low al t i tude (~ 60 km) plumes , the evaluation of turbulence
models and numerical formulations for constant pressure plumes and the

• investi gation of a mult i -zone , one-dimensional underexpanded plume model.

The three problem areas are distinct , and so are treated separately
in the sections which follow . However , they are , in a sense , all interrelated .
The calcula tion of the plume flow f ield at low altitude requires a model
for turbulence. At the present time , no turbulence model is clearly superior
to any other . Yet the choice of the model greatly influences what the
predicted flow f ield is , as will  be il lustrated below. The onl y way to make
this choice is to compare the prediction of several of the most reasonable
models to available data.

Unfor tunately, the task of making predictions is further complicated
since the equations must be solved numerically. This introduces another
uncer tainty into the analysis. As wil l  be shown below , the numerical
“constitutive equations”, i.e., the manner in which the partial derivatives
in the governing equations are approximated by a finite-difference scheme,
may have as much effect on the predictions as the turbulence model employed
in the calculation . This adds an additional dimension of uncertainty to the
plume flow field pred ictions , an uncertainty that must be taken into account
when the flow field is used as input to further calculat ions.

The difficulties involved in calculating plume gas dynamics goes
beyond the items just mentioned. If the exhaust gas left the rocket nozzle
in a parallel stream at a pressure equal to the local static pressure, the
mixing and combustion with  the freestream could , in principle , be calculated
from a knowledge of the appropriate turbulence model. However, in flight ,
the nozzle exit pressure is usually greater than the freestream static pressure.
The initial portion of the exhaust plume is dominated by a series of expansions
and compressions , and the resulting shock waves. This increased the complexity
of the calculation tremendously. The pressure in the viscous mixing layer is
now a function of both ax ial and radial distance. The shock waves , generated
in the inviscid core , propagate into the shear layer where they interact with
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the turbulent flow and arc dissipated . This flow field cannot be calculated
at the present time . A second topic of the present investigation deals
with two ways in which this complex flow field can be approximated .

The first  technique treats this ini t ial  portion of the plume as
a lumped region in which the plume expands to ambient pressure. The expansion
is presumed to be one-dimensional , so that the constant pressure s t a r t l ine  is
governed by a single temperature. The effects of a variable heat capacity
of plume gas on the startline properties is investigated by comparing the
expansion of a perfec t gas to that of a real one.

A second type of model for this expansion is also presented . The
plume is assumed to consist of a number of discrete zones, each of which is
perfectly mixed at any axial station. This model is capable of predicting
the axial distance at which the plume can be considered to be at constant
pressure and give scine indication of the var iation of properties with rad ial
position at that point . In addition , the model can give some insight into the
effects of the viscous-inviscid coupl ing on the plume .

This paper is divided into three sections , one deal ing with each
of the three topics discussed above. In the following section , the
one-dimensional expansion to ambient model is discussed . A comparison
between the real gas and ideal gas expansions are presented . The following
section treats the constant pressure mixing problem. The formulation of the
finite-difference equations is discussed , and two alternate approaches
are described . A number of turbulent mixing models are also presented . The
effect of these models on selected plume properties , and how the pred icti ons
compare with measurements, is shown . In the final section , the equations
governing a multi-zone plume model are presented and a solution technique
is discussed .

• SIMPLE EXPANSION ~~DEL

The basic componenets of this model are described elsewhere (Ref. 1).
Only the major features are reported here.

Figure 1 show s a plume expansion from a rocket nozzle. The inviscid
core and the shock waves generated in it are surrounded by a mixing layer w h i c h
grows until  it eventually reaches the axis. Somewhere in the initial region of

• the plume , the pressure reaches the local static pressure. In the simple expa nsion

Fi gure 1. Plume Expansion

L 
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model , we ignore the details of the expansion process and assume only that
somewhere downstream of the actua l exit plane the matched pressure point
is realized . With this  assumption , we can then write the fol lowing equations
for conservation of mass, energy and momentum:

eeue rJ~ e~tr ’
2

ee re
t _ e r t

~~(Pe~~~~r 4 t e .~
t
~~ r’CD =0 (r)

where CD is the drag coefficient, defined as:

C~ ~ . Z r a f (1P~-’~3.0) 2Tr r~~r, (2)

In wri t ing the mass balance , equation (l)
~
, we have assumed that no freestream

gas is entrained into the plume .

The drag coefficient , CD , is a critical parameter in these equations .
It can be shown that it represents the entropy production in the expansion
process (Ref. 1). In the actual expansion entropy is produced in two ways:
first, by the shock waves in the inviscid core, and second, by the turbulent
mixing which takes place in the shear layer. The inclusion of only one of
these two mechanisms in the evaluation of CD would lead to an underestimate
of the entropy change.

In the present model for the plume expansion, an empirical evaluation
of the drag is used based on the “Universal Plume” model of Jarvinen and Hill
(Ref. 2). The plume drag is assumed to be given by (Ref. 1):

;= 2€. [Ccmft% ..,J’~’
t Cs)

where the thrust coefficients, CF and CFMax~ are :

~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~

t

~~~~~~~~~~~~~~~ 

( 2 ) ~~ ~ . 
(q)
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For the special case of a perfect gas (i.e., constant y), equations
(1) can be solved in closed form to give the condi’ions at the matched pressure
point:

7:[,_ 
~~c I)r-t~~

(r 1) f’~J;
I £ e ) ~”~~~ (~c

where

_ _ _ _ _ _ _ _ _  

(6)

and

~~~~~~~~~~

(7)

For a “real gas” (variable y) plume, no closed form solution is
possible. The composition of the gas and the variation of the thermo-
dynamic properties of the gas with temperature must be known. The real
gas expasnion problem has been solved numerically using a computer program
which calculates the expansion ratio and temperature of a gaseous mixture

• . expanded from known conditions to a specified pressure and entropy. For
the problem at hand, the known conditions are those at the exit plane and the
specified pressure is ambient static. The entropy change is unknown, but
must be such that the momentum balance , equation (1)3, is satisfied. Hence , an
initial value of AS is guessed and the error in the momentum balance is used

• to compute a revised value for AS. The secant method for estimating the
revised value was used (Ref. 3):

~ 
(8)

where

~~~~~~~~~~~~



The iteration scheme is remarkably well-behaved , requiring only about
10 iterations to converge to a solution.

Figure 2 shows a comparison between the predicted perfect gas and
ideal gas temperatures at the matched-pressure point for the ilume and
freestream properties given in Table 1. As is apparent from the figure,
the difference between the two sets of predic tions increased as the al titude
increases. However, the difference between the two types of prediction is
almost negligible throughout the altitude region considered and is probably
within the errors of the other approximations.

One aspect of this technique must be mentioned . When the global
balance model is employed to calculated the fictious matched-pressure
location, all information concerning the axial distance from the nozzle
exit at which this constant pressure location occurs is lost. We could
assume that the calculation should be started at the real exit plane, since
the constant pressure mixing models which are used downstream of this point
start with a zero or near zero thickiiess of the shear layer, and it is at the
real exit plane that the actual shear layer starts to grow. On the other
hand , we might expect that the actual constant (or more correctly, nearly-
constant) pressure location is at some finite distance from the exit plane .
If our drag coefficient were correct , ind icating a correct amount of entropy
increase , then we have implicitly assumed some mixing takes place during the
expansion. Unfortunately, our assumption of uniform properties at this point
is in conflict with this line of reasoning. If a constant pressure mixing model
is used downstream of our calculated location , the mixing model must , of
necessity, start wi th a “zero” thickness shear layer.

I believe that discussionsof this sort are pointless. By employing
this approximation, we have abrogated our right to any knowledge concerning
at what axial location to start the mixing calculation. It seems most

• reasonable to assume the mixing starts at the actual exit plane. However,
there is no a priori reason for the predicted spatial distribution of plume
properties to bear any resemblance to reality, indeed , there must
be disagreement between measurements and predictions in some region of the
plume regardless of the axial location selected to start a constant pressure
mixing ca1cu~ation.

1Convergence is defined as a value of AS such that

.~~ O,000oi [ ee 4 # (~~~P..))
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TABLE 1. EXI T PLANE AND FREESTRE AM PROPERTIES

• Exit Plane: I = 1854°K , P = 0.924 atm , U = 9104 ft/ sec , y = 1.23 ,
c = 6 , M = 3.06, Pc = 57. 76 atm

Species Mole Fraction

H 1.62 (~ 3) l
O 1.51 (-5)
OH 8.01 (-4)

• NO 9.71 (-2)
CO 0.0528
H2 0.0659
02 5.15 (-5)
H20 0. 441
CO2 0.0784
N2 0.349

Freestream y = 1.4

Altitude (kin) Pressure (atm) Mach Number

5 0.531 0.687
15 0.119 1.76
25 0.0248 2.85
35 5.65 (-3) 3. 73
50 7.89 (-4) 4 .94
59 2 .42 (-4) 5. 91
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EVALUATION OF TURBULENCE MODE LS

Whether or not a simple procedure such as the one just described
is used to begin a plume calculation , the pl ume model mus t con tain a mathematical

• description of the turbulence . In the case of a constant pressure plume,
the problem is certaintly much simpler , since only the axial momentum
equat ion , containing only one stress componen t , needs to be solved . In
this sect ion , d iscuss ion w ill be l imi ted to that par ticular case , const ant
pressure mixing. However , one would hope that a turbulence model valid
in this case would also be valid in the variable-pressure situation as
wel l .

The turbulence model selected for incorporation into the plume
calculation should be the most “correct” one. At the present time, there
are few theoretical guidelines for the form of such a model . The ultimate
test of ‘~correctness” is the ability of the model to reproduce available
mixing data. For such an important subject, it is surprising that so few
comparisons have been performed. Indeed , for the most part , what has been
compared in the past to experimental data is both the turbulence model and the
numerical framework in which the turbulence model sits. To evaluate his model ,
the turbulence modeler typically writes his own finite-difference program.
Hence , there are almost as many computer programs as there are turbulence
models. The comparisons performed thus far are really comparisons of the
total package , turbulence and numerical models. In this cection , we wi l l
provide some comparisons between several different turbulence models all used
in the same numerical scheme.

Pr ior to presenting the comparison s, we will  rev iew the equations ,
both conservation and constitutive , and the numerical procedure used in the
program. Low Altitude Plume Program (Ref. 4) was employed , wi th the modifica tions
discussed below. For an axisymmetric turbulent flow, the equations of
conservation mass , momentum, energy and species mass are written in boundary
layer form as

~— (e ”)~~ 
j.(eAPr) 0

r~~~~r

e~~~~e - ~~-~~ * -L.~~-~(r,C~~~ )

r~~~~r ( P r L ~ i ? r

+ (‘Pr-I) 
~~~~~ (Le -s) E~

(‘0)

—-- 11n writ~jn.g the energy equation in this form, we have ignored terms such
as EVW~h~ and Eu ’hcjw& which appear after the time averaging. This is standard practice ,
although it has not been justified .
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These are supplemented by conservation equations for turbulence kinetic
energy and turbulent energy dissipation :

e’~ ~~~~~~~~~~~~~~~~~~~~~~~~~ ~a2et’~
(

These parameters are used in the definition of effective turbulent viscosity
by some modelers. The form of the energy dissipation term in equation (11)

~depends on whether or not c is required in the definition of ii .

The conservation equations as they stand are valid , within the
spirit of the approximations discussed above, for constant dens ity f l ows
only. The effects of compressibility must be accounted for elsewhere . The
practice has been to incorporate a compressibility correction into the
equation for the turbulent viscosity or in the diss ipation. These correc tions
will be discussed below.

Introducing a stream function , V , defined as:

(1 2)

and transforming equat ions (10) and (11) from (x ,r) coordinates to (x ,’Y)
coordinates allows us to write the equat ions as:

(i 3)

~ * ‘ b ~~~“

where

1
1
4w

and the function F, P and D and the parameters b are given in Table 2.
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Table 2 . Functions for Equation (13)

F b P D

u 1

0H Pr 
*~~-Dq.Lr[~~- ‘I’ ~fj ~w Pr/Le

k Ok .(
~~~

)
C 0

C

Equation (13) must be solved numerically using an appropriate
finite difference technique. The one used by LAPP is similar to that employed
by Patankar and Spalding (Ref.  5). It is obtained by multiplying equation
(13) by V dV and integrated across each stream tube, from ‘Y- to V+ . (The
exact meaning of ‘I’- and ‘V+ will become more apparent when we discuss
possible choices for stream tube positions and the different numerical formulations.
These will be discussed shortly.) Some of the P and D functions cannot be
integrated exactly. In these cases, P and D are replaced by “average
values” over the stream. The result is an equation of the form :

a r:. ~~..d’ a. ac~, .a~~.f ~~~~~~~~~~~ ‘i~ (J ~
t t 

I 

* &
1+ I• 

— _____

~~~~ 
—
, b ’~9’I+ b~~~’ - 2

The derivatives are then approximated using finite differences as:

~~~~~— _ _ _ _ _ _ _ _ _

~FJ+ ~bI~
(IC)2

~~ 
a. 

q M + 
~~
il
LM

~~ 
~~~~

q m -b b ’ I. _ _ _ _ _

(I?)
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The a~e1age values of P and D are taken as the values at the center
of the streamtube . The LAPP program uses “implicit differences” in the
evaluation of the pressure gradient and the chemical production terms . In
this formalism , the terms are evaluated at the downstream axial station . The
result is a set of finite difference equat ions of the form :

a~t _ _ _÷— 

~~~~ 
V
~~~FI ~~ 2 P d ~~V”I~ ~~~~~~~~~~~~~~~~~~~~~ ~~‘.m)

_ (an~i,4.a.y, j(~~~,.. F,,, ,)1 t ~~~~~~ ~~ 
‘P - .~1 ‘D,,~,,

The appropria te value s of F , P~ , b, P and D are given in Table 3.

Table 3. Definiticns for Eqatuion (18)

- dPu — 1 o odx
H 0 

~r °

(1, ~~~ 4f 1
% 
.1 - 1 ,, e-~)i~(~ç _  ‘

~~~, 
.~)J

1— (G 1~~~~~~~. 1’4 lIIM)~~~(

’ 

~I)(!, ,11
- lI,, .j + i~c.~J~a —

‘..(L.- ) rL.~(4~A M .. AI~M..JJj
Pr/ Le o o

k °
k 

cL,l~ u%+,_ c~ !,l,, .,)
* a2

( C0

6 0 0
~~~~~~~~~ ~~~~ C~, £
.‘ ‘I. ~

The f in ite difference equations take on a differen t form at the
centerline of the flow and at the edge. In the latter case, we can
define both the N and N-i streamtube as belonging to the freestream. In
this case, equation ci8i still holds provided we realize:

~~~~~~~~~~~ ~ P~ A1-I (s 9)
I

Iin the computer program implimenting these equations.

At the cen terl ine , another form of the fin ite d i fference equat ions
must be used to insure the appropr iate boundary condi tions are sati sf ied. I n
the original program (Ref. 4) the centerl ine is treated by us ing a l imitin g
form of the governing equa tions. From (13) :

• I i r ~ 
_
~~_ I .Lo_.E )~~ J_ I ~ , f 4  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~a —

• ‘t.,o ~‘~~~
- \ b  ~~~ h ~~~~~~~~~~ 

(2o

1 Patankar and Spald ing (Ref .  5) suggest an al terna te def in iti on.
2see nex t page ~~ 
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Using the definition of a, equation (14)

~ t~ 2eu,~tr~~ E~~

~~~~~~~~~~ t i r ~ 2ZL~~ 
(2s)

Hence , at the centerline, the conservation equation takes the form :

~~~~~: ~~1 
~~~ 

t (22)

In this type of approximation , the centerline of the flow is treated
as a disctoninu ity. Any of the dependent variables could be represented
by a plot like Fig. 3. The mesh points at which the calculations are
carried out correspond to the ends of the intervals.

F~~~~~~~~~~~~~~~~~~~
‘i,- ‘

~~

Fig. 3, Mesh Point Distribution in the Original Program

An alternates procedure is to formulate the ce~ter1intin a similarfashion as the remainder of the flow . Here, the mesh points can be thought
of as distributed as in Fig. 4. The

P
Fig. 4. Alternate Mesh Point Distribution

7—

The ori ginal Low Altitude Plume Program did not consurve mass,
• 

• momentum and energy because this condition was not fu l f i l l ed .
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dependent variables are defined on the center of each streamtube , and every tubeContains a finite mass flow. The finite difference equations on the centerline aredetermined by multiplying equation (13) by V d f ’  and integrating from o to V~.

F , —~~~ 1~~,, O = .,
~ 

_ _ _

.
~~
. 

~~~~~~ 
_ _ _ _ _  _ _  

(23)
1~1~~•

The values of D and P are defined for each value of F in Table 4.

Table 4 . Definitions for Equation (23)

F b P~ P D

u 1 -
~~~~~~~~ 0 0

H Pr

‘~!~L (
~ 

- ~t ,t ,).. (Le -~) Z i~(~ %~~ - ‘A~ ~
)

w Pr/Le o o

k 0

k 
0 0 

£
6 0 

° °

• An additional modification to the original program is the manner
in which the radial posit ion is determined from the stream function . Fromequa t ion ( l2 )

~

t
r d t  ~~~~ (2 q)

2 2

The original program evaluates the integral on the righ t hand side us ing
Simpson ’s rule. However , because of the step-wise nature of the distribution

• (Fig. 4), the integral can be evaluated analytically. The result is:

r ~ ~~+)‘&~ 
r~~4 (2.5~)

~~~~~2

2fl-1 ~

- — ~ ~~4



r

• where
2 2

• 
• 

~~~~~ ~ 
+ 

~~~ 
] (26

and
1V*’~ (2 ’?)

It is easy to show that given a distribution of ‘1’, p and u
both the ori ginal and revised procedures predict the same values of r.

The finite difference equations for the constant pressure mixing
must now be supplemen ted wi th an appropr iate express ion for the turbulen t
viscos ity , ji . Several differen t types of constitutive equations for
~i have been developed . In this work , three general types were invest i gated .
The first is an algebraic model due to Prandtl (Ref. 6):

,Lt .~~~ ~c 6 ( U 0 - (U)

The second is a turbulen t k inetic energy model with an algebraic length
scale used by Harsha (Ret.  7) :

a e ~/ I ~~ I (2~ )

The th ird model , developed by Spalding and coworkers (Ref. 8) is a
two-equation turbulent kinetic energy model with both the velocity-- and
the length scale given by a differential equation :

C 4
2
/ (so)

While the length scale does not appear explicitly in equation (29), it is used
in the differen tial equation for k , equation ( l l)~.

The calculation of plume gas dynamics requires that some compressib i l ity
correction to equation (28) to (30) be made . A number of such corrections
have been developed in the past . Donaldson and Gray (Ref. 9) arrived at an
empirical correction to equation (28) based on experimental measurements of a
jet into still air. The constant c in equation (28) is taken to be a function
of the Mach number at the half radius . Smoot (Ref. 10) has e~t~nded the
correlation of Donaldson and Gray to include measurements of jets with external
flow. Ting and Libby (Ref. 11) proposed a “compress ibil ity transfo rmation ” in
which c at any rad ial position depends on the value of the dens ity ratio integrated
from the centerline to that pos ition. Harsha (Ref. 7) assumes that the coeffic ient
ai is independen t of the Mach number , but assumes that a2, the coefficient in the
dissipation term of equation (11)1 is a function of the turbulence Reynolds number
as well as the density ratio. Finally , Dash , et a l (Ref.  12) modified equation (30)
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using emp irical data on the spreading rates of compressible jets. They multiply
the turbulent viscosity by a coefficient which depends on the turbulence
Mach number.

These various models , both for the numerical procedure and the
turbulent viscosity, were used in a comparison between model predictions
and exper imental data obtained on a rocket plume in supersonic flow . The
nozzle was designed to give parallel flow and matched pressure at the exit
plane , although some shock waves were observed in the flow field. The predicted
nozzle exit properties as well as the values of the turbulence parameters
used in the calculation are given in Table 5.

CHEMICAL REACTIONS

H + H + M H 2 + M

O H ÷ H + M ~~ H 20 + M

H~~~~~+ O H  -
~ H i O + H

~~ L

O ÷ H -  + O H + H
‘. 4-

H ÷ O 2 + O H + O.4-

C O+ O H  ~~ C02 + H

OH ÷ OH ~ 1120 + 0

H + 0  -)• 0 1 1+ 1 1
2

2 2 .
~-

0 ~~~~0 ~~~~M 
-
~ O~~~~~+ M4- ~

0 + H + M  -
~ O H + M4-

CO + 0 + M ~~ C02 + M

C 0 2 + 0  ~~ C O+ 0
2

Table 5 . Input Parameters for Plume Calculat ions
P = 0.285 atm , R~ 0.14 ft, Le ~~~ P~~. = 0.85

• Jet Freestream

T(°K) 1294 223
u(ft/sec) 9279 1980

Mole Fractions 1120 0.366
N., 0.316 0.7905
0~~ 

7 .2 (-4) 0.2095
Co 0.12 -

C02 0.048 -

112 0. 126 -

H 0.0116 -

OH 0.0111 -

0 6.17 (—4) -
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Table 5 - Continued

k-c Model (ER.30)

( S
4 O.~ ? c.s(ir “i r ’0!J 0.03 ‘r ’~~~ e. 41

O.2~
where 

,j, ;.4
I~. r~r)

and the remaining constants are there given in Ref. 8

k Model (Eq . 29) :  As in Ref. 7.

The Donaldson-Gray and Ting-Libby models appeared in the original
• program and were unchanged . The two additional turbulence models , with
• the appropriate compressibility corrections , were added to the computer

code. Initial levels of k and c were estimated by calculating the turbulent
viscosity based on the Donaldson-Gray model and using equations (29) and (30)

• to find the corresponding values of k and c~ . In addition, the Donaldson
Gray model was used until the shear layer contained a sufficient number of
points (typically 6) to permit the definition of derivatives in this region.

• This usually occurred at an X/D of about 1.

• Consider first the problem of errors introduced by the numerical
formulation of the governing differential  equations. The two centerline
and integration procedures were examined with each of the turbulence models.
With the exception of the k-c turbulence model , essentially identical resul ts
were obtained with both numerical techniques. This is not surprising
since the revised centerline method uses an average viscosity in the diffusion
term , whereas the original method uses the centerline viscosity only. Since
the Donaldson-Gray, Ting-Libby and or*equation TKE models all predict
essent ia l ly  the same viscosity at the centerline and the next mesh point , the
average of these coincides with the centerline value.

1• Since u at the exit plane and ~r in the initial region are typical ly
small values, k was chosen as

= ~~~~~~ j ~~~ 
:1e

Levels of k in the freestreain were chosen as a factor of 100 lower .
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The k-c model does show some differences between the numerical
formulations as illustrated in Fig. 5, for the centerline decay and a
radial profile at one axial station. In this model , the vi~cosity at a
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point is tied to the local turbulence values at the poin t . The or iginal
• formulation isolates the centerline diffusion from the rest of the

flow field producing a larger core. The spiked concentration prof il e
in the developing region also indicates this effect. The difference
between the two predictions decreases with cliwnstream distance .

While one can produce some logical reasons for believing in one
centerline formulation rather than another , this is not always the case
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when comparuig various numerical techniques . Figure 6 illustrates the
pr ed~ct lons of two computer codes usin the one-e~uation
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TKE model. These are calcula tions of Forstal l ’ s exper iment of an air je t
into a coflowing air stream (NASA test casej, Ref. 13). The d ifferences
between the two pred ictions in this case can be considered the numerical
error inherent in the finite-difference precictions.

Wi th th is rough estimate of uncer tainty in mind , we can proceed with
a comparison of the prediction of the turbulence models with measurements of
concentration and pitot pressure in a rocket exhaust. Figure 7a shows the
predicted centerline decay of the cuncentration . All hut the Ting-Libby
correction appear to be a reasonable job in reproducing the data points.

Given the experimental and numerical errors involved , one might be tempted
to conclude that any of the mixing models , with the exception of Ting-Libby,2
is adequate. If the infrared radiation from the plume were of ultimate

• interest, temperature is a~important variable. The mixing models predict
the centerline temperature distributions of Fig. 7b1. The difference in radiation
computed from the three flow fields would be significant , much more so
than a comparison such as Fig. 7a would indicate.

1The increase in t emperatur e in the in region 0 x 2 is probably
a result of a readjustment of the exit plan e values to equilibrium conditions.
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The radial profiles of concentration and pitot pressure at 3 and 6
ft from the exit plane are illustrated in Figs. 8 and 9. Pitot pressure
was calculated from the Rayleigh supersonic pitot formula (Ref. 14). The
comparisons do not reveal the clear-cut supremacy of any one of the mixing
models. At 3 feet, the concentration profiles indicates that the mixing
layer has not yet penetrated to the axis. The k-c model is in very good agreement .
However , the pitot pressure profile does not reveal a core region at this point .
The Donaldson-Gray model looks to be the best. At the 6 ft station , none
of the models repr esents the concentration prof ile , the Ting-Libby model

• while significantly underpredicting concentration is the best match to pitot
pressure .

One of the interesting observations based on the comparisons of
• radial profiles is that the Prandtl model , equation (28) ,  with either

compressibility correction discussed above, gives profiles which are much
more spread out than the to other models. There is more radial mixing

• with thesemodels than with the other two as well as the data. This is
a result of the minor variat ion of viscosity across the mixing region and the
same viscosity in the freestream as in the plume . It mi ght be expected that

• the prescription of a lower viscosity in the freestream than in the plume
would tend to reduce the spread of radial profiles.
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A SIMPLIFIED LOW ALTITUDE PLUME M3DEL

The two previous sections of this report have dealt with simplified
idealizations of the low altitude plume. Emphasis was p laced on the
constant pressure mixing: how to arrive at a suitable description for
the input conditions and how to model the mixing. This is the type
of model most often used to calculate plumes. However, as mentioned
prev iously , the initial portion of the plume is definitely not at
constant pressure. The matched pressure point, once it is reached
is not characterized by uniform temperature and velocity.

Recent attempts to formulate a more complete model for the plume
have divided the flow field into an inviscid portion and a mixing layer
which wraps around it. The two regions are assumed to be independent :
there is no feedback of information from one region to the other. The
inviscid flow is assumed to set the boundary conditions for the flow field.
Such models involve several approximations . First, the pressure in the
mixing region is assumed to be constant radially (with a value equal to
the predicted interface pressure from the inviscid calculation). Second ,
there is in essence no penetration of the shock waves into the mixing
region. Third, shock waves are not attenuated by the mixing region and
progress downstream with very little damping. A priori judgement is
required for when to end the inviscid calculation.

Unfortunately, there is no way to assess the magnitude of the errors
caused by the assumptions in both of the above-rnentioned plume models
without solving the complete problem~which at present is apparently
impossible. One- might expect that the non-interaction of the shock
waves with the mixing layer would lead to an overprediction of the plume
temperature and hence other properties such as infrared radiation . On
the other hand , the use of a uniform start-line in a constant pressure
mixing program might underpredict the radiation since radiation is an
exponential function of temperature .

Freeman (Ref. i S)  suggested a procedure which could be used to assess
these errors without hav ing to solve the complet~i problem. He suggested an
approximate solution to the exact problem , rather than an exact solution to
an approximate problem. Such a model has definite merits. It is important
to note that this type of model may result in poor predictions of the flow
field and hence derived properties such as radiation.’ The main utility
of this model would lie in the determination of the relative magnitudes of
the errors involved in the more exact solutions of the approximate models.

‘Freeman ’s result (Ref. l.f ) indicate that the model may do a good
job in this respect as well .
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The model equations developed by Freeman , as wi l l  be
shown below , are incorrect. In the remainder of this section we
wi l l  develop the appropriate equations, indicate several different
approximations which can be made and show how the equations can be solved .

Freeman ’s “Piecewise Uniform Flow Field” model env isions the
pl ume as consi ting of a number of discr ete zones d istr ibuted radia l ly .
Each zone is characterized by uniform values of the dependent variables .
The number of zones is , of course, arbitrary. Freeman proposed three.
A one zone model would correspond to the start line procedure discussed
above. As thenumber of zones increases, the model approaches an “exact”
finite-difference form of the governing equations.

The three-zone model is shown in Fig. 10 . It would be a
relatively simple procedure to extend the model to a more realistic
four-zone model in which the mixed region is devided into low
speed (outer) and high speed (inner) zones. This , however ,

~~~~~~~~~~~~~~~~~~~~~~~~ 
I
~~~ ••

4m%,EWT ..-~~~~~~

— —

Figure 10. Definition of Piecewise Uniform Zones

detracts somewhat from the overall simplicity of the model by greatly increasing
the algebra required to solve the resulting set of equations.

The development of the equations for each zone of the model starts
with the general conservation equations (/0) re-written here as:

.

~

. = o

i..(eLt’r) ~~~~~~ = -L(r?) + ~~ .(r~~~~r)

~~ (et(~wr) t L(eiu 1r) - P i..(rt ) .“t&9

- 

• 

_ _  _ _  

(

1The reason for mak ing this extension will be obvious later .

L ~~~~~~~~~~~~ • ~ •• ~~~~~~~~~~~ ~~~~~~• ~~~~~~
• •



rr
_ _ 

~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

• -- r ~~~~ —‘— _ _ ~~~~~~~~ - ~~~~~~~
—‘--—

In wr i t ing  the equations in this fashion , we have made severa l
assumptions. The right hand side of the energy equation is missing
two terms (equivalent to I.e = 1; c~ = Pr). As shown below , these
are of no consequence for the problem at hand . More important , we
have assumed that transport in the radial direction is important ,
while transport in the axial direction is negligible compared to
convection.

We now multiply each equation by dr and integrate between two
arbitrary radial location~,, r1 and r2. Liebnitz rule and some algebra
give the resul t :

.Lf. t 
e~tr~

Lr - ~~~ •~~c r ~~~ e#v rL-  ewrI,.

- az j .. f~~
e((rJr ~~~.f eur4r =

t 2rIr~~~~~~~?rI~~~
!i ‘ t

~~~ vr L r’t
~rj r

- “i t ,v ~~~~~~~~~~~~~~~ 
g r?Ir

$ 

~ ~~ 1 

~rrIç FL er.Iç -1t.eofr 
(32)

- ~~~~~~~f l
e

Rr d r,a $~~~~f ~~o u rø( r =

~~~~~~~~~~
~~r t r

- t ~ ~-i.;•~+ fr ’
~~ 

rd.

Equations (~~ are generalized and simplified by applying them toeach of the three zones of Fig. 10 . We assume that each zone is
characterized by some uniform, average value of the dependent variables
(p. u, v, P, etc.) at each axial location. Hence the integrals appearing
in the equations can be simply expressed. We also note that at the boundary
surfaces of the mixing layer (re, rm) the turbulent viscosity, and hence
the shear stress , is zero since by definition this is the place where there
is no turbulence. We assume the mean value of t~~ in the mixing regio~ is zero ,
since it is probably negligibly smal l compared to the radial pressure.
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Each of the fiv e conserva tion equations can be applied to each of the
three zones, as well to all three simultaneously. This gives twenty equations ,
only fifteen of which are independent . They are:

Core : t _ 2rT ez r
~ ((C r~~~~

_
~Vj)

Mixed : ~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~
Ambient : 

‘:::;.°: £i~ç r 1(N — u 3~~~~)
Total:  

(iM c.+I1~m *~~~I.L):O (33)

AXIAL ?‘OMENTUM

Core : ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Mixed : 
~~~~~~~~~~~~~~ ~1)J: ~~~~~~~~~~~~~~ ~~) -

Ambient : 
~~.[M~~~~ +ir P1 (r

2 

~‘) J = - 
~~~~~~~~~~~~~~~~~~ ~~~~~~~~

Total : 
~~~~

. ~~~~~~ ~~~~~~ ~~~~~ ~~~~~~~ ç~’) .~~~~~ (çt.. r~ ))} o

RADIAL P4)MENTUM

Core : : 
_ _
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~ 

#1
~ih (I ~~~~ ~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~

Ambient : ~~
._. i~~A7~ ~ (

Total : 
~~~~
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~ L~~(~~

-’
~ ) s.
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ENERGY

Core : ~~~(A~
IJc) I4

~
4

~!~’ .~~~

Mixed : 
~~ (A .1~L)— I4~ Mgts~~) t o

Ambient : ~~.(s~..im1.)+ ~~~~~~~~~~~~~~~~~

Total: 
~~T [M ~ 

~~~~~ 

‘
~~M i4~ p M & IL] . 0

SPECIES

Core: ~~~~~~~ ~~
Cc~) 

— T~~~~~~ p( r~
Mixed : ~~~~~ t).~~) - “ * irR~ (r ,’- ~‘~!)

Ambient: + . 1T”I~~ (r~’~ r1 )  (.3?)

Total :

The mass flow rates are given by:

m
~

* 2
m

rna

Equation (8)3 may be thought of as defining ra in terms of Iha, wh ich
is more convenient for missiles in flight .

In addi tion , we have the ideal gas relations :

(~~)
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and relationships between total enthalpy and temperature:

~ . +  L ( c ~~~.,v~t)

~~ 
[
~~~~

. 
~~~

. + ~ dTJ .. J- (a~+,4r ’)

~~~~~~~~~~~~ +~~~(c~~+Aç ’)
(ziPo)

~~~ 
.
~-~~~~~r - r )  +f (4 !.N t)

(~~: ~~ i a.)

Despite the fact that we have available some 24 equations, we are
still in need of further information : there are 39 unknowns , assuming
average reaction rates and species molecular weights , heats of formation
and heat capaci ties are known .

Before discussing how the set of equations can be closed , it is
worthwhile to point out how th is  set d i f fers  from the equations of

• Ref . I6~ . There are more equations provided in the present development ;
although neither set of equations is closed at the present time . Freeman
uses shear stress defined at the boundaries of the mixing layer. As
pointed out above the stress at these locat ions is zero. Freeman ’s “stresses”
are actually entrainment coefficients , empirical models for the growth of
the mixing region by capturing mass from the freestream and the core . Finally,
the radial momentum equations d i f fe r  since the equations of Ref/ fignore  the
increase in radial momentum due to the increase in size of the layer.

• Returning now to the problem at hand , we see that equa tions (3 5)
through (37) must be supplemented by add itional relat ions . Our unknowns
contain value s at the boundar ies of the layer in add ition to those
within the layer. We anticipate that these should be related. For
example , the value in the region m ight be taken as the average of the
properties at the boundary , or be val ue at the boundary m ight be defined
in terms of the values on either side of the boundary. Obviously several
alternatives are possible. We realize that there will be large pressure
and rad ial velocity gradients across the zones. We will assume we
know these values at the bounda ries and def ine :

2 
(q i)

2
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Def ined in th is manner , we expect v~ = o = V a . Also , we would expec t
the axi?l velocity to be somewhat more uniform across each zone. Therefore,
we take :

2 (142)
— 

_ _ _ _

2

We assume that the freestream values are known and uniform:

u = constanta

Ha = constant

Wcta constant

~a = constant

= constant (Li S)

and that the core total enthalpy is constant :

~ktc = constant ( ‘eq)
Hc = constant S

With Ua and H~ constan t, we find from (%) j and (
~~3

H 2 = H~ ; H3 = Ha (‘/.5’)

• At the plume freestream boundary, we will assume the pressure to be a
constant for subsonic external flow or to be given by the Newtonian impact
pressure for supersonic external flow:

d

‘P3 ,~ 2 
~~~~~~~~~

1~. ~~~~~~~~~~~~~~~~~~~

alternate procedure for the boundary velocities would be to use
Bernou ll i ’s equation or an equivalent to calculate Ur and Ur knowing the
pressure history on the surface. 

C m
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This increases the number of equations to 37. To obtain the final
two equaties we need two additional assumptions. First we assume some
prescribed total pressure distribution in the core flow :

Qc~~~~ ‘R:. ~~ J~~i 
4 (x)  

( ‘l 7~

Equation (‘
~
7)2 is in essence a mechanical energy balance or Bernou l l i

equation for the core. The variation of total pressure with axial distance
can be taken as a continuous one , where the shock structure is smeared
over the entire core ; zero , for isentropic or shock-free core f low;  or
as a discrete function of axial distance, where some “mass-averaged”
shock is assumed to occur at a position where the core radius , for example ,
is a local maximum .

The final equation is obtained by introduc ing the concept of a
shear stress. There certainly is a stress inside the mixed region ,
so we write an axial momentum balance from the centerline to the mixed
region half-radius , r½ :

-p 2~r [ ?>i~r-.,,, 41
51!t 4 r~~~’rgp] .

If we assume the half rad ius is exactly half way into the mixed region :

_ _ _  

-~ ...-‘ ~
~ ry2 ri.~

(qq)

~~~~~~~~~~~~~~

The shear stress can be taken as:

~~~~~~~~

= €.,1c.( r
~~~

re) ( t ~r~f (.ar~~tirJ

2
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We now have a determinate problem. Equations (3~ ) through (~/ )
are re-written as:

~~~~~~~~~~~~ ~~~~~~~~~~~~
4k.. 

~~~~~~~~~~~~~~~~~~~~

~ç =0

~~~a~+ir~~~r )  ‘~2~~~~~
# ~~~~~~~~~

(~~~~-U3 +a )~~
(
~~~ .. - 2 f f ?3 r ,,~~~~~

~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~r r ( ~~.- ’ !z )

~~r r.~ 1I.t3J ~~~- °

#u~4~~: t ( 1 ~~~ )

~~~~~~~~~~~~~~~ 
e3~~~~~~a~~

These ten coupled equations are the one which must be solved .

The solution procedure can be simplified with some algebraic
manipulations. It is straight forward, though tedious , to reduce
equations ($1 ) to the following set :

~~~1:

L 

~ c~(ss r r4,~, 3
~~I~ (?~
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For supersonic external flows, we can look on (52)4 as providing anexpression for durn. Then (52)1 1 contains only a single derivative. Forsubsonic ~~T external flows, V3 = 0 and equation (52)j is indeterminate.In this case, we should take

- 
_ _ _ _aM~ (if i)

find Ih
m from ((2)2 and in a from 

~~~~~ 
again giving a set of equationswhich contain only one derivative in each.
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The resulting se t ‘f coupled , non-lin~~r equations must be solved
numerically. There are , however , a variety of techniques for obtaining

• • a solut ion (eg. Ref. 3). Unfortunately, there was insufficient time
to set up and solve the numerical equations.

H

r
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CONCLUSIONS AND RECOMMENDAT I ONS

Most of the major conclusions and recommendations from thisjnvesti-
gation are presented in the appropriate sections . They are suminerized below .

SIMPLE EXPANSION MODEL

1. The differences between perfect gas and real gas start-line
properties is small. The perfect gas calculation is significantly simpler to
perform. The resulting errors are probably of minor importance compared to
the errors involved in the lumping procedure . - •

2 . The axial location to which the predicted start-line properties
correspond is impossible to determine. When an overall property, such as total
radiation , is the ultimate goal , this indeterminacy is unimportant . When
detailed sp~tial data is in interest, the actual exit plane is proba~ ly the
appropr iate p lace .

3 . Since the actual “constant pressure line” in the p lum e is
characterized by a distribution of temperatures rather than a single value ,
the effect of mixing on the downstream properties must be investigated . There
is conflicting evidence as to the importance of a variable start-line on down-
stream proper ties .

EVALUATION OF TURBULENCE MODE LS

1. In a single computer code , slight variations in numerical
formulations usually result in minor changes in the overall predictions. However ,
the variation from one code to another can be significant. These variations
should be examined in more detail in order to appreciate the magnitude of the
numerical uncertainties in resulting answers.

2. None of the turbulence models investigated here provides a good
description of turbulent mixing in rocket exhausts. Further investigations into
-this problem are required , examining properties like emitted rad iation in
addition to species concentrations and pitot pressure.

3. The data base on turbulent mixing in a supersonic je t in a
supersonic ireestream should be expanded to a l low for additional comparisons.

4. Compressibility effects in the turbulence models should be
examined in more detail.

SIMPLIFIED LOW ALTITUDE MODEL

1 . The governing equations should be solved numerically and a
parametric study undertaken to determine the relative importance of shocks,
lateral pressure gradiei-ts and mixing on the overall properties of the plume .
Such a study may help to identify critical areas of the fluid mechanics which

— should be modeled to detail as well as less important areas which can be handled
approx imatel y. Failures in current models will not necessarily be removed by the
addition of more and more complex components. In a problem as complex as the
modeling of a rocket plume there must of necessity be certain components omitted .
The continual “improvement” of plume models may make them more complex without
provided better nr~ 1i -tinn~
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H SIMULATION OF TURBULENT FLOW VELOCITY

ABSTRACT

Lase r ve locimeters can be used to measure fluid velocit ies by

measurin g particle velocities in the fluid flow field. If the

particles do not follow the flow then the laser velocimeter

measurements wil l  not accurately represent the fluid ve l ocity.

P a r t i c l e  dynamic ca l cu la t ions can be used to defi ne th i s

inaccuracy if the space—time history of the flow field is

known. This study investigated methods of simulating the

space-time history of a turbulent flow from the gross Statistics

of the velocity so that the inaccuracy of laser velocimeter

turbu le nt flow measurement s m i ght be estima ted.

21-2
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Introduc t ion

Laser ve locimeters (LV) measure fluid velociti es by measuring the velocities

of particles suspended in the fluid. If the particle s follow the fluid
i i

flow then an LV will accurately measure this flow. In the i deal case of

small particles in a flow hav i ng only slow veloci ty changes this situation

is closely approached. To the contrary , in flows where the velocity changes

rapidly and large heavy particles are being measured , a cons i derable

difference between the fluid motion and the particl e motion will result.

To assess the accuracy of LV measurements the difference between the fluid

motion and particle motions must be determined for the various types of

particles which can be detected by the LV. The difference between the fluid

and par t ic le  mot ions can be predic ted using drag re la t ions , such as

Stoke ’s drag , lf the fluid veloc i ty space-time history is known . Unfortunate ly

the velocity history is not known for turbulent flows which fluctuate rapidly.

The accuracy of LV turbulen t flow measurements might be estimated , however, i f

the fluid veloci ty history can be simulated with some pseudo-random function

which has the correct (1) mean velocity, (2) root mean square veloc ity ( r .m .s) ,

and (3) auto-correlation function . The purpose of this study was to pick such

a pseudo-random function wh i ch can be given a predetermined mean, r.m .s and

auto-corre1at~on as a function of location in the flow .

_  
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Laser Ve l oc i metry

A one-component fringe system with crossed beam optics is shown below:

~~~~~~~~~~~~~~~~~ p1ifter 9

Laser Collimating “.
“~ n Ph~od~~ctor

~~~~~~~~~~~~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

~~~ Fluid FLOW Collecting
1liua4n~ 1ng O~~CS 

______

Od.ctor O~ks

Figure 1. Dual Scatter Laser Velocimeter

Ligh t from a laser is split into two beams and focused at a point in the

flow field .
1 W i t h  t h i s  arrangeme nt , i nterference fringes are created at

the probe volume in the flow field. Particles in the fluid wh i ch are

carr ied through the fringes scatter light wh i ch is collected by the

detector optics and focused on a photo detectcsr. The si gnal produced by

the photo detector is analyzed to give the frequency at wh i ch a particle

intercepts the fringes . The velocity of each partic le is related to the

s ignal  frequency 
~~ 

by the rela t ion

= Kf~ (1)

where K is the fringe spacing . To determine the fluid velocity, a rela tion-

ship between the particle veloc i ty and the fluid velocity must be given .

21-5
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Particle Dynamics & Fluid Flow

The equations of motion for a particle suspended in a fluid are :2

+ 
a(Vp-V) 

= 0 (2)

Vp = (3)

where

Vp = par t ic le  veloci ty

t tirne

V = fluid velocity

Xp = particle position

The response parame ter , c , is defi ned as :

— ______-• 

p D ~~p p

where

p = fluid viscos i ty

= p a r t i c l e  dens i ty

= particle diameter

Figure  23shows the variation s of ~ wi th D~ and Pp. For a large o (i.e. small

diameter or small density or large fluid viscosity) the particle should follow

the flu id flow reasonably well. For a small a the reverse will be true .

If the fluid velocity is known as a function of time and space , equa t ions

• (2) and (3) can be solved. For example , in a fluid flowi ng through a norma l

• shock par ticle ve l ocities can be calculated yielding a response such as is shown

In Figure 3~3

21-6
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Before the shock all particles are assumed to fol low this flow, but after

the shock the particles lag the flow by different amounts depending on

0 

the magnitude of “a” .

A turbulent flow cannot be simp l y represented in space and time like the

flow crossing a norma l shock wave. Indeed the total space-time ve loc i ty

• his tory of a turbulent flow has not yet been measured. In genera l , a l l

that is usually known about most turbulent flows is the spatial variations

of the mean ve l oc i ty ,  the root mean squa re veloci ty,  and the au to correla t ion

function . However, if a pseudo-random function can be constrained to

produce the spatial variation of these three statistica l parame ters the n

that function can be used in equations (2) and (3) to simulate particle-fluid

Interac tions for turbulent flows. Although the pseudo-random function wi l l

not represent any real flow , an attempt will be made to use it to estimate

the accuracy of LV turbulent flow measurements.
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A ttempts to develop this pseudo- random function with simple periodic series

sumations have matched the mean ve l oc i ty and the root mean squa re velocity ,

but do not match the auto-correlations function . Therefore , other

approaches were investigated for deve l oping the desired pseudo-random

ve l oci ty representation .

App roaches to the Proble m

In addition to the attempt to solve the problem with the simple periodic

func ti on , three other approaches were investigated this sumer:

LSU Time Series Approach. Louisiana State Un i vers i ty has deve l oped

a multiple input - single output time series model. The model is

st ruc tured as a l i n e a r  comb i na t ion of present and regressed values of

the input series , a stochas t ic noise term , and a constant. Unfortunately,

this method requires the des i red pseudo-random function as an input , and

cannot be used to derive this function .

A tmospheric Turbu )ence Model. Dr. Ficht l’ s paper deals wi th a model

of the verticle non-homogeneous structure of turbulence in the atmospheric

bounda ry layer.6 Thi s approach as developed by Fichtl and Perlmutte r

was also abandoned after discussions with Dr. Ficht l revealed that it

cou ld  not be ap p l ie d to th i s  probl em.

UTS I Turbulence Simulation. The fina l method investigated was developed

by Frost and Perlmutter at the University of Tennessee Space Institute .7

The app roach is  si m i l a r  to the ap p roach of Fic h t l and Per imu tter , but —

si mulates 3 components of pseudo- random turbulence from computer generated

wh ite no i se. A numbe r of wh i te noise signals are passed through lagging

and shaping filters so that the statistica l pa rameters of the resulting

signa l have the predetermined first and second moments (mean , r.m .s and

auto-correlation). The filters are determined following procedures outlined

in references 6 and 7.
21-9
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This method appears adequate for determinin g the desired pseudo-random

turbulent veloc i ty s imu l a t ion . In addi t ion , the method has the added

advantage that it can be used to produce a time series wh i ch will give

the particle motion in the simulated flow. This can be ach i eved by

developing a second filter using equations (2) and (3) which w i l l filter

the simula ted veloc i ty signal.
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