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RESEARCH REPORTS

1977 USAF/ASEE SUMMER FACULTY RESEARCH PROGRAM

VOLUME I
Report No. Title Research Associates

1 Livability as Applied to Air Force Bases Dr. Harry H. Caidweli

2 Nondestructive Pavement Evaluations Dr. Braja Mohan Das

3 Effect of Cooling Water Spray on Turbine Dr. Charles Springer
Engine Test Cell Emissions

4 A Study of Reliability of Deep Well Dr. John A. Stevens
Anodes for Cathodic Protection

5 Tactical Shelter Hardening Dr. Alvin M. Strauss

6 The Status of Bishop Pine on Vandenberg Dr. Paul H. Zedler
Air Force Base and Recommendations for
Its Management

7 NonlInear Guidance for Ai r-to-Air Missiles Dr. J. Frederick Andrus

8 Spread Spectrum ECCM Performance CW Dr. Maurice J. Bouvier, Jr.
Jaming Signal Reduction in Spread
Spectrum Receivers

9 An Analysis of Aerodynamic Force and Dr. Robert W. Courter
Moment Models for Asyninetric Munitions

10 Reducing the Volume of Computation in Dr. Carl G. Looney
Monte Carlo Missile Flight Simulati on

11 Flush Mounted Aircraft Antennas for Dr. Vaughn P. Cable
Satellite Communication . A Study
of Mul tipath Performance

12 A Mul timode Fiber-Optic Coupler with Dr. Marvin M. Drake
Low Insertion Loss

13 AnalysIs of a Discrepancy in Trapped Dr. Thomas E. Morgan
Proton Fluxes In the South Atlant ic
Anomaly

14 A Study of the Par:lcle Spectrum of the Dr. James R. Sharber
Continuous Aurora and Associated E-Region
Ionization Before and After a Magnetic
Storm
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RESEARCH REPORTS (Continued )

Report No. Title Research Associates

15 Directionally Solidified Eutectic Dr. Richard D. Sisson, Jr.
Materials for Electronic , Magnetic ,
and Optical Applications

16 SynthesIs and Characterization of Novel Dr. Melvin L. Druelinger
Nitroaliphatic Materials

17 Optimal Weapon Assignment in a Tiered Dr. Jerren Gould
Aimpoint System

‘18 Electrochemical and Luminescence Studies Dr. Csaba P. Keszthelyi
with Special Emphasis on Mol ten Salt Media

19 Test of Two Hypotheses Concerning the Dr. William B. Newbolt
Optical Properties of Cryodeposited Gases

20 Rocket Exhaust Gas Dynamics Dr. Peter C. Sukanek

21 Simulation of Turbulent Flow Velocity Dr. John W. Weatherly, III

VOLUME II

22 Nltronium Salt Synthesis Dr. Al ton J. Banks

23 Synthesis of Fluorodinitroethylnitramines Dr. Catherine H. Banks

24 Su bnicron Particle Size Measurements Dr. James F. Driscol l
In Acetylene-Oxygen and Aluminum-
Oxygen Flames

25 Solid Teflon Propulsion Contamination Dr. James K. Hartman
Investigation

26 Infrared, Raman, Mass Spectroscopy Dr. Steven Riethmiller
and Gas Chromatography of Selected
Fluor~ linitro Plast ic izers

27 Rotational and Mean Flow Effects on Dr. bàii . K. Van Moorhem
Motor Stability

28 Investigation of Raman Microwave Dr. Tse-Wen Hsu
Emission from Plasmas

29 Automatic Speech Processing-Speech Dr. Russell J. Niederjohn
Enhancement

30 Design of System Diagnostic and Fault Dr. Theodore J. Sheskin
Isolati on Procedures
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RESEARCH REPORTS (Continued)

Report No. Title Research Associates

31 Maximum Entrophy Spectral Demodulator Dr. Robert G. Van MeterInvestigation

32 Software Design Validation and Dr. Ralph M. Weischedel
Artificial Intelligence

33 Engineering Analysis of the Dynamics Dr. Thomas J. Jones
and Control of the Human Centrifuge

34 Investigation of Ultrashort 1060 NM Laser Dr. Demetrius D. Venable
Pulse Induced Intensity Dependent Damage
Processes and Development of an On-Line
Pulse Width Measuring Technique

35 Appl ication of a Specialized Statistical Dr. James M. Verlander
Computer Program, Ai phaf, To a V isual

H Evoked Response Data Analysis System

36 Fixed Capacity Measurement of Attentlonal Dr. Herbert A. Colle
Load Using Dual-Task Performance Operating
Curves

37 Simulator for Air-to-Air Combat Platform Dr. John A. Seevers
Motion System Investigation

38 The Radiative Lif&time and Quenching Dr. Richard A. Anderson
Cross Sections of the A2z State of GeF

39 Transient Fields From a Vertically Dr. Martin D. Bradshaw
Polarized Dipole Radiator With a Ramp-
Function Input Vol tage

40 Liquefaction Potential of Soils Under Dr. Wayne A. Charlie
Blast Loads

41 Double Resonance Apparatus for Dr. Richard L. Redington
Relaxation Studies of HF in High
Vibrational States

42 Electron-Ion Recombinatlon in Laser Dr. Harold D. Southward
Gas Mixes

43 The Nature and Prediction of Secondary Dr. Stephen G. Wells
Calcium Carbonate Cementation (Caliche)
in Alluv ial Basins of the Southwestern
Uni ted States

APPENDIX Lis ting of 1975 Resea rch Reports
Listing of 1976 Research Reports
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PARTICIPANT LABORATORY ASSIGNMENT

1977 USAF/ASEE SUMMER FACULTY RESEARCH PROGRAM

AFCEC AIR FORCE CIVIL ENGINEERING CENTER (TYNDALL AIR FORCE BASE)
‘1. Harry H. Caidwel l - University of Idaho
2. Braja N. Das - South Dakota State University
3. John A. Stevens - Youngstown State University

AFCEEDO AIR FORCE CIVIL AND ENVIRONMENTAL ENGINEERING DEVELOPMENT OFFICE
(TYNDALL AIR FORCE BASE)

1. Charles Springer - University of Arkansas
2. Alv in M. Strauss - University of Cincinnati
3. Paul H. Zedler - San Diego State Univers ity

AFATL AIR FORCE ARMAMENT LABORATORY (EGLIN AIR FORCE BASE)
1. Jan F. Andru s - University of New Orleans
2. Maurice J. Bouvier - Louisiana State University
3.. Robert W. Courter - Louisiana State University
4. Carl Grant Looney - University of Toledo

DET ROME AIR DEVELOPMENT LABORATORY (HANSCOM AIR FORCE BASE)
1. Vaughn P. Cable - California State University
2. Richard Dean Sisson , Jr. - Worcester Polytechnic Institute

ESD ELECTRONICS SYSTEMS DIVISION ( HANSCOM AIR FORCE BASE)
1. Marvin 0. Drake - Florida Institute of Technology

AFGL AIR FORCE GEOPHYSICS LABORATORY ( HANSCOM AIR FORCE BASE)
‘1. Thomas E. Morgan - State University of New York
2. James R. Sharber - Florida Institute of Technology

FJSRI. FRANK J. SElLER RESEARCH LABORATORY (AIR FORCE ACADEMY)
1. Melv in L. Druelinger - Indiana State University
2. Jerren Gould - Claremont Graduate School
3. Csaba Peter Keszthelyi - Louisiana State University

AEDC ARNOLD ENGINEERING DEVELOPMENT CENTER (ARNOLD AIR FORCE BASE)
1. William B. Newbolt - Washington & Lee University
2. Peter Sukanek - Clarkson Col lege of Technology
3. John Weatherly III - Louisiana State University

AFRPL 
- 

AIR FORCE ROCKET PROPULSION LABORATORY (EDWARDS AIR FORCE BASE)
1. Al ton J. Banks - Texas A & N University 

_____

2. Catherine H. Banks - Texas A & N University
3. James F. Driscoll - University of Michigan
4. J. Keith Hartman - Canislus Col lege ~ ~~~ si
5. Steven RietPwniIler - Virginia Military Institutq ~~~~~~~~~~~~

6. William K. Van Moorhem - University of Utah J ~US~IF CA HO~

l a y -

I ~~~~~~~~~~ f l i r t  L~ ~~~~J II~1 ’
~A p~~~ ~- ç~..
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PARTICIP~INT LABORATORY ASSIGNMENT Continued

RADC ROME AIR DEVELOPMENT CENTER (GRIFFISS AIR FORCE BASE)
1. Tse-Wen Hsu — Villanova University
2. Russell J. Niederjohn - Marquett University
3. Theodore J. Sheskin - Cleveland State University
4. Robert G. Van Meter - State University College
5. Ralph N. Weischedel - University of Delaware

SAN SCHOOL OF AEROSPACE MEDICINE (BROOKS AIR FORCE BASE)
1. Thomas J. Jones - Tr inity University
2. Demetrius 0. Venable - St. Paul ’s College
3. James N. Verlander - Texas A & M University

AFHRL-FT AIR FORCE HUMAN RESOURCES LABORATORY (WILLIAMS AIR FORCE BASE)
1. Herbert A. Colle - Wright State University

AFHRL-FT A iR FORCE HUMAN RESOURCES LABORATORY (LUKE AIR FORCE BASE)
1. John A. Seevers - Washington State University

AFWL AIR FORCE WEAPONS LABORATORY (KIRTLAND AIR FORCE BASE)
1. Richard A. Anderson - University of Missouri-Rolla
2. Martin D. Bradshaw - University of New Mexico
3. Wayne A. Charlie - Colorado State University
4. Richard 1. Redington - Texas Tech University
5. Harold 0. Southward - University of New Mexico
6. Stephen G. Wells - University of New Mexico

-v i-
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LIST OF PARTI CIPANTS

1977 USAF/ASEE SUMMER FACULTY RESEARCH PROGRAM

AFCEC/CEE[JO (Tyndall) DEGREE, SPECIALTY & LAB ASS IGNM ENT

Dr. Harry H. Caldwell Degree: Ph.D., Geography
Department of Geography Specialty: Livability Meas Systems
University of Idaho Assigned: AFCEC
Moscow ID 83843 Colleague: Mr. Charles Lewis

Or. Braja Mohan Des Degree: Ph.D., Soil Mech & Foundations
Associate Professor Specialty: Soils and Foundations
Civil Engi neering Department Assigned: AFCEC
South Dakota State University Colleague: Major James I. Clark
Brookings, SD 57006

Dr. Charles Springer Degree: Ph.D., Chemical Engineering
Professor, Chemical Engineering Dept ~pecialty: Mass Transfer
332 Engineering Building Assigned: DET I (CEEDO) HdQtrs. ADTC
University of Arkansas Colleague: Major Peter Daley
Fayetteville, AR 72701

Dr. John Augustus Stevens Degree: Ph.D., Physical Chemistry
Associate Professor ~peclalty: Corros ion and Materials
Chemical Engineer & Material Science Dept Assigned: AFCEC
The Rayen School of Engineering Colleague : Mr. Harold Stevens
Youngstown State University Mr. Tom Lewicki
Youngs town, OH 44555

Dr. Alv in M. Strauss Degree: Ph.D., Theor. & Appld . Mech.
Engineering Science Department Specialty: Mechanics , Applied Math
University of Cincinnati Assigned: DEl I (CEEDO) HDQTRS ADTC
Cincinnati, OH 45221 Colleague: Capt. Monte H. Callen

Dr. Paul H. Zedler Degree: Ph.D., Botony
Department of Biology Special ty: Plant Ecology
San Diego State University Assigned : DET I (CEEDO ) HDQTRS. ADTC
San Diego, CA 92182 Colleague: Major R. C. Wooten
AFATL (Eglin)

Dr. Jan Frederick Andrus Degree: Ph.D., Math
Associate Professor, Dept of Math Specialty: Numerical Analysis
University of New Orleans Assigned: AFATL
Mew Orleans, LA 70122 Colleague: Mr. Mike Ca l uda

Dr. Maurice J. Bouvier Degree: Ph.D., Elec Engineering
Electrical Engineering Department Specialty: Communications Systems
Louisiana State University Assigned : AFATL
Baton Rouge, LA 70803 Co11eag~ue: Major Dave DePriest

-vii- 
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1977 USAF/ASEE Su mner Faculty Research Program Participants
Page -2-

AFATL (Eglin) Continued

Dr. Robert W. Courter Degree: Ph.D., Psychology
Associate Professor, Mech Engineering Specialty: Aerodynamics, Flight Dyn
Louisiana State University Assigned: AFATL
Baton Rouge, LA 70803 Colleague: Mr. Ken Cobb

Dr. Carl Grant Looney Degree: Ph.D., Mat hemati cs
Assistant Professor Specialt~#: Computational Mathematics
Mathemati cs Department Assigned : AFATL
University of Toledo Colleague: Mr. Aaron Brinson
Toledo, OH 43603

DET/ESD/AFGL (Hanscom)

Dr. Vaug hn Paul Cable Degree : Ph.D. ,  Electromagnetic Theory
Assistant Professor Specialty: Electromagnetic Theory
Dept of Electrical & Electroni cs Engineering Assigned : DET
California State University Colleague: Dr. R. J. Mailloux

Dr. Marvin D. Drake Degree: Ph.D., Electri cal Engi neering
Assistant Professor, Dept of Elec Engr. Specialty : Electro-optic, Mat’ls & divices
Florida Institute of Technology Assigned: ESD(DP)
P. 0. Box 1150 Colleague: Dr. Donald B. Brick
Melbourne, FL 32901

Dr. Thomas E. Morgan Degree: Ph.D., Astrophysics
Acting Chairman Specialty: Solar & Stellar Atmos
Department of Earth Sciences Assigned : AFGL
Oswego, NY 13126 Colleague : Mr. Charles Dubs

Dr. James Randall Sharber Degree: Ph.D., Physics
Physics and Space Science Depanutnet Specialty: Near-earth space physics
Florida Institute of Technology Assigned : AFGL
Mel bourne , FL 32901 Colleague: Dr. James A. Whalen

Dr. Richard Dean Sisson, Jr. Degree: Ph.D., Materials Engineering
Assistant Professor Specialty : Materials Engineering
Mechanical Engineering Materials Division Assigned : DEl
Worcester Polytechnic Institute Colleague: Mr. Alton Armington
Worces ter, MA 01609

FJSRL (AF Academy)

Dr. Melvin Leroy Druelinger Degree: Ph.D., Organic Chemistry
Associate Professor Specialty: Organic Chemistry
Chemistry Department Assigned: FJSRL
Indiana State University Colleague: Capt. Scott Shackleford
Terre Haute , In. 47809

-viii-
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1977 USAF/ASEE Summer Faculty Research Program Participants
Page -3-

FJS~L (AF Academy ) Continued

Dr. Jerren Gould Degree: Ph.D. Statistics
Nathei~t1cs Specialty: Statistical Theory, O’n ’s Res.
Claremont Graduate School Assigned: FJSRL
Clare.ont CA 91711 Colleague: Capt. S. J. Monaco

Or. Csaba Peter Kexzthelyi Degree: Ph.D., Electrochemistry
Assistant Professor Specialty: Non-Aqueous Systems
Chemistry Department Assigned: FJSRL
Louisiana State University Colleague: Capt. C. L. Hussey
Ba ton Rouge, LA 70803 Capt. L. Davis

AEDC (Arnold)

Or. Wi ll iam Barlow I~iewbolt Degree: Ph.D., Physics
Professor of Physics S~p_ecial ty: Nuclear Spectroscopy
Wash ington an d Lee Un ivers ity Assigned: AEDC
Lexington , VA 24450 ~~1ieague: Mr. J. A. Roux

Dr. Peter Sukanek Degree: Ph.D., Chemical Eng ineer ing
Clarkson College of Technology Special ty: Fluid Mechanics
Potsdam, NY 13676 Assigned: AEDC

Colleague: Mr. R. Rholes

Dr. John Wilson Weatherly III Degree: Ph.D., Mechan ica l En gi neer ing
Associate Professor Specialty: Thermal Sciences
Mechanical & m d .  Engineering Dept Assigned: AEDC
Louisiana State Un ivers ity e Coflea~~e: Dr. Don Barnett
Baton Rouge, LA 70803

AFRPL (Edwards )

Dr. Alton Joseph Banks Degree: Ph.D., Chemistry
Department of Chemistry Specla 1j~y: Inorganic Chemistry
Texas A & M Assigned: AFRPL
Texas Avenue Colleague: Dr. Claude Merrill
College Station, TX 77843

Dr. Catherine Hamrick Banks Degree: Ph.D., Organic Chemi stry
Department of Chemistry Specialiy: Organo—Su lfur Compounds
Texas A & N Assigned: AFRPL
Texas Avenue Colleague: Dr. Claud Merrill
College Station , TX 77843



r.—~- -.C ~~~P 

.~ ~- .~

1977 USAF/ASEE Sinner Facul ty Research Program Participants
Page -4-

AFRP L (Edwards ) Continued

Dr. James Francis Driscoll Degree: Ph.D., Aerospace & Mech Scien
Assistant Professor Specialty: Lacer Meas tech. Gasdynaniics
Department of Aerospace Engineering Assigned: AFRPL
209 Aerospace Engineer ing Building Colleague: Dr. David Mann
The University of tlichigan
Ann Ar bor , ~4I 48105

Dr. James Keith Harbnan Degree: Ph.D., Applied Physics
Physics Department Specialty: Modeling of Physical Systems
Can isius Colle ge Assign~d~ AFRPL
Buf falo , NY 14208 Colleague: It. Sharon Pruitt

Dr. Steven Riethmiller Degree: Ph.D., Chemistry
Associate Professor Specialty: Molecular Spectroscopy
V.M.I. Chemistry Department Assigned: AFRPL
Lexing ton, VA 24450 Colleague: Mr. Louis Dee

Dr. William K. Van Moorhem Degree: Ph.D., Aerospace Engineering
Mechan ical Eng i neering Department Specialty: Fluid Mechanics , Acoustics
University of Utah Assigned: AFRPL
Salt Lake City, UT 84112 Colleague: Mr. Jay Levine

RADC (Griffiss)

Dr. Tse-Wen Hsu Degree: Ph.D., Microwave Electronics
Electr ical En gineer ing Depar tment Special ty: M i crowave Elec tron ics
Assistant Professor Assigned: RADC
Villanova University C~ileague : Mr. R. H. Chilton
V i llanova , Pennsylvan ia 19085

Dr. Russel l James Niederjohn Degree: Ph.D., Electrical Engineering
Associate Professor Specialty: Speech Processing
Elec trical Engineering Department Assigned: RADC
Marquett University Colleague: Capt Robert Curtis
1515 W. Wiscons i n Avenue
Milwaukee , Wi sconsin 53233

Dr. Theodore Jerome Sheskin Degree: Ph.D., Industrial Engineering
Assistant Professor of Industrial Engineering Specialty: 0perat1~~s ResearchCleveland State University Assigned: RADC
Cleveland , OH 44115 Colleague: Mr. Jerry Klion

-x -
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1977 USAF/ASEE Suniner Faculty Research Prociram Particirants
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RADC (Griff i ss ) Continued

Dr. Robert Guy Van Meter Degree: Ph.D., Mathematics (Algebra)
Department of Mathematical Sciences Specialty: Finite fields
Stat. University College Assigned: RADC
Oneonta, NY 13861 Colleague: Capt Kenneth E. Wi lson

Dr. Ralph N. Welschedel Degree: Ph.D., Computer Science
Assistant Professor Specialty : Artificial Intelligence
St.t & Computer Science Assignei: RADC
University of Delaware Colleague: Mr. Willia m E. R7P”¼a
Newark , DE 19711

SAM (Brooks )

Dr. Thomas Jefferson Jones Degree: Sc.D., Electrica l Engineeri ng
Associate Professor Special~y: Elec tron ic Con trol Systems
Engineering Department Asslgned: SAM
Trinity University Collegue: Mr. Kent G1lhingham
San Antonio, IX 78284

Dr. Demetrius Dante Venable Degree: Ph.D., Physics
Assistant Professor Of Physics Specialty : Physics
Saint Paul ’s College Assigned: SAM
LawrencevllIe, VA 23868 Colleague: Dr. John Toboada

Dr. James Milton Verlander, Lecturer Degree: Ph.D., Physiology
Department of Biology Specialty: Elect Activity of Brain
Texas A & M Univers ity Assigned: SAM
College Station, TX 77843 CoTlea~ue: Major Gibbons

AFHRL-FT (Williams)

Dr. Hergert Anthony Colle Degree: Ph.D., Psychology
Department of Psychology Special ty : Psych; Human Performance
Wright State University AssI q~èd: AFHRI-FT
Dayton. OH 45431 Colleague: Mr. James Smith

AFHRL-FT (Luke)

Dr. John Al tman Seevers Degree: Ph.D., Engineering
Department of Mechanical Engineering S~ecial ty: Dynamic Systems Analysis
Washington State University Assi gned: AFHRL-FT (Luke)
Puilne n, Washington 99163 Colleague: Mr. Bill Hopkins
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1977 USAF/ASEE Suniner Facul ty Research Program Participants
Page -6-

AFWL (Kirtland)

Dr. Richard Alan Anderson D~qree: Ph.D., Physics
Professor of Physics Specialty : Physics and Spectroscopy
Physics Department Assigned: AFWL
University of MO-Rolla Coll eague: Mr. Steve Davis
Rolla, MO 65401

Dr. Martin 0. Bradshaw Degree: Ph.D. , Elec Engineering
EECS Department ~pccialty: Electromagnetic Fiel ds
University of New Mexi co Assigned: AFWL
Albuquerque, NM 87131 Colleague: Dr. J. Phillip Castillo

Dr. Wayne Alexander Charlie Degree: Ph.D., Civi l  Engineering
Department of Civil Engineering Specialty: Geotechnical Engineering
Colorado State University Ass igned: AFW L
Fort Col lins, CO 80523 Colleague:

Dr. Richard Lee Redlngton Degree: Ph.D. , Physical Chemistry
Professor of Chemistry Specialty: Molecular Structure
Texas Tech University Assigned: AFWL
Lubbock, TX 79409 Colleague: Mr. Leroy Wilson

Dr. Harold D. Southward Degree: Ph.D., Phys i cs
Professor, Electrical Engineering Dept Specialty: Solid State Physics & Devices
University of New Mexico Assigned: AFW L
Albuquerque, NM 87131 Colleague: It Col Peter 0. Tannen

Dr. Stephen Gene Wells Degree: Ph.D., Geology
Department of Geology Speclalty: Geomorphology/Surficial Pro.
Uni versi ty of New Mexico As si gned: A FWL
Al buquerque, NM 87131 Colleague: Capt Alber R. Schenker, Jr.
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1977 USAF—ASEE SU*ER FACULTY RESEARCH PROGRAM

SPONSORED BY

THE AIR FORCE OFFICE SCIENTIFIC RESEARCH

CONDUCTED BY

AUBURN UNIVERSITY AND OHIO STATE UNIVERSITY

PARTICIPANT’S FINAL REPORT

NITRONIUM SALT SYNTHESIS

PREPARED BY: Alton J. Banks, Ph.D.
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NITRONIUM SALT SYNTHESIS

by

Alton J . Banks

ABSTRACT

The preparation of nitronium salts and the efficiency of these

salts as nitrating agents has been investigated . In addition , other

nitrating agents have been examined. The efficiency of these agents

has been compared utilizing two model systems: nitrobenzene and

a- f luoroacetophenone.

The nitration of nitrobenzene was accomplished in 94% yield

using the nitronium and nitrosonium fluorosulfonate salts under very

mild conditions . The degradative nitration of a-fluoroacetophenone

was accomplished but in much lower yields.
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I NIRODUCT ION

The use of nitro compounds in propellants requires an efficient

synthetic method for their production . Since nitration is commonly
+ 1thought to occur via the nitronium ion (NO2 ) , substances either

containing or capable of producing the nitronium ion have been used as

nitrating agents . The most common nitrating system in use is the

mixed acid (HNO 3/H2S04) system, which gives the nitronium ion in a

medium of high diel ectric constant. Nitronium salts, particularly

those with fluoroanions , have also been used in a variety of conditions

as nitrating agents. The major drawback In the use of the nitronium

salts is the high cost of the source of the fluoroanion.

The objectives of this project are, therefore, twofold: (1) devise

a method for synthesis of nitronium salts which is more cost-effective and ;

(2) determine the nitration efficiency of these salts under various

conditions. As models for nitration efficiency two systems were chosen:

ni trobenzene and a-fl uoroacetophenone.
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EXPERIME NTAL

A Preparation :

1. Anhydrous nitric acid - To 133 ml of nitric acid (90% reagent)

69 ml of oleum (65%) was added dropwise. This mixture was distilled

under vacuum (-150 mm) and the fraction boiling between 40-50°C was

collected .

2. Nitronium Fluorosulfonate - Vials containing nitrogen tetroxide

(N204) and peroxydisulfuryldifluoride (F2S206) were connec ted to a

vacuum line. Nitrogen tetroxide was warmed slightly and allowed to

pass into the vial con aining the F2S206. A white solid formed iimied-

iately upon contact. After a sufficient quantity of nitronium fluoro-

sulfonate was formed, the non-condensible gases were evacuated. The

solid was characterized by melting point, IR and Rama n spectra. The

melting point (196-199° decomp) compares well with the previously pub-

lished m.p. (200° decomp).2 IR bands (2350, 1660, 1420, 1380, 1170, 1070,

950, 760, 590, and 560 cm~~) and Raman bands (2320, 1400, 1300, 1280, 1170,

760, 740, 410, 400 c11) also agree with published date.3

3. Nitronium Fl uorosulfonate & Nitrosoniun Fluorosulfonate (mixture)

Into 6.8 ml of FSO3H (ll.8g 
- 0.12 mole) chilled In an ice/water

bath 14204 (3.6g - 0.04 mole) was bubb led with rapid stirring . The

addition occurred over a period of -20 minutes . As the addition of

14204 nears completion , a white solid forms. The solid is filtered (with

vacuum) while nitrogen is blown over the filtration funnel. As the

contents of the flask solidi fy completely, the filtration step was

22-6
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dispensed with in later preparations wi th no apparent effects in the

reaction.

In an attempt to increase the ease of formation of the salt, the

fluorosulfonic acid was poured Into 100 ml of distilled acetonitrile , and

~2~4 
was bubbled into the solution which was chilled in an ice/water bath.

Al though no immediate decomposition was apparent, when the stoppered

flask was stored in the refrigerator overnight, a noticeable darkening —

of the solid was observed. Storage of the solution for an additional

24 hours resulted in a reddish solid and a red-brown solution. The

decomposition products were not characterized and all subsequent prepara-

tions were carried out with no solvents present. —

The melting poi nt (73-74° decomp) indicates that the solid is

indeed a mixture (N O2SO3F + NOSO3F, literature melting point for NO2SO3F

200°C2).

The white solid is very hygroscopic , and reacts with nujol , even in

a glove bag. Infrared spectra are therefore taken using the solid

pressed between silver chloride plates . The hygroscopic nature of the

salts precluded the use of KBr plates or KBr discs as reaction with these

materials occurs almost immediately upon contact. IR bands of the mixture

agree with published bands for the nitronium and nitrosonitsn fluorosulfonate.3

No attempt was made to separate the two salts.

4. Nltronium Methanesulfonate - Into 7.8 ml (0.12 mole) of CH3SO3H,

placed in an Ice/water bath , was bubbled 3.6g of 14204 (0.04 mole) with

vigorous stirring. Crystals were not observed until the ice/water bath

22-7
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had been removed and the temperature of the flask approached ambient

temperature (-27°). The flask was allowed to remain at room temperature

for approxima tely two hours and refrigerated (5°C) overnight . The cold

mixture was vacuum filtered under nitrogen with a fritted-glass funnel .

The solid decomposed with evolution of NO2 as filtration proceeded. No

further attempts were made to synthesize this compound .

B. Nitrations with Ni trobenzene:

1. Reactions without solvent

To l5.8g of mi xed fluorosulfonate salt (.08 moles total) was added

nltrobenzene (4.8g - .04 mole). The mixture was stirred at room temp-

erature for 24 hours , poured over ice , and extracted with methyl ene

chloride. The CH2C12 layer was dried with anhydrous magnes ium sulfate

and evaporated till crystals formed. The product, rn-dinitrobenzene, was

obtained in 65% yield (4.2g). The reaction was carried out at 50°, using

the same molar ratios , for periods of 8 hours - with a yield of 90%

of the theoretical - and a period of 24 hours - wi th a theoretical yield
of 85%. Reaction workup and isolation using these variations was carried

out as described above.

2. Reactions in methylene chloride

a. To 25 ml of CH2C12 was added 2.4g of nitrobenzene (0.02 mo~e)

and 5.6g of nitronitin fluorosulfonate (0.04 mole). The solution was

chilled In an ice/water bath as the nltrobenzene was added , warmed to

room tempera ture and hea ted to ref lux (37°C) for 24 hours . The reac ti on

workup proceeded as described in the previous section. The product,

,n-dinltrobenzene, was obtained in 94% of the theoretical yield, (3.lg) and

22-8
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characterized by melting point , JR spectrum, and liquid chromatography.

b. The reaction was repeated replacing the nitronlum salt

with the mi xed salt (l5.8g - .08 moles total). All other conditions

were identical . Product was obtained In 94% of theoretical yield (3.lg).

c. A mi xture of 2.1 ml (.04 mole) of concentrated sulfuri c

acid and 1.8 ml (.04 mole) of concentrated nitric acid was added to a

solution of 2.4g of nitrobenzene in 25 ml of CH2C12. The reaction

was carried out under identica l conditions to those described above.

The yield obtained was 88% of theoretical .

d. Dinitrobenzene (3.3g - .02 mole) was dissolved In 10 ml

CH2C12,and NO2SO3F(5.6g - .04 mole) was slurried in 20 ml CH2Cl2. The

dtnitrobenzene was added over a period of 5 mi nutes to the nitronium

salt slurry. The mixture was heated at CH2C12 reflux (37°C) for 24 hours.

Dlnl trobenzene was recovered unchanged. No trace of trinitrobenzene

was found .

3. Reactions in Fluorosulfonic Acid 1-

a. Nitrobenzene (4.8g) was added dropwise to a solution of

NO2SO3F (5.6g) in 30 ml of FSO3H which had been chilled in an ice/water

bath. After the mixture warmed to room temperature, it was heated for

three hours at 90-100°C. Dinitrobenzene (5.7g) was obtained in 87%

of theoretical yield.

b. Anhydrous HNO3 (7.4g) was added dropwise to fluorosulfonic

acid (6.8 ml). The flask was chilled in an ice bath , and nitrobenzene

(7.8g) was added dropwise with stirring . Fluorosulfonic acid (13.6 ml)

22-9
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was added and the mixture heated to 90-100°C for one hour. Product

was obtained in 90% of the theoretical yield (9.7g).

Workup for both these reactions followed the nrocedure outlined

in section Bi.

C. Nitrations with cz-Fluoroacetophenone:

a-Fluoroacetophenone was obtained from Aerojet Solid Propulsion

Company and used without further purification .

1. Reactions in methylene chloride

a. Anhydrous nitric acid (3.3g - .05 moles) was added to 20 ml

of CH2C12. To this mixture , cooled in an ice/water bath, FSO3H(3 ml -

.05 moles) was added, whereupon the white solid , NO2SO3F formed . A

solution of a-fluoroacetophenone (l.44g - .01 moles) in 10 ml of

CH2C12 was added dropwise over a period of 10 minutes. The mixture was

heated at reflux (37°C) for 1 hour, cooled , and then quenched by pouring

over ice. The mixture was extracted three times with 30 ml portions of

CH2C12. The CH2C12 layer was extracted three times with 30 ml portions

of a saturated sodium bicarbonate solution , and evaporated to dryness.

The solid which resulted was identified as nitro-a-fluoroacetophenone

(m.p. 91—92°C ,lit . m.p. 95°C.4 Elemental analysis for C8H6NO3F % ca ic:

C 52.46, H 3.28, N 7.65; %obs: C 53.18, H 3.34, 14 7.74) and was obtained

in 53% of theoretical yield.

b. To fuming nitric acid (90% - 76.lg), which had been chilled

In an Ice/water bath, was added a solution of a-fluoroacetophenone

(5g - .04 mole) in 15 ml CH2C12. The mi xture was rapidly heated to

ref lux (37°C) and maintained at that temperature for 24 hours. The re-

action was then quenched by pouring over ice and the workup carried out

as described In the previous section. Nitro -a-fluoroacetophenone was

Isolated In 56% yield (3.7g).
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c. a-fluoroacetophenone (3g - .02 moles) was dissol ved In

10 ml of CH2C12 and added dropwise to 9.45g of NO2SO3F slurried in

25 ml of CH2C12. The mixture was heated to 37° for 24 hours. The

solution was decanted off an orange-yellow solid which formed during

the course of the reac tion. As some unreacted nitronium sa lt had been

occluded by the orange-yellow solid , treatment of the solid mass wi th

acetone resulted in the rapid decomposition of the nitronium salt and

tarring of the solid. No attempt was made to characterize the tar.

The decanted solution was neutralized with NaHCO3 (saturated solution),

extracted twice with CH2C12 (25 ml portions), and acidified with HNO3 to

pM. Two extractions with CH2C12 yielded 1.3g of yellow solid identified

• as nltrobenzoic acid (JR bands: 2600-3100, 1700, 1610, 1530, 1475,
— 1 . . .1350 cm ). Only a crude melting point was obtained (130 - lit, value

for 2—nltrobenzoic acid 140°). The nitrobenzoic acid was obtained in

36% yield.

2. Reactions in fluorosulfonic acid

Anhydrous nitric acid (3.5g - .05 mole) was poured into FSO3H

(15 ml) and cooled in an ice/water bath. a-fluoroacetophenone (1.5g -

.01 mole) was dissolved in 15 ml of CH2C12 and added dropwise over a

period of 10-15 mInutes. The mixture was then heated slowly to a

temperature of 70°C and maintained at that temperature for 3 hours. The

workup was identical to that described in section la. Nitro-a-fluoro-

acetophenone (O.57g) was obtained In 28% yield.

22-11
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3. Reactions in nitric acid (90%)

a-fl uoroacetophenone (2.Og) was added to 20 ml of nitric

acid (90%) and heated to 90°C for 30 minutes . The reaction was

quenched by pouring over ice and placed in refrigeration overnight .

A solid formed and was filtered off. The solid, identified by ZR

spectrum, melting point and mass spectrum as nitro-a-fluoroacetophenone,

was obtained in 52% yiel d (l.4g).

-1
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DISCUSSION

Nitronium salts have been used for several years as nitrating agents

with a wide variety of solvents. 5 A major problem with nitrations using

these salts is the cost of the salts. The low yields associated with

many of these reactions add an additi onal hindrance. The synthesis of

such salts usually Inc l udes reaction of a nitrogen oxide (preferably

with a strong acid (e.g. FSO3H).

N205 + 3HS03F— --i~2N02
4S03F + H30~ + S03F (1) -:

Other methods for generating these salts have been Investigated and

their nitrating efficacy has been checked us i ng two model systems:

nltrobenzene and c&-fluoroacetophenone. The synthesis of nitronium salts
F 

has followed two paths:

14204 + F2S206 2N02
4S03F (2)

N204 + 3HSO3X NO ’ + N02~ 
+ H304 

4 3S03
( (3)

(where X • F-,CH3-)

The preparation of nitronlum salts by the first method (Reaction 2)

Is desirable as separation from other products is averted, while the

higher cost and unavailability of peroxydisulfury l difluoride renders

the second method (Reaction 3) more desirable. Separation of the

nitronlum and nitrosonium salts will be difficult and has not been

attempted in this study - although the separation should prove worthwhile.

In the nitration of nitrobenzene wi th the mixed salt , the yield of

dinitrobenzene was identical to that obtained using the nitronium salt

prepared by Reaction 2. 
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The reaction utilizing the mixed salt appeared to go much faster than

the reaction using the nitronium salt - although a kinetic study has
not been done.

The ionic nature of these nitronium salts was confirmed spectroscopi-

cally by Ingold et. ~ 6 The necessity for a strong electron-withdrawing

moiety on the acid (Reaction 3) is indicated by the stability of the

nitronium fl uorosulfonate towards dissociation while the nitron ium

methanesulfonate decomposes during isolation . Replacement of fluorine

with chlorine to form ni tronium chiorosulfonate (Reaction 1) led rather

to the formation of nitryl chloride and SO3
2.

Two model systems were investigated to compare the efficiencies

of these nitrating species. In the first model system, nitrobenzene was

chosen as the moiety to be nitrated. Since the aromatic ring is deactivated

by the nitro group , an increase in the yield of dinitrobenzene should

indicate favorable nitrati ng conditions . A wide variety of reaction con-

ditions was tested and the yields of dinitrobenzene calculated (See Table 1).

One notes that in experiments 4 and 5 yiel ds of 94% were obtained. This is

an appreciable increase over the mixed acid (HNO3/H2S04) under the same

conditions. These conditions are also less drastic than those used in the

production of dinitrobenzene from nitrobenzene (95° with fuming HNO3and
7

concentrated H2S04) and the mole ratios of nitrating agent to nitrobenzene

are much lower. An attempt to synthesize trinitrobenzene from dinitrobenzene

with NO2SO3F was unsuccessful .

The second model system undertaken was the nitration of a-fluoro-

acetophenone. The nitration of a-fluoroacetophenone has been reported to

22-14
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TABLE 1

NITRATION EFFICIENCY FOR NITROBENZENE

Experiment Ni trating Temperature Time Percent Yield
Number agent Solvent °C (Hours) (Dinitrobenzene)

1 N02 /N0~ - 25 24 65

(mixed sal t)

2 (mixed salt) - 50 8 90

3 (mixed salt) - 50 24 85

4 (mixed salt) CH2C12 37 24 94

• 5 (mixed salt) CH2Cl2 37 24 94

6 HNO3/H2S04 CH2C12 37 24 88

7 NO2SO3F FSO3H 90-100 3 87

8 Anhydrous FSO3H 90-100 1 90
HNO3

I,
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produce nitrobenzoic acid and fluorodinitroniethane (FDPI4) according

to reaction (4),8

98% whi~~ ’K I/ ’/ 
+ H-c- F (4)

fuming HNO3 “—\-
--‘

NO2 (isomer not specified)

Our original intention was to monitor the amount of fluorodinitromethane

produced as a measure of nitration efficiency. Table 2 presents a

summary of reaction cond itions. Attempts were made to iso late the FDNM

from all layers in every reaction. As the report cited indicated decom-

position of the FDNM with time, it is possible that trace amounts may

have been formed; however , attempts to find FDNM by JR and UV spectra,

thin layer and liquid chromatography or separation by fractional distillation

were unsuccessful . The report also indicated maximum yields of FDNM (16%)

• occurred at 120°C, 15 psi pressure with a reaction time of 31 minutes.

The major product of the nitration under the conditions in this project

was nitro-a-fluoroacetophenone, with nitrobenzoic acid also being produced.

This nitration has been previously reported, us ing HNO3/H2S04 as nitrating

agent, with the major product, m-nitro-u-fluoroacetophenone, obtained in

• 66% yIeld.4

As can be seen from Table 2, the production of nitro-ci-fluoroacetophenone

can be accomplished in medium yields under mild conditions . When very

strong conditions (Experiment No. 4 ) are used a low yield is obtained ,

probably due to decomposition of the ci-fluoroacetophenone. As tarring

22-16
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TABLE 2

NITR ATION EFFI.~1~NcLFOR -JLUOROACETOPHENOt4E

Experiment Nitrating Temperature Time Percent Yield
Number Agent Sol vent (°C) (Hours ) (Nitro-ci-fluoroacetophenone)

1 An hydrous HNO3 CH2C1 2 37 1 53

2 90% HNO3 CH2C12 37 24 56

3 NO2SO3F CH2C12 37 24 *

4 Anhy. HNO3 FSO3H 70 3 28

5 90% HNO3 90% HNO3 90 0.5 52

* 36% (for nitrobenzolc acid)

22—17
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occurred when a-fluoroacetophenone was placed In  contact with concentrated

sul furic acid this decomposition appears feasible.

Future efforts should incl ude duplication of the reaction condttions

ci ted in the report (reference 8) to assure the presence of FDNM. Also ,

the synthesis of nitronium trifluoromethanesulfonate should give further

information regarding stability of these nitronium salts. The separation

of the nitronium and nitrosoni iin salts should also prove enlightening.

4
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SYNTHESIS OF FLUORODINITROETHYLNITRAMINES

by

Catherine H. Banks, Ph.D.

ABSTRACT

When presently used propellants are burned, they cl~eate a great

deal of smoke. This is due to the perchiorates that are used in the

fuel mixtures. Research is in progress at this time to find compounds

to replace the perchiorates and thus, hopefully, reduce or el iminate

the smoke problem. This project deals with the synthesis of fluoro-

dinitroethylnitrami nes which will be used in the fuels wi th the hope of

averting the problem. One nitrami ne, N,N’-bls (fl uorodinltroethyl)-N,N’-

dini troethylenedlamine, was successful ly synthesized, characterized,

and prepared in large quantity. Synthesis of other ni tramines were

investi gated.
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INTRODUCTION

Due to the smoking 0f the presently used propellants , the Air

Force has undertaken a research program to find alternate compounds.

Perchiorates , presently used as part of the fuel mixture in the rockets

cause the smoking problem. A new compound in theory would need to give

little or no smoking. El imi nati on of chlorine and a large percentage

of oxygen would give a highly energetic compound, which would have less

chance of producing smoke upon contustion. For these reasons , the class

of nitramines was chosen for study. Condensation of fluorodinitroethanol

(FDNE) wi th the amines woul d increase the energeti cs of the molecule by

the very nature of the side chain. The compounds investigated 1i this

project were, therefore, fluorodinitroethylnitrami nes.

DISCUSS ION

Several fluorodinitroethylni tramines were of interest in this

project. The first one studied was N,N’—bis(fluorodinltroethyl )-

N,N’-dlnltroethylenediami ne (1). This nitramine has been previously

prepared by Frankel and co-workers.1

The procedure used is rather straight forward and an overall yield

of 76% was obtained.

F(N02)2CCH2OH + H2NCH2CH2NH2
F(N02 )2CCH2NjH2CH2NCH2C(N02.)2F

1~ HNO 3/H2S04
NO 2 NO 2

F(N02)2CCH2NCH2CH2NCH2C (No2)2F

23-4
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Mass spectra, infrared spectra , melting point , and elemental analysis
confi rmed the identity and puri ty of compound 1. This nitramine seems

to be qui te stable. It appears not to be impact or shock sensiti ve and

has a rather high melting point (148—149°C). Approximately lOOg was

prepared for future testing by the permanent research personnel. If

the testing seen~ favorable, the syntheti c yield and mild reacti on

condi tions woul d enhance the compounds desirability for use on a large

scale.

The second nitrami ne which was Investi gated was deri ved from

guanidine. One such derivative has been synthesized from guanidi ne at

the present time:

F(N02 )2CCH2NHCNH2
No details of the synthetic route are avai lable at this time. Therefore,

the problem was approached as If no work had been done wi th these compounds.

Two avenues of approach were investigated: V

NH

(H2N~NH2)2H2co3

‘ S~~)HNO~

F(N02 ) 2CCH2NH~NH2 H2N~NH2

HNO3)\ /H2S04 NNO2 
FDNE

II
F(N02)2CCH2NHCNH2

The nitramine4is a compound which might feasibly be obtained by
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either route shown. It Is not, al though, the only compound which can
be prepared or be useful. In the first route, the condensation of FDNE
and guanidine can yield products other than the monoalkylated one shown , eg:

NH
H

F(NO
2
)2CCH2NHC-NHCH2C (No2)2F

F(N02 )2CCH
2
NH-C—NHCH2C (No2)2F

NCH2C(NO)2F
Maximum alkylation woul d yield five fluorodinitroethyl groups on the

guani dln&s nitrogens , i.e. replacement of all amine protons. The conden-

sation product obtained was an aither oil . The solubility properties

(Insoluble in CH2C12, 
soluble in EtOH) were such as to suggest that a

condensation did occur. The infrared spectra showed the presence of

—NO2, and —F. After isolation 1 the oil began to evolve a gas wh ich was

not identified. Mass spectrum observed is not that of FONE or guanidine ,

but is compatible wi th their condensation product. The compound was

shown to be slowly decomposing.

Due to the ins tability of the intermediate amine, the second path—

• way to the desired product was attempted. For this seri es of reacti ons ,

the guanidine ca~bonate fi rst was converted to guanidine sulfate . Using

the sulfate in the subsequent nitration is advisable since the reaction is
V sensiti ve to the amount of water present. Interestingly enough, it Is

also sensiti ve to the percentage of sulfuri c acid used. The ni tration did

proceed nicely wi th the proper conditions (as described in the experimental

section) to give a 76% yield.

I
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The structure of nltroguanldlne has been debated for many years.
2

The position of the ni tro group and the possibility of a dimer remain

subjects of study. The structure used here Is one which  Is chosen for

convenience and not proposed as the actual structure.

The ni troguanidine previously prepared was allowed to react with

FONE, hopefully, to afford the desired ni tramine 2. Several reaction

condi tions were tried, as can be seen in the experimental section. All

of them showed no reaction to have occurred.

Addi tion of base to the reaction mi xture was tried in hope of

facilitating the reaction. In theory, the base shoul d remove a proton

from the ni troguanidi ne, and that the resultant anion would then attack,
the FONE to form the condensation product. Pyridine was first base used,

but no condensation products were obtained. Due to the time limi tation

of this project, no further work could be done. The fluorodinitroethyl-

guanidinenitrami nes seem to be promising compounds , but the synthesis will V

• take repeated attempts with various conditions.
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EXPERIMENTAL

GENE~~j,: All starting materials were commercially avai l able and

used as received. Infrared spectra were taken on Beckman IR 4240

spectrophotometer . Elemental analyses and mass spectra were run within

the laboratory. Melting points are uncorrected.

N~,N
’—bis(f luorodinitroethyl)-ethylenedlam1ne: The procedure used

was that of N. Frankel and co—workers) Ethylenedlamine (4m1 ,5.8g,9.6x10 2

moles) was added to 100 ml HON. Additi on of 84 ml (ll4g , 0.192 moles FDNE)

of a 26% solution (in CH2C12) of fluorodinitroethanol then followed. The

two mixture was stirred with maximum phase contact for 1 hour. At the end

of this time the phases were separated. The HON layer was extracted wi th V

30 ml CH2C12. This extraction was added to the CH2C1 2 layer and in turn

was extracted with 2 x 40 ml of HON. It was then dried over MgSO4 and

solvent evaporated to afford 30.5g (96% yield) of desired ami ne as an

an1~er oil. Yields of the ami ne varied from 98-80% during vari ous prepara-

tions. IR bands showed the presence of the -NO2 and -F groups : 1600, 1310 ,

1080, 850, and 800 cni . The oil was used without further puri fication .

N~N -(Bisfluorod1n1troethy1)-N,N’—d1nItroethylened1amine (1) :

The procedure used was essentially that of N. Frankel .1 N,N ’-(Blsfluoro-

dinitroethyl)-ethy l enedlami ne (lSg, 4.1 x 10-2 moles) was added dropwise at

00_lao to a solution of 90% HNO3 (75 ml), conc. H2S04 (60 ml), and 65%

oleum (15 ml). The mixture then was heated to 45-50° for 1 hour. At the

end of this time , the solution was cooled and poured over ice. The

23-8
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desi red product separated as a white powder, was collec ted and then

washed repeatedly with water. The crude material was recrystallized

from methanol/water and gave 15g (78.2% yield) of pure,,,~,mp 148— 149°.

IR bands at 1595, 1310, and 1160 cm confi rmed the presence of the

nitrami ne linkages and fluorine. The mass spectrum of the compound

confirmed its structure with m/e: 2i1, 166, 119, 90, 80 72, 64, 60, 46,

42, 30, 28. Elemental analysis showed the compound to be pure,% caic:

for C61f
8F2

N8O12: C, 17.06; 14, 1.89; N, 26.54; found: C, 17.04; H, 1.86;

PS , 26.49.

Attempted Preparation of Fluorodinitroethyl guanidines:

METHOD A: In order to explore the condensation reaction between guant dine

and fluorodinitroethanol , the first attempt employed very mild reaction

conditi ons. Guanidine carbonate (l.Og, 5.5 x l0~ moles) and fluorodinitro—

(7.2 ml , 1.66 x 10-2 moles) were al lowed to react using the reaction pro-

cedure designed for the preparation of N,N’-bis(fluorodinitroethyl )-

ethylenedlamine. Upon workup, no condensation product was found.

METHOD B: Guanidine carbonate (ig, 5.5 x i0 3 moles was dLsolved in 50 ml

of water. To this solution was added 7.2 ml (1.66 x 10—2 moles) of a 26%

CH2C12 solution of FDNE . The mixture was stirred vigorously and formalin

(1.34 ml , 1.66 x 10—2 mole) was added. The two phase reaction then was

heated to 40°C for 3 hours. At the end of this time, the solution was

cooled to room temperature and then ex tracted wi th CH2C1 2 (2 x 30 ml). The

aqueous layer was evaporated and the residue again extracted wi th CHC12 (2 x 30

ml). The remaining oil was treated with 95% ethanol . A precipi tate (unreacted

guanidine) formed and was removed. The ethanolic sol ution was evaporated
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To yield an miter oil (l.5g). This oil seemed to decompose upon standing.

Infrared of the oil showed the presence of -NO2 (1560 cm , 1350 cm ’) and

F (1080 cm ’). The mass spectrum showed no weight over 153. The fragmen-
-: tation pattern indicated the decomposition of a condensation product and

not merely a mixture of reactants . This reaction also was run using a

1:5 ratio of amine: FDNE with the same results (formation of an unstable

product).

Preparation of Ni troguanidine:

The procedures used are based on two known preparations of this compound:3 4  
-

Guanidine carbonate (l8g , 0.1 mole) was slowly added to conc. H2S04 (10 ml.

0.2 moles ). After the evolution of CO2 had ceased, the wet salt was dried

leaving guanidine sulfate (31.4g, 0.2 mole),

The prepared guanidine sulfate (ig, 6.36 x io~ moles) then was added

slowly to a cooled (0—10°) mixture of 5 ml HNO3 (90%) and 2 ml of 65% oleum.

The reaction mixture was kept below 20° during the addi tion and then allowed

to warm to room temperature. The reaction mixture was stirred for 2 hours

and then poured onto cracked ice. The des ired product precipitated and was

isolated by filtration. Recrystallization from water gave O.5g (76%) of pure

product, mp 248-9°C(lit mp 235—257°, depending on rate of heating2’3).

Condensation Reaction Wi th Nitroquanidine .

METHOD A: This procedure is similar to the condensation wi th guanidine

carbonate. Nitroguanidine (O.25g, 2.4 .x io~ moles) was added to 15 ml of

95% ethanol, and the resultant slurry was stfrred rapidly. To this mixture
2.7 ml of a 26% CH2C12 solution of FDNE and 1 ml of formalin was added,
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The reaction mixture was heated to 45° for 2 hours, cooled to R. T. and

then stirred 36 hours. At this point, the unreacted nitroguani dine was

removed by filtration and the solvent removed to aff3rd unreacted fluoro—

dini troethanol and additional nttroguanidtne, No product was obtained.

Recovery of nitroguanidine was quantttattve.

METHOD B: This procedure follows Method A in stotchiometry and mode of

addi tion. The solvent used was CH2C12 and the reaction mixture was sti rred

for 36 hours. Work-up followed that of Method A to yield only the starting

meterials. Ni troguanidine was recovered quantitatively,

METHOD C: This procedure followed Method A In stoichiometry and mode of

addi tion. The solvent used was anhydrous methanol . Pyridine (1 ml ) was

added to the reaction mixture to afford a base initiation of the reaction.

After stirring at room temperature for 36 hours, the mixture quenched and

analyzed as in Method A. Nitroguanidine was recovered quanti tatively, and

thus no reaction product was obtained.

•1
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SUBMICRON PARTICLE SIZE MEASUREMENTS IN
ACETYLENE-OXYGEN AND ALUMINUM-OXYGEN FLAMES

by
James F. Driscol )

ABSTRACT

A nei technique for making in situ measurements of aerosol particles
In the submicron size range has been investigated. Making use of the broaden-
ing of a monochromatic laser line produced by random particle motion the
technique has been shown to be suitable for application to measurements in
high temperature environments at pressures from 20 torr to 1 atmosphere.

Particle diameters were measured in acetylene/oxygen and aluminum/oxygen
flames. Particle size was determined as a function of mixture ratio and
height above a flat-flame burner which was operated as a premlxed acetylene/
oxygen/nitrogen flame. Sizes were found to vary from 40 to 250 rim as height
above the burner varied from 0.5 to 3.0 cm. Little variation was found as a
result of mixture ratio changes. The flame was found to have large gradients
in particle size on a scale comparable with the measurement volume (1 em3).
Sizes measured from electron microscope photographs of soot particles collected
from the flame showed reasonable agreement with those calculated from scattering
measurements. Size determinations in an aluminum/oxygen flame were made for
the first time using this technique. A mean diameter of 280 rim was found 40 cm
downstream of the primary reaction zone at 20 torr pressure.

The results of this study have demonstrated the utility of the technique
for determination of mean, submicron particle sizes and have pointed the way
toward methods for improvements to yield particle size distributions, as well.

It
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INTRODUCTION

The formation of particulates in solid rocket motors is important from
two standpoints: In the combustion zone particulates can alter propellant
burning rates and radiative heat transfer which have a direct effect on corn-
bustor design; In the exhaust plume particulates are a primary cause of nozzle
radiative heating, two-phase flow energy losses, and plume visibility. In
order to develop Improved smokeless propellants, fundamental research has been
initiated by the Air Force Rocket Propulsion Laboratory to determine the
physical mechanisms that occur in condensation processes. The occurrence of
alumina (A&203) condensation In rocket motors, in particular, cannot yet be
adequately predicted. To experimentally study the AL203 condensation processes,
there is a direct need to develop and apply diagnostic techniques for measure-
ment of particulates In the early stages of formation, i.e. sub-micron sizes .

Historically, sampling- probes have been used to collect particles 0f
interest which are viewed using electron microscopes. Results can be ambiguous
because the collection process promotes particle agglomeration due to electro-
static charges of the particles. In order to study the nucleation and agglom-
eration processes, in situ sizing techniques are required. In this research
program, a new optical diagnostic technique, laser Doppler spectroscopy1, is
used to perform In situ size measurements of submicron particulates.

RESEARCH OBJECTIVES

The goal of this research program has been to make in situ measurements of
mean particle diameters in the 1 .0-100 nm size range in flowing, high tempera- —

ture gases. These measurements are in direct support of an AFRPL in-house
experimental study of alumina particle condensation. The diagnostic technique
selected for this program was laser Doppler spectroscopy (LOS). The LDS tech-
nique Is Independent of particulate properties and provides local submlllimeter
spatial resolution. Hinds and Reist’ have demonstrated the feasibility of
using LOS for subricron spherical particle size measurements. Penner, Bernard
and J.rskey2 firs t applied the LOS technique to flowing gases for the case of
an ethylene-oxygen flame.

A secondary goal of this program was to create solid particulate aerosols
with specific properties to be used in the validation of the experimental
measUrement technique. The aerosol had to be as monodisperse as possible, with
particle mean diameter In the .001 to O.l~an range. The aerosol should be

• uniformly distributed In a steady, high temperature (500 K-2500°k) gas flow.
The above conditions are difficult to achieve and have been most closely realized
by using specially designed laboratory flames3. Two types of flames were used
to produce aerosols. An acetylene-oxygen flat flame burner provided carbon
particles in the desired size range. An aluminum-oxygen flame was later used to
provide alumina particles.

Validity of the LDS results was to be investigated by performing the
following: (a) Scattering angle was to be varied and results compared to LOS
theory. (b) Measurement location In the flame was to be varied to see if
particle size increased with height above the burner. Cc) Electron microscope
photographs of sampled particulates were to be used to determine if LDS results
were reasonable.
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LASER DOPPLER SPECTROSCOPY-IHEORY

The use of the LOS technique for particle size measurements is now
described. Hinds and Reist’ first demonstrated the feasibility of LDS for - -

use In stati onary aeroso ls. Using conce pts first proposed by Benedek~, they
developed a theory for monodlsperse aerosols and described effects of aerosol
polydispersity. Good agreement between LOS experimental results, theory and
electron microscope measurements were found for controlled monodisperse aerosols
o? latex spheres in the range 500 to 1,100 rim. Penner, Bernard and Jerskey2
later Included theoretical effects of gas flow velocity and demonstrated the
feasibility of LOS application to an ethylene—oxygen flame.

When laser light is scattered by submlcron aerosol particles, the Brownian
motion gives rise to frequency fluctuations of the scattered lIght. The broad-
ening of the scattered line profile can be measured, from whIch the particle
diffusion coefficient can be Inferred. Mean particle diameter Is determined
from the Stokes-Einstein diffusion relation, modified for large Knudson number a

effects. Small particles undergoing rapid Brownian motion cause greater
broadening than large particles, thus the measured power spectrum of light
fluctuations may be related to a mean particle diameter.

A schematic of a laser scattering system and the resulting power spectrum
Is shown in Figure 1. ConsIder two particles that are travelling through the
focused subrililmeter laser beam with equal average directed velocities U, but
with opposite instantaneous components of random velocity. In general, radia-
tion scattered from moving particles will be Doppler shifted by an amount af
given by:

~~~~~. ~. 
• ~ -

~~~) (1)
f c

where unit vectors e~ and ij_are in the scattered and incident radiation direc-tions, respectively, vector V Is the particle velocity, c Is the velocity of
light, and f is the laser frequency (on the order of lOs’ Hz). The homodyne
power spectrum (cf Figure lb) resulting from many scattering centers simul-
taneously passing through the focal volume has been shown to have a Lorentzian
profile1. The halfWldth (MW) of the power spectrum for the case of a station-
ary, monodisperse aerosol whose size is much greater than the molecular mean free
path Is given by:

- •  HW — 16
~ - sin2 

(
}

) (2)
A 2

where e is the scattering angle, x the wavelength and D the particle diffusion
coefficient, describing the mean squared length travelled by a particle per unit
time. For the case of Reynolds number based on particle diameter approaching
zero, the Stokes—Einstein diffusion coefficient Is given by

D — kT (1 • l.648&/d)/3iqid (3)

which is valid for molecular mean free path & less than particle size d or, as
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is more typIcally the case , greater than d. Thus, hornodyne power spectrum
halfwidth Is given by:

~~~~~ ~)
2 kT (1 + l.648&).

A 3w2~d
The measurement of the homodyne spectral halfwidth, combined with knowledge of
local gas temperature T and viscosity i, yields a unique value of particle size
in a stationary, monodisperse aerosol . For polydisperse aerosols the particle
size given by Equation 4 Is some mean size.

Turbulence that occurs on a scal e less than the focal volume dimension can
also broaden the homodyne spectrum. Larger scale turbulence causes a time vary-
ing Doppler shift of the optical spectrum, but has no effect on the measured
hcmodyne spectrum. The homodyne spectrum is affected only by velocity varia-
tions simultaneously detected within the focal volume. The particle sizing tech-
nique is thus Insensitive to turbulence and mean flow gradients providing that
the focal volume is significantly smaller than the scale of local velocity
var iations

In addition to the homodyne spectrum also shown In Figure lb is the hetero- 
V

dyne spectrum centered in the megahertz range which can be produced by optical
mixing of two coherent laser beams at the focal point. The heterodyne spectrum
arises from the doppler shift due to the mean flow velocity and Is employed in
laser doppler velocimetry techniques. Thus the average flow velocity, average
Brownian motion velocity and mean particle size can be measured by simultaneously
recording the homodyne and heterodyne spectra.

APPARATUS AND DATA REDUCTION

Two separate facilities were employed in this study to produce submicron
V sized particulates in high temperature flowing gases. Initially, soot particu-

lates were produced in an acetylene-oxygen flat flame. During the latter part
of the program, alumina particles were produced in a low pressure aluminum-
oxygen diffusion flame and identical diagnostics were employed.

A photograph of the acetylene-oxygen flame Is sham in Figure 2. A flat
flame burner provided a relatively uniform and stable premixed flat flame. The
burner surface consisted of bundled copper rods between which the pranixed
acetylene (C2 H2), nitrogen and oxygen flowed. The 1-1/B inch diameter burner
surface wes surrounded by an annular flow of nitrogen to stabilize the flame.
The entire apparatus was weter cooled. Gas flowrates were regulated and measured.

The aluminum—oxygen flame apparatus was designed and assembled at AFRPL.
Aluminu m vapor is produced by heating aluminum pellets in an alumina crucible to
i600°K at a pressure of 20 torr. The aluminum vapor is mixed with inert argon
gas which flows upward. Oxygen is introduced above the crucible. Reaction
occurs between the aluminum vapor and oxygen yielding a bluish flame. Light
scattering from alumina particles is observed visually at a location 40 cm above
the crucible, using a laser light source.

The light source was 100 milliwatt He Ne laser beam which was split into
two beams and focused to intersect at the focal volume, allowing scattering to be

24-6



-~ VV ~~~~~~~~~~~~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

-~~ - - - V - ~~~~~~~~~~~~~~~~~~~~ ~~
‘ r~

n .-nçr- - -

observed at 25’ and 60’ from the Incident beam. A collecting lens of 15.2 cm
focal length was used to focus the enlarged (3X) I mage of the focal volume on
the surface of an RCA 4832 photo—multiplier tube. An interference filter cen-
tered at 632.8 nm with a measured halfwldth of 1 .65 nm was used to block flame
emission. Photoe~it1p1jer current was passed to ground through a 0.1Mgresistor, providing a frequency response of 50 KHz. The amplified signal was
observed on a Tektronix 465 oscIlloscope and 315 Spectrum Analyzer, and was
recorded as FM on analog tape at 60 inches per second (ips).

Recorded data were analyzed using a digital spectrum analyzer (Spectral
Dynamics 360-35), which dIsplayed the real time power spectrum, allowing time
variations in the spectrum to be observed. Data were replayed at 15 Ips, high
pass filtered at 1 012 (real time) and sampled at a 16 KHz sample rate. Each
computed power spectrum was determined from 2.5 X l0~ data points . Bandwidth
of the entire data acquisition system was 25 KHz. Prior to data reduction for
each run, system accuracy was checked using a calibratIon square wave, whose
power spectrum consists of peaks at odd multiples of the square wave frequency,
wi th an f 2  rol loff.

RESULTS AND DISCUSSION

The laser scattering system was assembled and applied first to the
acetylene-oxygen flame. Carbon aerosol measurements were attempted first
because soot formation in such flames is well documented5 . Production of a
relatively steady and monodisperse submicron aerosol is a difficult task and —
cannot be fully achieved with an acetylene flame. However, the LOS technique
could be tested by: (a) varying the scatteri ng angle and comparing results
with theory, (b) varying measurement location in the flame and (c) comparing
results with electron microscope photographs of carbon sampled from the flame . V

Photographs of the laser scattering apparatus with the acetylene flame are
shown in Figures 2 and 3. In this flame, flame emission was so Intense that
proper aligmnent of the optical system was crucial to obtaining sufficient
scattering signal-to—noise. The 28 milliwatt laser power used in this study
provided a typ ical signal to flame emission ratio of 25 and signal to shot
noise ratio of 40. WIthin 0.5 cm of the burner surface, however, the scattered
signal barely exceeded flame emission, making measurement of the smallest
particles difficult.

Proper focussing was found to be critical for optimal scattering signal to
flame emission signal . A thin sheet of plexiglass was placed in the attenuated
laser beam and focused visua l ly . A 0.5 nm pinhole was drilled In the back side
of the phototube meant, allowing a direct visual line of sight down the optical
collection axis when the phototube is removed. A second laser beam was used to
provide scatterin g at a diff erent angle (600) than the first (25°); it was
aligned to Intersect the first beam at the measurement location. A liquid
aerosol was then sprayed through the measurement location and each beam was
focused and realigned separately. When the beam was out of focus, a one mliii-
aster diameter column of scattered light appeared when viewing through the pin-
hole. Proper focus caused the collection lens to appear cc letely red, I.e.
the laser beam filled the entire collection solid angle. Poor signal to noise
results from deviations from best focus because the laser beam transmission
solid angle fills only a fraction of the total collection solid angle, the
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remainder being fIlled with flame emission. Final focus was obtained by viewing
the scattered light for the desired acetylene-oxygen flame conditions . Through -

the pinhole, the flame background was barely visible with the laser off. Wi ththe laser on, the collecting lens appears filled with laser scattered light, and
the phototube aperature is closed to focus on only the central portion of the
bean. Focussing proved less crucial in the At-02 flame since flame emission was
negligible and large scattered signals were observed, In most cases.

Steady flame conditions were found to be highly desirable. The acetylene-oxygen flame appeared visual ly to be steady. The measured flame emission was
relatively steady, with + 10% intensity variations at frequencies of 5-15 Hz.
However , the intensity oY scattered laser light was not as steady. Regions con-
taining gradients in flame emission oscillated In space over a distance of 1 nm.
This oscillation was sufficient to observe 10—100 Hz changes in scattered light
emission, which at times dropped to zero when few particulates passed through
the focal volume. The I ntenni ttent nature of the aerosoi occurrence made data
reduction more difficult and introduced scatter in the results. Flame oscilla-
tions were observed to be due to room air currents, which could not be eliminated.
At stoichiometric conditions with no particle formation , stable flame conditions
occurred. It was concluded that to operate a rich acetylene-oxygen flame and to
limi t oscillations of carbon producing regions to less than 1 mn, an enclosed
flame apparatus is necessary . A porous plug burner is also necessary to eliminate
gradients that occur with our multiple-hole burner. However, flame oscillations
that do occur do not in ar~y way affect the measurement technique itself, since
all signal fluctuations of frequency less than 1 KHz are filtered out during
data reduction. In the enclosed At-02 flame apparatus, a steady scattered light
signal was always observed.

The acetylene flame began to emit intense visible radiation at a fuel-oxygen
equivalence ratio (0) of 1.9. The yellow appearance of the flame is generally
accepted as an indIcation of carbon formation5. At Ø~2.5, the bright white flame
was an intense radiator of heat . The C/0 ratio of the preinixed gases is unity
at O 2.5, which theoretically Indicates the limit of soot formation, since leaner
mixtures will result in excess oxygen reacting with carbon produced to form CO.
Appearance of a yellow flame at a somewhat leaner equivalence ratio than theoret-
ically predicted is consistent with previous findings5 .

Results obtained for the acetylene-oxygen flame are shown In Figure 4.
Typical power spectra of the phototube signal are shown in Figures 5, 6, and 7.
Each power spectrum is obtained by Fourier Transforming 2.56 X l0~ digital data
points . The recorded analog phototube signal was sampled at 16 KHz; data was
high pass filtered at 1 (Hz. Shot noise is observed to be negligible since the
power spectrum asymptotes to zero at high frequencies. Use of an analog spectrum
analyzer di rectl y attached to the phototube did not prove feasible since it did
not afford the averaging capability of digital processing. Assuming a Lorentz
line slope the power spectrum halfwidth (I*~) was determined from the relation:

(5)
V 

Where 14MW is the measured halfwIdth (I .e. the frequency at which the power
spectrum has decreased to one half the maximum measured val ue), f Is the filter
frequency (1 IOiz), and MW is the actual halfwfdth of an unfiltered Lorentzian
curve centered at zero frequency . / 

V
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Mean particle diameters, shown in Figure 4, were determined from the mea-
sured MW of the power spectra, using Equation 4. Flame temperature was calcu-
lated using the AFRPL ISP computer program, which determines flame temperature
and equilibrium concentration of 26 flame species using updated JANNAF thermo-
chemical constants. Calculated flame temperature had a strong dependence on
the nitrogen flow rate.

Results obtained in the aluminum-oxygen flame are shown in F-igire 8. A
scattering angle of 45° and the measurement position 40 cm above the flame were
fixed by apparatus window location. The scattered light signal had a constant
d.c. component with superimposed 1-5 KHz fluctuations. Measured mean particle
di ameter varied between 240 and 280 run f or oxygen flowrates between 0.72 cc/sec
and 1.) cc/sec with corresponding argon flowrates of 1 .50 cc/sec and 12.7 cc/sec.

Large sca t ter of + 35% in the acetylene-oxygen flame data of Figure 4 is
observed. Whether the scatter Is due to actual variations in mean particle
diameter or due to inaccuracies of the measurement technique cannot be deduced
from this study. Further research is necessary to test technique accuracy
using a monodisperse aerosol of known particle size and size distribution. It
is highly probable that mean particle diameter in the flame does vary as much
as the scatter in the data. Regions of carbon formation oscillated In the flame
on a submillimetep sca me, as described previously. In addition, particle size
distributions In similar fl ames are quite broad at locations 3 cm above the
flamefront. Wersborg6 measured size distribution halfwidth points In a acetylene-
oxygen flame to be + 50% the mean particle diameter, due to nonuniform agglomer-

• atlon of particles .

The data of Figure 4 Indicates a definite trend of increasing particle size
as height above the burner is increased. A theoretical increase of particle size
with fuel-oxygen equivalence ratio has been postulated6 but no definite tiend
was observed in this study. A typical power spectrum obtained for a location of
0.5 cm above the burner is shown in Figure 6. While initial particle formation
and visible radiation occurs at a height of 0.1 cm, sufficient signal to noise
was not achieved below a height of 0.5 cm. Scattered light was also not visible
through the 1.6 run bandpass interference filter. Particles at these locations
are belived to be too small to detect with the LOS apparatus at temperatures of
2200°K. It is postulated by this author that the technique has a minimum detect-
able particle size due to particle radiation. As particle size decreases the
particle radiation emitted decreases as d2 while the Rayleigh scattered light
decreases as d’. This limi tation will not exist at sufficiently low aerosol
t~~eratures.

V An Increase in measured spectral halfwidth was observed as scattering angle
• Increased from 25° to 60° as seen In Figures 5 and 7. Two Inc ident beams were
focused within the focal volume of the detection system whIch was fixed. When
the 25’ angle beam was used , the 60° angle beam was blocked, and vice versa.
Theory describing laser doppler spect roscopy1 predicts a sin 2 8/2 dependence of
spectral halfw idth , for a monodisperse aerosol . Measurements at the two angles

- 

- were made to compare with theory, which predicts a spectral halfwidth increase of
5.26. For the various flame conditions selected, spectral halfwidth increased by
factors between 3.3 and 4.2 as e increased from 25° to 60°. These large measured
changes are felt sufficient to confirm that the spectrum observed was broadened
due to particulate Brownian motion. The difference between theoretical and mea-
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sured angle variation effects Is believed due to deviations from monodispersity.
In fact, the differences between dual angle measurements and theory are proposed
as a possible technique to determine the particle size distribution .

Electron mIcroscope photographs were taken of carbon particulates sampled
or a Nichrome w ire at 3 an above the burner . A typical example Is shown in
FIgure 9. Partlculates were observed to be In the 200 run range, agreeing roughly
wi th LOS results. The scanning electron microscop. used was not capable of re-
solving particles smaller than 50 run in this sample.

From this research study, several problems inherent to the LDS technique
when used in polydisperse aerosols can be postulated. The mean diameter mea-
sured will not correspond to any of the conunonly used characteristic diameters3 ,
such as Sauter mean diameter or surface area median diameter. The measured
power spectrum will be an average of the broad spectra produced by small , fast
moving particles and the narrow spectra of larger particles. The averaging pro-
cess Is further weighted because t1~ latter spectra train large particles will
be weighted much more heavily due tb a d dependence of Rayleigh scattering
Intensity. When only small particles are considered, a minimum detectable size
also occurs when particle radiation, which varies as d2, becomes larger than
Rayleigh scattered radiation, which varies as d6. At sufficiently low tempera-
tures this limi tation will not occur.

Other factors can contribute to the broadening of the hoinodyne power spectrum —

and thereby limit the applicability of the LOS technique. Time of flight broaden-
- - log has been extensively reviewed in the literature since It gives rise to

apparent turbulence in laminar flow systems. Time of flight broadening arises due
to the finite duration of the scattered signal from each particle as it traverses
the laser beam. The Fourier transfo rm of a finite sine wave is not a del ta
function but has a Gaussian profile. Superposition -of many simultaneous particle
signals , each of finite duration and of random phase, results in a homodyne
spectra l halfwldth of:

~~~~ U , U (6)a 2, 4k F /cos~- 2

where U Is the flow velocity and a Is the local beam diameter resulting train V

focussing laser beam of diameter 0 wIth a lens of focal length F. To measure
particle si ze in high velocity flow fields, time-of-flight broadening is
minimized by Increasing the laser beam diameter, and thus sacrificing spatial
resolution.

For the case of rocket exhaust plumes the maximum veloc ity aerosol m.asur-
able with LOS is calculated by insuring that collisional broadening, given by
Equation (4) exceeds TOE broadening, Equation (6) by at least a factor of four

- - 
yielding:

° 0.00486 1 (7)

For a typical rocket exhaust veloc ity of 1000 M/S, a laser beam diameter of
2 cm is required to measure particles in the 1 .0-100 nm range . This calculation
assumes l80 backs catter us ing an argon laser and 2000° plume temperature. 

-
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SUGGESTE D FUTURE WORK

1. Particle size distribution measurements may be possible using LOS and a
dual angle scattering system. Theoretical work and studies of an aerosol
with a known size distribution (i.e. latex spheres) is needed - to study
biasing effects.

2. Maximum velocities at which LOS spectroscopy Is applicable can be studied
in Jet or rocket exhausts and shock tubes.

3. SImultaneous measurements can be made of mean particle diameter using LDS,
meah diameter using Mie theory, flow velocity, and possibly size distribution.
Research is presently being conducted at the University of Michigan to study
condensation processes with Mie scattering and laser velocimetry techniques.
Holography and laser velocimetry is also being used in flame research.

4. The present LOS theory requires modification to apply to low pressure aero-
sols, as in rocket exhausts. Free molecular flow effects on the drag and
diffusion of particulates need to be included in a more consistent manner.

5. MinImum detectable particle size Is limited by signal to noise in flames.
As particle size decreases, black body radiation decreases as d2 yet Rayleigh
scattered signal decreases as d6. Improvement can be gained by narrowing the
spectral bandpass below 1 nm or use of polarization filters and argon lasers.

- • CONCLUSIONS

1. A laser Doppler spectroscopy (LOS) system wes assembled and used to measure
mean particle diameters in the range 40-250 nm (0.04 to .25um). Measure-
ments were performed in an acetylene-oxygen flame and in a low pressure
aluminum-oxygen flame.

2. Mean particle diameter in the acetylene-oxygen flame increased from 40 run to
250 nm as height above the burner increased f rom 0.5 cm to 3.0 cm. No effect
of varying equivalence ratio from 2.5 to 5.0 was detected. Steady carbon
production could not be obtained because of submillimeter oscillations of
flame gradients. Scatter in the results was + 35%.

3. Electron microscope photographs Indicate the presence of 200 nm particles,
In approximate a geement with LOS results.

4. OptIcal al ignment was crucial in the acetylene flame to achieve a high sig-
nal to fl~~ emission ratio.

5. To check the validity of the technique, the scattering angle was varied from
25° to 60°. Measured spectral halfwldth increased by a factor between 3.3
and 4.2 depending upon flame conditions; a theoretical increase of 5.2 is
predicted for monodisperse aerosols. The difference is attributed to
deviations from monodispersity of the aerosol.

6. Measurements within 0.5 cm of the flame front were impossible due to low
signal to noise. This is believed due to small particle size in this region.
Flame emission which varies as d2 exceeded scattered light, which decreases
as d6 as size decreases. Decreased spectral bandpass and larger laser power
Is recaiuvnended for future work in order to minimize effects of flame back-
ground emission.

24.11
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7. In a polydisperse submicron spray, the measured particle diameter corresponds
most closely to the largest particles present, due to a d Rayliegh scatter-
ing intensity weighting function.

8. Alumina particulates were produced successfully in an alumintan-oxygen flame
operated at 20 to 100 ton’. LOS measurements indicate a mean diameter of
280 run at a location 40 cm above the flame. Electron microscope photographs
reveal a polydisperse aerosol with particles as small as 50 run.
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Figure 2. Acetylene-Oxygen Flame Apparatus and Optical Systeni
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Figure 3. Flat Fl ame Burner Operated at Equivalence Ratio of 2.5
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FIgure 9. Electron Microscope Photographs of Fl ame Particulates
(a) C2H2 — 02 fl ame, H=3.Ocni, O=2. 5,indicator width= 2000A
(b) AT - 02 fl ame, H=4Ocm, indicator width = 500A
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SOLID TEFLON PROPULSION

CONTAMINATION INVESTIGAT ION

by

3. K. Hartma n

ABSTRACT

The design characteristics and operating principles of the solid Teflon
pulsed plasma thruster are briefly discussed. An InvestigatIon of the present
ground based contamination programs and space based contamination programs of
the milllnewton Teflon thruster Is presented. The structure of the exhaust plume
and the chemical nature of its constituents are examined in light of current
experimental knowledge and the existing data on the effects caused by thruster
e-fflux on spacecraft surfaces is compiled. Facility backscatter interactions
are studied and their effect on particle efflux measurements Ps evaluated .
Reccninendatlons are made as to new experimental techniques that will Improve
the existing ground and space test procedures for measuring particle efflux
and spacecraft contamination.
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INTRODUCTION

As the designed li-fe of satellites reaches the seven to ten year range,
weight constraints begin to impose limits as to the amount of propellant
that can be carried for stationkeeping, attitude control , and other space-
craft repositioning functions. Hence, propulsion systems with low specific
impulse are placed at a severe disadvantage as compared to electric propulsion
systems for adoption on missions requiring high total impulse. This has resulted 

-

in the development of a number of different types of electric thrusters delivering
a high specific impulse. An excellent survey of the state of the art in
electric propulsion is given In Reference 1. The solid Teflon pulsed plasma
thruster -Ps the only one that will be considered in this article.

The solid Teflon pulsed plasma thruster produces thrust by creating
a high voltage, very high current electrical discharge across the face of
the Teflon propellant as shown in Figure 1. The Ignitor plug provides a
~nal1 of amount of “seed” plasma to initiate the main discharge and the main —

discharge capacitor bank supplies the large quantity of electric charge
needed. This current ablates the surface of the Teflon , creating a plasma
slug , which is accelerated down the channel between the cathode and anode
by volumetric magnetic forces2 as shown in Figure 2. Very high exhaust velo-
cities are attained, on the order of 25 km/sec3, for the Ionized portion of
the plume in the mill -f pound thruster. However, there is an appreciable amount
of mass that is ejected as neutral particles with relatively low velocities.

- :  This significantly reduces the average spec ific impulse (~l6OO sec)” that has
been obtained In present thrusters.

The inhomogeneity and complexity of the exhaust plume, as wel l as the
chemical nature of the plume constituents, has caused potential users to be

V wary of employing this device for control purposes on operational spacecraft.
The Russians -fl ew their first Teflon pul’ed plasma thruster In 1964 aboard
“Zond-2” , a flight launched towards Mars3. Only three United States satellites

- 

- 
(LES-6, TIP-2, TIP-3) have flown with Tefl on ~u1sed plasma thrusters on board
and, of these, only the LES-6 thrusters flown0 in 1968 were able to be
adequately tested in space. At the present time, pulsed plasma thrusters have
not been accepted for flight on any -future spacecraft and it is the purpose
of this study to determine what needs to be done to Improve user acceptance
of these devices .

• The general outline followed in assessing the capabilities of existing
— ground based contamination programs of the milllnewton solid Teflon pulsed

plasma thruster to meet user needs is as follows . First , a synopsis of the
studies on plume characteristics Is presented along with several new experi-
mental techniques that may be used in determining plume characteristics
and reducing the effect of facility backscatter on particle efflux measure-

V 
- ments. The possible effects caused by exhaust particles Impinging on various

- 

- spacecraft surfaces Is discussed next. Finally, reconinendatlons and conclusions
are made as to new experimental techniques for improving the existing ground
and space test procedures so that users’ -fears of:spacecraft contamination
from the Teflon thruster efflux may be alleviated.
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PLUME CHARACTERISTICS

A fair amount of Information has been gathered on plume characteristics
using a number of different experimental techniques. The major problem Is
that there has never been a sufficient number of experiments performed on
one solid Teflon pulsed plasma thruster to completely characterize Its
operation. There has always been a continuing push to advance to higher
energy discharges and higher thrust levels before operation at the previous
level has been quantified. This fact , coup led with various experimental
problems, has led to the existence of a body of knowledge that Is only
semi—quantitative, especially at the higher thrust level Of the millipound
thruster. In addition , while a qualitative understanding of the physics
Involved wish the operation of pulsed plasma thrusters exists , theoretical
treatments ~~ to date have only had l imited success in dealing with the
complex physical behavior of the Teflon plasma . In this section of the
report , previous experimental results on the characteristics of the exhaust
plume of the solid Teflon thruster will be suninarized and several areas
for future work will be indicated.

The most complete collection of data exists for the LES-6 solid Teflon
pulsed plasma thruster6 developed by Fairchild Republic Co. for the MIT
Lincoln Laboratory and flown in 1968. Most of the plume cha racterization
data was collected after the thrusters were In space during a study that
was undertaken with the primary aim of improving the understanding of the
basic processes involved in the thrus ter opera tion so that a more efficien t
and higher thrust propulsion unit could be developed . The LES-6 thruster
operate4 at a discharge energy of approximately 2 joules. However , upward s
of 30% 10 of this energy was dlss-f pat%f In the capacitor bank and not delivered
to the plasma arc. Approximately 10° kg of Teflon was emitted per pulse,
with 7-8% ionized and the rest oozing off the Tefl on in the form of neutral

V particles. Spectroscopic observation of neutral lines showed that the
neutral particles continued to leave the Teflon surface lon g af ter the
discharge was complete. The average exhaust velocity was 3180 rn,5, wh i le
the velocity of the plasma was between 32,000 rn,5 and 40,000 rn,5 depending
on the measurement technique used. An interesting consequence of these
velocities and the estimates of the percent of the discharge that is ionized
is that the ions can account for all the specific impulse of the thruster.
Several different experimental techniques have been emp1oyed10~~

3 to gather
data on the quantities of interest in the plume of the pulsed plasma thruster .
Rather than quoting individual references and techniques, all informa tion

-
• pertaining to each area of interest will be assembl ed in single paragraphs

to try to present a coherent overview of the present knowl edge .

The electron density in the plasma has been determined using a K-band
microwave in terferometer lv and a mul tiple pass Mach-Zehnder interferoineter12
using a He-Ne laser. The microwave interferometer could not measure electron
densities above 7 x 1012 cm -

‘~ and so it was limited to measuring densities
far away from the thruster (about 20 cm) throughout the discharge or near the
thruster after a fair amount of time (about lOss ) had passed since the,,,
discharge. Wi thin these limitations , the electron density was measured” at
different distances from the thruster as a function of time. The Mach-Zehnder
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Interferometer can detect electron densities above 101 5 cnr3 and was used
to determine the average electron density In the arc itself at the fuel
surface with hopes of using the information to determine the surface pressure.
It was found12 that the maximum electron density occurs O~6 .us after
Initiation of the discharge and is approximately 9.3 x 1010 cm-3. Between
26 nm and 20 cm from the Teflon face, neither of these two interferometers
will operate because the electron density falls either above or below
the range of detection for that particular instrument.

Employing a Faraday cup lO , it was found from a time-of—flight measurement
that the plasma ions have a vel oc ity of 4O,0OPY~’,4s. This corresponds to the
arrival of CIV and F1y ions 11 and indicates that they constitute a sizeable
fraction of th~ total number of plasma ioff~. The total charge collected
was 5.23 x 1O~ C or approximately 3 x 10 e. This compares wel l with the
optical measurements if the arc volume is on the order of 1 cm3. The ejected
mass would be 10% ionized if all the Ions were singly charged. The Faraday
cup data is weighted in favor of the more highly ionized species because of
their higher velocities. Using the arrival time of the ppak ion density at
20 cm, it was found that the ion thermal velocity was 9.3K111/$, which corresponds
to an ion temperature of 7.6 eV. That this figure is low is verified by
analyzing the Faraday cup data using a theory based on the Boltzmann distri-
bution. The spreading or broadening of the pulse shape yields an ion temper-
ature of 35 eV, but this is probably a bit high since it was assumed that all
species were singly ionized. A cone half angle of 180 was measured and the
particle distribution was approximately Gaussian.

A spectroscope 10,13 an d an image converter camera~ were also used to
obtain velocity Information on the plasma. The image converter camera took
a picture (l1~s exposure) of the visible plasma ev~’y 0.1ps. The motion
of the visibl e plasma front in these pictures allowed a plasma velocity of
32,000 rn/s to be calculated . The spectroscopic measurements demonstrated
the complexity of the exhaust plume. As shown in Table 1 , there are a number
of different ionic species present and each travels with a different range
of velocities, as determined from Doppler shift measurements. Note that
the higher ionization states, which require 50-60 eV for their formation ,
travel with the higher velocities. The line broadening due to the thermal
motion of the ions yields an ion temperature of 10—15 eV, considerably below
that found from the broadening of the pulse shape. This figure is probably
more accurate, since no extra assumptions had to be made for this analysis
as were made for the pulse broadening analysis.

Table 1* Average velocity ranges for the various species of carbon and fluroine

Velocity Velocity
Species (m/sec) Species (m/sec)

C1 5,000-15,000 F1 5,000-15,000
20,000-30,000 F11 15,000-25,000

Cr11 30,000.J0,000 F111 25,000-35,000
C,~ FIV

* From Ref. 13. - - -

-V - —  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
- - - V— - - - - -  - - - -  —- -

~~~~~



-- - 

~~~~T ~~~~~~~~ 
-
~~~ 

—,--,,—• -----— --- -
~~~

-- -
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~

I

I
The relative intensity of various emission lines of the highly ionized
carbon (Civ to C111 and CITT to C11) gave the electron temperature tobe about 3-8 eyA which is ñ~0ch lower than the 20-25eV found from theLangmuir probe1”. From the lifetimes and location in time of the peak lum-
Inosity for the various C and F Ion species, it was postulated that the
charged species are produced sequentially, rather than at the same time.
This Is due to changes In the energy available and an increase in the plasma
density. At the extreme ends of the scale, the triply Ionized species at
the start Ind icate an excess of energy, while the neutrals are formed
after there is not enough energy available to ionize them. There was
some recombination of ions and electrons observed, e.g., CTI to Ct, which
helped create the variation in velocity for a given ionized species.

A theoretical model for expansion of the exhaust 12 is coupled with
experimental data to find the electron density, total electrical charge,
and ion temperature in the exhaust. Also in Ref. 12 , using the multipass
Mach-Zehnder Interferometer, a reversal of phase shift was noted at the
surface of the Teflon , indicating a change in dielectric constant from a
value less than G. to a value greater than -c. Since this was not noted
downstream, it was postulated that this effect was due to the formation
of neutrals. If one assume~0a neutral gas of C and F, but no C2F4, a
neutral density of 7.6 x 10 ° cm-3 is calcu lated. Several other calculations
were performed which show that th~ peak electron and Ion gas dynamic pressuresare on t~e orger of 4.5 x io~ n/m

e and the estimated magnetic pressure is
1.6 x 10 n,m~. Since the gas pressure acts over a smaller area than the
magnetic pressure, the gas dynam ic force on the Teflon surface is about
equal to the total magnetic force.

A series of experiments on a 90 J experimental thruster 14 prov ide
measurements of magnetic flux densities, current distribution , an d plasma

• velocity along the center line of the accelerator. Using a high speed
framing camera, pictures of the side and the front of the luminous plasma
were taken at 0.5its intervals. The total plasma discharge comes off in
three separate plasmoids coincident with each quarter cycle of current.
The generation of mass at the Teflon surface is continuous and there appears
to be a stationary arc at the propellant surface. There is not much lateral
spreading of the arc discharge even with the open sides on the accelerator.
The velocities of the first two plasmoids as obtained from the photographs

V are 37,000 ~is and 29,000 mIs respectively. A double electrostatic probe
was used as a time-of-arrival probe to determine If there existed any

• plasma ahead of the luminous front. It was not obvious what the correct
time of arrival was, but a reasonable analysis of the data indicated a
velocity of 45,O0~~/s between 3 and 9.5 cm from the thruster. It was
postulated that photoionization in the probe gap caused the initial low
level signals, but a more probable alternative might be photoenission
from exposed surfaces in the probe area caused by UV radiation from the
plasma. The divergence of the time-of-arrival data and the location of the
maximum probe signal suggests either that the plasma continues to expand
beyond the electrode exit plane or that the leading edge of the plasma consists
mostly of electrons which accelerate faster due to their higher mobility .
The current distribution measurements correlate well with the luminous

- - front and probe measurements. A two-dimensional measurement capability15
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was added to the time-of-arrival probe and additional data was collected. It
was found that the arc front moves faster at the anode than at the cathode and
that most of the acceleration takes place in the first l.5i&s. There was a
lack of any apparent boundary layer, indicating that viscosity is not a signi- Vficant factor in a solid Teflon pulsed plasma thruster. These latter measure-
ments were all within 12 an of the Teflon surface.

The only relevant information on the millipound pulsed plasma thruster is
contained in Ref. 16. However, many of the experiments performed here are
suspect because of the problems encountered with backscatter from the walls of
the liquid nitrogen cooled vacuum facility. The exhaust consists of 1.5 mg of
material ejected per discharge at an average velocity of approximately 17,000
rn/s with a flow time of a few tens of ‘is. It is doubtful that the highly
energetic exhaust will be captured even by the Moist nk Facility at JPL. The
thruster used was equivalent to the millipound pulsed plasma thruster, but
was not identical in propellant feed or capacitor energy storage bank. In
addition, the mass distribution studies using glass capture cups were made at
an energy level of only 200J, and not the 750J operating level of the milli-
pound thruster. The only information of interest to come out of the glass
capture cup studies is that the main part of the plume is in a cone angle of
+30~ to +400 and there is spu tter erod ing in the center of the plume.

Even though facility backscatter greatly affected results, the mass
distribution studies using the quartz crystal microbalances (QCM’s) did
provide some useful information. Material deposited on a QCM did not boil
off as expected when the temperature was raised from -lO4~C to 480C. Fairchild
postulated that the plume was composed of heavier molecules than monomers of
Tef lon, but it is just as likely that C, F, and Teflon monomers recombined on
the surface of the QCM to form larger molecules with higher boiling points.
Sputtering was found to occur within + 40° of the thruster centerline. The
attacimnent of coll imating tubes to the QCM’s seemed to el iminate much of the
facil ity backscatter , but a complete set of measurements was not performed
with this arrangement. In addition, the amount of energy stored in the capacitor
bank for these firings was not given. Additional measurements with a nude
ionization gauge and a QCM located behind the thruster indicated that facility
backscatter effects dominated many of the measurements.

Electron temperature and ion density measurements were made using a
V Lan9nuir double probe to measure the time varying ionized portion of the plume.

The plume would contaminate the probe after only 20 shots, so the probe was
periodically cleaned by electron bombardment. The thruster was operated at
the 750J energy level . Using Langmuir probe theory, the electron and ion
densities as a function of angular position were calculated for 71 cm and
142 cm from ~he thruster exit plane. The lowest electron density observable
was l0l~ an , so this approach would have filled in the void in the measurements
on the LES-6 thruster. One point to note is that all this analysis was based
on the plasma being totally comprised of C~ and F~, i.e., singly ionized ionsonly. While this may be true for 71 cm and 142 cm from the thruster, it should
definitely be justified in some fashion because the LES-6 thruster had many
highly ionized species present in its exhaust plume and here the exhaust plume
is from a thruster employing approximately 300 times more energy per pulse
than the LES-6 thruster. The ion density and electron temp~ratur~ on the
central axis (71 cm location) of the thruster were 3.8 x iø’~ cm and 3.8 x
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0K (about 3 eV) respectively at 27.5)hs after the thruster fired.

SPACECRAFT INTERACTIONS

Since every extended test of a solid Teflon pulsed plasma thruster has
resulted in the formation of an observable deposit on nearby surfaces, space-
craft designers are obviously concerned about the interaction of the exhaust
plume of the thruster with the various surfaces on a satellite. No truly
definitive studies of these interactions have been performed , but what had
been done up to about 1971 is covered in several survey articles17-19.
Following a review of the known data about the interaction of the solid
Teflon exhaust plume and thruster with a satellite, the information required
by the design engineer to successfully integrate a Teflon thruster onboard a
spacecraft will be discussed.

One major area of concern is, of course, the effect of the particle efflux
on the solar arrays that might be on the satellite. There were no problems
with this on the LES-6 satellite and it has not appeared,~o be a problem inany ground tests that have been performed. In one test ‘ , calibrated flight
quality solar cells were exposed to the efflux from a solid Teflon pulsed
plasma thruster for 24 hours and then sent back to Spectrolab for recalibratlon .
All results of the recalibra-tion were within the 2% cal ibra tion accuracy of

• the original readings. However, the fact that they were exposed to the
ath~osphere for at least seven days before recalibration leaves the Issuesomewhat clouded since it is a known fact that deposits formed by the efflux
react with, or at least upon exposure to,the air. Solar cell degradation due
to thruster ~fflux has not appeared to be a problem on the TIP-2 or TIP-3
satellites 2u, but then the solar arrays have not deployed correctly and the
data is of questionable value , except as a rough indication that a Rrobl
doesn’t exist. Lastly, it is interesting to note that researchers “
in the area of solar cell cover technology are using Teflon covers on arrays
ibr protection. Hence, a little more Teflon probably won ’t harm anything
in this case.

Another area of concern is the coating of thermal control surfaces with the
efflux f~gm the Teflon thruster. Measurements made at the MIT Lincoln lab-
oratory “ on the emissivity and absorptivity of three Kapton samples placed
in the exit plane and j ust to the side of the LES 8/9 thruster demonstrated that
the efflux (after 210,000 discharges) did alter the physical properties of the
surface (absorpt~gity fell an average of 11% and emissivity rose an average of
4%). Fairchild used the temperature of small discs placed in the exhaust

-9 beam to perform a rough determination of the beam energy distribution . These
meas8rements support the fact that the major portion of the beam lies in a
+ 30 cone angle. Two collimated aluminum samples were placed in the vacuum
system and exposed to the thruster efflux. They were then removed from the
vacuum and shipped to Battelle Columbus Laboratories to be analyzed by Fourier
Transform - Infrared Spectroscopy. There was no complete analysis of the
results done, be the method has some promise. However, here again, the samples
should not be exposed to the air as this causes the coating ~ deposit to be
altered. The effects of Teflon coatings on thermal surfaces” is already being
considered by heat b’ansfer engineers to develop low absorptivity surfaces.
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RFI/EMI effects are of very short duration25 as the RFI is associated
with the arc formation26 and ç~a~es before the first current peak occurs.A flat, broad power spectrum tb ,~ 7 is exhibited with individual spikes
having random magnitudes and pulse widths being between 100 and 300 ns.
These observations were made looking directly Into the thruster exhaust
cone and involved radiated power levels on the order of 0.015 t~W/m’/MHz.
The large noise spikes are reduced in magnitude after the thruster has fired
in the vacuum for several hundred discharges. This is attributed to the
desorption of absorbed gases along with the Teflon when the thruster is
first fired. The spacecraft integration studies28 performed on the LES 8/9
thruster indicate the potential problem areas when one goes to ground or
space test a pulsed plasma thruster on a satellite. The use of an ignilfon
load for air testing does not produce enough RFI. Extreme care must be
employed to prevent the formation of ground loops from the plasma. This
would not be a problem in space, but did affect telemetry equipment until
adequate isolation, shielding, and filtering was employed. The infrared
sensor was affected by the EM radiation and also electrostatic pick up
from the high voltages present. Again, adequate shielding cured the problem.
There was no problem with RFI on the TIP—2 satellite and, now that the
thruster has been fired on TIP-3, no problems have occurred except fo~ theapparent loss of several bits of information from the computer memory’°.
Several areas especially need further study. These are in the isolation
needed to prevent conducted EMI and the induced voltages generated by the
time varying arc vol tage and current from reaching the rest of the satellite
subsyst~~sC~.

The last area of spacecraft interactions to be discussed is the most
sensitive and critical for certain applications . It has been noted by
a number of experimenters that the effl ux from the solid Teflon pulsed
plasma thruster will adhere to glass surfaces (and almost anything else)
inside a vacuum facility. This will be an especially serjQus problem for
cryogenically cooled precision optical surfaces. Wolfson’~ has shown thatthe rate of increaze of light scatter from an optical surface is proportional
to the fourth power of the particle size. This means that a single particle
of 25 micron diameter represents a hazard as seriQus as approximately one
million particles of 0.8 micron diameter. Lynchiu measured the scatter
increase of low—scatter mirrors using a He~Ne laser optical sys tem. It
was found that the scatter coefficient changed by a factor of 10 after
1.2 x 100 pulses of a LES 8/9 thruster for a mirror about 15 cm away from
the nozzle, but in the exit plane of the exhaust. The addition of a cone
to the exhaust reduced the change ‘Sn the scatter coefficient. Since the
particle sizes that develop as the Teflon efflux builds up on a surface
are large compared to single atoms, it is clear that extreme care must be
taken to insure that the efflux from the solid Teflon pulsed plasma thruster
does not impinge on precision optical surfaces.
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RECOMMENDATIONS - PLUME CHARACTERISTICS

Many pieces of information are needed to completely describe the efflux
from the exhaust of the solid Teflon pulsed plasma thruster. Not only does
the plasma Itself have to be analyzed , bu t also a large , ill-defined mass of
neutral atoms and molecules that ooze off the face o~ the Teflon fuel af ter
the plasma leaves. While the plasma portion seems to provide most or all of
the thrust, the neutral portion appears to cause most or all of the serious -:
contamination problems. Hence, one obvious way to decrease contamination is
to attempt to decrease the neutral portion of the efflux by either forcing
the Initial formation of plasma away from the Teflon surface faster by an
appl ied magnetic field (probably pulsed) so that the plasma does not heat up
the Teflon as much or by sending a secondary discharge into the neutral efflux
and hence accelerate It out of the channel at a high velocity. These approaches
were not examln’ed in -any great detail since the “thrust” of this report was
the measurement of efflux and identifying the potential areas of interference
with spacecraft operations. However, not only would improvement in this area
hel p lessen contamina tion , but it would also increase the efficiency of the
thruster.

To characterize the plasma portion of the plume one needs to measure
the electron and ion densities, temperatures , and velocities as a function
of time after the discharge and as a function of di stance from the Teflon
surface. Several different techniques are availabl e which may be applied to
this problem. Some are more effective in certain ranges of the variables than
others , but coupl ing then together should give a comprehensiye picture of the
development of the plasma . s—band microwave interferometrylU and a multipass
Maç~-Zeh~der Interferoup~ter1~ will measure average electron densities belowlOIC 

~~~ 
and above 1O’~ cm~’ respectively. The use of the double Langmuir

probe’° will allow values of ion densities and electron temperat~res to bedetermined over a wide range of values. A simple Langmuir probe ‘ , wh i le
it may perturb the plasma a bit more than the double probe, will allow local
ion and electron densities and temperatures to be determined over a wide
range of values. There will be some overlap with the other -teç~n’Lques which
will permit a checking of experimental values. The velocities ’ and per-
centages of the various ionized species in the plume may be determined by
an optical spectrometer, at least while the plasma is luminous. Electron V

densities and temperatures can also be obtained from the spectral intensities32.
The plasma should be examined in the ultravIolet~

3, if possible because a
large portion of ~he radiation emitted is in this region. Lastly, the use
of a Faraday cup1” can tie all this data together and provide a check on
the values obtained, since it yields the integrated or total current passing
through a planç for a given period of time. Using a simple gridded repeller-
type analyzer3” will allow approximate ion abundances to be determined. These
techniques, which have all been tried on pulsed plasma thrusters other than
the mill ipound thruster (except for the Langniuir probe), would al low the
plasma portion of the plume to be completely specified as to constitution
and location in space and time.

The other portion of the plume, the neutrals, poses a slightly more
difficult problem. Again one would like to identify the species that
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constitute the neutral efflux, d~tennIne the velocity distribution , andlearn how the density varies with time and distance. To understand how
the neutral effl ux progresses is poten tiall y muc h more important to
spacecraft contamination problems than understanding the plasma. If
one examines the picture3~ of the exhaust p3ttern produced on a Teflonsheet by the LES 8/9 thruster after 34 x 100 pulses, it is found that
the efflux has expanded through about 1100 from the centerline of the
thruster. While the “nozzles ” on this thruster are canted at an angle,
this does indicate that scatter into the backward hemisphere must be 29examined. This is likewise born out by the optical scattering experiments
and the absorptivity/emissiyity experiments23 with the LES 8/9 thruster.
However, it is unclear in the experiments what effect facility backscatter
played in the formation of the contamination that developed. To identify
the various neutral species present as to type and quantity a quadrupole
mass spectrometer could be used. This will work out in the wings of the
distribution, but would most likely get into problems in the highly
energetic portion of the plume where sputtering takes place. One still
might have to use an electric and/or magnetic field to deflect ionized
particles away from the spectrometer or to keep the spectrometer covered
unti l after the plasma has passed by. In addition , the apparatus would
probably have to be cleaned rather frequently if It is to work correctly
as the neutral beam will be coating the inside with a dielectric layer
which will alter its operating effectiveness. The results obtained here
should be compared with the published results36 from vacuum pyrolysis of
Teflon. A simpler means” of determining the velocity of the neutrals
would be to place an ionizing source alon g the path of the neutral efflux.
Then the time of transit of the created ions between two Langmuir probes
could be used to calculate the velocity. Quartz crystal microbalances
(QcM’s) could also be used to determine the mass of material in the wings
of the distribution and the result compared with those obtained from the
quadrupole mass spectrometer . The percent of the total mass emitted from
the thruster that is in the wings of the distribution is the truly critical
percentage as far as contamination goes and is the quantity that must be
determined accurately. Infrared absorption and/or emission spectroscopy
also could be used to find the percentages, iden tities, and velocities of
the molecular species present in the plume as they will be excited in
the infrared region of the spectrum.

The above paragraphs are based on the belief that employing colli-
mation techniques will elimi nate the more severe effects of facility
backscatter for some measurements, at least those occurring in the forward
hemisphere. Attempting to make definitive measurements in the backward
hemisphere will probably still be a problem since the mass fluxes are
so much lower. However, these are the fluxes that cause most of the
contamination problems. If it can ’t be shown by JPL that they can handle
the facility backscatter problem satisfactorily, then the only alternative
will be to go to time-of-flight experiments . By time-of-flight experiments
It is meant that the measurements are made before the plasma portion of
the efflux has time to impact the wall and scatter back to where the
measurements are taken. This is routinely done for chemical rockets, but
the high velocities of the plasma particles will make the measurements
much more difficult to obtain for the solid Teflon pulsed plasma thruster.
Because 0f the pulsed nature of the efflux it also will probably be necessary
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to have rotating shutters over such devices as QcM’s, etc. to prevent
backscatter from coating the devices. In this approach, if the data could
not be obtained from one pulse, information from a number of separate pulses
could be stored digitally and averaged to attain a reasonable accuracy. To
gain enough time to shield on experimental device from the facility back-
scatter, a large vacuum chamber such as the one at the Johnson Space Center
may have to be used.

Lastly, several other quantities should be measured in an exploratory
fashion to help determine their effects on the distribution of particles
in the pl ume, especially those that may reach the spacecraft. The first
quantity is the effect that cone geometry can have on the wings of the
distribution. Since it Is known that precision optical surfaces can be
degraded rather severely by the eff lux of the Teflon thruster , it Is of
paramount importance to be able to demonstrate that it is possible to
shield such apparatus from the efflux, or at least control the levels of
efflux that will reach the equipment wIthin acceptable limits . One
possibility that might be explored is that a Russian paper38 indicates
that a coaxial configuration, rather than ra i l , focuses the efflux toward
the center, which would help alleviate contamination problems. The problems
with feeding the Teflon in a coaxial thruster and obtaining even ablation
might far outweigh the advantages though. Secondly, while charge exchange
ions are not a source of contamination here as they are in mercury ion
thrusters since the ions come out before the neutrals, there is still a
possibility of particles backscattering out of the exhaust beam due to
collisions with the ambient atmosphere at lower altitudes. The particles
involved would be the neutrals and, of course, with their low velocities,
there would be a considerable chance of backscatter If they underwent a
collision. However, if the probability of a collision occurring is low
enough, then this source of backward moving Teflon particles would not be
significant.

RECOMMENDATIONS - SPACECRAFT INTERACTIONS

From the viewpoint of the spacecraft designer, the effects caused by
the parts of the thruster efflux that adhere to various satellite surfaces
are much more important than the characteristics of the exhaust plume itself.
For example, he does not care about the densities and velocities of the
ionized species present in the plume just as long as he can be assured that
they will not impinge on his spacecraft. However, he must know what the

• effect of given mass deposition rates on the satellite surfaces will be.

To obtain the information needed by the designer to successfully integrate
solid Teflon pulsed plasma thrusters on a satellite, compatibility (not
contamination) tests should be performed for various thermal control
surfaces, adhesives, and solar cells. For the thermal control surface, the
absorptivity/enissivity of the samples should be determined as a function
of the length of the time the sample is exposed to the thruster efflux.
Adhesives and solar cells must be checked to see if the efflux causes
their properties to be degraded with time. All these measurements should
be made in situ for them to have any meaning since the deposits formed
change composition upon exposure to air. From the work that has already
been done, it appears that solar cell degradation will not be a problem.
The proposed work Of JPL will probably clear up questions left on the

25-13 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~
--

~~~~~~
- -



V —- V V — -V 
~~~~~~~~~ 

--r~~~~~~~~~~~w ---- -~~-~~~ ~~~---~~~~~~-r: - -
_________ - - ~~~~~~~~~~~~~~~~~~~~~~~ -

‘ - - -- 
• -

effect of the efflux on solar cells and on certain thermal control surfaces,
but they are wasting their time by suing that “provisions will be made to
minimize the sample exposure to air”'’ since the reactions tha t take place
will occur on time scales on the order of milliseconds to seconds maximum .
The cx situ measurements are of interest though, in that they wi ll hel p
indicate the significance of any reactions that have taken place. The
effect of the thruster efflux on adhesives should be checked, although it
is probably not of importance unless the adhesives should happen to be
exposed to the energetic part of the exhaust, i.e., that part within the
+ 40° cone angle.

A satellite integration specialist would probably not care what specific
material was deposited on the spacecraft surfaces as long as he was certain
that he knew what effects this deposit was going to cause. However, he
would feel more secure if he knew what materials made up the deposits.
Again , for the measurements to have meaning , they should be made in situ
rather than cx situ. Since the polymerization of C2F4 progresses almost
explosively (it takes very little energy to initiate the process), these
deposits will for the most part be polymers rather than individual molecules.
This would explain the problems Fairchild 3 had in trying to heat up their
QcM’s to boil off the absorbed molecules. There are a number of techniques
that may be y~ed to analyze these deposits. The Fourier Transform Infrared
Spectroscopy”” (FT-IR) employed by Battelle Columbus Laboratories is one
good approach. With it one should be able to detect the presence of and
distinguish between C2F4, CF4, C2F4 polymer, etc. If additional sensitivity
is needed, the use of an internal reflection element GRE) and attenuated
total reflect ion (AIR ) , an Infrared multiple bounce absorption approach,
is reconinended. The infrared techniques allow one to determine information
about molecular bonds, but information about the atoms on the surface

F’ before and after exposure to the pulsed plasma plume mi9ht be ~esired. This
- 

- could be obtained from secondary ion mass spectrometry (SIMS)4’, wh ich could
also be used to characterize the composition of the substrate. In this
technique, 1-30 keV ions are scattered against the surface and the secondary
Ions emitted are separated according to the mass—to-charge ratio by a
quadrup~e mass analyzer as shown in Fig. 3. This allows an identification
of the species present to be made. The companion technique of ion scattering
spectroscopy (ISS) allows information on polymer bonding and structural
properties of contaminants to be g~tained. One alternative to actual in
situ experiments exists. D. Hall”’ mentioned that there are techniques or
equipment available to expose a sample in a vacuum system, package it,
remove it, and place it in another vacuum chamber for analysis without
ever exposing it to air. If actual in situ experiments cannot be per-
formed, this latter approach should be employed.

The rate at which precision optical equipment, especially cryogenically
cooled mirrors, and Channeltron photomul tiplier tubes are degraded by
exposure to the efflux of the millipound pulsed plasma thruster must be
determined. In all probability, what will have to be done here is to
determine how to shield these devices from ever having thruster efflux
come in contact with them. In addition , EMI must be checked in the ZR
and UV regions , as well as the optical , since many spacecraft experiments
are interested in observing these regions of the electromagnetic spectrum,
and the plasma part of the efflux should emit in the UV, while the neutral
pertion would emit in the IR. The RFI measurements performed by Fairchild 27
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are adequate as far as they go, but the measurements of conductive RFI
should definitely be made.

Measurements of the static and dyn~’iic electric and magnetic fieldsoutside the thruster are also needed to assure experimenters that these
fields will not interfere with their delicate measurements of the solar
wind, the interplanetary p lasma , etc. While it is not probabl e that
there is a net charge expelled from the thruster, th is should be
experimentally verified by electrically isolating the thruster in a test
facility (backscatter will be hard to control here) and monitoring the
charge build-up that takes place as the thruster fires. The last charging
effect that could present severe problems is that Teflon can act as an
electret. Even under ground conditions, Teflon tends to build-up a
surface charge that does not dissipate of its own accord. In space,
where a satellite may have experienced a deposition of Teflon on its
surfaces, the flux of charged particles that permeates space may cause
a charge accumulation to occur on the satellite. Since designers are
already concerned with preventing or controlling spacecraft charging and
the occurrence of arcs on board, this is definitely one area that should
be explored to determine if -ft occurs, and if it does, to determine the
precautions that need to be taken to prevent it from being a serious problem.

CONCLUSIONS

Given a rather restricted amount of funding , the following program
would contain the minimum study needed to be able to successfully inte—
grate the millipound solid Teflon pulsed plasma thruster on a spacecraft.
This reconinendation pre-suppos~~that the JPL plume characterization program
is successful and is carried through to completion.

A neutral detector should be constructed and the neutral portion in
the wings of the beam distribution, incl uding the rear hemisphere, should
be studied in detail as to constituents, velocities, and densities. An
infrared spectrometer should be used in this study too, as it will not only
help answer the above questions, but it will also answer questions about
the possibility of infrared EMI from the plume. This work will nicely
compl iment the work done at JPL. The effects caused by the beam efflux
on cryogenically cooled optical surfaces and on Channeltron type photo-
multiplier tubes should be determined. The possible backscatter of mole-

• cules out of the exhaust beam due to collisions with the ambient atmosphere
at low altitudes should be checked. The effect of cone geometry on the
particle distribution in the exhaust beam should be examined and ways to
shield various spacecraft components should be determined. Measurements of
conductive RFI should be performed and the UV régi on of the spectrum
should be checked as a possible source of EMI from the plume. An examination
of charge accumulation on a Teflon surface as it is exposed to a thin plasma,
such as the solar wind , should be undertaken.
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The above program is, of course, the barest minimum that might
possibly convince someone to fly a solid Teflon pulsed plasma thruster
on their spacecraft. It does not come close to meeting the volumes of
information and data that have been generated for the 8 cm. mercury ionthrus~~r over the years and utilized in the compilation of a User’sGuide” for that thruster.
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INFRARED , RAMAN, MASS SPECTROSCOPY AND GAS CHROMATOGRAPHY
OF SELECTED FLUORODINITRO PLASTICIZERS

by

Stmven Rtethmiller

ABSTRACT

The gas chroinatogranis, Infrared, 1~ama n, and mass spectra

of samples of fluorodinitroethanol (FDNE) have been recorded.

An attempt was made at assigning the vibrational -spectrum of

FDNE and in Identifying the trace impurities In samples of FDNE.

Additionally, the I nfrared spectra of samples of STEP and FEFO

have been recorded.
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NOMENCLATURE V

AFRPL Air Force Rocket Propulsion Laboratory, Edwards AFB .

FDNE 2- fluoro—2,2 dinitro ethanol

FEFO bis(2-fluoro-2,2 din itroethyl )  forma l

FTM fi uoro tn ni troniethane

SYEP 1,3 - bis (2,2 — dinitro - 2 - -fluoro ethoxy) - 2,2 - bis

(difl uoroami no) propane

GC/FTIR gas chromatography/Fourier transform infrared

GC/mass spec. gas chromatography/mass spectroscopy
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INTRODUCTION

Certain compounds used as plasticizers have exhibited different casting

properties depending upon the manufacturer. It was fel t that these differences

could be attributed to impurities in the vari ous samples . Vibrational

spectroscopy (Infrared and Raman) provides a way of determining what the

impurities in the various samples are. By using GC/FTIR and GC/mass spec. - 
-

instrumental set-ups it should be possibl e to separate and identify impurities

in the 50 x lO~~g region. If one is able to identify the specifi c impurities —

which are causing the casting problem, it may be possible to suggest certain

synthetic routes which minimize these impurities .

OBJECT IVE~

The objective of our program was to separate and identify the chemical

compounds containea in samples of FDNE and SYEP, so that we could hopefully V -

understand the different casting properties of certain plasticizers.

DISCUSSION

Since the molecules FDNE , SYEP , and FEFO all con ta in the di n itro fluoro~ -

moiety, and since FDNE Is a relatively simple molecule (13 atoms), we decided

to perform a complete vibrational analysis of the FDNE molecule. Hopefully,

if we could completely assign the FDNE molecul e and specifically the fluoro’

dinitro moiety, we could distinguish vibrations which were due to this portion

of the more complicated molecules.

There are inherent problems associated with this plan . First, AFRPL

- - has no Raman spectrophotometer but fortunately, one was found at California

State University at Los Angeles. The man in charge, Dr. Joseph Bragin ,
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allowed us to use his instrument so that obtaining Raman data turned out

not to be a problem. Second, all the compounds studied have very low vapor

pressures (.5oin at 550 for FDNE)1 at room temperature; this may cause

certain experimental difficulties. Thirdly, isotopic species which usually

aid in the assigrinent of the vibrational spectrum are not available.

Fourthly, molecules of the type we were interested in have large inter-

and intramolecular forces; these forces will lead to broad spectral lines

which will be difficult to analyze. Coupling between vibrations will also

hinder analysis.

VIBRATIONAL ANALYSES OF FflNE

The infrared spectra and Rama n spectra of various liquid sampl es of

FDNE are shown in figures 1 and 2. The infrared spectrum of FDNE wi th

partial -Interpretation Of this spectrum was done by Russian workers;
2

The R ama n spectrum has not previously been reported. There are only two
V 

possible molecular syninetries for the ?DNE molecule. C~ syninetry possesses

a plane of synmietry with 33 fundamental modes of vibration that are

distributed into l9A ’ and 14A1’ modes. The A’ modes should be polarized in

the Rainan spectrum, whereas the A” modes should be depolarized. The other
V 

possible configuration of the molecuIe- would beC~— which possesses no

syninetry. In theory all Raman lines 0f molecules which posses C5 syninetry

should be polarized. Therefore, the presence of depolari zed lines should

very strongly suggest that the molecule does not possess C1 syninetry. The

geometry of FDNE as proposed by Russian workers Is the following:
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If in fact the molecule is orientated In this fashion, it will possess no

synvnetry and all of the Raman lines should be pOlarized.

The infrared and Raman spectra of FDNE were run. It turned out to be

experimentally impossible to obtain vapor phase spectra. In various

experimental attempts to do so the FDNE, wi th tts very low vapor pressure,

simply condensed on the KBr salt windows of the cell. Even heati ng the

cell did not Imp rove the situation; the FDNE preferred the windows of the cell.

Also, several attempts were made at obtaining the infrared spectrum of the

solid wi thout success. When the FDNE was sprayed on a col d plate at liquid nitrogen

temperatures it appeared to fon~i glass. Attempts at annealing were unsuccessful .

No attempts were made to obtain the Rainan spectra of vapor or solid FDNE.

The medium intensity broad infrared bands at 3570 and 3445 cm are the

free OH and intramolecularly bound OH. In a solution of 1% FDNE in CHC13 both

bands were still very clearly in evidence, Indicating that hydrogen bonded OH

stretch Is intra- and not interinolecularly bound OH. The CII stretching region is

interesting, In the infrared, there are essential ly two week bands at 2956 and

2915 cm ‘. In the Raman spectrum there are three very distinguishable bands
~~1at 2875, 2955, and 3010 cm • All three are unquestionably polarized, giving

credence to the structure which has a molecular sytin.try of C If the

molecule were of C~ syninetry (possessing a plane of syninetry ) the two CH

stretches should be an A ’ and A” and should be polarized and depolarized

respectively. Since all three lines are polarized, it Indicates that the

molecule possesses no symetry . It Is i nteresting that only

the strongest Raman line of the three, that is the one at 2955 cm has
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an infrared counterpart. This must be the CH2 synmietric stretch. The weak

broad Raman line at 3010 cm4, which has at best a very weak broad infrared

counterpart, -is the CH2 antisynmietric stretch. The weak polarized Raman line

at 2875 cm4 Is either an impurity or combination/overtone band. The PlO2

stretches, of which there should be four, are clearly discernible. The Russian

workers2 reported them at 1320 and 1600 cTn4. The very Intense broad Infrared

band at 1601 cm
4 corresponds to the weak broad Rainan line at 1595 cm~~. This

Raman band has an anomalously high depolarization ratio of .86, which indicates

that this is a depolarized line and suggests that the molecule has C5 syametry.

At any rate, this area of the spectrum represents the two NO2 antisyninetric

stretching vibrations. In the region of the syninetric NO2 stretch the Raman

spectrum shows a weak polarized band at 1384 cm 4, a medium polarized band at

1355 cm4 ~nd a weak, perhaps depolarized, bend (dp ratio = .67) at 1325 cm
1
.

The infrared spectrum in this region shows a strong line at 1323 cm4 and a

weak shoulder at 1357 cm . Our interpretatton of these bands Is that the bands

at 1355 cm 1(R), 1357 cm4(IR) and 1325 cmn4(R), 1323 cm4(IR) represent the

two symmetric NO2 stretches. The 1355 cm being the out of phase symmetric

stretch. The band at 1384 cm4 is assigned as the CH2 wag plus the OH bend.

The weak Raman band at 1448 cm4 (dp ratio .77) and the medium infrared band

at 1450 cm 4 are the CH2 deformation. The CH2 twist occurs at 1260 cm~ and

CH2 rock at 1006 cm
4
.

Other vibrations of Interest are the C-F, C-0, C-N, and C-C stretches.

The Russian workers2 have identified the infrared band at 1229 cm~ as being

the C—F stretching frequency. Our data shows a medium intensity Infrared band
—l

at 1230 cm and a weak Raman band at 1226 cm (C—F stretches are usually

weak in the Reman). These two bands are assigned to the C-F stretching

vibration. The C—0 stretch appears as a broad and weak Raman band centered at
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1085 cm 1
. The Infrared counterpart of thi s band Is the strong line at 1084 ca,~~.

The two CN stretches appear in the Reman spectrum at 916 an 1, and 855 CI,, ’ . The

week Rema n band at 916 cm 4 has a medium I ntensity Infrared bond at 918 cm4

and is assigned as the CN 2 antisyninetr ic stretch. The polari zed band at 855 an 1

in the Rama n , which is the strongest line in the Raman spectrum, has an i nfrared

counterpart at 854 cm~ and Is assigned at the syninetri c CN2 stretch . The wea k

Rama n band at 802 cm4 which has a strong infrared counterpart at 804 is

assigned as the C-C stretch . No detai led as s t g~inent of skeletal bending modes
was attempted .

In conclusion , the large number of polarized lines would have one believe

that the proposed structure by the Russion workers2 Is the correct one. However ,
certain lines have depolarization ratios that are within experimental error of

the theoretical value of 0,75 so that a molecular structure of C5 symmetry cannot

be positively ruled out.
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G~/FTIR and GCJMass Spec, Experiments

The next set of experiments were designed to separate and Identify
the Constituents of samples of FDNE and SVEP. Considerable experimental
difficulty was experienced In the interfacing of the GC and the FTIR, but we
did manage to obtain some reasonable data. The choice of column materiel was
also a very real problem and finally a diethylene glycol succinate was chosen.
However, the resolution of the Individual peaks was never really satisfactory
and the FTIR and mass spec. instruments were in all probability looking at
mixtures of compounds rather than Ideally looking at only one type of molecular
species at a time . It must be remembered too, that compounds such as FDNE and
SYEP have very low vapor pressures and, therefore , will be difficul t to GC,

As It turned out , al l attempts at separati ng the SYEP sampl es by GC wer e
unsuccessful. Another viable alternative used for separating these compounds

was li quid chromatography, We were able to get good separation using this

technique; but sample size was l tmtted and I solat ion of impurities would have
been too time consuming, We did have some success with the various FDNE

samples , the results of these experiments are shown in Figures 3, 4 , 5, 6, 7 , and
8. Since the detector used in GC/FTIR is useful only up to 3300 cm4 , the
spectral region between 4000 and 3300 were not recorded. In this region is the
0—H stretching fundamental which should be present -If alcohol type impurities
are present.
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FDNE - Fluorochem methyl cyano acetate Run

Figures 3 and 4 show the GC and Infrared spectrum of FDNE made by

Fl uoroc hem ’s methyl cyano acetate process. The GC clearly shows five

resolva b le peaks , however , the base line indicates that the resolution

between these di fferent compounds Is not as good as it should be. After

trying many different column materials , this was the best resolution

possible. Time precluded our obtaining GC/mass spec. data on this sampl e

and , therefore, we can only make intelligent guesses as to what the five

peaks are. Peak one clearly contains no nitro groups but does appear to

contain some carbonyl functionality . This could conceivably be some

starting compound (methyl cyano acetate) which was unreacted. Peaks

two through five all contain the characteristic nitro peaks around 1600 cni

and 1 320 ci . Peak five is all FDNE and peaks two , three, and four may

very wel l contain a certain amount of FDNE. This amount of FDNE which comes

out with the other compounds may obscure spectroscopic features of impor-

tance on these other compounds. Peak number four contains some interesting

features not found In FDNE. It has a peak which could be attributed to a

carbonyl , plus it also contains ni tro peaks . It may be a compound such as

fluoro dinitro acetaldehyde.

FDNE - Fluorochem Malonate Preparation

Figures 5 and 6 show the GC and infrared spectrum of FDNE made by

Fl uorochem ’s malonate process. Figure 5 shows f ive  clearly discernible

peaks . Peak number one is CH2C1 2 which is the solvent in which the

FONE is received. Peak number f ive  Is FDPIE . Peaks number two, three ,

and four all  possess the characteristic nitro peaks. Peaks two and three

26-13
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both contain something which gives rise to absorption in the 1880 cnr1
region . This is perhaps due to carbony l of some sort. The poor

resolution of the GC which allows I DNE to come out wi th the other peaks

makes precise identification impossible. Time precluded our obtaining

GC/mass spec, data on this sample.

FDN E — Rocketdyne tn nit-ro methane process

Figures 7 and 8 show the GC and infrared spectrum of FDNE made by

Rocketdyn& s tn nitro methane process. We were also able to obtain

GC/mass spec , data on this particular sample. This was done In order to

obtain the mol ecular weight of the components of the vari ous peaks in

order to better characteri ze the impurities . As wi th the other FONE

samples , it was impossible to get good resolution of this sample and

FDNE eluted along with severa l of the other compounds. Peak one from

mass spectral data appears to be methyl alcohol . The infrared spectru m

shows a peak around 1800 cm4 which may be due to a carbonyl group

which may come from forma l dehyde . Peak two in the mass spec, contains

both H20 and H2CO, and this is reasonabl e when one l ooks at the i nfrared

spectrum. Peaks three and four contain the characteristic nitro group

stretching vibrations . There is probably some free NO2 comi ng from

decomposition of FDN E and also some FDN E itsel f in these peaks. Peak

fi ve is only FDNE itself. The GC/mass spec. data also shows a small

peak whi ch we did not see wi th the GC/F’TIR data. The mol ecular weight

of this peak is ll4g/mole and one possible structure for this species is

H C-C—C~~N2,~~\
N02 0

LL 
26-18
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¶ CONCLUSIONS AND RECO~~ENDATIONS

Our effort to separate the various Impurities In SYEP samples proved

to be experimentally impossible. None of the columns tri ed gave adequate

separation and It may be that the vapor pressure of SYEP makes it an almost

Impossible task to separate by vapor phase chromatography. Therefore, we

have no experimental data other than the infrared spectrum of various SYEP

and FEFO samoles as received from the vendor, Figures 9 and 10.

We were able to obtain Information on three PDNE samples and the

Impurities contained in them. Comparison of the infrared and Raman spectra

allowed us to i denti fy and assign most of the important vibrations of FDNE

and to identify what the spt~if i c Impurities are .

If the identifi cation of impurities in various SYEP samples is to be

pursued, I would reconmiend that the samples be separated using liquid

chromatography. Al though this method would be tedious and time consumi ng,

good separation of the impurities could probably be achieved . The samples

could then be examined by conventional GC and IR techniques to identify the

compounds.

If vi brati onal analyses is to be pursued on a researc h basis, I would

reconinend that consideration be given to the purchasing of a Raman

spectrophotoineter. Comparison of infrared and Raman data can provide a

wealth of info rmation about vi brational fundamentals. One can obtain

excellent data on solids, liquids , and gases and large quantiti es of sample

are no longer needed. Analysis of coated surfaces is another area which

very readily lends itself to Rainan analysis. It would be a very valuable

addition to an already excellently equipped laboratory.
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ROTATIONAL AND MEAN FLOW EFFECTS
ON MOTOR STABILITY

by
Willi am K. Van Moorhen

ABSTRACT

The growth of pressure oscillati ons in the cavity of a solid propellant
rocket motor is termed a combustion instability . The pressure oscillati ons
have been found to be due to an excited acoustic mode of the cavity and sta-
bility analyses can be developed using methods of acoustics . Two approaches
have been developed for determining stability. The first Is based on an
eigenvalue--Green ’s function approach . The second method is a direct enmrgy
calculation . In the basic form of both of these analyses it Is assumed that
the mean f l ow is irrota tional , and in the eigenvalue approach It is also
assumed tha t the mean flow has a smal l Mach nuither .

Methods for removing these assumpti ons are discussed and the resul ts of a
literature survey on this subj ect are Incl uded . The energy approach has been
shown to be in error and the source and methods for correcting this error are
descri bed . A second area of conflict be~ .een these ~io approaches , “fl ow
turning, ” is also discussed . Conclusions from this work are suggestions for
the direction of needed fundamental research to improve existi ng methods of
analysis and to develop more general methods of stability analysis.

27-2 

~- - - - _ -~~~~~~~~~--.-~~~~~~~~~
_ -~ -- _ .- --



.—

~~~~~~~~

--. .“--- -, ,----
~~~~~

- -
~~~~~~~~~

_,
~~~~

_ - 
~~~~~ 

-- - --  — - -V 
~~~~~~~~~~~ -- ~~~~~~~~~~~~~~~~~~~~~

ACKNOWLEDG~~ENT

Th. author Is deeply grateful to Mr. Jay Levine and Captai n Jack Donn
for their guidance, technical assistance, and fri endship during this sijimar
research program. The entire staff of the Rocket Propulsion Laboratory ,
particularly Dr. R. Weiss , Dr. 1. QuInn , Mr. W. Andrepont, and Mrs. B. Sumrow,
deserve thanks for making the si ser an enjoyable and productive one .

The support of this program by the Air Force Systems Conunand and the
superb adeinistration by Auburn University and the ASEE , parti cularly by Mr.
Fred O Brien , Jr., is also grateful ly acknowledged.

1-

27— 3 



— ~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~ ~~ -- - - - -~-.-.~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

NOMENCLATURE
A Arbi trary scalar flow variable

B Arbitrary vector flow variable

E Stagnation Internal energy

Mass flow
Coordinate perpendicular to streaml ines , unit normal

P Pressure

R Radius of curvature of streamlines

s Coordinate along streaml ines

Entropy, area

u X component of veloci ty

V Velocity

X Coordinate along axis of cylinder

3 Vortlcity

Density

SUPERSCRIPT S
(o) Mean fl ow quantity

(1) Acoustic quanti ty

SUBSCRIPTS

2 Operator or quantity in plane of integration
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I NTRODUCTION

During operation of a solid propellant rocket motor pressure oscillations
in the combustion chamber are often observed. The frequency of the oscillations
has led to their identification as an acoustic mode of the gas In the combustion
chamber . Although small amplitude oscillations undoubtedly occur regularly in
all solid propellant motors, In some cases they grow to significant ampl itude.
In this case, serious problems can result from variations in thrust and in
nozzle heat transfer rates which can, in extreme cases , lead to motor failure .

In order for an acoustic mode to grow in amplitude it nuist be supplied wi th
energy at a rate exceedi ng its energy loss . Energy transfer occurs at the
cavity boundaries . Includ ing the nozzle, and by interaction between the steady
mean fl ow and the acoustic disturbance . Stabilfty ,or the lack thereof , is
determi ned by the sign of the difference between the rates of energy addition
and loss , values of which are more or less of equal magnitude. An increase in
the magnitude of an acoustic mode with time Is termed a “Combusti on Instability ”
and two ana lytical models exist for studying stability . The firs t model has
been developed mainly by Cullck (1-5) and is based on an eigenvalue--Green ’s
function approach for the calculati on of the pressure in the oscillations . The
equations can then be formulated in such a way that the acoustic growth constant
is obtained. The resulting expression is dependent on acoustic energy and re-
presents the energy balance described above. This approach makes use of two
smal l parameters , the mean flow Mach number, and the amplitude of the acoustic
oscillations .

The second approach is based on the direct calculation of the acoustic
energy in the motor . This method has been developed by Cantrel l and Hart (6) .
It requires only the assumption of small ampl i tude for the acoustic oscillations .
However, some errors have been made in i nterpreting the energy method . These
errors are discussed below.

OBJECTIVES

In both of the methods which have been used to determi ne combusti on stabil-
ity a number of simpl ifying assumptions have been made. These concern the
irrotationallty and homogenei ty of the mean fl ow. Rotational effects by then-
selves, however, have been investigated by Culick (2). Thus the decision was
made to broaden the Investigation to consider some additional mean flow effects
beyond rotatlonallty. The effects of inhanogeneities and high me~n Mach ntmter
were considered . These effects are closely coupled since as the mean flow Mach
number is increased significant variati ons in the other flow properties occur
with variations In Mach number .

As work progressed on these questions add i ti onal questions arose concerr.lng
the relationship of the two approaches to stability . This in turn raised
questi ons about the eigenvalue --Green’s function approach and certain terms
which have been added . As the breadth of the investigati on grew the aims (due
to the time restrictions) were reduced to a literature survey and some brief
analyses . This work may therefore raise more questions than it answers, but
It does put the state of the method of linear- analysis of combustion stability
Into perspective.
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ROTATIONAL FLOW EFFECTS

In most external flow problems the assumption of irrotationality is
a good one since vorticity (and rotational fl ow) Is -only generated in restrict-
ed regions, boundary and shear layers or curved shocks, and the bulk of the
flow is irrotatlonal. The assi~~tion of Irrotational flow allows considerable
mathematical simplification , for example, the definition of a velocity potential .

In an Interior flow where the flow is Inj ected uniformly across a curved
boundary the enti re flow must be rotational .

Consider flow in a cavity, if It is assumed tha t the cavity is axisym-
metric and the flow enters the cavi ty perpendicular to the walls with the
coordinate s along a streamline and n perpendicular to s then Von Mises (7)
shows that the vorti cI ty 

3 
is given by

V

If the injection velocity is constant along the cavity walls then

along the cavity wall and since the radii of curvature of the streamlines at
the wal l are, in general, not infinite the flow at the wall must be rotational.
Vortici ty is constant along streaml ines in steady flow and the entire flow Is
rotational.

Culick (2) suggests a rotational mean flow model for flow in a hollow
cyl ind rical grain and Dunlap, Willoughby and Hermsen (8) provide experimental
conformation of this analytic model. Vorticity will also be generated in
regions of strong shear as in an external flow.

Culick (2) presents an analysis of the effects of a rotational mean flow
on stability. He shows that the form of the final result is unchanged whether
or not the flow is rotational . The only effect of rotational flow is to change
the velocity distribution at the exit (nozzle) end of the cavity . For the
hollow cylindrical grain Culick considers , rotationality increases the mean
flow velocity near the center of the exit and reduces it near the cavi ty bound-
ary. In no case considered by Culick does this decrease the stability of the
oscillations and in most cases it increases stability.

Fla ndro (9) has also investigated a rotational flow effect, however,
F lsndro ’s analysis considered not the distributed vorti ci ty of Cu lick ’s work
but concentrated point vortices such as those shed by a bluff body in a steady
flow. Under this assumption Flandro finds that vortex sheddin g can drive the
acousti c oscillati ons In a cavi ty . flandro’s model Is a crude one but results
appear entirely reasonable.

27-6
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A configuration has been described by Kuentzrnann and LengeIle (10) which
appears to be related to Flandro’s model. Kuentzmann and Lengelle investi gated
a grain design which consisted of a hollow cylinder with circumferential
grooves . Thi s design exhibited an instabi lity , possibly related to vortex
shedding and al so a shift In the frequencies determined for the no flow cavity
and those found experimentally with flow. Al thou gh Flandro ’s work does not
explain the frequenc y shift it does appear highly relevant to this design .

J anar dan and Zinn (11) report that nozzle submer gence decreases stabilit y .
This eff ect Is also likely to be related to vortex shedd ing and the type of
ana lysis Flandro has carri ed out.

TYPES OF DISTURBANCES

Before discussing the energy method of predicti ng stability It is
necessary to consider the types of disturbances that can be produced in a
cavity. This question has been considered by Chu and Kovasznay (12). By
assuming a fluid which is non-moving and uniform before any disturbance occurs ,
they showed that any small perturbation to the Initial fluid can consist of
a combi nati on of three basic modes of disturbance. These three are acoustic,
vorticity and entropy disturbances . The acoustic disturbance is the only one
of the three that involves pressure perturbattons (If the disturbances are
week) and that propagates. For an initially hcmentroplc fluid the acoustic
~~ves are isentropic and irrotational. The vortf city mode consists of a
rotational velocity field which behaves in an incompressible manner . There Is
no pressure or entropy fl uctuation associated -with this mode. Entropy distur-
bances consist of a region where the entropy of the fluid has been changed ,
basically a ‘hot spot” in the flow. There are no pressure disturbances
associated with this mode . In the Chu and Kovasznay model both the vortici ty
and entropy mode of disturbance cannot move . In a moving fl ui d, however, both
of these disturbances are convected with the mean fl ow. Also under the assump-
tion of a uniform undisturbed sta te these three modes are Independent, each can
exist separately, or In combination, but there is no interaction to the lowest
order in the perturbation magnitude.

If , however , the undistu rbed gas Is non-uniform, ~~~~~ say , then modes
couple and the situation becomes more corn licated . It is easily shown that
with ~~~~~~~ (or v.’’*O ), since s constant if Y”~aoan d there are
no sources of mass , momentum or heat, that the equation s governing the vorticity ,
pr essure arid entropy disturbances are

= !.P~
°
~

x 
(I.)

(,o
(
~~)e

____  

;~ipC~’
) 

~~~~ pPp(S) 
~~~~

(s)
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—
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CIearly,if the propagating pressure disturbances are limi ted to the acoustic
mode, the acoustic waves wi l l  excite the vorticity mode . At a point , entropy
fluctuations also occur as a result of the velocities produced by acoustic and
vorticity disturbances . Thus the modes become coupled even in this simple case
where the mean flow is at rest. If the mean flow has a non-uni form velocity
further coupling results.

An addi tional form of coupling results when source terms are included in
the equations . A heat source , for example, can produce both acoustic and
entropy distu rbances .

As a result of the above discussion It should be clear that in all but the
simplest cases (uniform mean properties) It is not possible to excite only the
acoustic mode of the chamber without exci ting ei ther or both vortici ty and/or
entropy disturbances . Since all three of these disturbances are energy con-
tam ing these ideas have a great deal of relevance to any energy method for
Investigating stability . These concepts are by no means l imited to combusti on
stability but are important in development of theories for generati on of sound
and sound propagation . Some recent work on this subj ect Is described by Howe
(13) and Yates and Sandrl (14, 15).

THE ENERGY METHOD

The stability of an acousti c oscillation in a cavi ty is a classical problem
in acoustics and stability conditions have been developed , see Morse (16) for
example. Classical acoustics has almost always not included a mean flow
velocity , and energy relati ons are obtained by combining the perturbed forms
of the momentum and continuity equati ons . Centrel l and Hart ’s (6) approach to
combustion stability followed the classical approach for a cavity but includ ed
a mean flow and was deri ved directly from the perturbed energy equation.
Zinn (17) later obtained similar results wi thout first integrati ng over the
volume as Cantrell and Hart had done.

This type of approach Is particularly attractive in that al though both
Cantrel l and Hart, and Zinn assumed i rrotational homentropic mean flow they made
no assumpti on about mean Mach number or that the mean flow had uniform pro-
perties. Thus it appears that their results are more general than Culick ’s and
is certainly simpler and more di rect .

Culick (4, 18) compared the Hart and Cantrel l result with his results and
found them to be identical provided : 1) terms of higher order than he considered
were dropped and 2) there are no source terms . The need to drop terms of higher
order than carried by Culick is to be expected but the problem with including
source terms (particles in the flow can act as sources of mass , momentum and
energy ) is more serious . If the Hart and Cantrel l analysis is repeated with
source terms the results do not agree with Cu lick ’s. Culick explains this
disagreement as resulting from considering the total energy In the cavity rather
than j ust the acoustic energy but does not offer further explanation . Thi s is
best understood by recalling the results of the previous section.

27-8 
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There are three types of disturbances that can occur In the chamber but
only one of them, the acousti c disturbance , Is of Interest. The stabili ty
ana lysis Is concerned wi th the growth of the pressure perturbations and these
are only associated with acoustic disturbances while the energy argument
dials with the energy contained In all three types of disturbances .

The effect of the three modes is clearly seen by considering a fl uctuating
heat source in the cavity. As noted above, thi s source produces both acoustic
waves and entropy disturbances . The actual mechanism is a heating of the gas
In a region which then expands and does work on the surrounding gas. The
motion of the surrounding gas is the acoustic disturbance . It is the energy of
the acoustic wave tha t is desired but the Hart and Cantrel l approach treats
both the energy in the acoustic wave and the energy stored in gas in the entropy
disturbance.

If there are no sources so that no energy is being add ed to the existing
disturbances and if only the acoustic perturbati on quanti ties are used in cal-
culating the energy of the disturbances ,then the acoustic energy results . This
result Is equivalent with Culick ’s. When there are sources , however, this
app roach does not disti nguish into which mode the energy is flowing and gives
an Incorrec t result.

In order to apply the energy type of approach to combustion s tabi l i ty  it
will  be necessary to eliminate the energy in both vortici ty and entropy di s-
turbances from the total energy of the disturbances .

Morfey (2 1) has attempted to do this. He derives an energy equati on
similar to the Hart and Cantrell equation but using only the momentum and con-
ti~uity equation , thus elimi iatIng the entropy disturbances. He also separates
out “ortici ty disturbances , however he does not completely elimi nate them from
his result. Morfey ’s approach appears to be the type needed to allow a direct
energy analysis of stability but the energy associated wi th vortici ty needs to
be completely removed except for Interacti ve terms.

Culick , in additi on , has offered one further cri tici sm of energy approaches .
This Is that it Is not clear how an effect which is known as “flow turning” Is
to be incorporated into them. Culick Is forced to simply “patch~ this into his
three -d imensional analysis although It arises naturally in the one—dimensional
probl em.

FLOW TURNING

Beginning in 1972, Culick (3, 4, 5, 18) has developed a sanowhat contro-
versial concept, known as flow turning, which he argues must be Included in
the three dimensional analysis of combustion stability of solid propellant
motors. The controversy associated with this concept appears to arise fran ~ o
sources: 1) the manner in which the effect is derived and 2) lack of physical
understandtng of what is occurring.

Cul ick ’s derivation is based on a comparison of 4h e one-dimensional stability
problem, including mass addition, with the same three-dimensional problem, with
mass inj ection on the lateral boundaries , after the flow velocities and deriva-
ti ves in the lateral directions have been eliminated . Since in the one-dimensional

27-9
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problem mass addi ti on is Introduced as inhomogeneous terms in the flow
equations while In the three-dimensional problem (before reduction to one-
diaension 5 it Is a boundary condition, it Is clear that a difference will
occur between the two appr oaches . Cull ck then argues that by In cludin g the
mass injections as a distribu ted source he can maintain an analo gy with the
one-dimensional problem. This analogy is desirable since in a one-dimensional
injection problem the injected gas is “mi xed TM with the original stre am wi thou t
any discussion of how this wmixing N or Naverag f ng w pr ocess occurs . Clearl y,
viscosity will play a role in the steady state mixing and an entropy I ncrease
occurs (see (20 ) for exam ple). Culick , however , needs to model the acquisiti on
of acoustic motion by a non-oscillating gas Inj ected into an acoustic field.
His model is anal ogous to the steady mixing problem and results In entro py
production (5).

A brief fu ndamental analysis has been developed In which terms which would
lead to flow turning effects arise naturally in the transition from a three-
dimensional problem to a one-dimens ional problem. These results while not
answering all the questions which have arisen in connection with Culick’s re-
sults do appear to help tn understanding his results.

Cons i der the problem of flow in a cylindrical cavi ty where flow is injected
across the lateral boundary . The three-dimensional equati ons governi ng this
flow can be wri tten as

* 
+ V.(p.~) : O

_ _ _ _  4 v• (~
. 1!) ~ v P ~

and 

~(pE)

with a boundary conditi on

on lateral boundary . Other boundary conditions would, of course, be required
to completely pose the problem.

Now consider the reduction to a one-dimensional problem , retainin g
d.p.ndance only along the cylindrical axis, the X direct~on. This could beaccomplished by the usual approach or by the method described below.

One-dimensional flow is considered by most authors to give an average value
of the flow properties across a chann el , but this idea does not seam to have
been applied formal ly. Let us define the average value of a variable A as

<A>  =
where the Integration Is carried out over the channel cros s sectional area .

27-10
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Using the defini ti on It is easily shown that

J~ ~~~~~~~ 2~(<A > S)
and

$ v ’ 5 r . J ’ ;&a d.’
=

where the subscript 2 applies to the components In the plane of S and the line
integral is around the perimeter of S. Applying these results to the flow
equations yields

~ (4>s) ÷ ~~ (<~ou> 5) =

Slid 
~~(ç~~s).j (<,a~~>S) :..f#~.,iii~vsJt

~~(~o~>s) ~~~~~~~~~.(‘<‘,o &t E>S)  ~~~~~~~ .11

where only the X component of the momentum equation has been retained . The
fi rst Integ ra l can be remr itten as 

~ ,~~~~~~~~~
,

,
,
, v~ 4.t ~

#~~
“

~ 
‘/ ~~~ 

1~~~~ 
~~~~~~~~~~~~ 

°~~~~ using the boundary condi tion
and represents the mass Injecti on on the lateral boundar y. The other inte grals
repres ent the X component of inj ected momentlin and injected energy. These are
the equation s Cu llck (3) begins with in his one-dimens ional analysis, if particles
and heat sources are ignored , yet they are obtained from the three-d imens ional
problem. Thus , it appears that the averaging techn$qne allows the latera l
boundary condition to be retained as an inhomogeneous term while the usual tech-
nique of droppi ng lateral derivatives and velocity components results In diffi-
culti es with this lateral boundary condition.

This anal ysis shows how terms which are the source of flow turning can
arise natural ly by an applying averagi ng condition in the reduction of three -
dimensional flow equations to one-dimension . It makes it clear that the flow
turning effect results fir’cm a boundary condi ti on in the full three-dimensional
problem.

The analysis carried out here does not tell us what Is happ ening In the
acousti c case. A similar approach has been att~~ted by perturbing the
equations before they avera ged , however , the results are not equivalent to the
usual one-dimensi on acoustic equati ons . The cause of this Is presently not
clear. There still remains some questions : 1) Does the mechanism by which a
non—oscillati ng gas acquires acoustic oscillations result in entro py producti on?
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2) Can Culick ’s results be explained directly from the three-dimensionalproblem , without patching?

RESULTS AND CONCLUSI OIG

At present, the elgenvalue--Green ’s functi on analysis of coutustl on In-
stability, as developed by Culick, is the only fundamentally correct approach
extant. Questions have been raised about this method, particularly the flow
turning effects and these need to be resolved. First, it needs to be determi ned
if flow turning is modeled is correct. This can be accomplished by detailed
methematical modelling coupled with experiment. The techniq ues necessary to
make these measurements have been developed (19). Second , ft needs to be
determi ned if these effects can be obtained directly from the three-dimensional
equations or whether patching is necessary. If the effect Is viscous , as
claimed by Cutick , patching will remain necessary.

Grain and nozzle designs appear to be following a trend toward designs
which would be expected to produce a system of unsteady vort-Icies , a TMvortex
street .TM This effect has been considered by Flandro (9) and needs to be
reviowed and extended in light of the present design trends. This Is particu-
larly Important as Fland ro’s results indicate that finite strength vortex dis-
turbances tend to produce unstable motors and there is experimental evidence
which tends to support thi s conclusion .

The Culick type of analysis appears to be fundamental ly limi ted to smal l
Mach nua~er mean flows, a restricti on enti rely avoi ded by the energy approach.
Thus, correct development of the energy method would eliminate this limItation
and provide a more general method of analysis. Development of this method wi ll
require correct formulation of the acousti c energy in a non-uniform flow, a
question which is being investigated in connection with j et noise. Also, a
complete understanding of TM fl ow turning ’ will be necessary before this type of
ana lysis can be accepted. The energy approach, if used wi th a mean flow, Will
require a separate mode calculation , but fini te element numerical methods for
this type of calculation are being developed and need to be encouraged .

It should be clear that there are a nuober of questions of a fundamen ta l
nature tha t need answers both to more firmly establish the present analysis and
to begin development of a more general approach . This report is certainly not
an exhaustive list of such topics but it does treat the major question and , it
Is hoped, will provide some guIdes for future fundamental analysis.
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I NVE STI GAT I ON OF RAMAN MICR OWAVE EM I SS ION
FROM PLASMAS

by
T. W. HSU

ABSTRACT

This report is concerned with the i nvestigation study of a beam-
plasma device patented by two AFCRL research workers . The proposed
interaction mechan ism and the device model have been examl.fled from the
eng ineering point of view . it is found that by an appropriate choice
of beam and plasma parameters , and their operating conditions , co-
herent (but not monochromatic) radiation at about twice the plasma
frequency can be ach i eved by resonant Reman scattering from the plasma
waves through the i nhomogeneites In the plasma cha rge distribution .

The absence Of delicate mechanical microwave resonant or slow-
wave structures , very hi gh power relativistic electro n beam, and
very large DC magnetic fields is the main feature of the proposal.
Simplicity , relatively very hi gh source efficiency of the microwave
power , and long reliable life are other features which may be im-
portant considerations when development costs and competitive
economics of the device products are considered .

Preliminary study was pe rformed to ascertain the feasibility
of the device and its capability of delivering the very large
quantities of electroma gnetic radiation at millimeter wavel engths ,
and for the lacking of supporting data from experiment , our i nvesti-
gation is i nconclus i ve .

Theoret i cally, counter-streaming beam-plasma model should be
employed to realize the p o tentialities of the device in terms of
output power, however , the complexities in the engineering design
of the beam-plasma interaction chambe r and microwave system associated
wi th such mode l may pose a serious obstacle in early stage of develop-
ment. It Is suggested tha t during the init i al stage of development ,
single-beam model should be used si mply to demonstrate its potentialities .
To this aim , microwave circuitry for collecting and red i recting the
electromagnetic radiation out of the plasma volume is provided. Severa l
engineering models are proposed and design information g i ven .

Several othe r problem area s have been identified and discussed .
Future research program is outlined and p ossible ways for future
development are suggested .
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I. INTRODUCT ION

One of the more pressing problems in present day microwave
technology is that of produc i ng a tunable source of coherent
radiation in the millimeter and submil l imeter wave lengths
(from 1—0.1 nm ) , The phys tcI~~s have been interested in such a
millimeter wave source for their molecul ar and atomic spectoscopy
study . The potential uses of millimeter waves in engineering
applications are almost too numerous to mention . For example ,
in radar system desi gn , it could give us high resolution radar
for guided missiles , precision gun and rocket fire contro l ,
accurate station-keeping in fleet formations ,,.., to name just
a few. For conmnunlcat Ion engineers , we like to think of the
progress in millimeter wave field as extending the frontiers
of convnun i cat ion electronics beyond the crowded microwave
spectrum , and into a new frequency reg ion where the spectrum
density is low and signal channels less crowded . The very hi gh
frequencies and the quasi-opt i ca l properties wh i ch characterize
millimeter and submil l imeter waves would enhance many secret
conmnunication systems both within the atmosphere and above it ,
Very long-range pencil —beam comeun i cations may be easily realized
and yet require only a small antenna , These and many other
possible applications to engineering system design and military
systems particularly conmnunications and navigations have long
been recogn i zed . Thus , from the technolog i cal point of view ,
the availab ility of a coherent tunable millimeter wave power
source would make possible a significant advance in all these
and many other special purpose comunication systems .

The biggest road block in the full realization of these
advantages is the engineering one of constructing an efficient
coherent source of millimeter wave tubes which are capable of
providing adequate power at millimeter wavelengths and be l ow ,
The various problems associated with fragile RF structures and
high density electro n beams have , up to the present time , blocked
the extension of conventiona l microwave-tube techniques down
to one-millimeter or shorter wave l engths. At these very
short wavelengths , conventiona l microwave tubes would be so
tiny that watch mddng techn i ques are required , Furthermore ,
in conventiona l microwave and millimeter wave devices , beam
interaction and RF dissip a tion on delicate interact ion structures
limit power handling capac i ty .

The limitations of conventiona l microwave tube devices
have stimulated the exploitation of more unconventional approaches
to the problem of produc i ng a tunable source of electromagnetic
radiation in millimeter and submi ll imeter wavelength regions ,
and in this respect , the RADC/OCTP section has long been actively
Involved in the development of high power millimeter wave tubes ,
The recent development of the gyrotron is a typ ica l example
of our endeavor.
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Recently, two AFCRL research workers, at Hanscom AFB,
Massachusetts , proposed a somewhat unconventional microwave
device which , according to their patents ,(l)is capable of
generating very large amounts of microwave power at mi 1 hi~meter and submilli meter wavelengths tha t are coherent and
tunable. The concept beh i nd this scheme is based on the
electron beam interaction In a warm plasma .

The i dea of utilizing plasma oscillation frequency as
a parameter in dete ni~jng.th~ radiatIon lreauencv .of the de-
vice system is an attractive one. Since the frequency of
electron oscillation in a plasma is the “natural” frequency
associated with the electron , no external radio frequency
structure Is required for the determination of the radiation
freq uency of the device . I ndeed , this frequency of electron
oscillation is related , in a good approx imation , solely to
the number density of the electrons in the plasma which is
contro llable by gas discharge. The beam—plasma interaction
offers othe r attractions too. In a beam—plasma device , hig h
power can be handled at high frequenc i es (i.e. , at millimeter
and subm ill imeter wavelengths), since de licate mechanical
structures are rep laced by the gaseous plasma which can be
relatively huge phys i cally. Besides , large size electron
beams which has been one of the bottlenecks in extending
the conventiona l microwave tubes into mil limeter wave region ,
can be employed pro lifically to enhance the device output
power.

Gas discharge phenomena have been used in many mIcrowave
app lica t ions , such as gaseous microwave noise sources and gases
TR and ATR rada r switch tubes . Moreover, because gas discharge
can be varied and control l ed electron i cally, their potential
utilization in a variety of other microwave devices such as
electron i cally variable reactances , attenuators , phase shif ters ,
electronic swi tches and couplers , electronically tunable resonant
cavities and microwave slow—wave circuits , have also long been
recogn i Zed . This latter property has been studied exten slvely (2),
a complete review of the literature is impractica l , but it needs
only to point out that In microwave slow-wave circuit applications
the plasma column serves purely as a non-active circuit element
which is capable of support i ng a slow electromagnetic wave
propagating through it. Uti lization of gas discharg e phenomena
to generate very large power at millimeter and submilli meter
wavelengths is relatively new.

The application of plasma osci llations to the solution of
the prob lem of genera t ion of m i l l i m e te r wave power from p lasma
in gaseous discharge and from the thermally generated plasmq
in impurity semi-conductors has been discussed by Lamperts.~

3
Pasad—Lieby device Is to operate on the second harmonic generation
principle by means of an interaction mechanism known as stimulated

28-6



_ _ _  —-S — -5-j -— — 55 —-5 —

Reman Resonant Scattering Process in a warm plasma . A sing le
incident wave scattered from plasn~ dens i ty fluctuation at
plasma oscillation frequency , wpe Y1)is shifted in frequency by
upe . The scattered wave can then interact with the inc i dent
wave to enhance both the plasma fluctuations and the scattered
wave. The inc i dent wave , thus , generates a plasma wave from
which it is itself scattered. In Prasad-Lieby device the
incident wave (or the so-called i nduced background waves by
them) is excited by means of another scattering process known
as the “Raylei gh Scattering. ” This Is a process due to the
scattering of the Langmuir electron wave (or the long i tud i na l
electrostatic wave ) from the i nhomogene ities in plasma ion
distribut i on . The Langmuir electron wave is , in turn , excited
by the inject Ion of an unmodu lated electron beam into the plasma .

It is very I mportant to point out that although the
output power of Prasad -Lieby device depends critica ll y upon
the injected beam current and beam power , howeve r , only non-
relativistic beam may be needed for Its satisfactory work i ng .
When this is compared with the very large rç lativ i stic beam
used in NRL megawatt millimeter wave tube (5~, the Prasad -Lieby
device shows greater p o tentiality as a high power mil l imeter wave
tube.

Another i mportant feature of Prasad-Lieby device is the
absence of large DC magnetic fields. Although a small externally
app l led DC magnetic field may be required for the confinement
of the electron beam in this device , however , this is to be
contrasted with the super-conducting magnet needed for their
operation in a new class of m ii l i ~~ter wave tubes emp loy ing
cyclotron fast wave interaction .

The proposed gain mechanism of this second harmonic
generation process is somewhat similar to that comonly used
to explain the phenomena of Type Iii solar radio bursts. The
phenomena of solar radiation have been Investigated by astro-
physicists and engineers for the past severa l decades , •rhe
detai’s of the solar radio waves generation are not too
clean ?). it has been observed that the region of Type III
solar bursts emission shifts in the solar corona with a veloc i ty
from O.2C to o.8c (C Is the veloc i ty of lig ht) which shows up
in an observed decrease in the frequency of the emission (i .e.,
a frequency drift). No case has been observed with velocities
less than O.2C. The maximum probability for the appearance of
a radio—burst is from about 0.35 to 0.5C C8). At each
instantaneous leve l corresponding to the distance from the
photosphere radiation is generated at frequencies close to
the Langeuir and twice the Langmuir (second harmonic) frequency
correspond i ng to the electron dens i ty at tha t hei ght, The
second harmonic usually has a frequency somewhat less than
twice the frequency of the fundamenta l (w2/wpe 1.8 to 2.0),
Both fundamenta l and second harmon i cs are found in most Type ~I I
radio bursts and the intensity of the emission at both
frequencies is about the same. However it is conmioniy
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accepted that a two-step process in the stream particles-plasma
Interaction must have been i nvolved , i.e,~

(a) The stream particles exc i tes long itud i na l plasma w ves
by a ~erenkov radiation mechanism and

(b) The plasma waves generated are converted intO a radiative
transverse electromagnetic wave by scat tering on the i nhomogen•ities
in plasma electron distribut i on.

The second process is believed to be responsible for the
second harmonic radiation in Type III solar bursts. The density
in—homogeneities respoqs~bie for this frequency doubling must them-selves be plasma waves~

9
~’

The objective of this i nvestig ation was most importantly, to
ascertain , from an engineering p oint of view, whether Prasad-Lieby
device is capable of accomplishing the functions as proposed, that
is:

(I) The potentiality in the generation of millimeter and
submillimeter waves .  -

(2) The coherenc y and the monochromaticity in the radiated
electromagnetic waves .

(3) The cap ability of delivering the very large output power
at rela tively hi gh efficiency.

The other objectives are :

(5)  To draw up a prot .typ~ model for laboratory demonstration
of the device potentialities , end

(6) To define a research and development program in order to
further demonstrate the fe ,slb iii ty of the device as an engineering
propos I t ion.

In Section II , the device model and Its phys i ca l principles of
operation are presented. A review of Prasad-Le i by theory will appear
in Appendix A. Results of our I nvesti gation study as wel l  as
recommendation s for future research and deve lopment are given in
Section III. As an initia l step In the exploitation of the dev ice
potent lall tles ,severa l eng ineerin g mode ls are p resented in Sect ion IV ,
and desi gn consid erat ions as well as desi gn p rocedures a re out li ned
there .
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I I .  Phys ica l Principles of Operation of the Proposed
Beam-Plasma Mi l l imeter  Wave Power Oscillator

The phys i cal principle an.~I gain mechanisms of the beam-
plasma device to be described in the following are based on
Prasad-Le i by ’s two theoretica l papers (lO,ll ) , a brief review
of which will appear in Appendix A. Basicall y, Prasad-Leibys ’
model Is a power oscillator consisting of , in its most elementary
form , a beam-plasma interaction chamber and a source of directed
un-modulated high veloc i ty but non-relativistic electron beam
as sketched in Figure 1.

6

:1\, 
\ 

\~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ‘~iI V
1-

- Electron gun -

2 - Electron beam
3 — Metallic foil
4- Plasma chamber (method of plasma .

• generation not shown )
- 5 - Collect or

6 - Cylindrical glass tube ,

Figure 1. Sketch of the Beam-Plasma Device

The plasma , which may be either discharge generated or
electron beam generated , is unmagne t i zed , wa rm , un i form and
colli sionless. The electron beam which may be produced by any
one of the electron gun systems emp loyed in klystrons and
traveling wave tubes , Is of the low density type , having an
electron densIty (n b) about 2 to 5Z of the plasma electron
density
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An electron beam travers i ng through a warm plasma excites
electron oscillations In the plasma . The waves associated with
such oscillations are the Langmuir electron waves which are
non-radiative long itud ina l electros tatic waves. They cannot
escape from the plasma vol ume . The plasma electrons are
accelerated by the waves prop agating through it. The accelerated
el ectrons in turn emit radiation (both transverse and longftud.i.O1),
If the plasma were compieteiy uniform the radiation emitted would
simply reproduce the waves themselves. However, in a warm pl asma,
the presence of both ion and electron densi ty fluctuations result
in scattering and coupling of various types of waves.

Since electrons tend to follow the ions so as to maintain
charge neutrality, and so there will be electron density
fluctuations associated with ion density fluctuations. There
are also density fluctuations associated wi th Langmulr electron
oscillations as well as cMns i ty fluctuation s due to the random
motion of the electrons. The scattering of these waves on the
i nhomogene lties of the plasma ion and electron distribution results
In the generation of transverse electromagnetic radiation at twice
the plasma frequency ,

The p o ssibility of transforming the energy of long itud inal
plasma waves into electromagnet ic radiation in a homogeneous and
fully ionize4 hot plasma was first pointed out by Ginzburg and
Zhelezn i akovtl2) . In essence , the gain mechanism and the genera-
tion of transverse electromagnetic radiation in our device model
involves a three-step beam~piasma interaction process; that Is

(A) Exci tation of longi tudina l electrostatic (or pump)
waves in the plasma by the injection of fast electron
beam.

(B) Production of the background induced plasma waves - also

longitudina l electrostatic waves via the “Rayleigh
scattering ” of the pump waves on the inhomogeneities
of the plasma ion distribution.

(C) Generation of the transverse electromagnetic radiation
via the “Reman scattering” of the induced background
plasma waves on the inhomogenelties in the plasma electron
distribut i on .

Each of these processes will be elaborated in the fot lowing :

A. Exc i tatIon of Longitudinal Pu~p Waves

When a warm, un i form , coll i s ionless plasma is
traversed by a beam of fast , but non .relatlvistlc:Cba rged
par t icles , spatially growi ng waves will result from the exc i tation
of oscilla tion of plasma electron by the beam through a non-linear
In teraction mechans im, and the Interaction of oscillating
plasma electron back to the beam (ion’acoustive wave will
be excited too). The wave ampl i tude Increases
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exponentially with distance along the beam and the rate of
growth for a constant exciation frequency rises sharply near
the p lasma frequency, upe . In the meantime, the ion-acoustic
waves act as a trigger for the instability and lock the
In itial phase of the unstable waves. Moreover, if the
instability Is driven by a cold, weak electron beam in a
plasma , it will be stabilized by the trapping of plasma
particles mechani sm. Since the spectrum of these unstable
waves Is so narrow that only a single frequency grows, and
in the vicinity of the point where the wave is exci ted In
the plasma , the particles are trapped in the wave potential
wells. The trapping of the plasma particles limi ts the in-
stability , and the trapped particles cause oscillation in
the amplitude of the exc i ted wave and the growth of new waves
the so-cal led sidebands. Sidebands are found syninetrically
placed around the main peak Ii~ ~~e frequency spectrum, dis-placed by an amount given by~

1-~
A c ~ 0 =/(e/m) 

~~~~A 
= (1/2) ~~~~~~ (1)

where a 15 are the charge and mass of electron

is the wave electric field

is the wave number

*= v,~ — ~~~~~~ the particle ve l ocity and v h
~~ .V the phase velocity of the wave .~~

This trapping effect has been analyzed (14) and experimentally
observed (15).

The non-linear interaction between an electron beam and a
plasma has bqeD studied extensively sinc€ the first observation
of L~ngmuir ~lo)~ We make no attempt to review the literature.
Wha t remains Is for us to point out that this beam excited non-
radiative longitudinal electrostatic waves will constitute the
pump waves or incident waves in our beam-plasma model , which In
accordance with Prasad-Lelbys’ symbolism (11) is represented by

= U exp r i(I.z) — u t ] (2)

where io(~~~,
t) -s the electric field vector o~f the pump waves

k0 is the unit vector in the direction of t~ e
wave vector with its wave numbe r

is the angular frequency of the pump-wave

is the position vector of the observation
point.
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The wave number * and frequency I4~satIsfy the dispersion
rela tion07)

+ 3k~~4 (3)

where s

is the electron plasma frequency, w i th fl~
the average electron densi ty i nc ~~3~~~ charge

density and fl%~ the mass of elect ron

is the thermal velocity of the electron,
wi th 1~ the electron tempera ture , ac
Boltzmann Constant,

Such waves can propagate in the p lasma wi th pract ica l ly  no
(Landau) dumping If Als close to êJpm (I.e., when ~~is very
small compared with the I nverse Debye Length (k,(( / 4 ) pd /V,~1 

)
Furthertiore , the condLtton for propagation is that the phase ve lQcity
of the waves (

~~gm) must be greater than the thermal veloc i ty of the
plasma electron ~~~~~~~~~~~~~~~~~~~~~~~~~ , where V~ (s the beam

• electron drift veloci ty , and for un-damped wave propagat ion , the
follow ing condition must satisfy also:

tC~, (~~ ‘1w .) > ~iT V,~e (4)

In sunmnary, the electrostatic pump waves are produced by the
interaction of a non—relati vistic electron beam with a warm plasma
when the drift velocity (. ‘Vi) of the beam electrons exceed the
average thermal velocity ( iiiç~~~~) of the plasma electrons , Such
waves are narrow pockets of quasi—stable Leagmuir waves which
propagate in the d i rection of the i eam The wave number and
frequency distributions are peaked~l8) at C IC5e~~) wi th 4~~ ~~~and l o~~~

c#),/v~~. /

B. Product ion of the Backqround Induce&- Wives

In the next step , as the Inc i dent , or pump waves propagate
through the plasma med I um , they are scattered by the Ion density
fluctuations In the plasma . The scattered wave consists of two
component waves : (1) The strong , but non—rad iative longitud i na l
electrostatic wave, and (2) The much weaker transvers elec tromagnetic
wave which radiates out of the plasma volume , The frequency of the
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scattered wave rema i ns nearly the same as that of the inc i dent
pump wave , Thi s is in accordance with the dispersion relation (17)

i. 3k’, ‘4
1 ~ 

.~~ 
(5)

or ~~~ + ( 3/a ) K, V~.e /“pe
where I.3.~ and ~%e have been defined In (3)

c~. is the Raylei gh scattered longitud i nal wave and k,

i ts wave number.

This is known as the “Raylei gh Scatter i ng” process in plasma.
Now, since the Raylei gh scattered longitud i nal component wave is
i ncapable of escaping from the plasma volume, it will ra i se the
ampl i tude of space charge density fluctuation well above the therma l
leve l i n the bulk of the plasma , and hence contributes to a growi ng
coherent background i nduced wav efield ,E~Cr~),,K.) with 4),~~~c~)0and ~~~~ ~~ in the pumped but stable plasma , The angular distribution
of the scattered wave Is that of an electric dip ole gi ven by (See
Appendix A).

~~~~~~~~~~~~~~~~~~~~~~~~ (!“ ~~~~~~~~~ - ~~~~~~~ ) >j
(6)

The spatial distribution of the Ray leigh Scattered wave power is
shown in Fi gure 2.

4’ ~~ o.$I’.

Fi gure 2, Asynunetrica l DiØlt Spatial Distribution of the Rayleigh
Scattered Wave Power,

y -The Fifli.u .,d-Lobe Elec t r ic  Fi e l d
‘The B ckwsrd’~Lobe Elec tr ic Fiel d .

p
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I
This is a polar diagram, The ~u axis Is the direction of the

elect ron beam. The l ine segmen t d rawn from the reference “0” to P
a point on the ~ I k,’0.8 curve represents the d i rect ion and
intensity of the electric field -at P. Vs notice that the very strong
forward-lobe electric field varies greatly as the ratio k,,~~, is
varied , whereas, the much weaker backward-lobe fiel.~ remain pract i ca l ly
una l tered for a similar change . -

C. Generation of Transverse Electromegnetic Radiation

When the non-radiative Rayleigh Scattered component waves, i.e.,
the long i tud i na l i nduced background waves, (it~,~ k, ), propagatethrough the plasma volume, a small percentage of these waves are
backscattered on the Inhomogeneities in the charge distribution of the
plasma resulting in a Reman Scattered transverse electromagnetic waves
which radiate out of the plasma volume at twice the electron plasma
frequency ( i ’  2~4u). Since the i nhomogeneities , or the f luc tua t ions
of plasma electron dens i ty are associated wi th the Langmuir elec tron ~~wave, which is , In turn, producing the pump-waves, i t appears as
though this scattering and generation of second harmonic waves result ~~when the i nduced background plasma waves scatter off their cousins ,
the waves which have been generated a moment before by some preceeding
particles , much like tne wakes of a long line of speed boats. There
will be a continua l overtaking and scattering of one wave by another
because the spectrum of the i nduced waves is distributed both in ang le
and in frequency, and each component has its own group veloc i ty .

Under cer tain  cond i t ions , when the energy of the incident of
pump wave exceeds a certain threshold condition , the waves become
phase locked wi th each other , enhanced Reman emission occurs, and the
resulting radiation becomes coherent. This threshold condition is
g iven by (Appendix A).

U. €~:[~ ‘J ( ~cf ( ‘ )

where ~~ is the amplitude of the pump wave electric field

s/rI and 14, are the therma l ion and electron
-~~ el~octty~ respecti vely.

flu is the average background plasma electron density

and are phase velocity and electron plasma
frequency given before.

This coherence of the electromagnetic radiation at discrete frequency
bands by an electron beqm interacting with a warm plasma have been
experimen tal l y obearvsd(18).

L.Iby ’s data (Figure 3) was obtained f rom flow stabilIzsd DC
discharges In argon gas at very low (2-2.5fr* )p ressu res . The

28-14
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Figure 3. Ra-l iation Si gna l of a DC disc harqe (arqon q a - )

Bean -p la~iua de vice , monitored by an extern~ 1
d i po l e ~nte nna .
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discharge tube Is of length ~s.i 80 cm and innec: radius ~
.‘ 2.3 cm. The

electron beam (v 10 4V/electron) employed is narrow and was injected
Into an otherwise thermal plasma (1v241t/electron) along the tube
axis. Four bands of electromagnetic radiation have been observed ,
and far-field signals were detected by 4 different (7

~ 136 , 70, 50,
40 cm) dip ole antennas and the near-field ones by a 6.8 cm monopote
probe , a 3.5 cm diameter loop and a 2-turn coil around the discharge
tube. The si gnals displayed on a spectrum analyzer were qualitatively
the same for all detectors and were i dentified as C1)pe /J~ (dipole),
‘4e, Iic),.(weak and someti.pg~ missing) , and r’.’ 2 c&)pe(Raman) bands.
As in Type III radio bursts~

0) , the Raman band was actu ai ly# ’~il.7~ ’)pe
and 20% as strong as the ~,~-band . A much narrower , sharper and
stronge r Reman band spectrum was obta i ned by Professor Horshkowitz
at Iowa Un i versity, and the radiation frequencies observed (by Langmuir
probe ) were very close to 2

Since Raylei gh scattered long i tudinal component waves ,
has a suprathe rma l phase veloc i ty C which follows from eq. t5)3
which is comparable to tha t of the incident pump wave , and like the
pump waves , the wave is undamped (Landau) , and by Gauss ’ Law , they
will appear as the charge density fluctuations , ~~~~~~~~~~ 

- in the
plasma which can readily Interact wi th the inc i dent pump wave field ,
E.(C~).) 

; also , interchangably , the field ,~~.(J c,),) , will interact

~lth the charge fluc tuations associated with the pump wave field
through the divergence relation , V.~~.(X 4), These interaction
relations appear In the form:

(8)

which is the source functions , S , Prasad used to eval uate the Raman
scattered electric fie1d ,I~(Dc~.). (See Appendix A). Furthermore ,
electron densi ty flucuat6 at the electron plasma frequency, s~Jpe, wh i ch
is comparable to the frequency of the inc i dent pump wave , and by
momentum and energy conservation principle , the scattering process
g I~es rise to the emission of enl~ 8çed transverse Raman radiationCl9)in
a three-wave interaction process’ ~, that is

c4), = — or & +
(9)

where ~~~ c~Z and L~
)a are the angular frequencies of the incident pump ,

Rayleigh scattered longitud i na l electrostatic , and Raman scattered
transverse electromagnetic wave respectively, ~ , ~, and k~ are their
respective wave vectors.

28-16

IllS -- -.
~~~~~~~ -‘--~ - 5 -  — --- - -  - —-5-



- - 5-— -

- .- - -

Fu the rniore , Since ~. and ~~ are much greater in magn i tude
than j, (except for relativistic energy beam), transverse waves
can only be produced by a “head-on” scattering collisions of the
longitud i na l electrostatic waves . This is in accordance with the
three-wave , or coherent interactIon process. These are radIative
transverse electromagnetic waves which are capable of escaping
from the p lasma volume. Furthe rmore, since ~~~ (~~&p,)as dis-
cussed In cxr ~~, t follows from eq (9) tha t &2 ~ ‘ 2c4,.The
radiation frequency is , therefore , twice the electron plasma
frequency . This process of non-linea r couplIng between twn electro-
static waves and one electromagnetic wave is in accordance with the
mechanism of second harmonic generation proposed by the sturroc k
et al .(2l)

The angular distribution pattern of the Reman scattered waves
is that of an electric quadrupo le , cha racteristic of a spontaneous
Reman scattering process in the plasma (12) (22). It i s illustrated
in Fi gure 4,,and in the far field approximation the electric component
of the Reman scattered transverse electromagnetic wave Is g i ven by:

E7
(

~~~~~~~
c

~~~~~ ) 
(teu)fe4Pc(kar)1y (~h~ie~) (4 -2kaA !o)

I?) 477 C2 y~ J j 
I .! i- ~~

. I

J~~
(
~z -~ o,4r,4-A ) l J

where 4 c J ~_4~1,,.)~ /c 
(Jo)

and ~ = is the unit vector spec i fy ing the arbi trary
direction of observation of the transverse
Reman radiation field.

C is the veloci ty of li ght.

U” is a small positive real number si gnifying
an outgoing wave decreasing (slowly) in
amplitude after scattering at source situated
anywhere inside the scattering Volume

I

t S 

S
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Fi gure 4, The d i r ect iona l pattern ~‘(a ,~} for the emission ofthe enhanced second-harmonic radiation in the warm
un i fo rm plasma , for a—0 3, a-0l5, and a’.0,6
(By Courtesy of B, Prasad) ,
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S ince , the Reman scattered wave is transverse electromagnetic
waves , the magnetic field can be computed readily to yield

~~~~iZcJ a )  C~~~~~~~~~~~~~v ) (I— (~4e/A)J7~~ (l l )

The time-average energy flux of Reman scattered transverse
elec tromagnetic radiation can be computed , and the volume
emiss lvity , that is , the tota l intens i ty per unit volume deter-
min .J,the result (Appendix A) Is g i ven by

Q
C (24 )~~ 

~~~~~~~~~~~~~ &i~)~
(12)

where the factor F (
~

) depends upon the fluctuation dens i ty function
which characterized the plasma , and
For non-therma l conditions F can be as large as 10 to 100.

The max imum Interaction power density for the Reman scattered
radiation at 2c.~

),~,ha s been calculated (1) in terms of phys i cal size
and the beam-p lasma interaction l ength £ , and the injection beam
current dens i ty, 

~b , as well as the beam power P~. The formula
S obtained is

P~~ 2 A 3 ) 3 .G a , 9 K,o~°I.. I~ Fa ’ a

where ~ is the ratio of electrostatic wave phase ve l ocity, lJ?~~,to the mean therma l veloc i ty of the plasma electrons , t ç~~, s~. isin cms , ..7 in amperes/cm2 , and F~, in watts/cc .
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Counter-Streaming Beam-Plasma Model

In Prasad-L.i by second patent (l b), counter-streaming
beam plasma model instead of a single beam system is emp loyed .
This is illustrated schematically in Figure 5.

2

1 - El ect ron gun

2 ~ Cyl i ndrical g~ass tube

3 Metallic foil

A - Ri ght-directed electron beam

B e Left-directed electron beam

C - Beam-plasma IMeract ion chamber (method of
plasma production not sh~~n,

Figure 5. Schemat ic Diagram of a Counter-Streaming
Beam-Plasm a Dev~cs Mode l.

Based on Prasad Letby Ioeiputation0~, it is found that
resonant Raman scatterin g of longitud nal (Ray leigh-scattered )
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induced waves on inhomogeneities of the plasma electron distribution
in a counter-streaming electron-beam plasma system is capable of
generating 10 to 100 times as much coherent electromagnetic radiation
(at “.-‘ 2&pp) as would be produced by a single beam-plasma system.
in a single beam-plasma device , generation of Reman scattered trans-
verse electromagnetic radiation Is duet to the “head-on ” collisiona l
interaction of the Raylei gh-scattered induced background waves on
the fluctuations ;of plasma charge density, hence, only a small por-
tion of the relatively weak Rayleigh-backscattered lobe , ELB, con-
tribute to the Reman process, the much stronger forward scattered
lobe, ELF, makes little or no contribution to this process. It is
clea r that greatly enhanced coherent Raman transverse radiation
output should result If opposi tely directed pump—waves (such as
wouid be excited by counter-streaming electron beam) were present
in the plasma so tha t both lobes of both sets of l ongitud i na l
(Rayleigh-scattered) induced plasma waves would partici pate in the
Reman scattering process, Thus , if the source function Sof a sing le
beam-plasma dev i ce(as g iven by eq (8)) is rewritten in a slig htly
different form, then we will have the following expression ;

~~~ =(*)f~~~6 V~~A O~~V•~~~L...8 J ( 14)

Where the superscript “a” refers to the field quantities associated
with beam A , (that is , the right-directed electron beam). The first
subscript In the two electric field expressions , (that is , E1 and E0)
refers to the longitud i na l (Rayleigh-scattered) induced wave field
and the pump-wave field respectively; where the second subscripts
“B” and “R” represent the Backward-Lobe of the long itud i nal plasma
wave field and Right-directed pump-wave field respectively , The
double subs and super scripts which appear in the source function S,
are adopted to i dentify a source function arisen from the “head-on”
collisional interaction between the Backward-lobe of the longitud i na l
plasma wave field (generated by beam A) and the pump-wave field
(exci ted by the Ri~ght—d i rected electron beam , i.e , beam A).

Using the new symbolism , we can write down a second set of
source function arisen from the “head-on” collisional interaction
between the wave fields and the fluctuations of electron density
associated with the Left—directed electron beam ,(i.e., beam B).
This is expressed in the form:

( 1 5)

I
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Accord i ngly, the angular distribution of the Rayleigh -scattered
induced background wave will have an asynmietric dipole distribu tion
just like that of Fi gure 2, except that, in the present case , both
the forward-and backward-lobes are reversed . This is ill ustrated
in Figure 6.

Fi gure 6. Asymetrical Dip ole Spatial Distribution of the
Raylei gh Scattered Wave Power (For Left-dir ected)
Electron Beam,

- The Foward-Lobe Electric Field

- The Backward-Lobe Electric Field

Furth ermore, in a counter-stream i ng beam-plasma model , two
additiona l sets of source functions are produced because of the
mutual “head-on” collisional interaction that exis ts between two
sets of the longitud i na l (Raylei gh-scattered) plasma wave fields
and two sets of charge density flucuat ions. These are :

(1) Interaction arisen from the “head-on” collision between
the right-d i rected electron beam exc i ted pump-wave fiel d ,
!~R (Wo,~~) and the forward longitudinal (Raylei gh-scattered )
i nduced background wave field , ~~F (W l ,Kl) produced by the
Left—d i rected electron beam, (i,e., beam B), that is

.~~;= (~ )/E FV.~~ . 1 ~~~ V’L~j  ( 16)

(2) Interaction as a result of the “head-on” collision between
the Left-d i rected electron beam exc i ted pump-wave field ,
EbL (Wo._~~) ,  and the forward-lobe longitudin a l (Rayleigh
~~atteredJ induced background wave fiel d , 

~~F
(W l , K l ),
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Produced by the ri ght-d i rected electron beam, that is

~~~~~~~~~~~~~~~~~~~~~~~~~~~~ J (‘7)

Eqs ( 14 , (15), (16), and (17) constitute a set of four souce
functions In a counter-streaming beam-plasma model , and their
relationships are best illustrated in Fi gure 7. As a consequence,

Ea Eb
____B

Figure 7. Four sets of possible enhance Reman Scattering
Interactions in a Counter-Streaming Beam-plasma Device.

A---Right-directed pump-wave field.

B---Left-directed pump-wave field.

4 
1

I
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There will be four sets of possible enhanced Reman scatt.ring
interactIons in a counter-streaming beam-plasma dev i ce . In as
much as these four source functions are linearly i ndependent ,
their Individua l contributions to the Reman scattered tranverse
electromagnetic radiation power output from the device are also
i ndependent and may be ca l culated separately and the vo l ume
emissivit Ies for the enhanced coherent Ram.n power densities
Q(’v 2c4ut) calculated accord i ngl y. For non-isotherma l plasma ,
Prasad and Le l by have obtained the following formu la:

~~~ 2~t)p,) 
____ z (F ~ M 8

Q5(4#2c4v) 
+ (1)

for a weakly pumpled plasma , and

Q~7’u 2~
)pe) ____

+ 1i~! I iv~.i~’ ~w
Q~fra24u~) 

— ( 1 9)

for a strong ly pumped but stable plasma .

where is the power density of a single beam-plasm .
system ,

is the total power density of a counter—streaming
beam—plasma dev i ce ,

are the amplitudes of the counter-streaming beam
generated pump waves,

PI. is the energy density of the pump-wave in the
sing le-bea m syst em ,

~~~ is the electrostatic field •nergy dens i ty for the
two anti-p a rallel pump waves.

are the normalized spatial Integrals , wi th
b.tween 2 and 3 for phys i cally mean i ngful
val ue of a. -

The maximum interaction power density for • phys i cally realizable

~1
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countgr-~treaming of beam-plasma device has been obta i ned by
Leib y~~~I , and t is given by

Jr~,2%)~—O22cJJ3* 2~7(-~~Jci°(/. ~ /~ )~~ (20)

for the case of ~~~~ = 20, Y/4;,1, O•I

where Te and Ti are the electro n and ion temperatures
respectively.

is the electron collision frequency

flu,, Is the mass of the ions .

d M1’
~
/vi L., J~, and ~ have been defined before .

ill Result of the Investigation

in this section we shall discuss the result from our exploratory
i nvestigation study , and to examine to what extent that our objectives
have been reached . To this aim s we shall i temize our observation as
fol iows :

(A). The very short microwave frequency generating capability
of the device.

Since the frequency determining mechanism emp loyed In
the device is based on the second harmonic generation from electron
beam-p lasma interaction mechan i sm, this doubling plasma frequency
property has been subjected to numerous theoret i ca l i nvestigat ion
as discussed in Sections I and II , its theoretical foundation is
beyond any doubt. Experimentally this property has also been
observed in Laboratory plasm. at low frequenc ies (l8) ,as well as
in far—infrared region (22).

The coherence of the generated wave is controlled by the
pump-wave field , if the pump-wave field is coherently exci ted the
emitted radiation is coherent also. The coherence of the pump-wave
can be insured by an appropriately choosing electron beam power.
However , it is to be noted that the radiation frequency is not
monochromatic, but has a finite bandwidth which is intrinsic in the
gain mechan i sm employed by the device ; and this is one of the
problem areas.

(B). The very large power generating capability and the very
high ef.ficiency working potentiality of the device ,

Althoug h the intensity of second harmonic radiation
has been observed to be as strong as the fundamental in the solar
radio bursts; in one of recent i owa Un i ver sity Laboratory
observations (Ib)amplitude of second harmon ic has shown to exceed
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the fundamental amplitude ; and despite its theoretical claims ,
our conclusion must rema in , at most, inclusive because of the
lacking in any experimental evidence , However , we do recogn i ze
the device potentialities and many other attract ive features ,
but , the major problem area concerning the development of this
type of millimeter wave tube must be the amount of its realiz abl e
output power .

Although the counter-streaming beam—plasma model is capable nf
generatIng 10 to 100 times as much coherent microwave power
(at “.. 2c4e~ as would be produced by a single beam’plasma system ,
the complexity in the des i gn of beam plasma interaction chamber
and microwave collector syst~ni must be important factors to be
considered and , it Is , therèf.org,not reconinended for the init ial
stage in the development of this type of new millimeter wave tub*

It should al -so be pointed out that the emitted radiation
as calculated from eq (it) depends critically on the value of
the pump.wave energy dens i ty P./~ Thus1 an appropriate and
efficient mechan i sm for producing hi gh pump field energy is
required such that the pumped plasma remains stable ,

As far as the electronic conversion efficiency is con-
cerned , the proposed device model has a theoret i cal maximum
ef f ic ienc y of 33,3%. This is based on Shap iro (23) estimat Ion ,

S Shapiro has shown that, in reaching the quasilinea r steady state
in a plasma , an electron beam will lose approximately 75% of Its
initial energy of directed motion , One—third will be deposi ted
in the electrostatic electron wave fields , one-third goes into
increasing the thermal energy of the plasma electron (in accordance
with equ ipartition) and the balance (1/12th) goes into increasIng
the thermal energy of the beam current , The refore , the theoretica l
possible maximum conversion efficiency is about 33,3%.

Since equal amount of beam power go into the electrostatic
electron wave fields, and into heating of the electron gas , and
si nce the conversion efficiency of the beam-plasma Interaction
is i nversely proportional to 4th power of the p lasma e lec t ron
temperature ~~~~~~ I t Is clear that heating of the e lect ron
gas i mposes a serious limitation for the device , Therefore , the
dev i ce will have to opera te In a pulse mode. The choice of pulse
parameters, such as pulse length and duty ratio , must be Inve st i-
gated .

(C). Other Limitations and problem areas ,

Apart from the limitations discussed in (B), there
are severa l limitations and conditions which are considered to
be of vita l i mportance for a satisfactory working of the device .
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They are ;

(1) Mic rowave Col lector System - Since the Raman scattered
transverse electromagnetic wa ve from the beam-plasma inter4ction
is readily radiated out of the plasma volume , and the rad iat io n
field has a quadrapule distribution pattern (Fl g14 ) , irrevitably,
there will be problems associated with such radiation , Therefore,
microwave collector system design might be complicated and this
problem must be resol ved before any model can be dev l sed~

(2) Threshold -Thers is a threshold level below which no
enhanced Reman emission is possible, This Is defined by eq (7 ).

(3) Electron beam-Energeic but non-relativistic electron beam
is required . The beam may be produced by any electron gun used
In conventiona l microwave tubes, Since the beam diameter is not
a limiting factor larger beam diameters may be prolifically employed.
However the beam densi ty, (~~~, must be small compared with the plasma
electron densi ty, c),, ( ,i ~, <

(4) Method of Plasma Production - Plasma may be produced from cesiam or
argon , at low pressure ( .

~~
._. ~~~~~~ and it may be electron beam

generated or DC discharge generated, Each of these methods of
plasma production should be Investi gated so as to determ i ne which
is a better engineering prospect. A warm plasma is required for
the gain mechanism to operate, However, plasma electron (and ion)
temperature must be chosen to satisfy several conflict ing factors ,
such as power output, efficiency , etc,

- 

- (0) Recomendat ion

Despi te all these lImitations and problems , the proposed
device model does possess several attractive features which are
important in any power microwave tube design. For example , the
turnabi lity of the radiated frequency, the simplicity in the

S engineering design , the absence of delicate mechanical microwave
resonance or slow wave structures, the very hi gh power relativistic
beam, and the very large DC magnetic field. These are good features
when development costs and competitive economics of the device
products are considered. Therefore, we consider that the proposed
device model is a good engineering proposition if the device can
work as it is intended. Based on our visit to the AFCRL and
subsequent numerous conversations over the phone with the two
inventors at Hanscom AFB. We all realize that a great deal eL~~rk should
be done both theoretical as well as experimental before any feasible
engi neering model can be built. We, therefore, recommend:

(1) ExperImental Work:

(a) To find ways and means to get the emitted electromagnetic
radiation out of the plasma interaction chamber 1 so~ thatthe theoretical foundatton of the device model
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can be verified . To this aim , experiment can be carried out
at lower frequency, for at these frequencies, many univers i ty
plasma laboratories are equipped to perform such work.

(b) The exercise of (a) should be extended in steps from
lower microwave (say , 500 MHz)~ To hi gher microwave (in the
5-GHz to 10 GHz region), and finally to millimeter and submilli-
meter wavelengths. -

(c) Simultaneously , exp eriments should be ~erfor .ed to
optimize the device operating conditions in terms of the relative
electron beam and plasma volume, and others,

(2) Theoret ica l Work:

(a) Stabi l i ty problem - Since the amount of power emitted
from the proposed gain mechanism depends critically
on the pump wave energy density , thus, an appropriate
and efficient mechanism for produci ng high pump field
energy is required such that the pumped plasma remains
stable.

(b) Monochro mat icity of the am~tted radiation - Since the
broadening of the radiation sp ectrum is intrinsic due
to Doppler effect and collision , investi gation should
be done to see whether Laser techniques could be used
to produce a Monochromatic electromagnetic radiation .

Cc) Beam-plasma interaction volume - Since the total output
that the device radiates out of the plasma volume de-
pends on the size of the interaction volume where the
major part of the electrostatic field energy is stored.
Mathematically, how this interaction volume can be
determined may be a matter of Importance in
future engineering design .

Cd) Noise problem - Based on early experimental work on
two-beam space charge amplifier (24), such tubes were
very noisy and give rather low output and effiicienc i es.
Presumably for these reasons , l i t t le further deve lopment
work has been c rried out in spite of the structura l
si m plici ty of those tubes , The prop osed beam-plasma
device wi l l  encounter a s i m i l a r  prob lem, esp ecially
the no i se problem , since i t is intrinsic for any tube
device operat ing on a similar principle. Therefore ,
the no i se problem must be resolved theoret ically as
well as exp erimentally.
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Ce) Amplification possibili ty - Although the proposed
device is a power oscilla to r , hence , i ts usefuln ess
is rather l imited , The possibi l i ty of adopting a
similar interaction mechanism to convert the oscillator
Into an amplifier should also be investigated .

(3) Design of Demonstration Modes

In order to demonstrate the potentiality and feasibility
of the device model , seve ra l engineering models have been
prop osed and their design procedures will be given In the next
section .
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IV. Design of Demonstration Model 
S

(a) Desi gn Considerations:

in all models considered in the following only the
single electron beam-plasm a model wi l l  be consi dered for reasons
discussed in Secti on III. Even in this si mpler mode l , its
complicated radiation pattern does not make the design task any
easier. However , it is to be noted (Figure ii) that the radiation
becomes more and more backward with respect to the pump-wave

S vector , k. as the phase ve locity of the pum p-wave increases to
six-tenths of the velocity of light , C; and based on this
characteristic some optimum microwave system may be found.
This predeterem ines the parameter of the elec t ron beam. Thus,
by choos ing a =o.~ , the beam voltage required to satisfy this
condition is determined by the relation

Tb =J2 (e/m) Tb , hence 
~

‘b = (o.6 c) 2/2e/a = 92—IT.

Under such operating conditions , the beam—plasma interaction
mechanism will radiate a directiona l pattern as shown in Fi gure

• 8, and ’

~ 
‘; ‘  L?~

/B 
- -

Figure 8. Transverse Electric-and Magnetic-Field
Distribution of the Backward—Lomb. Radiation
Pattern for Case a 0,6.

by eqs(IO) and (ii), ~he electr ic f ie l d has circular
symmetry property as shown and the magnetic field vector, B- ,
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(not completely shown in Fi gure 8) is in the direction specif led
by the vector, ~ ~ where ~~~f/r  , Is the unit vector
speci fying the direction by which the Raman radiation is observed~
At , and only at, Points A and B, the magnetic.vector B lies on the
plane of the paper since the electric vector E 1..is perpend i cular
to the plane of the paper at these points ,

This field distribution characteristic provides us val uable
information in choosi ng a particular microwave system, Moreover,
since our main purpose of this exercise is to get the radiation
power out of the plasma vol ume, no consideration has been given
to the choice of a particular plasma production system or technique ,
However , a cylindrical plasma chamber will be used for reasons of
convenience In the fabrication of a complete system,

Three models will be presented in this report. However, in
order to meet the official guide-lines on the length of the report,
only the simplest and the preferred model is gi ven in this section ,
The more complicated two models will appear as Appendix B. One
of these, the model B, emp loys a circular electric TE%tp - mode
dielectric-filled cylindrical cavity. The other , model C, also a
cylindrica l cavity , is operating in a dua l cavity TE!~ (at~

..~2&p e)
and TM~ ,~(at c.i.)p~)modes,

(b) Demonstration Model A

This is the simplest model that can be fabricated without
Involving a major eng i neering undertaking ; and since , the microwave
collector system Is separated and externa l to the beam-plasma inter-
action system, each system can be optimized in its operating condition ,
hence, this is a preferred model , As can be seen from Figure 9 the
beam-plasma interaction chamber is of the cylindrica l varieties , The
microwave collector system consists of a con i cal metal horn with its
neck-end open to allow for the installation of the beameplasma chamber
along the axis of the horn. The flared angle , 4, , of the horn is
chosen to generate a parallel beam (array) pattern which can be
radiated out of the mouth of the horn.

With reference to Figure 9c, and from a simple geometrica l
consideration (ray—theory), it can be shown that for a parallel ray
pattern output from the horn, the following condition must be
sat isfied **

0 = G/2

where 9 is the angle the backward radiation ray makes with the
positive lc. axis. For further information on horn design , the
book , “Electromagnetic Horn Aiflqnna” (25) should be consulted ,

S ** With reference to Figure ~c, if ad is the emitted ray from
the plasma at Point 0, then , by the Law of reflection , e, = ~9,.where o’~J is the normal drawn at d and normal to the horn
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(a) Schematic Diagram: I - Coni cal Horn,
2 - Beam-plasma Tube.

1 4

‘

I

(b) Beam-plasma tube : I - Electron Gun ,
2 - Electron beam, 3 — Metallic foil ,
4 - Plasma Chamber, 5 - Collector,
6 - Cylindrical Glass Tube.

Cc) Determination of the flared an:le 0 of the 

N x

Con ical horn : 1 - Horn surface , k — Direction
of the electron beam, 00’ - D i rec~Ion of theemitted ray, O’x ’ - Direction of the parallel ray .

Fi gure 9. Demonstration Model_A.

28-32

- - 5 -  ~~~~~~~~~~~~~~~~~~~~~~~~ - - -~~~~.S-~~~~~~~~~~~~~~- -~~— -~~~~~—---S--- .- _ - -~~~~~~~~~



-— -S 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~—~• 55555~ 5_55-S555_ __ 55_ __

surface at that point. i f O’X’ is the direction of the
generated parallel ray, then 0’k’,~/~~~X . Hence

0 + = 900

and

0 = 900 — Gr = 900 - G1

but ci.

hence

also

O = G / 2
Concludini Remarks

In order to meet the official guide—lines on the length of the
report, the contents of both appendices A and B are not inc l uded
in this report. However , in a separate report to the RADC/OCTP
Sect ion , both appendices are included .
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ABSTRACT

The enhanc ement of speech intelligibility in th, presence of high
noise levels is an important consideration in many pract ical communicat ion
situations. The work documented in this report describes th. results of
an examination of several methods for processing speech so as to result
in an enhancement of its intelligibility in the presence of wideband
random noise. Four particular processing methods are considered in this
work: (a) INTEL, a method which involves processing in both the first
and second order spectral domains; (b) spectral subtraction, a method
which involves a simple subtraction of the average noise spect rum from
the first—order spectrum ; (c) minimum mean square error filtering, a
method which involves filtering speech in such a way as to minimize the
mean square error between a signal and its expected value in noise; and
(d) methods based upon suppressing the frequency content of a speech
plus noise signal between pitch harmonics of the speech signal.

In order to carry out a study of methods for the enhancement of
speech intelligibility in noise, two general—purpose computer processing
systems were implemented. The first is a terminal interact ive system
for the generat ion, analysis , and graphic display of synthetic voiced
speech sounds. Through the use of this system a considerable insigh t

-~ into the effect of various processing algorithms upon speech and upon
speech in noise has been effected.

The second computer processing system has been developed for the
processing of real speech. This system involves the use of a DDP—llb
data converter and a Honeywell 6000 Computer. Communicat ion between
these two computers is by means of seven track magnetic tape. In use ,
this system facilitates the input, process, and playback of real speech
utterances. Through this system the effect of numerous processing
algorithms upon normal speech in noise has been studied.

While both of these processing systems have been developed for , and
applied to, a study of processing techniques for enhancing the intel—
ligibility of speech in noise, the - computer programs generated have
purposely been made general purpose so as to facilitate their future use
at RADC for other speech processing and signal processing tasks.

The effec t of several processing algorithms (based upon the four
methods mentioned) has been studied for numerous synthetic voiced speech
sounds and for two, twelve second, real speech utterances. These two
speech utterances were generated by a male talker; one utterance in a
signal—to-noise ratio of +6 dB, the other utterance in a signal—to—noise
ratio of —6 dB. Overall results indicate that ; while the greatest
speech enhancement success has been achieved with the INTEL and the
minimum mean square error filtering methods, the four methods studied
each offer a significant potential for speech intelligibility enhancement
in noise.
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I. INTRODUCTION

The understanding of speech contaminated by the presence of noise is
an Important consideration in many practical communication situations.
Consider the airplane or helicopter pilot in a noisy cockpit attemp ting
to communicate with ground based personnel; or consider the worker in
the environment of noisy machinery attempting to co~~ inicate via tele-
phone or other means with personnel outside the noise environment .

There are two cases for the speech in noise situation. First , there
is the case where the noise is present at the speaker (1—6) ; second ,
there is the case where the noise is present at the listener (7—19).
Each case presents a somewhat different situation. In the case of noise
at the speaker, there is an opportunity to suppress the noise (relative
to the speech) prior to its reception by the listener, thus resulting in
an enhanced signal— to—noise ratio and hopefully more intelligible speech.
In the case of noise at the listener, while there is no opportunity to
suppress the noise; there is an opportunity to process the speech prior
to its encounter with the noise. Conversely, in the first case, since
the noise is already present with the speech there is no opportunity to
process the uncorrupted speech signal. In the second case, since the
noise is in the environment of the listener, there is no opportunity to
suppress the noise level.

There are several types of noise which may contaminate a speech
signal. These include: impulse noise, large amplitude sine—wave or sum
of sine—wave noise , a conflicting speaker , and videband random noise.
The enhance ment of speech intelligibility in the presence of each of
these noise types is under study by the Rome Air Development Center (1—
3 , 20) . It is the purp ose of the presen t study to consider the enhance—
ment of speech intellig ibility in the presence of wideband random noise.

A. SPEE CH IN NOISE AT THE LISTENE R

One obvious metho d for improving the intelligibility of speech
in noise at the listener is to simply decrease the level of the noise .
Although there exist methods for decreasing the noise levels produced by
noisy equ ipment ; these methods often do not reduce the noise levels
sufficient ly or are too expensive or too inconvenient to be practical.

Another obvious method for improving the intelligibility of
speech in noise at the listene r is to simply increase the power of the
speech signal , thu s resulti ng in a more favorable signal—to—noise ratio.
Alt hough such a technique may work in certain low-level noise situations ;
in high noise levels , the need to conform within a pre—established
maximum sound level may prohibit the use of thi s simple technique . A.s a
result , a method for enhancing the intelligibility of speech in high
noise levels , without increasi ng the signal power, is desirable .

Several studies related to the intelligibility of speech in
noise (at the listener) have been reported (7—19). In these studies ,
various techniques for processing speech (prior to reception by the
listener) have been evaluated. Three particular techniques (8, 10, 11)
have been recently reported and have been shown to offer intelligibility

29-5

- - - -- - -— — 5 - 5 - -5-— _ - - -~~~~_~~~~~~~~~—- — .
~~~~~~~~. - --- -- - -- - - - --_-- -- 5 ---------- --



— -~~-~~P 
— — — — ~~~~~~~~~~~~~~ W ’w v  ~~~j r~~ flY

enhancement for speech in white noise at various signal—to -noise rat ios
and in one case in the environment of recorded power generating noise
(9) . These three techniques involve processi ng speech by: (a) high—pass
filtering followed by infinite—amplitude clipping (8), (b) high—pass
filtering (11), and (c) high—pass filteri ng followed by rapid amplitude
compression (8—9). At a signal—to—noise ratio of 0dB (noise at 90 dB
(re. .0002 dy/ca2)) an intelligibility of greater than twice normal
speech is obtained by processing speech by any of these three methods.
At other signal—to—noise ratios a similar intelligibility enhance ment is
also achieved.

B. SPEECH IN NOISE AT THE SPEAKER

One technique which may sometimes be successfully applied for
enhancing the intelligibility of speech in the environment of noise at
the speaker makes use of a noise—canceling or close—speaking microphone.
In some cased such a microphone may not be sufficient because the noise
is at too high a level. In other cases it may not be possible to use
such a microphone because it’s too inconvenient for the speaker, because
the speaker is unable to wear such a microphone, or because the speech
is already added to the noise when it is available for listening. As a
result, a processing technique for enhancing the intelligibility of
speech contaminated with noise is desired. Several techniques have been
investigated for the case of noise at the speaker. These techniques
include high—pass filtering followed by infinite amplitude clipping (4),
a technique known as “INTEL” which involves gating the second—order
spectrum and the subsequent retransformation back into the time—domain
(1—2) , and methods based upon the use of linea r prediction (5—6) . While
the techniques investigated for this case have displayed encouraging
results, a significant enhancement in the intelligibility of speech in
noise at the speaker has not been achieved.

C. ThIS REPORT

While both cases for speech processing in noise have many
practical applications and while both cases are of considerable interest,
greater application and interest exists with in the Air Force for the
later case (i.e., speech in noise at the speaker ) . As a result, the
remainder of this rep ort and the work performed in its preparation are
directed specifically toward this later case.

The research work documented in the following section s of this
report has included an analysis and study of methods for processing
speech so as to result in an enhancement of its intelligibility in the
presence of noise at the speaker. In this direction two specific
approaches have been pursued. The first approach involves the develop-
ment of interacti* software for the analysis and study of processing
techniques applied to synthetically generated voiced speech. For this
study, interactive programs have been developed for the Honeywell 6000
accessed via a Tektronix 4 02A CRT for the generation, processing , and
graphic display of synthetically generated voiced speech sounds. This
interactive system is described in detail in a recent report (29). The
results obtained with this system are described in Section III of this
report.
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The second approach involves the development of a general
purpose, batch—oriented , speech processing system for real speech and
its use in the study of speech in noise processing techniques. This
system involves magnetic—tape coamunication between the DDP—1l6 data
converter and the Honeywell 6000 computer. Programs for analog to
magnetic—tape conversion, previously developed by Captain Robert Curtis ,
are utilized. Programs for the input and output of this magnetic—tape
to/f rom the Honeywell 6000 computer and general purpose programs for
processing the data contained on these magnetic—tapes are described in
a recent report (29) . In Section III of this report the resuXts obtained
using this system for processing speech contaminated with noise are
described .

II. DISCUSSION

The most successful present technique for enhancing the intelligi-
bility of speech in noise at the listener is the technique known as
“INTEL” (an acronym for INTelligibility Enhancement by Liftering). This
technique has been developed under the direction of the RADC (1—2).
While only a small speech intelligibility gain has been achieved by this
method, a significant enhancement of the listenability of speech in
noise has been demonstrated.

It is one purpose of this work to investigate the operation of the
INTEL technique through both an examination of the results of processing
synthetic voiced sounds and through the processing of real speech. The
results of this examination are presented in Section Ill—A .

One problem with the INTEL technique is that it requires four
Fourier Transformations , two forward and two reverse. Since calculating
a Fourier Transform is computationally time consuming, it is of interest

• to explore methods which require fewer transforms. As a result, three
additional approaches to speech intelligibility enhancement are explored
in this work with preliminary results documented in the next section of this
report. These three approaches are: (a) spectral subtraction , (b)
minimum mean square error (MSE) filtering (21) , and (c) methods based
upon pitch tracking.

Spectral subtraction is of interest since it is computationally and
conceptually relatively simple. It involves the subtraction of the
estimated noise spectrum from the transform of the speech plus noise
signal. After subtraction, the resulting spectrum is retransformed into
the time—domain. Support for this technique can be gained from an
intuitive analysis of speech plus noise and from its seeming similarity
to “gating” which is performed on the second—order spectrum in the INTEL
technique . One problem with subtraction is that it requires some determina-
tion of both the magnitude and the spectrum of the noise. In the INTEL
technique, the magnitude of the noise is automatically accounted for
(when gating to zero is used) and the spectrum of the noise is assumed
flat. In the results presented in Section Ill—B for spectral i*ibtraction
it is assumed (as a first approximation) that the noise has a flat
frequency spectrum (i.e., white) with a magnitude equal to the average
first—order spectrum magnitude above 2.5 KHz.

A method for determining a filter which minimizes the mean square
error between a signal embedded in noise and its estimated value , assuming

29-7
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the signal and noise are uncorrelated, can be shown to be given by (21):

Sss(w) (eq . 1)
R(j w) - Sss(w)+Snn(w)

where:

Sss(w) — the estimated spectrum of the signal, and

Snn(w) — the estimated spectrum of the noise.

Using the longtime average speech spectrum for 555(w) and the measured
- : spectrum of the noise for Snn(w) , the transfer function H(Jw) can be

calculated. Then, multiplying H(jw) by the spectrum of the input
speech signal and performing’ an inverse transformation results in the
processed speech output .

This method is attractive for two reasons. First, it is an optimum
method (in the least mean square sense) for separating a signal from
noise. Second, it is computationally simple to implement since it is a
simple filtering process which can be performed in the frequency domain
after transformation , or perhaps on the time—domain signal using digital
filtering techniques. A complication of the method is that it requires
an estimate of the noise spectrum. It is unclear at this point how the
results of this method vary as a function of the error in estimat ing the
noise spectrum. In the experiments described in Section Ill—C it is
assumed that the noise spectrum is flat with an average magnitude equal
to the magnitude above 2.5 KHz.

Speech in noise enhancement through methods based upon pitch
extraction seem intuitively attractive. This is a result of the fact
that the energy of a speech signal exists at harmonics of the pitch
frequency while the energy of noise is distributed throughout the
spectrum. From a knowledge of the pitch frequency, those lines in the
spectrum not at harmonics of the pitch frequency can be suppressed

• leaving, hopefully, speech enhanced in the presence of noise. Several
problems influence this method. There is the problem of accurately
t racking the pitch frequency , even in a non—noise environment. There
is, on the one hand, a desire to analyze speech over a long time segment
to gain as much information about the signal as possible. There is, on
the other hand, a desire to analyze a short interval so that changes in
the pitch frequency during the analysis interval will not be signi-
ficant. A recent report by Parsons and Weiss (3) suggests that the
optimum segment size should be 40.8 macc. A segment of 51.2 asec is

- 
used in this work.

Previous results obtained with methods based upon pitch tracking
have not been particularly encouraging (1—2 , 20). It has been suggested
that even when the pitch frequency is accurately determined, for example
from the original uncorrupted speech signal , such methods have not been
shown capable of significant speech enhancement in noise. The use of
comb filtering , for example, has not been found effective for improving
the intelligibility of speech in noise. A discussion of the use of comb
filtering for speech in noise enhance ment is contained in a recent
rep ort by Weiss, Aschkenasy, and Parson s (1) . Anot her report , by Weiss
and Aschk nasy (2) , discusses an experi ment with pitch tracking in which

- 
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good results were reported when the pitch frequency was found adequate.
Details of th u method are somewhat sketchy. However, pointed out in
this rep ort are the difficulties in determining pitch, particularly at
low signal—to—noise ratios, and the distortion produced by inaccurate
pitch tracki ng and by analy zing unvoiced speech by a harmonic analysis .

An interesting method for pitch tracking and some interestin g
results obtained , from a relat ively crude processing method based upon
pitch tracki ng, are described in Section I I I— D.

III. RESULTS

4 An anal ysis of several speech in noise enhancement methods has been
carried out : (1) using syntheticall y generated speech and (2) using real
speech. This analysis has provided a basic insight into several speech
in noise analysis methods and into the speech in noise situation in
general. The four subsections of this section describe each of the
four analysis method s introduced in the last section and contain represen-
tat ive outpu t from the synthetic speech generation and synthetic speech
analysis progr (29) . In addition, the results obtained with real
sp.ech are discussed.

For the synthetic speech illustrat ions , resu lts for the vowel
1.1 have been selected for all four methods. Formant data is from
Peterson and Barney (22)* . A pitch period of 9 ma was selected and
sig nal—to—noise ratios of cc (no noise) and OdE were used. Figure 1
illustrates the synthetic- speech output for these two conditions.

For the inte11i~ibi1ity tests with real speech two utterances
are used. Both were spoken by Captain Robert A. Curtis and each is
about 12 sec in duration. The first -.i~tterance contains speech as follows:
“Testing...one...two...three...four...five. ..six ...seven... eight...nine. ..
ten... we were away a year ago.” The second utterance contains, “We
were away a year ago...testing...one...two...three...four...five...six...
seven...eight...nine...ten... may we all learn a yellow lion roar. ..Hawaii.”
The first utterance is in a signal—to—noise ratio of approximately +6
dl; the second is in a signal—to—noise ratio of approximately —6 dB.
While this corpus of speech data is hardly sufficient to quantitatively
evaluate speech intellig ibility, it is sufficient to make a prel iminary
study of the processing methods and to make several qualitative observations.

A. INTEL PROCESSING METHOD -

The INTEL algorithm is described in two recent reports (1—2) .
This author ’s interpretation of the algorithm from these reports indicates
that the analysis of a single time—frame of 512 points (51.2 ms) con—
sists of the following sequence of steps:

(a) Input 512 time samples;

(b) Apply a triangular wimdow-’to-the~ time samples;

(c) Perform a 512 point FPT;

*?l : mpl. — 1, f req. — 730 Hz, alpha. — 27 Hz; F2: amp].. — .5, freq.~ 1090 Hzalpha • 28.5 Hz; P3: ampl .— .04, freq — 2240 Hz, alpha • 46.5 Hz
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Cd) Set to zero the magnitude spectrum above 2.5 KHz;

(e) Square root the magnitude spectrum;

(f) Reverse the signs of all odd numbered magnitude harmonics;

(g) Perform a 512 point FPT on the magnitude spectrum as a real
signal with zero imaginary part ;

(h) Set the magnitude of the five low frequency harmonics to
zero (gating) ;

(i) Perform a 512 point IFFT ;

(j) Reverse the signs of the real part of all odd numbered
harmonics;

(k) Square the real part of the spectrum, make it a magnitude
and restore the phase from the original time waveform ; and

(1) Perform a 512 point IPYT to result in the output time
signal .

The input time waveform and the result after each processing step listed
in the previous paragraph are illustrated in Figure 2 for: (1) no noise
(left) and (2) a signal—to—noise ratio of OdE (right).

1. Discussion

A discussion of the overall INTEL speech processing method can
- 

• 
be found in two recent reports (1—2) . The discussion here assumes
general familiarity with the INTEL method.

From Figures 2a — 2c the effect of noise on both the time
waveform as well as on the magnitude and phase of the frequency spectrum
can be observed . Prom Figure 2c , it is noticed that the effect of noise
on the frequency spectrum is to add a randomized baseline shift to the
magnitude of the spectrum and a seeming randomization of the phase
characteristic. The phase of the spectrum of the speech plus noise
signal is apparently not without informat ion, however , since greater
intelligibility has been achieved with INTEL by restoring the input
phase rather than discarding it in producing the processed output (20).

In step e of the INTEL process a square root of the magnitude
spectrum is taken. In a recent rep ort (2) , Weiss and Aschkenesy go to
great lengths to demonstrate tha t a justification for this square root
operation centers around the fact that such an operat ion causes an
increased fraction of the noise energy (relative to the speech energy)
to be concentrated in the region near the origin in the second order
spectrum (Figure 2g) than would otherwise be present. It is therefore
argued (2) that such a square root operation makes it possible to more
completely remove the noise. What is unclear to the present author is
whether the “extra noise” energy found near the origin in the second
order spectrum is due to the original noise being moved or, more simply,
the first order spectrum flattening which is caused by the square root
operation. Following this latter argument, it is then not a desirable
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feature of square rooting which causes increased energy near the origin
of the second order spectrum , but rather a consequence of square rooting .

Steps f ~nd j of the INTEL process both ir.volve reversing the
signs of all odd numbered harmonics. The only effect of this pair of
sign reversals is to reverse the scale of the axis of the second—order
spectrum . A computational advantage has been suggested as a justificat ion —

in a recent report (2).

The essence of the INTEL technique is observed in Figure 2g whi ch
shows the second—order spectrum for the synthetic vowel /a/ in signal—
to—noise rat ios of ~~ and 0dB. Note the large peak at low “freq uency”*
in the second order spectrum for the signal plus noise. As shown in
Figure 2h , this peak is removed by “gating” in the INTEL process.

Figure 2i illustrates the first—order spectrum after “gat ing”
and Figure 2j after the sign reversals are “reversed” . Comparing Figure
2j with Figure 2e (the spectrum of the signal before gating) , the effec t
of the gating operation upon the spectrum is observed. In the absence
of noise , the effect appears to be primarily a shift in the amplitude of
all magnitude harmonics. In the presence of noise , the effect appears
to be a removal of the baseline (Figure 2e) by a downward shift plus an
adde d distort ion in the frequency range above 2.5 Kilt . A more careful
observation of Figure 2j, however , reveals a decrease in spectral energy
at about 1.5 KHz and a marked increase above about 2 Kilt. This distor—
tion was observed in a recent report (2) and can be theoretically shown =
to be a consequence of the gating operation in the second order spectrum .

—,,-.ethod for automatically compensating for this distortion is described
in a recent report (2). Time did not permit the addition of this
compensation algorithm to the INTEL procedure programeed in the present
work.

In step k of the INTEL procedure , the spec trum of the signal is
squared prio r to retransfocination back into the time—domain. The
justificat ion for this step is an attempt to compensate for the square—
root operation in step e(2). This author wonders why it is thought
necessary to compensate for the square—root operation . There is little
reason to suspect that attempts to preserve the original frequency
spectrum are necessarily beneficial , or even desirable . The now classic
work of Licklider and Pollack (27), as well as work of others , clearly
shows that speech can withstand severe frequency as well as amplitude
dis tortion without a significan t loss of intelligibility.

To test the need for the square operation , a comparison of

~Th, use of the term “frequency” in describing the second—order spectrum may
be confusing. While it is true that the units of the horizontal axis for
the second—order spectrum are not Hz when carried from the original time
waveform; the units are Hz if we consider the first—order spectral signal
like a time waveform as seems to be a convenient way for viewing the INTE L
Techniq ue. In any case , a clear distinction of which spectrum is being
discussed when usi ng the ter m “f requency” will be made .
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speech processed by the INTEL procedure, both with and without the
square operation were examined by listening. Speech processed without

squaring sounded very much like the unprocessed original. This indicates
that apparently the square operation is essential to the INTEL process.

This surprising result (surprising to this author anyway) leaves open

several unanswered questions regarding the use of the square root and

square operations in the INTEL process.

One question remaining is why square rooting (and subsequent squaring)
has been observed to improve the intelligibility of speech in noise relative
to not square rooting. One argument is because the result of these two
operations is to modify the output frequency sp trui in auch a way as to
emphasize lover frequency components relative to higher frequency components.
Since lover frequency components tend to best survive the noise, speech
square rooted (followed by squaring) would be expected to sound better
(enhanced listenability) in noise. Whether this process results in
enhanced intelligibility remains to be demonstrated.

The argument of the previous paragraph would suggest that the
root used in the rooting operation (step e) should be dependent upon the
signal—to—noise ratio. This is, in fact, what has been observed with
the INTEL Process (2, 20) , root factors of one—third and one—half being

= found best dependent upon the signal—to—noise ratio.

One final observation about the INTEL technique can be made from
Figure 2e. From this figure it is observed that the INTEL process does
not preserve the triangular time weighting applied in step b. This may
or may not result in any significant distortion depending upon how
successive triangularly weighted windows sum. This particular problem
has been previously observed and some work at compensating for this
distortion has been pursued (20).

2. Tests with Real Speech

From listening to the two utterances (described at the beginning
of this section) processed by INTEL, the advantages of processing speech
in noise (by INTEL) are apparent. Clearly, speech processed by the
INTEL technique “sounds better.” This has been described as enhanced
“listenability.” While there is some question as to whether there is an
enhanced intelligibility through the use of the INTEL technique, there
seems no question as to a perceived improvement in the signal—to—noise
ratio.

A recent comeunication (28) in evaluating the INTEL technique in
signal—to—noise ratios of —5 dB, 0 dB, +5 dE, and no—noise, found little
intelligibility gain for INTEL processed versus unprocessed speech .

3. An INTEL Extension

Figure 2g, the second—order spectrum for speech in no noise and
at a signal—to—noise ratio of 0 dB, clearly reveals an increased amplitude
near the origin which results from the additive noise. In the INTEL
technique described with Figure 2 and Section Ill—A— i, a suppression of
this second—order spectral peak to zero was implemented as described in
two recent reports (1,2). Looking at Figure 2g (no noise) , however ,
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reveals that even for normal speech this peak is non—zero. In fact,
from an observation of several synthetically generated speech sounds
without noise, it appears that the peak in the second—order spectrum
near the origin is usually approximately twice the amplitude of the peak
due to the formant frequency envelope.

Pursuing this observation, an experiment was carried out in
which the INTEL technique (step h) was changed to suppress this low
frequency peak (and other low frequency harmonics) by a factor which
causes the zero frequency peak to be twice the amplitude of the formant
peak in the processed output. This is accomplished by calculating a
factor in the second—order spectrum given by:

— amplitude of the zero frequency component
amplitude of the maximum formant envelope component

and dividing each of the ten low frequency, second—order harmonics by
half this factor.

Upon listening to the result in comparison with INTEL a small
improvement in intelligibility, listenability, and naturalness seemed
apparent.

The use of this modification to the INTEL technique has advantages
other than (perhaps) enhanced intelligibility. First, it should result
in less distortion of the type shown in Figure 2j (and described earlier)
since the “gate” is less severe. (This fact was not verified with
synthetic speech.) Second, it results in an overall system automatically
compensated for a changing signal—to—noise ratio.

A method of suppressing the zero frequency peak in the second—
order spectrum by f ixed factors has been previously investigated with
INTEL (20) . Results have indicated that a suppression of the peak by
about one—third worked best at a signal—to—noise ratio of 0 dB. From
Figure 2g, it can be noted that this is in very close agreement with
causing the zero—frequency peak to be twice the formant peak as described
in the previous paragraph.

B. SPECTRAL SUBTRACTION METHOD

As previously discussed , one problem with the INTEL technique is
that it requires four Fourier Transformations. A process which is
intuitively appealing, appears similar in function to “jating” in the
INTEL technique, and requires only two Fourier Transformations is simple
spectral subtraction.

The basic method implemented for spectral subtraction consists
of the following sequence of five steps:

(a) Input 512 time samples;

(b) Apply a triangular~windov to the time samples;

(c) Perform a 512 point FFT;

(d) Estimate the average noise level from the magnitude of the
spectrum above 2.5 Kilt, subtract this level from the magnitude spectrum
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and zero all frequency components above 3 KRz; and

(e) Perform a 512 point IFPT to result in the output time
signal.

The input time waveform and the result from steps b and c above
are the same as for the INTEL technique and are illustrated in Figure 2.
The results for steps d and e are illustrated in Figure 3 for: (1) no
noise (lef t) and (2) a signal—to—noise ratio of 0dB (right) .

1. Discussion

One problem which results when subtracting from the magnitude
spectrum involves the action to be taken when a difference results in a
magnitude of less than zero. The method employed in this work for the
subtraction of a level from the magnitude of the spectrum (step d previous
paragraph) is slightly more complex than simple subtraction. If the
value of the magnitude of a component is greater than the noise level,
the noise level is subtracted from the magnitude value. If the value of
the magnitude of a component is less than or equal to the noise level,
that magnitude is divided by two.

From Figure 3d , it appears that the simple method employed to
estimate and subtract the noise is not totally effective. Comparing
Figure 3d with Figure 2k, the output spectrum from INTEL , reveals that
INTEL appears to do a significantly better job at reducing noise than
the subtractive method. Examining the time waveforms for the output from
the spectral subtraction method (Figure 3e) and INTEL (Figure 2e) reveals
that the spectral subtraction technique does not modify the time waveform
as severely in the absence of noise. Probably a greater amount of
subtraction (greater noise suppression) would be beneficial.

2. Tests With Real Speech

The results obtained for the processing of the real speech
utterances described in the first paragraph of Section III confirm the
expectations of the previous paragraph. The signal—to—noise ratio does
not sound particularly enhanced over that obtained by simply zeroing the
frequency range above 3 FJIz and the intelligibility does not appear
improved.

As a second experiment with subtractive noise cancellation, an
additional processing step was added between steps d and e of the
subtractive method. This additional process involves the use of a
filter to emphasize the second formant frequency range. The characteristic
of this filter was chosen to have a rising slope of 18 dB/octave below 1
JOlt, a passband from 1 KHz to 2 ICBz , and a falling slope of 12 dB/octave
above 2 KHz. At a signal—to—noise ratio of —6 dB, the speech with high
frequency emphasis sounds less intelligible than that with subtraction
alone. This is probably due to the fact that enhancing the second
formant frequency range is detrimental since (at this low signal—to—
noise ratio) the second formant range is so heavily obscured by noise. =
At a signal—to—noise ratio of +6 dU it is not clear whether the high
frequency emphasis is helpful or not. Certainly, such an emphasis
causes the speech to be less natural sounding in both cases.
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C. MIN IMUM MEAN-SQUARE-ERROR FILTERING

As indicated in Section II of this report , the method of minimum
mean square error filtering is an attractive technique for processing
speech in noise for two main reasons. First, it is an optimum method
(in the least mean square error sense) for filtering a signal in noise;
and second, it can be implemented in a computationa.tly efficient manner
(relative to other techniques).

The implementation used for this method is based upon an analysis
from Papoulis (21) as described in Section II of this report. The implemen-
tation consists of the following sequence of five steps:

(a). Input 512 time samples;

(b). Apply a triangular window to the samples;

(c). Perform a 512 point FFF;

(d). Estimate the expected noise level from the magnitude of
the spectrum above 2.5 KIlt, estimate the expected signal from the long-
time average for normal speech, and modify the magnitude spectrum using
the filter II(jv) as given by Eq. 1 (Section II); and

(e) . Perform a 512 point IFFT to result in the output time
signal.

The input time waveform and the results from steps b and c
above are the same as those illustrated in Figure 2. The results for
steps d and e are illustrated in Figure 4 for: (a) no noise (left) and
(2) a signal—to-noise ratio of 0 dB (right).

1. Discussion -

A discussion of the minimum mean square error filtering
process is contained in Section II of this report. A theoretical
ju stification of Eq. 1 can be found in Papoulis (21) .

From Figure 4 it can be observed that the magnitude of the
f requency spectrum of the ouput (Figure 4d) with and without noise are
surprisingly similar. The output spectrum after noise removal (right)
appears very free from noise. The output time waveform after noise
removal (Figure 4e) also appears very noise free.

— One additional advantage of the minimum mean square error
filtering method of processing speech for an enhancement in noise is
that the method is directly extendible for processing speech in nonwhite
noise environments. The only change required is a modification of
Snn (w) in Eq. 1. In addition , if a technique were developed for detecting
the presence of speech in noise, the absence of speech could be used to
continually update a running noise estimate. This running noise estimate
could then be readily incorporated into Eq. 1.

2. Tests With Real Speech

Like Figure 4 displays~ the results achieved for processing
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real speech in noise (signal—to—noise ratios of +6 dB and —6 dB) by the
method of minimum mean square error filtering are very encouraging. The
signal—to-noise ratio is significantly enhanced , the naturalness unchanged ,
and the intelligibility sounds improved .

Two experiments were carried out with real speech , one using
the procedure outlined in the second paragraph of this subsection (and
illustrated in Figure 4), the other with the addition of a zeroing of
all magnitude component s above 2.5 KHz between steps d and e. In both
cases the results were very good with little observable difference
between them. An examination of Figure 4d indicates that there is very
little energy above 2.5 KHz such that little change would be expected.

For many reasons , the method of minimum mean square error
filtering appears to offer a great potential for speech in noise intelligi-
bility enhancement.

D. METhODS BASED UPON PITCH TRACKING

As described in Section II of this report, methods of enhancing
the intelligibility of speech in noise based upon pitch analysis are
intuitively attractive. However, as also indicated in Section II, such
methods have , in general, produced discouraging results (20).

In order to experiment with methods based upon pitch tracking ,
a technique was implemented which consists of the following sequence of
steps:

(a) Input 512 time samples;

(b) Apply a triangular window to the samples;

(c) Perform a 512 point FFT;

(d) Determine the pitch f requency using a method to be described
and zero all magnitude components between pitch harmonics; and

(e) Perform a 512 point IPIT to result in the output time
signal.

The input time waveform and the results from steps b and c
above are the same as for the INTEL technique and are illustrated in
Figure 2. The results after steps d and e are illustrated in Figure 5
for: (1) no noise (lef t) and (2) a’signal—to—noise ratio of
0 dB (right).

1. Discussion

A discussion of the use of pitch extraction methods for
speech intelligibility enhancement in noise is contained in Section II
of this report.

The method used for estimating the pitch frequency from the
spectrum of speech plus noise consists of determining that integer
f requency (F0) between 80 Hz and 250 Hz which maximizes the following
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function:

I 
~~
4~~I

(Eq. 2)

where:

N a the greatest integer such that N-F0 ~ 3000 Hz

F(i.Fo) is that line of the magnitude spectrum closest to the
frequency i.F0.

The results of Figure Sd display the expected spectrum of
the output. With several tests on synthetic voiced sounds, at several
signal—to—noise ratios from +6 dB to —6 dE, the pitch frequency was
determined quite accurately (to within a few percent) using the method.

The output time waveform (Figure Se) indicates the appearance
of considerable improvement for the enhancement of speech in noise by
using this method based upon pitch tracking..

2. Tests With Real Speech

Three experiments based upon pitch extraction and the
method outlined earlier in this subsection were performed with real
speech. These involve three degrees of suppression of non—pitch magnitude
components in step d. These three degrees of suppression are: (1)
suppression to zero, (2) suppression by a factor of two, and (3) suppression
by a factor of four.

When the non—pitch components are suppressed to zero, a
strong, low frequency distortion , probably a result of the time analysis
window, is apparent. As the degree of suppression is lessoned the
strong window distortion diminishes, however, at the expense of increased
noise. At a high suppression of non—pitch harmonics (suppression to
zero), there is a noticable loss of intelligibility, particularly at a
signal—to—noise ratio of —6 dE. This is probably due to the inaccuracy
in pitch tracking which is greater at lower signal—to—noise ratios.
With a suppression of non—pitch harmonics to other than zero, the method
is able to tolerate greater pitch tracking errors without as serious a
degradat ion of speech intelligibility.

To determine some measure of the accuracy of the pitch
tracking algorithm applied to real speech, two simple experiments were
performed. First, a listing was created of the pitch values determined
for the utterance at a signal—to—noise ratio of +6 dB. While no standard
of comparison for the determined pitch values was available, the printed
values seemed reasonable for a male speaker. The printed values were
generally fairly continuous with fundamental frequency values between
110 Hz and 120 Hz during voiced speech intervals

29—25
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As a second experiment, a constant frequency of 10 Hz was
subtracted from each pitch measurement and the result was used to generate
the output waveform in the usual manner. Upon listening to the result
it was found unintelligible.

Overall , the intelligibility results using this pitch
tracking method sound of lesser intelligibility than either the INTEL or
the minimum mean square error filtering methods. There are, however, a
number of improvements which could be added to the basic method and
which might substantially improve this first attempt. It is this
author’s feeling that methods based upon pitch tracking offer the potential
to result in an enhancement of speech intelligibility in noise and that
such methods should not be overlooked because of past discouraging
results.

IV. CONCLUSIONS

This study has explored several methods for the enhancement of
speech intelligibility in the presence of wideband random noise at the
speaker. This exploration has involved a study of the effect of the
methods upon synthetically generated voiced sounds in noise as well as
on real speech in white noise at two signal—to—noise ratios.

Four basic methods have been investigated: (a) INTEL, (b) spectral
subtraction, (c) minimum mean square error filtering, and (d) methods
based upon pitch tracking. Several variations in each basic method have
been tested and numerous experiments with speech in noise have been
performed. The experiments with synthetic speech have provided a substantial
insight into not only the four methods, but also the speech in noise
situation in general. Through the experiments with real speech, some
qualitative results for the speech processing methods have been presented.

It appears from the experiments with synthetic and real speech that
all four methods have the potential to result in an enhancement of the
intelligibility of speech in noise. While the qualitative intelligibility
results obtained during this work have indicated that, of the methods
tested, the INTEL method and the method based upon minimum mean square
error filtering seem to result in the greatest enhancement of speech in
noise, the other methods should not be discarded. There are several
reasons to suspect that substantial improvement in the intelligibility
of speech in noise can be obtained through the use of each of the four
basic techniques.
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DESIGN OF SYSTEM DIAGNOSTIC AND FAULT ISOLATION PROCEDURES

by

Theodore J. Sheskin

ABSTRACT

The purpose of this research is to initiate the development of
promising new approaches to the cost effective design of diagnostic
and fault isolation procedures. This effort is oriented specifically
toward the design of built-in-test (BIT) diagnostic subsystems for
military electronics equipment. The objective is to minimize the
average costs associated with the repair of electronic systems.

Two basic problems have been i nvestigated. The first problem
is to determine the sequence of diagnostic tests to be executed to
isolate the failed unit from the group of modules identified by the
BIT whenever the equipment malfunctions. An original solution proposed
for this problem is the appl ication of probabilistic dynamic program-
ming , which is guaranteed to generate a sequence of tests of minimum
average cost.

The second problem is to partition the equipment into near op timum
subgroups of modules, such that the average cost of isolating the
faulty unit is minimized . A new heuri stic approach applied to this
problem Involves the use of deterministic dynamic programing to
derive weights for the subgroups of modules , and a binary linear
program to produce a low cost partition based on these weights.
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NOMENCLATURE

N Total number of LRUs In the equipment.

A 1 Failure rate of the ith LRU (failures/l06 hr).

Failure rate of the system.

p.~ A priori probability of failure of the ith LRU.

t1 Average time to remove and replace the ith LRLJ and retest
the equipment.

n(j) Number of LRUs in subgroup j.

Mean cost for secondary isolation of subgroup j, given
Lii that an equipment fault has been isolated to subgroup j.

P~ Probability that subgroup j contains the failed LRU.

Tk A test performed by the BIT primary diagnostic.

Ii
Ck Cost of test Tk

S State of the equipment prior to performing test T.

Y State of the equipment if test T passes .

Z State of the equipment if test I fails.

Expected cost of a sequential testing diagram.

if the ith LRU is known to be good in state W.1 1 , otherwise.

Probability that the failed LRU is one of the untested
elements in state W.

P(Y) Probability that test T passes, given that the current
state is S.

P(Z) Probability that test T fails , given that the current
state Is S.
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f(s,T) Expected cost of a sequence of tests, given that the current
state is S and test I is performed.

f*(s) Minimum expected cost of a sequence of tests, given that
the current state is S.

n Number of untested LRUs in a state.
Number of stages remaining in a dynamic program.

K Number of subgroups of LRUs into which the equipment is
partitioned.

The weight representing the minimum total cost to isolate
subgroup 3.
Minimum total expected cost to isolate subgroup 3.

{l~ if subgroup 3 is included in the partition.
0, otherwise.

N-K+l Maximum number of LRUs in any subgroup when the equipment
is partitioned Into K subgroups.

M Total number of different subgroups which can be formed
when the equipment is partitioned into K subgroups.

h(S,T) Total cost of a testing sequence to isolate a desired
subgroup, given that the current state is S and test T
Is performed.

h*(S) Minimum total cost of a testing sequence to isolate a
desired subgroup, given that the current state is S.
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I. INTRODUCTION

The goal of this research effort is to initiate the development of
promising new techniques which can be applied to the cost-effective design
of built—in-test (BIT) diagnostic subsystems and fault isolation procedures.
In airborne and ground electronics equipment, increasing use is bei ng made
of BIT diagnostics because they make it possible to have fewer and less
qualified maintenance personnel , and fewer pieces of external test equip-
ment, which are generally quite expensive. Two promising new approaches
conceived during the project study period are described in this report.
The report is intended to be of assistance to the Air Force In the
identification of various logical approaches to designing diagnostics
and for determining the most promising avenues for future study.

Let us assume that a primary equipment is composed of modular line
replaceable units (LRUs), all of which can be assumed to operate in-
dependently. The LRU5 have sufficiently low probabilities of failure
so that the probabilities of multiple failures can be neglected. When-
ever the equipment malfunctions , a single LRU is assumed to have failed ,
and the BIT will automatically execute a primary sequence of diagnostic
tests to identify the group of LRUs which contains the faulty unit.
Secondary isolation will be performed by semi-automatic or manual means,
which incur time and other equipment costs, to isolate the failed LRU.
The defective unit will be removed and replaced , and the system retested.

II. OBJECTIVES AND BACKGROUND

A brief survey was made of procedures for dealing with the following
three Important problems in fault diagnosis and isolation: (1) Determination
of a troubleshooti ng sequence whi ch minimizes the expected cost of secondary
isolation to locate the singl e failed unit wi thin a group of LRUs identified
by the BIT orimary diagnostic; (2) Generation of a least expected cost
testing sequence to be executed by the automatic BIT diagnostic; (3)
Development of an efficient method of partitioning the equipment into
mutually exclusive groups of LRUs which can be called out by the primary
diagnostic following an equipment mal function.

The result of the survey for probl em one is a search procedure by
Butterworth (3), Flrstma n and Gluss (6), and Gluss (7) which minimizes
the mean cost of secondary isolation. Thi s troubleshooting sequence is
described in Section III of thi s report. Both Johnson et al (10) and
Chang (4) have proposed methods for dealing with the second problem.
The only reference found for treating problem three is MIL-STD-1591(12).

Two figures of merit which have been proposed for constructing a
sequence of tests that can be executed by an automatic diagnostic are
the information gain (Johnson et al (lO))and the distinguishability
criterion (Chang (4)). Both methods fall to guarantee minimal cost

.
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sequences , but usually produce efficient procedures.

The information gain figure of merit, Fk~ 
is the ratio of the

ambiguity removed by a test to the cost, Ck~ 
of performing the test.

That is ,

= (-P log 2P 
- (l-P) log 2 (l~

P))/Ck
where P Is the a priori probability that the test wi ll pass.

The distinguishability criterion is designed to select a test which
distinguishes each untested LRU In the current state from every other
untested LRU in that state. The test that comes closest to distinguishing
all pairs of untested LRUs should be selected. This criterion appears to
be less appealing than the information gain criterion because it does not
distinguish between LRUs with different probabilities of failure.

A promising new approach conceived during this research program is
the appl ication of probabilistic dynamic programing to the design of a
testing sequence. In contrast to the other approaches surveyed to date,
which require less computational effort but may produce a suboptima l
solution , dynamic prograflmdng will guarantee an optimum testing sequence.

Most authors , such as Benowitz et al (1), assume that functional
elements were packaged together duri ng the design of the equipment, The
only reference surveyed which treats the problem of partitioning modular
equipment into groups of modules to be called out by the BIT following
an equipment malfunction Is MIL-STD-l59l (12). In that document a
heuristic procedure Is outl ined which can yield different partitions
depending on the choice of the initial subset of modules . A new , —

potentially efficient heuristic procedure proposed In this report
utilizes binary linear programing and deterministic dynamic programing
to partition the equipment.

III. SECONDARY ISOLATION

A. Statement Of the Problem.

Following an equipment malfunction, secondary isolation Is
performed by semi-automatic or manual means , which incur time and other
equipment costs, to locate the single failed unit within a group of LRUs
called out by the BIT automatic diagnostic.

A search procedure adapted from the literature (Butterworth (3),
Flrstma n and Gluss (6), and Gluss (7)) is presented which specifies the
sequence in which to remove and replace LRUs to minimize the mean time
to locate the failed unit.

• 
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The search procedure can be applied to the sample problem Introduced
in the following section.

B. Sample Probl em.

Suppose that an equipment consists of four LRU5. Let

N total number of LRUs in the equipment.

A1 = failure rate of the ith LRU (failures/iD6 hr).

AT 
= 

= 1 A 1 = failure rate of the system.

p1 = Ai/A 
= a priori probability of failure of the ith LRU .

I

t~ = average time to remove and replace the ith LRU and
retest the equipment.

Using hypothetical values for the A 1 ’s and t1 ’s, the equipment can bespecified by Table 1.

TABLE 1 - SAMPLE PROBLEM

LRU1 A~ • 

p1 t1

-

. 1 90 0.45 6 0.075

2 60 0.30 3 0.100

3 40 0.20 5 0.040

• 4 10 0.05 1 0.050

Assume that the manpower and equipment cost of secondary Isolation is
$1.00 per unit of time. Hence, the mean time for secondary Isolation
is identical to the mean cost, which is chosen as the figure of merit
for secondary isolation .

C. Search Procedure During Secondary Isolation.

Assume that a malfunction has been localized by the primary
diagnostic to subgroup 3 which contains n(j) LRUs. For a series system - --

of independent LRUs, Butterworth (3) indicates that the mean time to
repair will be minimized by removing and replacing the LRUs in the
sequence 1 , 2 , n(j), such that p.

~,, 
> P21 

> ‘.>

1 2 n(j)
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This testing sequence will be followed during secondary isolation of any
subgroup of LRUs called out by the BIT diagnostic. Let

I*lq~41 be the mean cost for secondary i solation of the failed
~~~~ unit In subgroup .1, given that an equipment fault has

been isolated to subgroup j. Then,

I~•I[J] (p1t1+(l-p1) ~r 2 (t1+t2)+(l-p1-p21 ~)3 
) (t1+t2+t3)

1-p 1 -p2
P~(j).+ (l— p~-p2-. ..~P ( ) ~~~~ 

(
- l-p 1-p2-.

(t 1+t2+...+ tn(j)))

/ 1=~
i

n(j) I / n(j)

~~
pi E t~ / E p ~

1=1 k=l “ {
~

The mean cost for secondary isolation of the subgroup consisti ng of
LRUs 1 , 3, and 4 is

~t l3~J 
= p1t1+p4(t1+t4)+p3(t1+t4~t3) 

z

~
‘l ~~~~

The mean costs for secondary isolation 0f several different subgroups, each
identified by an Index 3, are presented in Table 3.

IV. OPTIMIZING THE SEQUENCE OF TESTS IN THE PRIMARY DIAGNOSTIC

A. Statement of the Problem.

Assume that the equipment consisting of N LRUs has been partitioned
into K mutually exclusive subgroups of LRUS. Whenever the equipment fails ,
the BIT automatically executes a sequence of primary diagnostic tests to
isolate the subgroup which contains the single faulty LRU. A known cost,
Ck. is associated with each test, Tk. which Is included in the primary
diagnostic. The total cost of locating a particular bad element is the
sum of the costs of the built -in tests along the path which leads from
the initial state, in which no LRUs are known to be good, to the final
state representing the subgroup containing the faulty unit , pl us the cost
of secondary isolation of that subgroup. The objective is to determine
the sequence of tests to be executed by the BIT which produces the minimum
average cost.

- 
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Most of the authors surveyed to date use the criterion of minimum
average cost for the selection of the best of several diagnostic
procedures. However, the number of different testing sequences possible
for equipment with more than ten LRU5 is far too large for a direct
evaluation of the minimum average cost by exhaustive enumeration.
Therefore, alternative criteria which may indirectly reflect the average• cost have been proposed. Two alternative figures of merit are the
information gain (Johnson et al (10)) and the distinguishability
criterion (Chang (4)). Both methods fail to guarantee minimal cost
sequences, but usually produce efficient procedures.

B. Determination of States Followi ng a Test.

Using the nomenclature of Johnson et al (10), let S represent
the state of the equipment prior to performing the test I. This state
is given by an N-bit number containing only the bi ts 0 and 1. There
is a 1 in each position corresponding to LRUs not yet tested. There is
a 0 in each position corresponding to elements known to be good. In the
initial state there are l’ s in al l positi ons since none of the elements
have been tested. State V represents the equipment if test I passes.
This state is computed by multiplying S and T bit by bit with no carry.
State Z represents_ the equipment if test T fails. It is computed by
multiplying S and I, the complement of 1, bit by bit without carry.
A sequence of tests can be represented by a testing di agram. The
structure of a testing diagram is illustrated in Figure 1.

Next State

0001

Current
State Test Pass

( lol l 
‘ 

T0101

Fai l Next State

Figure 1. Structure of a Testing Diagram

30-14
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C. Optimizing the Sequence of Tests by Probabilisitc Dynamic
Programing.

An original contribution of this research effort is the application
of probabilistic dynamic programing (9) to the design of a sequential
test procedure. The application of dynamic programing to this problem
shows promise of developing into a more effective approach than any of
those surveyed to date.

To formulate the search for a minimum expected cost testing
• diagram as a probabilistic dynamic program, the equipment states are

treated as stages in a sequential decision process. The solution procedure
is implemented backwards, using a recursive relationship, from final
states corresponding to the groups of LRUs into which the equipment is
partitioned. At each state a set of possible decisions consists of all

• of the tests which can be performed. In contrast to the information
gain (10) and distinguishability (4) criteria, which may generate a
suboptimal solution because each decision is based on testing only a
single state, probabilistic dynamic programing will guarantee a least
expected cost testing sequence because the optimi zation is over all of
the states.

1. Sample Problem.

Johnson et al (10) indicate that the number of different
tests which can exist for N elements is 2N-l - l For the four element
sample problem Introduced in Table 1, seven built—in tests, Tk. and
the1~- respective costs, Ck~ 

are defined in Table 2,

TABLE 2 - PRIMARY TESTS FOR SAMPLE PROBLEM

LRU 1 1 2 3 4

Probability of Failure p1 0.45 0.30 0.20 0.05

Test Tk Binary Designation of Test Cost Ck 4
Il 1 1 0 0 $3

1 0 1 0 5

1 0 0 1 4

T4 1 0 0 0 1

T5 0 1 0 0 6

T6 0 0 1 0 2

17 0 0 0 1 7

30—15
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2. Structure of a sequential testing diagram as a probabilistic
dynamic program.

A sequential testing diagram can be formulated as a
probabilistic dynamic program for the followi ng reasons.

a. The problem can be divided into stages, such that
each stage represents the number of untested elements .

b. The next state following a test Is not completely
determined by the current state and the test performed. Rather,
the next state is dependent on the probabilities that the test on the
current state will pass or fail. To compute these probabilities , the• following notation is introduced. Let

= ~O, if the ith LRU is known to be good in state W.W 1 , otherwise

= probability that the failed LRIJ is one of the
untested elements in state W.

P(Y) = probability that test I passes, given that the
current state is S.

P(Z) = probability that test I fails , given that the
current state is S.

Using the above definitions ,

— N
E 5 p and
i=l 1W i ,

P(Y) = P~ / P5, P(z) = Pz~ ~s

Since each test must either pass or fail ,

Ps Py +P z~~
afld P(Y)+ P(Z) l

c. The principle of optimality holds. That is , given
the current state, an optimal testing sequence for the remaining states
is independent of the tests executed in the previous states.

• d. A recursive relationship that identifies the
optimum testing sequence at each state, given the optimum testing
policies for the subsequent states, can be formulated. To develop
the recursive relationship, let

f(S,T) expected cost of a sequence of tests,
given that the current state of the equip-
ment is S and test I is performed.

30-16
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f*(S) - minimum expected cost of a sequence of
tests, given that the current state Is S.
Thus,

f*(S) mm {f(S,T)}

TT l~ 
T2~ 

... , 17

The recursive relationship is of the form

f(S, Tk) 
= Ck + P(Y)f*(Y)+P(Z)f*(Z)

f*(S) = mm {Ck + P(Y) f*(y)4.p(Z)f*(Z)}

all Tk

The basic structure of a sequential testing diagram formulated as a
probabilistic dynamic program appears in Figure 2.

Next State

Current 
pass wIth f*(000l)

State Test Cost P( ) = p4
p1 + p 3~~ P4

Probability

P(Z) = + 
Next State

p~~~p3~~ P4 Z=Sx T

f*(1O1O)
f(lOl l , 0101) = C0101 + 

P4 f*(000l ) + (P1+P3) f*(lOlO)
p1 + p3 + p4 pl+p3+p4

Figure 2. Sequential Testing Diagram Formulated as a Probabilistic
Dynamic Program
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An example of a sequential testing diagram is presented In Figure 3
for the equipment defined in Table 2.

~~(l)

Figure 3. Sequential Testing Diagram

The expected cost of the testing diagram in Figure 3 is computed
below using recursive relationships .

= f*(flfl) = C1000 + p1f*(l000) + (p2 + p3 + p4) f*(Olll)

= C1000 + + (p2 ‘ p3 +p4) (C1100+ 
P2 f*(Ol00)

+ p3+p4 f*(OOll))

= C1~~0 + 
P1f*(1000) + p2f*(OlOO) + (p2+p3+p4)(C1100+p3+p4 (C0010

+ p3 f*(OOlO)+ p4 f*(000l )))
P3+P4 P3~P4

3 C1000 +P1MPf(1)+P2MH(2)+P3MH(3)+P4MH(4)

+(p2+p3+p4) C11~~+(p3+p4) C0010 = $7.8

e. Using the recursive relationship, the solution procedure
moves backwards stage by stage, each time finding the optimal testing

3018
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sequence for each state of that stage, until it finds the optimal testing
diagram when starting at the initial state. To implement the backward
recursion, let n represent both the number of untested LRUs and the
number of stages remaining. Since each state Is unique, designation
of the stage will be omitted from the notation for the expected cost.

f. The solution procedure begins by equating the
expected values of the terminal states, which correspond to the subgroups
into which the equipment is partitioned , to the mean costs of secondary
isolation for these subgroups. Thus, for each terminal state S, the
terminal value f*(S) = MH(4). The values of several -possible terminal
states for the four elemeAt sample problem are displayed in Table 3.

TABLE 3 - VALUES OF SEVERAL POSSIBLE TERMINAL STATES

Subgroup 3 1 2 3 4 6 9 13

LRUs 1 2 3 4 13 24 134

Terminal State S 1000 0100 0010 0001 1010 0101 1011

f*(S)~4M() 6 3 5 1 7.54 3.14 9.57

3. Solution for primary isolation to a single failed unit.

Probabilistic dynamic progranining will be applied to derive
a minimum expected cost testing diagram which provides primary i solation
to a single failed unit. That is , the partition (1, 2, 3, 4) is assumed.
For n = 1 , the values of the four terminal states are given in Table 4.

TABLE 4 - VALUES OF THE FOUR TERMINAL STATES

S 1000 0100 0010 0001
f*(S) 6 3 5 1

When n=2, the computations for f*(S) are s~aTInar1zed in Table 5. Empty
cells in the table represent tests that will not produce the specified
terminal states, and are assumed to incur infinite costs.

TABLE 5 - SUMMARY OF CALCULATIONS FOR n=2.
f(S,T ) = C + P(Y) f*(y) + P(Z) f*(Z)
1100 1010 1001 1000 0100 0010 0001 f*(S) T*k

• 1100 9.8 8.8 5.8 10.8 5.8 1000
1010 8.69 9.69 6.69 7.69 6.69 1000
1001 8.5 10.5 6.5 12.5 6.5 1000
0110 6.8 8.8 9.8 5.8 5.8 0010
0101 5.71 6.71 8.71 9.71 5.71 1100
0011 9.2 8.2 6.2 11.2 6.2 0010

30-19 
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The calculat ions for f(OllO,, 0100) and f*(011O) are illustrated below.

f(O1l0 , 0100) = C0100 + p2 f*(OlOO) + p3 f*(00l0)
p2+p3

6+0.30 (3) + 0.20 (5) = 9.8
0.50 O.5~

f*(0110) = mm (6.8, 8.8, 9.8, 5.8) = 5.8

The remaining calculations are suninarized in Tables 6 and 7.

TABLE 6 - SUMMARY OF CALCULATIONS FOR n=3

I f(S,Tk) Ck + P(Y) f*(y) + P(z) f*(Z)
1100 1010 1001 T000 0100 0010 0001 f*(S) ~~

1110 8.63 l0.52~ 9.89 6.89 11.52 7.63 6.89 1000

1101 8.50 1O.87~ 9.19 6.87 11.19 12.5C 6.87 1000

1011 9.07 11.28 10.07 7.07 8.07 13.28 7.07 1000

0111 7.45 10.45 9.36 10.45 7.45 12.36 7.45 1100,0010

TABLE 7 - SUMMARY OF CALCULATIONS FOR n=4

\Tk f(S,Tk) = Ck + P(y) f*(y) + p(z) f*(Z)
S \ 1100 1010 1001 1000 0100 0010 0001 f*(S) T*k 

—

1111 8.9 11.35 10.15 7.80 11.85 8.50 13.60 7.80 1000

By moving forward through the tabulated solutions, beginning in the initial
state, 5=1111 , at n=4, and ending in a terminal state at n=1 , two
al ternative minimum expected cost testing sequences are produced. One
optimal solution is suninarized In Table 8.

TABLE 8 - AN OPTIMUM TESTING SEQUENCE

STAGE STATE TEST EXPECTED COST
4 1111 1000 $7.80

3 0111 1100 7.45

2 0011 0010 6.20
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The testing diagram corresponding to the solution in Table 8 was
presented in Figure 3.

4. Bounds on computational effort, assuming primary isolation
to a single failed unit.

As the equipment Is partitioned into smaller subgroups,
the computational effort required by probabilistic dynamic programing
increases. To obtain an upper bound on the number of calculations
required,suppose that dynamic programing is used to isolate to the
single failed unit. The number of states at stage n is(N).

In terminal states no dynamic progranining computations are necessary
because no BIT tests are performed. Hence, the total number of states
requiring dynamic programing recursive calculations is N (N

E ~nn=2

N-l The maximum number of tests that can exist for N elements
is 2 -1. An upper bound on the number of calculations required by
dynamic programing is (2N_l ...1) N (N

E \n
n=2

The valqe of f*(5) must be stored i n memory for all states. Therefore,
N fN ‘

~ 
di fferent values of f*(S) must be retained in memory.

E ~nI
• n=l

V. PARTITIONING

A. Statement of the Problem.

The equipment is to be partitioned into mutually exclusive and
exhaustive subgroups of LRUs such that following an equipment malfunction
the BIT diagnostic tests will be executed to -I solate the fault to a
particular subgroup. Secondary isolation will be performed on the sub-
group called out by the primary diagnostic to locate the single failed
unit. The problem is how to partition the equipment into subgroups so
that the total expected cost of primary and secondary isolation is

• minimized .

Most of the literature on fault Isolation assumes that the
equipment under test was partitioned into functional groups during
its design. The only systematic procedure surveyed for partitioning
LRUs into subgroups to be called out by an automatic diagnostic routine
is contained in MIL-STD-1591 (12).

B. Formiletion of the partitioning problem as a Binary Linear Program.

An origina l contribution of this research effort is the
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formulation of the partitioning problem as a binary linear program (9)
which utilizes weights derived for each subgroup by deterministic
dynamic programing (9). Deterministic dynamic prograimitng is used to
assign subgroup weights so that they are independent of any testing
diagram. The proposed approach Is a heuristic procedure which will not
guarantee an optimum partition with the minimum expected cost, The
heuristic procedure has been applied to the four element sample problem
described in this report, and has generated a minimum cost partition.
On the basis of this l imited computational experience, the proposed
approach shows promise of developing into a potentially effective
technique for partitioning modular equipment.

Since the total number of different partitions grows quite
rapidly, it is not feasible to determine the best partition by enumerating
all possible partitions and computing the least expected cost testing
sequence for each one. It is,however, feasible to enumerate subgroups.
If g is the number of LRUs In a subgroup, the Is the number Of
subgroups of g elements each which can be fo . In Table 3 several
different subgroups have been formed for N4 .

The following notation is introduced. Let

R. = the weight assigned to subgroup 3 to represent the minimum
~ total cost of primary and secondary diagnostic tests to

isolate a single failed unit In subgroup 3,

n (3)
= E p. = probability that the single failed LRU is

‘ i 1  1 located in subgroup 3.
r = PR = minimum total expected cost to isolate subgroup 3.i i i
x = {l~ If subgroup 3 is included in the selected partition

0, otherwise

N-K+l = maximum number of LRUs In any sub9roup when the
equipment -Is partitioned into K subgroups

M = N-~+l (N \= total number of different subgroups which
3=1 1,j / can be formed when the equipment Is partitioned

into K subgroups.

The partitioning problem is formulated below as a binary linear
program.

M
• Minimize E r1 x1 is the obj ective function

1=1
subject to the following N+2 cons r~ints :
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= K, to ensure that exactly K out of N subgroups are
1=1 selected.

N
n4 x. = N , to ensure that the sum of the LRUs in the

1=1 selected subgroups is equal to the total number
of LRUs in the equipment.

One constraint is required for each element to ensure that each
LRU must appear in one and only one selected subgroup.

If LRU 1 appears in subgroups 1, 3, k, 1, s, and d, then

X
3 

+ X $~ + X
1

+ X~ + X
d 

= 1

If LRU 2 appears in subgroups I , 3, p, q, m, and n, then

X i + X
3

+ X
P 

+ Xq + Xm + X n = 1
If LRU N appears in subgroups m, n, r, w, s and d , then

Xm + X~ + Xr + X
w + + Xd 

= 1

x1 = O o r l, f o r i = l ,2, ..., M

C. Deterministic Dynamic Programing to Derive Subgroup Weights.

1. Subgroup isolation by deterministic dynamic programing.

A separate determinist-Ic dynamic program must be solved to
derive a weight for each subgroup which can be included in a partition.
The dynamic program is deterministic because only one of the two
successor states determined by a test is retained. The other successor
state is discarded. The state which is retained following a test is
the one which, after further testing if necessary, will produce a terminal
state corresponding to the desired subgroup.

The nomenclature for the deterministic dynamic programing
formulation is similar to the notation introduced in Section IV.C.2.
for the probabilistic version. Let h(S,T) be the total cost of a
sequence of tests to Isolate a desired subgroup, given that th~ currentstate is S and test I is performed. Let h*(S) be the minimum total
cost of a sequence of tests to isolate a desired subgroup, given that
the current state is S. Hence,

h*(S) = mm {h(S,T)}

T*Ti~ 
T2, ... , T7
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The recursive relationship has the form

h(S, Tk) =J
~ 

+ h*(Y), if test Tk passes

+ h*(Z), if test Tk fails

2. Outline of procedure for assigning weights to subgroups.

a. Form all possible subgroups which can satisfy the
constraints specified for a desired partition. Such constraints might
include a minimum size or a maximum size for subgroups, or a prohibition
on subgroups of certain sizes . For the sample probl em of four el ements ,
several different subgroups are displ ayed in Table 3.

b. The value of each terminal state corresponding to a
subgroup 3 is MH(3)I the mean cost of secondary isolation for subgroup j.
The values, h*(S), of several possibl e terminal states for the sample
problem are given in Table 3, where f*(S) must be replaced by h*(S) for
the deterministic dynamic program.

c. For each subgroup j use deterministic dynamic programing
to compute the weight, R3. Then, r3 = P3 R3

3. Sample calculations for a subgroup weight.

To illustrate how deterministic dynamic programing can be
applied to calculate subgroup weights, the weight, R~, for subgroup 2 =
(LRU 2), will be computed. For n=l , h*(O100) = 3 frbm Table 3. The
calculations for h*(S) with n=2 are suninarized in Table 9. Empty cells
represent tests that will not produce the specified terminal state,
and are assumed to incur infinite costs.

TABLE 9 - SUMMARY OF CALCULATIONS FOR n=2
Tk h (S, Tk) Ck + h* (0100)

S 1100 1010 1001 1000 0100 0010 0001 h*(S) Ik*

1100 8 7 4 9 4 1000

0110 6 8 9 5 5 0010

0101 6 7 9 10 6 1100

The remaining calculations for h*(S) are sunmiarized in Table 10.

TABLE 10 - SUMMARY OF REMAINING CALCULATIONS FOR h*(S)
S 1110 1101 0111 1111
h*(S) 6 7 6 7
Ik* 1000,0010 1100,1001, 1100 1100,1000

1000

30-24
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The solution is R2 = h*(l111) = 7. Her~ce, r2 P2 R2 = 0.30(7) = 2.1

4. Suninary of subgroup weights .

The weights obtained by deterministic dynamic programing
for several different subgroups of the sample problem are displayed
In Table 11 .

TABLE 1 1 - SUBGROUP WEIGHTS

LRUs 1 2 3 4 12 13 14 23

Subgroup j 1 2 3 4 5 6 7 8

R
3 

7 7 7 6 9.6 12.54 10,1 9

P
3 

0.45 0.30 0.20 0.05 0.75 0,65 0.50 0.50

r~ 3.15 2.10 1.40 0.30 7,20 8.15 5,05 4,50

LRUs 24 34

Subgroup 3 9 10

R
3 6.14 8

P
3 

0.35 0,25

2.15 2.00

D. Binary Linear Programing Solutions for Partitions into Subgroups ,

1. Partition into three subgroups ,

The sample problem Is partitioned into three subgroups by
a binary linear program which utilizes the subgroup weights. Setting
N=4, 1(23 subgroups, N-K+l = 2, the maximum number of LRUs in a subgroup,
and M = 2  (4\

E ~iJ= 10, the number of binary variables , yields the -:

i=l following formulation .
10

Minimize E r
~ 

x , where the values of the r1 ‘s are given
i=1 in Table 11 ,

subject to

10
E x = 3

1=1 i

30-25
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4 10
x. + 2  E x . 4

1=1 1 j 5 1

x1 + x5 + x6 + x7 = 1 , since LRU 1 appears in subgroups 1 , 5, 6,
and 7.

x2 + x5 + x8 + x9 = 1 , since LRU 2 appears in subgroups 2, 5, 8,
and 9.

+ x6 + x8 + x10 = 1 , since LRU 3 appears in subgroups 3, 6, 8,
and lO.

+ x7 + x9 + x10 = 1 , since LRU 4 appears in subgroups 4, 7, 9,
and 10.

x~~= 0 o r 1~~f o r i = 1 ~~2~~...1 l0

The solution , which is easily obtai ned by enumeration of the sums
of the subgroup weights for all six possible partitions , is x1=x3 x9=1 ,
and all other x. = 0. Thus , partition (1, 3, 24) is correctly selected
as the one with 1the lowest expected cost. The sum of the corresponding
subgroup weights, r1 + r.~ + ra = 6.7, which is a lower bound for 6.9,
the minimum expected cost of ~ testing diagram for this partition.

2. Comparison of Solutions for Partitions i nto Subgroups.

Solutions obtained by adding the subgroup weights produced
by deterministic dynamic programing for partitions i nto three subgroups
are compared with solutions for the minimum expected costs of testing
these partitions in Table 12.

TABLE 12 - COMPARISON OF SOLUTIONS FOR PARTITIONS INTO THREE
• SUBGROUPS

MINIMUM EXPECTED
PARTITION SUM OF SUBGROUP WEIGHTS COSTS OF TESTING

1 3 24 r1 +r 3 +r 9 = 6.7 6.9

1 2 34 r1 +r 2 +r 10 = 7.25 7.5

1 4 23 r1 + r4 + r8 = 7.95 8.45

2 3 14 r2 + r 3 + r 7 8.55 9.95

3 4 12 r3 + r 4 + r 5 = 8.9 9.5

2 4 13 r2 + r 4 + r 6 = lO.55 11.9
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The results sumarized in Table 12 demonstrate that
the sum of the subgroup weights for a partition derived by deterministic
dynami c programing provides a l ower bound on the minimum expected cost
of a testing sequence for that partition generated by probabilistic
dynamic programing. This result is to be expected because the
deterministic dynamic programs minimize the sum of the costs of isolating
the individual subgroups rather than the expected cost of testing the
entire partition.

VI. CONCLUSIONS AND RECOMMENDATIONS

Methodolog ies have been proposed for treating three important
problems in the desi gn of diagnostic and fault isolation procedures.
A search procedure has been adapted from the literature for determining
the sequence in which to locate the single failed unit during secondary
isolation. Probabilistic dynamic programing has been proposed as a new
approach which is guaranteed to generate a minimum cost sequence of BIT
primary diagnostic tests. A new, potentially effective heuristic
procedure for partitioning the equipment i nto subgroups of LRUs to be
called out by the prima ry diagnostic utilizes deterministic dynami c
programing to derive weights for the subgroups , and binary linear
programing to produce a low cost partition based on these weights .

The heuristic procedure proposed for partitioning the equipment has
been applied successfully to the small sample problem described in this
report. Future research is recómended to determine the computational
feasibility of this approach for larger , practical probl ems. Of
particular interest is the question of whether the deterministic
dynamic programiFrg procedure for deriving subgroup weights will still
produce a low Cost partition as the number of LRU5 is increased . If it

• does not, then alternative procedures for solving the partitioning problem
will have to be Investigated .

Another important future task is the determination , from program data ,
of actua l life cycle costs for the tests of the BiT diagnostic. It
would also be useful to investigate whether the probabilistic dynamic
programing approach can be utilized in the presence of errors in the
BIT diagnostic tests.
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MAXIMUM ENTROPY

SPECTRAL DEMOD ULATOR INVESTIGATION

by

Ro bert Guy Van Me ter

ABSTRACT

A transmitted si gnal , which is masked by noise and , pos-
sibly, i n terference, is assumed to be sinusoidal with Hertz-
frequency which varies with time over some finite set F of
positive real numbers . The received continuous-time signal
s(t) is sampled every I seconds to get a discrete-time signal.

The object of this investigation Is to evaluate the per-
formance of th e max i mum en tropy me tho d (= MEM; al so calle d
“linear prediction by the covariance method”) in estimating

• the transmitted signal frequencies.

For the simple case in which F = {f1 } and there Is no
i n terference , the problem of obtaining confidence intervals
for f1 appears to be intractable. Thus , com p u ter s i mulat i on
was u~ed to assess the sampling variability of f1. The m i -
tia l effort in this direction involved the case of no noise
other than quantization noise resulting from the analo g— to-
dig ital conversion of the signal and computer roundof~ no ise.
The resul ts of thi s si mula ti on showe d ex cellen t performance
of the MEM for sampling of the signal with a 12-16 bit analog-
to-digital converter when F = (0, 6000) and f1 is no t too
close to either 0 or 6000.
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MAXIMUM ENTROPY

SPECTRAL DEMODULATOR INVESTIGATION

1. INTRODUCTION AND OBJECTIVES

A transmitted signa l , which is masked by noise and , possi-

bly, i nterference , is assumed to be a sinusoid with Hertz-

frequency which varies over some finite set F of positive real

numbers. Let “ s(t)” denote the value of the resulting continu-

ous-time signal at time t. Of particular interest is the case

where 1fF = 2; that is , where the frequency switches back and

forth between two distinct values.

The object of this study is to evaluate the performance of

the maximum entropy method (= MEM) of spec tral est i ma ti on for

short segments of a discrete-time signal which results from

sampling s(t) at uniformly spaced time instants. To be more

specific, It is desired to estimate the uncertainty of the MEM

estimates of the transmitted signal frequencies , by obtaining

con fid ence i ntervals , for the cases (a) received signal =

transmitted signal + noise and (b) received signal = transmit-

ted signal + noise + (purposefu l )  in ter ference.

The simple case (a) with F = {f1} was considered almost

exclus ively. The (analytical) problem of obtaining confidence

intervals for f1, which requ ires determining the probability

density function for f1, appears to be i n t rac tab le .  Thus , la te

in the program , com puter simulation was used to study the
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samp ling variability of f1. The results of this simulation are

encourag ing; the MEM seems to perform quite well.

2. THE MODEL

In general , the MEM models functional values as the output

oa a l i near d i scre te system (= LDS) ; th at i s , as a lin ear combi-

nation of past functional value ! (outputs of the LDS) and past

and present inputs to the LDS. This leads to the linear , con-

stant coefficient , diffe rence equation

p q
(2.1) f(kT) = - 

~~ a .f((k-j)T) + G ~ b.u((k-i)T),
j=l ‘~ 1=0 1

where the a~ an d b are real num bers , b0 c!i 1 , G is the system

ga in factor (a positive real number), T is the sampling period

(a positive real number), u((k—i )T) is the input to the LDS at

time (k-i)T , and k is any positive integer such that the func-

tions f and u are defined at the indicated times. As (2.1)

ena b les one to “predict ” f(mT) from f((m-l)T), .. . , f((m-p)T),

u(mT ), .. . , u((m- q)T), the name “linear prediction ” i s also

associated with this met~io d.

There are several other equivalent rep resentations of a

LDS in addition to the difference equation formulation [1; pp.

85-86]. For frequency-domain considerations, the representa-
• t ion

S(z) = H(z)U(z),

where 5 (z )  and 11(z) are the z-transform s of s(kT) and u(kT)

respectively and H(z) Is a rational function of z called the

“system transfer func ti on ,” is useful [1; pp. 220-282]. In

31-5 
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general , H(z) w ill have both zeros and poles.

We model a received signal s by a difference equation of

the form (2.1) with q = 0 and G = 1; that is , we assume

p
(2.2) s(kT) =— ~~ a.s((k-j)T) + u(kT)

j=l ~

for all appropriate k. For the model (2.2), I t can be shown

that
1

H(z) = 
- 
. 
.

1 + ~~~~~~~~ a.z
j=l 3

Th us H is an “all-pole ” transfer function with p poles , namel y,

the p solutions of the equation 1 + a.z 3 = 0 or , equiva-

lentl y (if z ~ 0, as is required by the definition of the z-

transform) ,

(2.3) z~ + a 1z~~~ + .. . + a~ _ 1 z + a~ 0.

3. ESTIMATION OF MODEL PARAMETERS

The model parame ters a1, . .. , a~ in (2.2) are approximated

by the usual type of least-squares analysis in the time-domain

[2; pp. 563-567]. For a given positive integer m , we predict

s(mT) to be

(3.1) s’i~i) ~~~~~~~~~~~~~~

j=l -~

where the are chosen so as to minimize an appropriate function

of the er rors

e(kT) ~~~~~~ s(kT) - s(kT)
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for k < m. In the case of a deterministic signal , ~ e2(kT) is

minimi zed over some set of previous samples. In case we mini-

m ize the sum of squared errors

• m -l N- i
E e2(kT) ( ~ e2 ((m-N+k)T)

k=m-N k=O

corresponding to the preceding N sampl es , the techni que is call-

ed the “covar iance method” of linear prediction [2; p. 564].

Th i s lea d s to the system of l i near equa ti ons

p
(3.2) ~ ~~~

‘ (m,N)~~. .(m,N) = -. .(m ,N) (1 = 1 , 2, ... ,

j=i ~ 13 01

where , for all (i ,j) ~ (1 , ... , p} x {l , ... , p},

(3.3) •~ .(m ,N) 
~~ ~ s((m-N+ k-i)T)s((m-N+k-j)T),

k=O

for determining the which yield the prediction of s(mT).

From (3.2) and (3.3), we see that the N + p consecutive samples

s((m-N- p)T), . . . , s((m-l)T) are needed. Thus if we do not

allow nega tive arguments , s((N+p+l)T) is the first sample we

can predict.

In making the prediction (3.1), we are assum i ng tha t the

input u(mT ) is completely unknown , which is often the case.

4. THE ANALYTICAL APPROACH

The anal ytical determination of the frequencies f1 c F

exh ibited by the transmitted signal involves (a) calculating the

from-- (3.3), (b) solvi ng the system of linear equations

31— 7
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(3.2) for the i~~, Cc) solving the polynomial equa tion (2.3)

with “ii” in place of “ aj”~ (d) determining o ,~ in the polar

form ri ex p(±Je i ) of each of the complex conjuga te pairs of

roots of (2.3), and (e) multiplying the 0 by an appropria te

.real number to obtain the f1 .

As indicated In Section 1 , an attempt was made to handle

anal ytically the simple case of a single frequency (F = If 1 ))

signal in noise with no interference; that is , we assume the

transmitted signal is

(4 .1 )  A s i n ( 2 i~f 1t )

ai~d that the received signal Is

s(t) = A sin(2 ir f1 t) 
+ n(t),

where n(t) Is a zero-mean Gaussian noise process (3; pp. 219-

222] which is uncorrelated with the transmitted signal and for

which
J ~~2 (k = 0),

E[n (t)n(t+k)] =

(0 (k $ 0).

Thus the sam p les of s are gi ven by

(4.2) s(kT) = A sin(2wf 1 kT) + n(kT).

In th is case , a 2-pole model (p = 2) su f f i ces .

The roots of (2.3) with p = 2 and “

~~~~~

“ in p lace of “aj”

are z 1 ~~ 
( - a 1 + rf f)/2 and z 1 df 

~
-1

~ 
- T~~)/ 2 , where d 

~~~~~ ~ i
2 -

It can be shown th at the radi an argument i n the polar form

of z1 is the rad ian-frequency f1 in (4.2). (In fac t, this poten-
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tial for ferretin g out the frequencies of a sinusoida l signal

Is the reason 1inea~ prediction is useful to us , rather th an

i ts predi ct i ve powers. We can a lwa ys “wa it ” I secon d s an d

measure s(mT).) Thus , as f > 0, z1 
must be a non-real complex

number; that is , we mus t have - 4a2 < 0. Hence we h ave

z -(~~/2) + J ( /4 i ~ -

where 4~~ - > 0. It is easy to show that z
1 

has polar form

r1 ex p(Je 1
), where

(4.3) r
~ 

=

and 
(~~

/2 (~~~ 
= 0),

(4.4) = 
~~ tan (-/~~~ - ~~~2/ ~~~~) + 

~ 
(~~~ 

>

tan~~(-14ç - ~~ 2/~ ’ ) (?~ < 0).

I-f we measure frequencies in Hertz and require that F C (0,6000),

then

( 4.5 ) ri = (6000/n)e 1.

Now , and in the expres sion for f
1 

can be obtained

explicitly by solving the system of equat ions (3.2) with p = 2.

By Cramer ’ s Rule , we have

(4.6) = 

~~~~~~ 
- 

22 O 1~~~

afld

(4 7) = 

~~2l~ O1 
—
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where

(4.8) 
~ ~~~~~ ~‘ll ’~22 l2 2l

and the •jj are given by (3.3) and Involve the s(kI) as given by

(4.2). Even in this very special case , the com p l i ca ted cha i n of

operations linking the assumptions about the tran smitted signal

and the noise with the frequency f1 makes it difficult to deter-

mine the probability density function for f1.
In case 1fF = 2, a 4-pole model is appropriate and the equa-

tion (2.3) is quartic. The four roots of a quart -ic equation can

be given exp l i c i t l y  in terms of rad i cals an d the coef fi c i en ts

a1, . .. , a
4
; however , the ex p ress i ons for these roo ts are

ex tremely complicated. Of course , if 1fF > 2, a model with at

leas t six poles is required and no analog of the quadratic and

quartic formulas exists for the equation (2.3) in such cases.

Thus , -for these cases , we can not m i m i c the trea tmen t of the

2-pole case.

5. THE COMPUTER SIMULATION

The first part of the program involved an extensive Inves-

tigat ion of linear prediction techniques and their applica tion

to commun ications theory [1]. This investi gation included the

analy tical effort described in Section 4. The second part of

the program involved the development of a computer simulation

to determine the sampling variability of the f1.
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In Sections 1 and 4, we did not elaborate on the term

“no ise. ” Nois e is a fundamental limitation on the performance

of physical systems such as radar devices. Some possible

sources of noise are clutter , cosmic radiation , and thermal

motion of the electrons and ions in the receiver components

and the antenna rurroundings [3; pp. 3-5].

There are other limi tations on performance in signal -

proces sing that are based on the fact that the values of vari-

ables in models of real-world systems are , typically, r ea l

numbers with decima l representations which are non-termina-

ting or terminate only after a large number of digits , whereas,

digital signal-processing equipment (which for various reasons

has largely supplanted analog equipment) seldom allows repre-

sentations of numbers (or other symbols) with more than 64

precision bits. One such limitation , “quantization noise ,”

results from use of an analog -to-di gital converter (~ 
ADC) in

sampling the continuous-time signal. Another , “ roundoff (or

chopp ing) noise ,” results from rounding (or chopping) sums and

products to fit the computer ’ s word length.

In the simulating done to date , an effort has been made to

assess the sampling variability due to quantization noise and

roun do-ff noise. Such noise is always present as we can not do

infinite -precision sampling and arithmetic. Further work is

needed to determine the effect of purposeful man- made interfer-

ence and the type of noise cited in the second paragraph of this

sec tion. Also , we have considered only the 2-pole model dis-

cusse d In Section 4.
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Some features of the simulation which look peculair owe to

the fact that , previously, some p rocess i n g of ac tual sig nals was

done at RADC . An 8-bit ADC was used to produce 8-bit approxima-

tions of signal values and blocks of 2048 of these were stored

on ma gnetic tape . Later , this information was computer -process-

ed. The programs used in the present study include portions of

the previously-used program.

Below is a list of key variables in the simulation programs

along with the corresponding variable (if any ) in Section 4 and

its interpretation :

TSA (I) sam p l i n g per i od (1/1 2000 sec.);
Fl (f1 ) 

• Hertz-frequency of the transmitted signal;

A (A) amplitude of the transmitted signal
NP (p) num ber of poles;
N (N) num ber of error terms i n the min i m i zati on

process for determining the prediction
coefficients in (3.1);

NN (= N + p ) the nunber of p rev i ous sam pl es nee ded to
predict s(mT )

NB ( ) number of ADC bits ;
s (J ) (s(jT)) value of the received signal at time jT;

P(I ,J) 
~~ 

(m,N)) coe ff Ic i en t of i n e~ uadon i of the
i l inea ”- system (3.3);

P0(I) (q
~0~

(m,N)) cons t~nt on the riqht in equation i of
the linear system (3.3);

R(K) (r1 ) magnitude of the root of (2.3) in the
upper half-plane;

F(K) (-f1 ) Hertz-frequency corresponding to the root
of (2.3) in the upper half-plane;

FC ( ) the radian -Hertz conversion factor 60001w
in (4.5);

DEL (a) the determinant of the system (3.3) (see
(4.8));

Al (i~~) coefficient In equation (2.3) with p = 2;

-- •~~~~~~~~~~~~ -~~ — - ~~~~~~~~~~~~~~~~~~~ 
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A2 (a 2 ) coef f ic ient  in equat ion (2 .3 )  with p = 2;
AM ar it hmeti c mean of S ~~ {s(mT): m c

16 , 7, . . . , 2048));
SD standard deviation of S.

We assume hence forth th at the am p l i tu de A (measure d In vol ts)

of the transmitted signal is in [-5 , 5]. In the simulation of

the ADCs behav i or , the signal S(J) in the interval [-5, 5], of

leng th 10 , is mapped into the integer interval [_2 N 8 1 , 2NB-l ]

by follow i ng x~—+ (2~~/lO)x by chopping to an integer , and the

intege r is mapped back into a computer real number -In [-5 , 5] by

In a certa in average sense , binary representations of numbers

• have log 2(lO) (= 3.32) times as many symbols as do the correspond-

in g decimal representations when both representations terminate .

- 

Thus it was apparent to the writer that the 8-bit ADC was not

adequate for deal ing with frequencies in (0-, 6000).

One of the programs used in the simulation appears In the

A ppendix. Its purpose is to determine the effect of the number

of ADC b i ts on the performance of the model. The results , given

in Tab le 1 , of executing this program confirm the conclusion.

about the inadequacy of the 8-bit ADC.

Tab le 2 sho ws the var iat ion of AM and SD with N , the num ber

of error terms used in the minimization. In case NB = 14, cen-

tral processor (= CPU) time is given also. These times include

the execut ion time fo r the s ta t i s t i ca l  ca lcu la t ions .  Thus abso-

lute d i fferences are meaningful to the determination of the ef fec t

on execut ion time of cha nging the value of N , whereas re la t ive

31-13 -
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TABLE 1

Mean AM and s tan dar d dev i a ti on SD of p re dicti ons for
the number o f ADC bit s NB * 2 , 3, . . . , 16 , 27* with
A • 1.5 , N = 3, and Fl 3250.

NB AM SD

2 6000.0000 2749.9994
3 3497.7974 1677.3801
4 3252.4888 226 .23 133
5 3248.9677 78.865247
6 3249.5983 33.414235
7 3249.6557 21.808373
8 3249.9485 11.663445
9 3249.9887 4.8569507

10 3249.9991 2.4628091
11 3250.0001 0.772031 18
12 - 3250.0004 0.22295413
13 3249.9985 0.18255417
14 3249.9960 0.15308648
15 3250.0002 0 .075 4 19844

4 16 3250.0008 0.034125918
27 3250.0001 0.0066758151

differences are not. It appears that adding 1 to the value of N

increases execution time by approximately (1/3)(0.0001) hr. or

0.12 sec. Note that execut ion of the program involves 2043

(
~ 

2048 - (3 + 2)) calculations of an f1 . Thus the added time

for calculation of each value of f1 is approximately 5 .1O~~ sec .

Execut ion time s are of interest as the ult imate goal Is real-

t ime implementation of the model.

*Here we have used 2 7 precision-bit floating -point represen tations
and ari thmetic with the ADC simulation portion of the program
deleted.
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TABLE 2

Mean AM and standard dev iation SD of predictions for
the number of error terms used in the minimization N
• 2, 3, ... , 12 w Ith A • 1 . 5 , Fl • 32 50 , and NB • 8,
10 , 12 , 14 , 16 , and 27.

NB = 8

N AM SD

2 3250.0737 15.632812
3 3249.9 485 11.663445
4 3249.9371 9.307119 1
5 32 49.882 1 7.1128755
6 3249.881 3 6 .059 7079
7 3249.8710 5.2067635
8 3249.867 7 4 .4239790
9 3249.8625 3.3021908
10 3249.8594 2.8550067
11 3249.8582 2.2166742
12 32 49.8565 2.02230 15

NB = 1 0

N AM SD

2 3250.0018 2.9927573
3 3249.999 1 2. 4628091
4 3249.9970 2.0885355
5 3249.9975 1.7026238
6 32 49.99 79 1.6084557
7 3249.9978 1-2938950
8 3249.9922 1.0680774
9 32 49.9925 ~).736308 17

10 3249.9945 0.56215978
11 3249.9921 0.39859506
12 32 49.9906 0.3579058 1

31—15 
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NB = 12

N AM SD

2 3249. 9978 0.28106676
3 3250.0004 0.22295413
4 3250.0015 0.14402156• 5 3250.0015 0.13972 569
6 3250.0001 0.081098709
7 3250.0009 0.067171544
8 3249.9994 0.059041822
9 3250.0011 0.044649824

10 3250 .0009 0.0475 37731
11 3249.9999 0.052555363
12 3250.0009 0.046175324

NB = 14

N AM SD CPU TIME

2 3249.9988 0.21686259 0.0009
3 3249.9960 0.15309648 0.0009
4 3249.9997 0.11826708 0.0010
5 3249.9983 0.10109097 0.0010
6 3249.9958 0.066045111 0.0010
7 3249.9998 0.059400090 0.0011
8 3249.9980 0.052958412 0.0011
9 3249.9972 0.032415771 0.0011

10 3250.0021 0.037008012 0.0012
11 3249.9973 0.038732876 0.0012
12 3250. 0007 0.03310 4122 0.0012

~1..16
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NB = 16

N AM SD

2 3249.9999 0.045065880
3 3250.0008 0.034 125918

• 4 3249.9995 0.02439 1433
5 3249.9991 0.021149200
6 3250.0010 0.01937 193 4
7 3249.9993 0.015833400
8 3249.9985 0.013296252
9 3249.9994 0.011714947

10 3249.9999 0.0 10651756
11 3249.9995 0.0083 492643
12 3250.0000 0.007 1696392

NB = 27

N AM SD

2 32 50.0003 0.0087628514
3 3250.0001 0.0066758 151
4 3250.0000 0.0042304078
5 3250.0000 0.0027758344
6 3250.0000 0.0017828080
7 3250.0000 0.0020461476
8 3250.0000 0.0021599298
9 3250.0000 0.0019517387
10 3250.0000 0.0015333511
11 3250.0000 0.00091071260
12 3250.0000 0.0010233139

____ 31.17
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The nex t tab le shows the var i at i on of AM , SD, and the

signa l-to_ (quantiz ation and roundoff) noise ratio SNR , given

by 20.lo910 (2
NBA/10), with A.

TABLE 3

Mean AM , standard dev iat ion  SD , and signal -to - (quan—
tiza tion and roundoff) noise ratio SNR for the ampli-
tude of the transm itted signa l A = 0.5 , 1.0 , 1.5 ,
5.0 with N = 3, Fl = 3250, an d NB = 1 0, 12 , 14 , and 16.

NB = 10

A AM SD SNR

0.5 3249.9668 6.9402777 34.185400
1.0 3249.9982 2.0219451 40.205999
1.5 3249.9991 2.4~28O9l 43.727824
2.0 3249.9991 1.5623139 46.226599
2.5 3249. 9962 1.5531899 48. 164799
3.0 3250.000 1 0.77203 118 49. 748425• 3.5 3250.0002 1.3622908 51.087360
4.0 3250.0012 0.72204416 52.247199
4.5 3250. 0019 0.42808743 53.270249

- 5.0 3249.9961 0.98476960 54.185400

NB = 12

A AM SD SNR

0.5 3249.9991 1.5623139 46.2265991.0 3250. 0012 0. 722044 16 52.247199
1.5 3250.0004 0.22295413 55.769024
2.0 3249.9994 0.53745331 58.267799
2.5 3249.9979 0.44305741 60.205999
3.0 3249.9985 0.18255417 61.789624
3.5 3250.0007 0.20943003 63.128560
4.0 3249.9981 0.27760254 64.288399
4.5 3250.0016 0.16504455 65.311449
5.0 3250.000 1 0.16 4476 18 66.226500

LI
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NB 14

A AM SD SNR

0.5 3249.9994 0 .53 745331 58.267799
1.0 3249.9981 0.27760254 64.288399
1.5 3249.9960 0.15309648 67.810224
2.0 3250.0001 0 . 12638 791 70.308999
2.5 3250.0036 0.086964880 72.247199
3.0 3250.0002 0.075419844 73 .830824
3.5 3249.9987 0.056363066 75.161760
4.0 3250.0002 0.056470926 76. 3~ 9598
4.5 3250.0023 0.025813821 77.352649
5.0 32 49.9998 0.049159881 78.267799

NB = 16

A AM SD SNR

0.5 3250.0001 0.12638 791 70.308999
1.0 3250.0002 0.056470926 76.329598
1.5 3250.0008 0.034125918 79.851424
2.0 32 49.9998 0 .033097830 82.350199
2.5 3250 .0016 0.024226625 84.288399
3.0 3250.0005 0.017549278 85.872024
3.5 3249.9992 0.021185211 87.210959
4.0 3249.9992 0.018053080 88.370798
4.5 3250.0004 0.015683560 89.393849
5.0 3249.9998 0.015091892 90.308999

Table 4 shows the var iat ion of AM and SD wi th the frequenc y

Fl of the transm itted signal. As there are 14-bit ADCs avail-

able comme rcially and model perfo rmance is quite good with NB =

14 according to Table 1 , we le t NB = 14.

The stran ge variation of SD with Fl results from the sam-

pl ing process and finite precision arithmetic. As the possible

signal frequencies are less than 6000 Hz., we mus t sam ple at the

31-19
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TABLE 4

Mean AM and standard dev ia t ion  SD of predictions for
Fl = 125 , 250, 375 , . .. , 5875 with NB = 14, N = 3,
an d A = 1.5.

Fl AM SD

125 119.24084 36.594588
250 249.51668 13.343529
375 374.99050 2.1931926
500 499.99242 2.2354304
625 624.99677 1.6018316
750 750.00167 0.41421278
875 874.99947 0.93162946
1000 999.99837 0.73667024
1125 1124.9997 0.35508527
1250 1250.0013 0.36510814
1375 1374.9998 0.33071683
1500 1499.9985 0.24333926
1625 1624.9985 0 .24277011
1750 1750.0004 0.10973179
1875 1875.0006 0.103631 40
2000 2000.0000 0.
2125 21 24.9995 0.18358279
2250 2250.0019 0.073 796298
2375 2375.0001 0.21530845
2500 2499.9964 0.090456136
2625 2625.0006 0.12147366
2750 2750.0028 0.15310039
28 75 2875.0002 0.18313020
3000 3000.0000 0.
3125 3124.9978 0.18266767
3250 3249.9960 0.15309648
3375 3374.9995 0.12147751
3500 3500.0056 0.090457460
3625 3625.0008 0.21415340
3750 37 49.9958 0 .073787 051
3875 3874.9984 0.18436528
4000 4000.0000 0.
4125 4124.9997 0.10363143
4250 4249 .9976 0.10972426
4375 4374.9999 0.24238029
4500 4499.9988 0.24332672
4625 4624.9993 0.33069280
4750 4750.0037 0.36511440
4875 4875.0005 0.35509441
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Fl AM SD

5000 4999.9958 0.73666593
5125 5124.9982 0.90562031
5250 5250.0022 0.41419801
5375 5375.0008 1.5328385
5500 5500.0052 2.2354247
5625 5625 .0086 2.193 1942
5750 5750.4873 13.343526
5875 5880.7836 36.559757

rate of at least 12000 samples per second according to the Sam-

pling Theorem [1; p. 291]. Thus we are led to letting I =

1/12000. For Fl = 2000 (respectively, 3000, 4000), we have a

2kwFl /l2000 = kw/3 (respectively, kir/2, 2kw /3) and sin(a) = .50

(respec tIvely, 1.0, .50) In exact arithmetic. As the library

SIN funct ion is accurate to 8 decImal digits , sin(ci ) is exact

and l.5stn(a) is also exact with two significant decimal digits.

In these cases , it can be shown that the first step in the simu-

latlon .of the ADCs behavior leads to an integer if NB = 14; thus

• the ADC simulation leads to the exact frequency Fl as the pre-

dicted frequency. Thus , the value 0 for SD in case Fl = 2000,

3000 , or 4000 Is explained. Similar reasons for other irregu-

larit ies can be given.

The program leading to Table 4 was executed with Fl ran ging

from 125 to 5875 by steps of 25; however , for obvious reasons

not all of these values appear in the table. The original at-

tempt at execution for Fl ranging from 25 to 5975 lead to execu—

tion—t ime errors. Further work showed that the trouble begins

~
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somewhere in the intervals [100 , 125) and (5875, 6000). Obv i-

ously, as Fl approaches 0+ (6000 ), the radian measure of e1
in (4.4) must approach O~ (ir ). Thus the discrim inan t d ~~

- must approach 0 in both cases. Printing values of

some intermediate variables for the bad cases showed that d

took on negative values with increasing frequency as Fl got

closer and closer to 0+ (6000 ). Quantization and roundoff

noise had taken Its toll.

The next table shows the variation of AM and SD with block

size. Ultimately, a block size smaller than 2048 may be used.

We no te that the performance of the mode l is reasonably uni-

form over block size.

TABLE 5

Mean AM and standard deviat ion SD of predicti ons for
block size = 8, 16 , 32 , 64 , 128 , 256 , 512 , 1024 , and
2048 w i th  NB = 14 , Fl = 3250, and A = 1.5.

BLOCK SIZE AM SD

8 3249.9163 0.10 430552
1 6 3249.9741 0.19046609
32 3249.9907 0.14852447
64 3249.9952 0.16077075

128 32 49.9980 0.15215203
• 256 3249.9989 0.15 498016

512 3250 .0002 0. 1529 1365
1024 3249.9998 0.15360796
20 48 3249.9960 0.15309648

Fina lly, relat ive frequencies and cumulative relative fre-

• quencles of the predictions were obtained in the absence of the
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probability density function (~ 
PDF) and the distribution

function (- DF).

TABLE 6

Approximations of the probabilit y density function
PDF and the dis tribution function DF of the predic-
tions w i t h  NB = 14, N = 3, A = 1.5 , and Fl = 3 2 5 0 .

PREDICTION APPROX. PDF APPROX. OF
INTERVAL ON INTERVAL AT RIGHT

32 49.45-3249.50 0.041605482 0.04 1605482
32 49.50-3249.55 0. 0.04 1605482
3249.55-3249.60 0. 0.041605482
3249.60-3249.65 0. 0.041605482
3249.65-3249.70 0. 0.041605482
3249.70-3249.75 0. 0.041605482
3249.75-3249.80 0.16691140 0.20851689
3249.80-3249.85 0. 0.20851689
3249.85—3249.90 0.083700441 0.29221733
3249.90-3249.95 0.16691140 0.45912873
3249.95-3250.00 0.20802741 0.66715614
3250.00-3250.05 0. 0.66715614
3250.05-3250.10 0.16642193 0.83357808
3250.10-3250.15 0.083210965 0.91078904
3250.15-3250.20 0.083210965 1.00000000

The “grainy ’ na ture of the above resu lts is again the ef fect

of quantization and roundoff. To partially negate these effects

the prog ram was run again wi th the quantization portion missing

so that 27—bit floating—point rep resentations and arithmet ic

prevai l .

I
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TABLE 7

Approximations of the probability density function
POE and the distribution function DF of the predic-
tions with N = 3, A = 1.5 , Fl = 3250 , and 27-bit
floating -point representations and arithmetic.

PREDICTION APPROX. PDF APPR OX. OF
INTERVAL ON INTERVAL AT RIGHT

3249.985-3249.990 0.12922173 0.12922173
3249.990-3249.995 0.081742535 0.21096427
3249.995-3250.000 0.28095937 0.49192364
3250.000-3250.005 0.36514929 0.85707294
3250.005-3250.010 0.064121390 0.92119432
3250.010-3250.015 0.042094959 0.95790504
3250.015-3250.020 0.042094959 1.00000000

6. CONCLUSIONS AND RECOMMENDATIONS

As i nd i cated earl i er , the problem of obtaining confidence

intervals for the f e F appears to be intractable , even for the

sim ple case of a single—frequency signal (F = {f1 }) in noise.

However , simulat ion of the single-frequency case , with the

onl y no i se bein g q uant i zati on an d roundoff noise , has shown

that the MEM performs quite well in terms of sampling variabil-

ity of f1.

I f results similar to those in Table 1 hold for the two-

frequency signal simulation and the frequencies differ by, say,

50 Hz., it is obvious (as SD = 11.7) that an 8—bit ADC is inade-

quate and that an ADC giving 12-16 bits is desirable. A catalog

search has shown that 12—bit ADCs with 2usec. sampling time 

and~
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and 14-b it ADCs with 50 psec. sampling time are available corn-

merci all y.

From Table 2 with NB = 14, we see that model behavior is

good with N • 3 but that SD can be decreased by a factor of

approximately 4/5 (that is , to 1/5 of its value for N = 3) by

Increasing N to 12 at the cost of increasing CPU time by a fac-

tor of approx imately 1/3. If the single-frequency case were

of pract ical interest, it would not seem desirable to increase

N In view of the desire to operate in real-t ime and the good

performance of the model with N = 3 (and NB = 12-14).

From Table 3 with NB = 12 (or 14), we see tha t model per-

formance Is good with transmitted signal amplitude A = 1.5.

Howeve r , SD can be decreased by a factor of approximately 3/4

(or 5/6) by Increasing A to 4.5.

From Table 4, we see that model performance is quite good

for f1 £ (1000 , 5000) but deteriorates rapidly as f1 approaches

0~ and 6000 . A ga i n , if sim ilar results hold for the two-fre-

quency signal case , values of f1 and f2 in [1500, 4500] would

give excellent results.

Table 5 shows that model performance is quite uniform and

• good for block sizes rang ing from 128 to 2048. Thus a reduct ion

of block size to the vicinity of 128, as is anticipated , will

not adve rsely effect results .

There remains a substan tial amount of work to be done in

assessing the performance of the MEM in case #F ~ 2. In the

two-frequency signal case , operation counting shows that Gauss
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el imination Is decidedly superior to use of Cramer ’s Rule.

Also , it is likely that use of some iterative algorithm for

finding polynomial roots is better than use of the quarti c

formula (which generally requires use of the cubic formula)

for so lv ing  (2 .3 )  w i th  p = 4. Of course , for # F ~ 3 (p .? 6)

no formula ex is ts  for so lv ing  (2 .3 ) .  A substant ia l  port ion

of the computing time is required by the COV subroutine ,

which is probably as efficient as is possible. With the real-

time goal in mind , It is v i tal  that the most e f f ic ient  a lg o-

rithms for solving linear systems and polynomial equations be

foun d .
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APPENDIX

- 

CHE TA P ROG RAM META
DOUBLE PRECISION TSA,TPI,TC,W1
COMMON! SAM P/ S ( 2 0 4 8 )
COMMO N! F REQ~’F ( 2 0 4 8 )
C OM M ON / R M A G/ R (2 0 4 8 )
CO MM O N/ PH I / P (2 , 2)
C OMMON! PROf P 0 ( 2)
COMMON/TPRQ/ F].

C ASS I GN VAL UES TO VARIA BLES
DATA TSA, ’r pI/ 83, 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 3 0— 6 , 6 . 2 83 1 85 3 0 7 1 7 95 8 6 47/
DATA P I , F C , F1/ 3. 14159265 , 1909 .8 5931 , 3 2 5 0 ./ —

DATA K U , A , NP , N ,AM , SDf 2 O 4 S , 1. 5 , 2 , 3 , 0 . , 0 .,
N N N P+ N
KL NN+ 1

C LOOP TO CALCULATE AND PRINT PRED ICTED FRE QUENCIES FROM ( 4 . 4 )  AND
C ( 4 .5 ) A N D  MEAN AND STANDARD DEVIATION THEREOF FOR NUMBER OF BITS
C 2 , 3 , .. . , 16

DO 5 N B 2 , 16
WR I TE ( 6 , 2 0 0 )  NB

200 FORMA T (lan NUMBER OF BITS = ,i3i1)
C CALCULATE EXACT TRANSMITTED SIGNA L VALUE FROM ( 4 .1)

W 1 F 1 TPI
DO 10 J 1 , 2048

FJ — J — 1
TC .FJ*TSA
TS W 1*TC

10 s ( J ) A * s I N ( r S)
C SIMULATION OF ADC QUANTIZAT I O N OP THE SIGNA L

NBP_ 2**NB
P NB NBP

-~~~ DV~~1O . /PN B
DVI PN B/10.
DO 15 J 1 , 2048

X~ s (J)
X~~X~DVI
K P X
X K P

15 S(J ) X DV
C C ALC ULATE COEFFICI ENTS FOR AND SOLVE LINEAR SYSTEM (3. 2 ) U SING
C (4 , 6 ) — ( 4 .8 )

DO 2 0 X~ KL , KU
K K K
CALL cO V (NP , NN, J CX)
DEL I1. P (1 , 1) * P ( 2 , 2 )_ P ( ] . , 2 ) * P ( 2 1)
A1 (P ( 1 , 2) * P O ( 2 ) PO ( 1) P ( 2 , 2 ) ) / D E L
A2 (P ( 2 .1 ) * P O ( 1) P 0 ( 2 ) * P ( ] . , 1 )) / D E L

C CALCULATE AND PRINT PREDICTED FREQUENCY
F (X)~Fc ARcTA frAl, SQRT(4*A2 A1*A1))
R (K ) SQRT(A2)

- 20 WR ITE (6 , 300)  K , R ( K ) , F ( K )
30P FORMAT UX.18.2020.6

fl.27
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C CALC U LAT E AND P R I N T  MEAN A ND STA NDA R D DE V IA TI ON OF P R E DI CTI ONS
CAL L STATS (AM ,,SD , K L , K U )

5 W R I T E  (b , 4 0 0 )  AM .SD
400  FOR MA T ( 1 X , 2 G 2 0 . b / / / )

STO P
END
SU BROUT I NE C O V ( N P , NN , L P )
COM N OWSA M P / S ( 2 0 4 8 )
CONM OWPHI/ P (2 , 2 )
COMM ON / P H Q f P O ( 2 )

C CAL CUL ATE T HE P H I ( I , J) OF ( 3 , 3 )
C C ALCULATE DIAGONAL ELEMENTS , P H I ( J , J ) ,  OF COVA R IANCE MAT RI X
C A SS I GN TO P ( J , J)

L L P I
N I N N ~ NP
N L LP NI
~— 0 . - •
DO 5 J N L ,L

S B 8 ’ S ( J ) S ( J )
DO 10 J 1 , NP

K LP -J
I W L J
B R + S ( I ) * S ( I ) _ S ( K ) * S ( K )

10 P ( J , J ) B
C CA LCU LAT E REM AINDI NG P K I ( I ,J )

DO 15 KK ~~1 . N P

~~ 0.
C CA LCU LATE PH I  (0 , K K )  - A SS I GN T O P O ( K K )

• DO 20 J 1 ,N I
N L P ~~I
M N KK

20 B 8 + S ( N ) S ( M )
P0 (KK ) s

C CALCULATE P H I ( I , J ) , J I KK , 1 < I C N P I , 2 ( J < N P  — ASSIGN TO P ( I , J )
IF  ( K K . E Q . NP )  GO TO 15
DO 25 K 1 , N P KK

I K

N L P K
M~ N K K
N 1 NL K
M 1 N L KK
B 8+S (N 1) S ( M 1 ) — S  (N ) ’S  ( M )
P (I ,~J ) ’• B

25 P ( J , I ) 8
C T H E P RE VI OUS STATEMEN T T AKES ADVANTAGE OF SYMM E T R Y OF
C CO VAR I ANCE MATRI X

15 CONTINUE
RETURN
END
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SUBROUTINE STAT S (A M , s D , KL, K u )
C STATS CALCU LATE S THE MEAN AND STANDA RD DEVI ATI ON OF THE
C xu— (NP +N ) PREDICTED FRE Q UENCIES F ( J )

COMMOW F REWF (2 0 4 8 )
CO MM ON / TF R Q/F 1
s l— 0.
5 2 0 .
XN KU KL+1
DO S J~~KL , KU

s1 81+F (J )
5 S2 S2+ (F (J ) F 1) * *2

A M S  1/ZN
SD SQ R T ( S 2/ XN )
RETURN
END
FUNCTION ARCT A (X , Y )

C ARCT A CALCULATES RADIAN FRE Q UENC Y DETERMINED BY ROOT X+J Y OF
C ( 2. 3 )  BY USE OF (4 . 4)

DATA P I , HP I/ 3 . 14159265 , 1. 5 7 0 7 9 6 3 2/
IF ( X )  1, 2 , 3

1 ARCTA .ATA N (Y/ X )+P I
RETURN

2 ARCTA HP I
RETU RN

3 ARCTA ATAN (VX )
A RETURN

END
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SOFTWARF DESIGN VALIDATION AND

ARTIFICIAL INT~.LLlGENCE

by

Ralph . We ischede l

A BSTP A CT

4n emerging trend in software design is the use of
formal Languages to specify a design precisely . Because it is
a formal lanquage , autot~ated aids for use in design validation
may be possible. ihis paper examines specific areas of
artificial intelligence research that potentiall y otter
autonated aids to design validation.

Auto matic proof ot prooram correctness is examined for
the possibilit y of proving that a design satisties its
functional requirements. ~ spinoff of correctness proof
research has been symbolic execution of programs , a technique

- : for systematically examinin g the various proaram paths on
classes of input s, rather than specific numerical input. It
the formal language in which the design is specified is
procedural, this research might be adapted to these languages
so that a validation team could systematically examine the
design ~y symbolic execution.

An alternative approach to design validation would ~e toprovide a breadboard systeir corresponding to the desian at
design review . The end user of t~e system under development
could then experiment with the system , constituting a design
validation. Such a breadboard would have to be created within
a very brief period ot time , so that software development is
not signif icantly slowed . Autom atic programm ing research is
e xamined for this goal.

F.ach area of research is briefl y surveyed , providing an
example of the approach, the potential payoff in design
validation , the state of tI’~e art, significant technological
gaps tacea in the research ,  and a prognosis for its future in
design validation.

Our conclusions include specific areas of research that
are needed tor artificial intelligence to ~e applied in
software aesiqn validation.
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1. I’~TRODUCTIUt4

(if the four phases of so f tware  development:
~~~S ’ ~requirements specification , design , implementation and

-. 

~ testin~ , design plays a central., crucial role. Large
~~~~~~~~~~~~~~~~ software projects , typical of Air Force needs , may be

• characterizea as having greater than 100,000 source
statements and 50 or more programmers. To ettectively carry
out a project of such size, good engineering and
mathematical principles are necessary tor detailed, precise
description of the desian, to insure that each member of the
programming team provides a component that exactly fits with
all of tne other components. The need is compounded not
only b~ the magnitude of such projects , but also by

- -~unavoidahle personnel turnover on projects of such duration.

Unfortunately, the development of SUCh engineering
and mathematical principles for large software projects is
still in its infancy . Consequently, assumptions by various
members of the programming staff about the design frequently
occur. Unl ike programming errors, which the  individual
programmer may find rather quickly b~ testing his or her
component independent of others, errors stemming from

— mismatched assumptions about the design specification are
likely to go undetected until the integration test.

- 

- 

For instance, Boehm , et. al. (1975) reports on a case
- study sponsored ~y Rome Air Development Center, about a
well—managed software project which was delivered on time
and within budqet . Sixty—four percent of the detected error
types were traced to the design phase; only 36% of the error
types were programming errors. Retinina this analysis
showed that 45% of all error types were design errors not
toun~ unt il integration test or later, Only 9% of all error

~‘~ .‘~
‘types were programming errors that went undetected until

- Integration test.

Plot only are desian errors difficult to detect, but
also they are costly to fix. Hoehm , et. al. (1975) report
on other data indicating that design errors take about twice
the time to diagnose and correct, compared to coding errors.

Therefore , software design validation is of great
importance. At present , thorough, effective , software
11~ n~rev iews are very difficult to conduct, in large partL -. • 

-
~~ because designs are specified using tlowcharts with English

-~~.~.- descriptlons in the boxes. The disadvantage of English as a
- ‘ - design language is ambiguity in the description and lack of

precision. This iray lead to unrecognized misunderstandin g
between designer and ultimate user , as well as numerous
possibilities for inconsistent assumptions among
implementors , giving rise to errors mentioned above. The
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problems of f lowchar ts  as a so f tware  specif icat ion have been
frequently discu~ s-~ in the literature on programming
methodology and software engineering . One further, serious
disadvantage of English descriptions and flowcharts for
specifying aesian is that at design review , they may qive
the illusion of understandin g the aesign, even though
important design issues may have been overlooked.
Oftentimes, the only basis for evaluating a design is
projected cost and a checklist that the contractor promises
to fulfill all. of the reavirements .

In contrast to such design descriptions , a new t rend
in design specification is to use a formal lanouaqe, based
on Insights f rom programming languages ana mathematical
notation. Some examnies include ~ELLMADE of HoneywellInformation Systems (boyd , 1917) and SPECIAL of Stanford
Research Institute (Robinson , et. al. 1977). Formal
languages , of course, are unambi guous and precise.
Furthermore , their precision aemands that both designer and
design validator address specific issues that mi ght be
ove rlooked otherw ise.

There are disadvantaaes to formal design languages,
nowever.  Laong specif icat ions in any formal language seem
difficult to understand , and some training Is naturally
impo rtant to use them. This probably makes an independent
validation team necessary at design review. (That may be an
advantage though , for their detailed scrutiny of a design
should have multiplied savings in total sottware development
cost.) Creating a design using a formal language Is
extremely difficult, as is convincing oneself that it does
what one wants conceptually . Also, there are technical
limitations to formal design languages which may ~e removed
in the near future. Specifically, such languages need to be
more natural , richer in their descriptive ability, and
better able to represent concurrent processes.

-
~~ However , the disadvantages seem to be outweighed b~the tollowing aspects, in addition to precision and lack of

ambiguity . First, the formal languages may be used to
specify exactly tne functions a module will carry out and
its Interface to other modules without specifyina how the
module carries out Its tunction. Parnas (1972a , 1972b,
1977) has shown ho* such module specitications offer
modifiability and tault tolerance to software systems.

- J Modifiability is possible since any group of programs
satisfying the module ’s functional and Intertace
specification may be used in the software system; therefore ,
sof t wa re  changes , as demand changes durina the software life
cycle , may be isolated to one module. Fault tolerance may
be enhanced , by statina in the formalism tor the module,
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what response tne module should make to exceptional.
conditi ons.

Second , formal desian languaaes, by tneir precision
and lack of ambiguity, offer less chance for mismatched
assumptions among programmers and designers.

Third , formal design languages otter the possibilit y
of stronger design validation and review. In particular,
the pote ntial ex is ts  for

1) ve rifying rigorously that a design meets the
functional requirements ,

2) assessing how modifIable and maintainable
competing designs are,

3) estimating whether the system will meet
performance requirements, and

4) providIng the user guickly with a concrete
system to examine (correspondina to the design).

Achievin g the potential in (1) and (4) above will be
a recurrent theme in this paper.

Since a design would then be a formal specification ,
automated aids might be developea for assisting In design
validation. This brings us to the objectives of this
project. -

2. OBJECT1~~S

One objective of this project has been to isolate
areas of artificial intelligence research which could lead
to automated aids for software design validation. For each
area at research , potential payoffs, the state of the art ,
and obstacles have been identified. A second objective has
been a prognosis for each area of research and
recommendations of research areas which seem most promising
for application to software design validation.

Section 3 presents brief preliminary material
necessary for understand ing the obstacles encountered in the
research described later. A section for each area of

• research follows . In section 7, we br iefly describe
possible alternative approaches to automated aids in desian

- review , alternative in the sense that they do not use
artificial intelligence research as heavily, and are
potential Short term solutions with less ambitious goals.

3. PREL1M1~ARIES
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For our purposes , let us take the goal of artificial
intelligence (Al) to be to enable computers to perform tasks
th at  are normally associated with intelligence and
understanding, Such as reasoning , proqrammtng, communicating
in a human language , vision , problem solving , and learning .
Before discussing AL research relevant to software design
validation, we discuss two topics that are used In several
research approaches, theorem provers and subgoal analysis.

Theorem provers or deduction systems have their
origin in mathematical loaic or symbolic logic. Around the
turn ot the century, several paradoxes motivated
mathematicians to study the nature of proofs. To do this,
artificia l languages were defined, along with a means of
evaluating whether an assertion in the language Is true.
Furthermore , inference rules are independently defined for
deducing an assertion from premises. The seauence of
premises and inference rules used to deduce an assertion are
intended as a model of a mathematical proof at a theorem.
The artificial language plus its set of inference rules is
called a formal system .

An important fact is that applying the inference
rules is a pure pattern~ rnatching process , t o t a l l y  mechanical
and syntactic in nature . It was therefore natural for
computer scientists to implement formal systems as computer
programs , called theorem provers or deduction systems.

For any tormal system , two questions arise , related
to the original motivation of paradoxes. Is every statement
that can be deduced In the formal system true (according to
the ~ -~dependently defined truth evaluation rules)? Is every
true statement of the artificial language deducible using
the inference rules?

For any artificial lanauage , there are , in general, —

many sets of inference rules which yield the same set of
deducible facts. First oroer predicate calculus is the
class of equivalent systems most often used in mathematics
and computer science. The reason is threefold: 1) it does
model a significant portion of the form of mathematic al
statements , 2) the deducible statements are the true
statements and only the true statements , and 3) formal
systems of higher order , which are significantly richer,
sacrifice property (2). (A rigorous treatment ot this may
be found in ~endelson (1964)).

An example statement in first— order predicate
calculus is

(Yw )(3z) (P(x,y,z).Q(t (x),f (y) ,w)).
This might represent the property of function t being
continuous at point x “for every w , there is a z , such that

41
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Ix—y Is z  implies ~f(x)—t (y)~4w ,” though it represents
innumerable other interpretations as w e l l . An exam ple
inference rule is that , if we have statements of the torn A~H ana A , both Of which are axioms , premises , or previousl y
deduced statements , then we may deauce B. Resolution and
natural. deduction systems are both examples of first—order
formal systems. (Manna (1974) presents examples of both.)

The means of Implementing first—ord er formal systems
on a computer are well—known . However , there are at least
four difficulties with all first—order systems. First, as
the number of assumptions arows or the length of the
statement to be proved grows, the number of possibilities
that must be examined to find a Proof grows very rapidly.
So much so, that the term “combinatorial explosion ” is used
to convey the rapid growth of possibilities.

Second it is a well—known , mathematically proved tact
that any algorithm that can deduce all deducible statements
of a first—order system must get into an infinite loop when
given some statements not deducible in the first—order
system. That is, the problem of ascertaining whether a
statement In a first—order system is deducible , is
undecidable , and is eauivalent to the halting problem.
Theretore , any algorithm must be artificiall y halted ,
leaving the user uncertain as to whether the statement Is
not deducible or simply needed more time.

A third aitticult y is related to using theorem
provers for a given application . Recall that the inference
rules work in a pure pattern—matchin g way ; the symbols or
names for variables , constants, predicates , or functions
have no significance. Hence , to use any fac~ts in anapplication area, a user or programmer must translate the
facts into the artificial language himself, This is not an
easy task for people; overlooking any tact may render the
desired statement undeducible , simp ly because the system was
not supp lied enough assumptions.

A fourth difficulty is that deductions in first—order
s y ste ms are very hard for people to create or to understand.
For instance, mathemat icians themselves do not use

H first—order systems to prove their theorems. Rather, they
freely mix mathematical notation and reasoning expressed In
human languages in both the statement of a theorem and its
proof. One m ight try to overcome the difficult y of
combinatorial explosion b~ having a human interactivelygu ide the tneorem prover , so tnat only the most meaningful
strategies are followed in a particular deduction . However,
th is fourth problem renders such human interaction
difficult.
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Many artificial intelligence (Al) researchers have
turned to alternative models at reasoning, other than
theorem provers. Such research Is a core area of Al known
as knowledge representation and inference. Several ot the
potential. application s (discussed in later sections) of Al
to software design validation use theorem proving.
Consequently, research into alternatives to theorem proving,
such as models of reasoning and knowledge representation and
oraanization would be of great value in making these
applications practical, provided of course , that such
research was general enouah to embrace th~ prob lems andneeds in reasoning about software.

Subgoal aralysis as a model of problem—solving , like
theorem proving, is an aspect of several research areas to
hC discussed, suppose one can model a problem as some goal
to be achieved and a set of legitimate actions that may be
performed to achieve any goal. Then, one can model
problem—solvin g as searching for a sequence ot actions that
will achieve the goal. A well—known approach is to use some
heuristics or rules of thumb for breaking coals Into
subgoals , such that if one finds a solution (sequence of
actions) for each subgoal, then one can form a solution to
the original goal from those solutions. This is the divide
and conauer approacn to solving a problem , and is a natural
strategy to people. This method is general enough that
theorem provers may be implemented this way .

The state of the art in subgoal analysis Is that
programming languages, such as QL1ISP (WIlber, 1976) and
MICRO— PLANNER (Sussnan , et. a l ,  1971), exist for people to
conveniently and compactly express the goals, legitimate
actions , and heuristics for any particular problem—solving
apolication. As with theorem provers,  facts of the
application domain must be encoded , but this time as
procedur es representing legitimate actions , heuristics, and
aoals tnat are immediately solvable. what tacts are
Included affects not only whether there Is a solution but
also the form of the solution , Combinatorial explosion can
easily occur in sucn problem—solvin g systems. However,
unlike first order predicate calculus, the proarammer may
use teatures of the programming language to group facts ot
knowledge and to suogest what strategies to try first , when
to give up, etc., In an attempt to avoid combinatorial
explosion. User interaction to guide a system is also
possible. Such programming languages are one aspect of Al
research in knowledge representation and rnoaels of
reasoning .

~‘e will use the terms “deduction system ” and “theorem
orovers ” to cover both traditional deduction in loaic and
subgoal analysis used to derive proofs of theorems.
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I~e next consider the areas of Al research which otter
payoff in sottware aeslan validation : symbolic execution ,
automatic proaram verifiers , and automatic prograirmtna For
eacn area, we define It , aive an example , indicate its
potential in software deslan validation, present the state
of the art, list obstacles to current technology, ana
attempt a proanosis for its development in software design
validation , specifically suggesting research that could
significantly aia in applying the technique to design.

4. SPft~ULIC EXFCUTIVP4 OF PROGRAMS

The difference between symbolic execution ot programs
and standard program execution is analogous to the
difference between algebraic manipulation and arithmetic.
Rather than the programmer aiving specific values as input,
suen as 1 or 3.14, symbols are given as input , such as b or
C, The purpose is to compute the outputs as an algebraic
expr ession of the input values, when possible. Consider the
following trivial oroaram seqment , wr itten In pidgin—Algol.

begin
read x ,y;
z: x/2 +y
x:~ x*52;print x, z
end

it the user signifies the symbolic inout to x as b
and y as c, symbolic execution indicates that the output for
x is b , z is b/2 •c, and y would be c, if It were printed.

Of course , It Is not possible to compute the symbolic
outputs for general programs; otherwise, the halting problem
would be solvable, If In a conditional statement
it...then...else, the test depends upon the Input values,
then the symbolic executor cannot determine whether the then
clause or else clause should be executed. Hence , there are
two different program “paths” to Investigate . SimIlarly, it
the b o o  exit test depends on t~e symbolic inputs, aseparate possib ility or path must be investigated for each
numbe r of executions of the loop , 1,2,3, etc.

Assignment to arrays also creates different possible 
- 

-

oaths. In the program segment, A (I]$~0; A (Jlt:1, reference
to AC!) afterwards creates two different paths or
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possibilities, because the value of AC I) is 1 if I~ J and 0
otherwise.

Cor’se~uently, symbolic execution systems typically
co~noute a set or poss ible paths; for each -oqrdlll path , the
syroolic values ct all program variables is computed , along
h i l r t the co iditlons en tht Input which must be true for the
path to be taken. Somç systems also try to aenerate sample
input values satisfyin~ those path conditions. )clnq (1975)
and Boyer, et. al. (1975) provide several examples of
symbolic execution systems. The user may interactively
direct the system to examine particular paths.
AlternatIvely, the user may place a bound on the number of
loop iterations, and reouest that all, paths be examined
within those bounds.

The motivation for such systems is an automated aid
to program testing , which enables one to systematically test
a program on a class of inputs rather than individual cases.
Symbolic execution aids one to explore the possible program
paths in an orderly way, while demonstratinq the computation
In general rather than on a specific case.

Suppose one had a breadboard system corresponding to
a desl~n at design review . Then , a valIdation team could
systematically explore the breadboard system , seeking points
where the design does not Conform to requirements.

The state of the art is such that symbolic execution
systems exist for restricted subsets of programming
languages, such as a small subset of PL/I, and a subset of
FORTRAN . A typical restriction Of such systems is that
conditions in it...then,..else be linear tneaualittes, e.g.
3x+2y(z but not x’4z nor xy~z.

Several obstacles exist to this approach to program
testing. First, the number of paths to be examined mounts
very rapidly with nesting of loops and/or conditional
statements . Assignment to arrays also Increases the number
of oaths to be examined .

A major stumbling block is the use ot proceoures;
syste ms currently must expand the procedure into paths for
each procedure call, rather than once for all time . This
results from using program execution as the paradigm , as
opoosed to mathematical ly provina properties of a program.
Consequently, subroutines , in conjunction with the problem
of nested loops and conditionals may potentially lead to a
combinational explosion of paths.

Deduc tion systems are a component of symbolic
execution systems, in aeneral. They are used to rule out
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Impossible paths through the program. For Insta nce , suppose
x is an input variable never changed ~‘y the ~-rogr am . Then ,
in examining a partially developed path , it one has assumea
x(0, any continuation of that path that would assume x>O is
impossible. Of cours e , all problems with aeduction systems
discussed previously are therefore inherited by symbolic
execution. Py restricting the language to tests which are
linear inequalities , current systems avoid the problems of
deduction systems, since linear programmina and integer
oroqramminq otter special purpose deduction systems wIthout
such problems .

Restrictions to cases solvable bY linear programming
and integer proaramming also enable test case generation for
a given path. Test case generation in general has been
proved unso lvable b~ any algorithm .

One other serious obstacle is dealing with data
structures. The large body of knowledge about algebraic
simplification gives much ot the power of symbolic
execution . There is no similar body of knowledge for
simplification of expressions involvina data structures for
nonnumeric algorithms.

In summary, symbolic execution is a very natural and
useful approach to program debugging. it is analogous to -

- -

program testing. However, it cannot guarantee that a
program is error— free. In fact , Howden (1976) proves that
there can be no algorithm, that, given any program , will
find a finite set of test cases guaranteeing absence of
errors.

In order for symbolic execution to be usetul in
design validation , solutions to t~e obstacles of subroutine
evaluation and algebraic manipulation of data structures
seem essential.
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5. AUTOMATIC PHOGRAM VERIFICATION BY CORRECTNESS PROOFS

The goal of an automatic program verification system
is to provide a proof that a program is correct. Such a
system has three inputs: the program to be proved , its
formal specification called the input and output assertions,
and some Intermediate assertions about the internal states
of the program ’s computation. The output is either a
complete, rigorous proof that the program is correct, or a
message indicating that no proof was found. Let us
abbreviate such a system and research pertaining to these
systems as PP.

The input assertion , output assertion , and
intermediate assertions are expressed in a formal language ,
most often first order predicate calculus. Proof of
correctness is usuall~i divided into two parts, calledpartial correctness and termination. Partial correctness
proves that if input satisfies the input assertion, and if
the program terminates , then the corresponding output
satisfies the output assertion. Termination proves that, it
the input satisfies the input assertion, then the program
terminates.

PP offers to software design validation the
possibility of rigorously proving that a design meets its
functional requirements. It the formal specification of the
design is procedural, then one could try to prove its
correctness by pp~ If the design specification is
nonprocedural, then one might adapt PP to prove certain
properties of the design , corresponding to its functional
requirements.

In Figure 1, we have a program for tlndng the maximum
of an array of N elements. (Assignment is indicated by ~ :=“
throughout this paper.) For expository purposes In
analyzing partial correctness, we exhibit an equivalent
fl owchart in t~gur e 2.
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bC ol fl
‘~A X : :  A l l ) ;
I::?;
w h i l e  l~ l~ doti in

It A l l )  ) ~‘AX then MAX : = A ( 1 ) ;
I :~~I.i
end

end

Flou re 1

in the tlow chart , we have named certain points. )~ is
the entry; 0 is the exit; and C is a point on the only loop
In the flowchart. For every loop In a flowchart , the
programmer must select any particul ar point, called a
cutooint , (For our convenience, we will call the entry and
all exits cutnoints also.) For each cutPoint, the
orogrammer must sur-plv an assertion of the relations which
hold between the prooran’ variables at that point. These are
the intermediate assertions. lI~ proorammi nq lanqumo es such
as JOV IA L , F(’HTI~At~, and PL/l , an Intermedi ate assertion is
necessar y for ever y  I-~1P, w)4ILF , or 1W loop, and every
laoeled st atement  for wh ich there is a corres pond ina (;t~T(.

For our e x a m p l e  flowcha rt , the input assertion at I~
could be just ~~l, The outnut assertion at I) is

(Vi ) (L~~j~ r ~ AtjJ ~ MAX) .
Let us choose the interm ediate assertio n at C to be

t~~j) (i~ j(l~~ A ( j J ~~M A X ) .
This completes the input to a PP system.

PP systems uenerall y have three comp onents: a parser
to check that syntax rules are satisfied , a verification
con~iition aenerato r , and a deduction system . The
verification conoltion aenerator aln nr lth nI cally spl its th t
program into a finite number of paths and constructs lemmas
called veri fic ation conditions, one tot each path. It PP
can orove each of tne verification conditions, then the
program nas been proved p arti al ly correct.

: 1 The pathS are defined to te all prooram execution
na ths tro i~ one cu tl~oint to another (inclucilno entry and exit
points ) such that the path contains no intervenino
eutn oints. lor our exam~ lc pronram , there are only tour
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such paths: i~ to C, C to C when A ll) > MAX , C to C when A ll )
4 MAX, and C to U. Fach SUCh path is lust a simple sequence
of program statements, which transform the state of the
progra m . The leirma correspondin a to each path is to prove
that It tne Intermediate assertion Q holds at the becinning
ot tne path , ana if the path is taken , then the intermediate
assertion P holds at the end of the path. Provth~ each suchlemma proves partial correctness since any execution of the
program going from entry to exit is guaranteed to satisfy
the input—output formal specitication.

However , one cannot simply try to prove Q~R for a
giv en path , because the values of program variables do not
correspond at the two different cutpoints . Consequently, PP
must go torwara along the path , symbolically executing the
program path , and substituting the new variable values In 9,
yielding Q ’. It P is the condition that the path is taken,
then the lemma or verification condition is given by Q’&P~R.The deduction system would be called to prove this formula
In first order predicate calculus. (Some PP systems move
backward along the path and substitute into EU however the
puroose is the same conceptually . One simply substitutes

variable values in R , giving P’ , and proves Q&P~

For our sample proaram , the verification conditions
are as follows , usino the backward substitution method:
for path B to C, I~~i~

(Vi) (1~ j<2M [jJ~ AL I1 );
for path C to C with A (I]>MAX , (Vi ) (1~ j< I3A (j3~ MAX ) &
A (I1)MAX & I~ IJ~ (Vj) (l~ j<I+i~A [j)4A [I1);path C to C with A (I)41’~AX , (Vj ) (1~ j(I~ A (j)EMAX) &
A (I)(MAX & I~~~(Vj) (1~ j<I+1~ A (j)4t’Ax); andfor oath C to I), (Vi) (1~ j(I~Alji4MAX) & I>N ~(Vj )  ( 1~~iç~~A l 1 J ~~~AX).

Of course , as a PP systen does substitution in either
the torwaro or oackward alrection, the assertion will become
aulte comniex as the new values corresponoing to the right
hand side of an assiar .nent are substituted for the simple
variable or array element on the left hand side.
Consequently, alaeoraic simplification systems are embedded

- -~ in PP.

~acn verification condition must he proved by a
deductive system which is part of PP.

Termination of proarams is very difficult to deal
with in mechanical verification systems, and is therefore
omitted frequently. One scheme to prove termination of
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programs is to use (usually different ) intermediate
assertions , generate verification conditions , and prove each
of tnese In turn. Intermediate assertions for termination
can be intuitively considered as asserting that each loop is
executed only a finite number of times because each loop
traversal significantly shortens the computation.

J~ ver y good introduction to partial correctness ,
verification conditions , ano termination is presented in
Manna (1974). A briefer presentation , along with a
discussion of obstacles in PP research , appears in ~anna and
~a1d1nqer (1976).

The state of the art in PP is represented by Good ,
et. al. (1975) and [ispas , et. al. (1977). Let us consider
the ~lspas system , which Is sponsored bY j~ome Air
Development Center, It proves programs of up to about 50
lines of JOVIAL code, depending neavily on interaction with
the user. User interaction Is necessary for the deduction
system both to auide it (to avoid combinatorial exolosion)
and also to supply necessary assumptions. The assumptions
correspond to facts about the application area and the
inp ut— outp ut assertions of any subroutines used by the
progr am , In this way , programs organized In a top—down
structured proqratnmina manner may ~e proved top—down such
that the structure of the proof corresponds to the
hi erarchical progran ’ structure.

Consequently, it is practical now using PP to prove
the correctness of small, crucial algorithms. ~‘owever ,
there are several oostacles to PP. which present serious
diffi culties , particularl y for very large systems as
commonly occur in practice.

First , correctness proots do not guarantee complete
reliabilit y of a system , though they do rigorously
lemonstrate the logical and conceptual f l aw lessness  of a
system. m i s  Is simply an aspect ot makin g a mathematical
model and mathe matical proof. parnas (1977) has pointed out
how such Important reliabilit y issues as software response
to failure of a memor y unit are ignored b~ correctnessproofs. The finite precision at computer ari thmetic and
over flow conditions are frequently ignorea because of the
great complexit y involved . Parallelism and nondeterminism
have not been modelled well yet , nor have general
slie—etfects.

Of course , all of the difficulties ot deduction
systems and theorem orovers are also obstacles to Pp

32-16 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ --5- — - -



- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
~~~~~~~~~~~~~~ -- :

systems, since they are the crucial component in the proof
orocess, Furthermore , undeci dahil ity and combinatorial
explosion are cnaracterIstics of first order Predicate
calculus deduction systems. This has caused some computer
scientists such as Dijkstra (1975) to wonder whether such
automatic systems can ever prove large , practical programs.

User direction of the deduction system is used to
alleviate combinatorial exoloslon in nany systems. However,
this olaces a very heavy burden on the person, for the
reasoning is very low—l evel and machine—like , rather than
tfle level at which he or she would reason mathematically
about a program .

Another heavy demand on the person is supplying the
intermediate assertions of tfle program. Fxpressing these In
the formal language can he very difficult. Forgetting to
include a seemingly insignificant fact in an assertion can
cause the proof to fail. Pecause of this , some pioneering
research has begun in automating the process of suggesting
facts to be included as Intermediate assertions. Dershowltz
and Manna (1977), (erman and Weqbreit (1975), and Tamir
(1976) report on such research.

Another serious difficult y to PP is what to do when
the PP system tails to prove a program correct. There are
several possible causes , and one is not sure which one or
ones are responsible. The program may have one or more bugs
wh ich must be found. It the program is correct, the input
assertion ,, output assertion, or intermediate assertions may
be incorrect. Even if the assertions are correct , they may
be incomplete , thereby causing the proof to tail. Assuming
the PP system itself has been proved correct , undecidability
of first—order predicate calculus guarantees that no PP
system based on it can be halted without the possibility
that a proof would eventually be founa.

witn all at these obstacles, what kind of prognosis
can be made ? fruch progress has been made in the ten years
since proving programs was first suqaestea. It is practical
now to prove small programs , whose correctness is crucial or
which are used as subroutines in numerous applications.

Some fundamental research , however, is needed. ~equote from Eispas. et. al. (1977), page 5, “The bottleneck
in dev eloping an automatic veritication technology is the
development of more potent deductive mechanisms than are
currently available. TM Particularl y, models of reasoning
that would closer approximate the level at which a person
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reasons would ~e an important breakthrough. Such research
is usuall y called inference techniques, models of thought,
or Knowleaae representation and organization in artificial
intelligence . This wou ld lighten the burden on a user who
must now interactivel y aulde deduction systems .

Another way to radically chanqe the task of the
deduction system and of user Interaction has been suagested
by ~egbreit (1977). In this approach , the proarammer gives
additional information related to the intermeaiate
assertions. This aaditional information , regarding the
quantifiers “for all” and “there exists ” enables a
significantl y simp ler deduction mechan ism to prove theorems.
In fact, the simp ler deduction system is decidable; that is ,
the deduction system will always halt an~ orove the theorem
or snow tnat it is not true. The additional information
recuired of the programmer does not seem more ditficu lt than
the intermediate assertions , which he or she must supply
alr eady . Consequently, thi s appears to be a major
bre aKthrou gh in correctness oroofs, though turther research
is needed.

As a design validation tool, PP seems to be a
long—term , distant goal. it automatic correctness proofs of
des igns were practical, the life cycle cost of software
wou ld be reduced , tor vast numbers of design errors could be
eliminated .

However, even row proots by humans of certain key
— properties of a design are practical . For instance,

Feiertaq, et. al, (1Q77) discusses proving security of a
software system desian , A project in which several
properties of a desian were proved by people could offer a
valuable experiment of whether design errors are —

siqnitic antly reduced , as one would expect.

An alternative to proving that a design meets its
tunctional recuirements is to provide a breadboard system
for a particular desian at design review for the user to
validate that functional reouirementS are met. This leads
us to consider automatic programmin g as a way of providin g
such a breadboard .
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6. AUTOMATIC PKOCRA~-f ’ICC ~ CAP )

~e might define automatic programming as usina
the computer itself to perform signiticant stages of
the creation of a comouter orogram . l~iermann (1976)presents a broad survey of the spectrum of research
in this area. We will discuss two artificial
intelllaence approaches: t~e use ot subgoal analysisand restricted øomain AP systems.

The input to an AL’ system in both of these
aoproaches is a nonprocedura l description of the
inout—outp ut behavior of a desired program; the AP
system would outout a program satistying the
requirements . By “nonprocedural description ” we mean
that thC inpu t—output behavior is defined , out no
procedure for achieving that behavior has been given,
First—order oredicate calculus , SPECIAL (Roubine and
Robinson , 1976), and wELLMAD F (Boyd , 1977) are
examples ot nonprocedural languages for specifying
input—output behavior of a program or set of
programs .

Program generation does not occur in a vacuum;
some knowledge about the application area is needed.
Some approaches to AP presume the AP system builder
included this knowledae a priori. Others presume the
user supplies such knowledge interactively, perhaps
as intermediate assertions the AP system miaht use.

The payoff in design validation would be the
ability to quickly provide a oreadboard system
corresponding to a design. An Air Force user would
be able to test the breadboard and experiment ;ith It
to determine both whether the design meets the
function al requirements and whether the original
requirements provide a satisfying system.

6.1. SUBGOAL ANAL YSIS

L~et us consider the use of subgoal analysis inautomatic oroarammina first. One way to view this is
as an attempt to mechanize the reasoning involved in
structured proaramming and too—down design. The
~E1.~MADE design methodolo gy of Honeywell (boyd, 1977)
has the same goal , but a person creates the design or
oroqram rather tnan an artificial intelligence system
doing so.
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Frequently, results from automatic correctness
proor research ar e used in this approach to AP; a
program segment can be derivea by the system only It
it can oe proved to achieve intermediate assertions
before and atter it. Consequently, any derived
pr ogram has a correctness proof with it.

The target language of a program being
developed usually Is a mini—lan guage having simple ,
-well-defined semantics , such as t~e structuredprogramming constructs or pure LISP. The oriainal
goal ot the system is the output assertion. It
divides this Into subgoals , using the heuristics of
subgoal analysis. Each subaoal corresponds to
derivin g a segment of code or proving a theorem
(which would prove that generation of a particular
oro~ram construct is correct). when all subgoals
nave been reduced to aoals which tne system knows how
to acnieve , solutions of each subgoal can be combined
to torn the program , Of course, the input assertion
may be used as an assumption . Creation of the
intermediate assertions may he attempted by the
system or given interactively t~y a person .

For example, suppose a subgoal of the system
is Q, anu suppose that an intermediate assertion is P

• (perhaps supolied ~y the user). A loop of the form
wP~ije B d~ S can be used to change the state ot the
computation tram P to Q if the AL’ system can nrove
that P &-~B~Q and that P is an invariant under
statement S.

Manna and Waldinger (1975 , 1977) are examples
ot the state of the art in this research. (waldinger
and Levitt (1974) mresents a program verification
system based on subgoal analysis for deduction , and
therefore represents the oroqran correctness ideas
that such AL ’ systems are related to.) Only very
small proaram s have been aenerated by such systems.

Just as w ith deduction syste ms , combinatorial
explosion of tne number of possibilities to be
examined is a serious obstacle. Supplyinq knowledge
of the application area is a major problem , and

- 

- 
affects not only whether a solution will ~e found but
also what type of solution will be found ,

Since th is research Is still in its infancy,
prognosis and analysis of malor obstacles is somewhat
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oremature. This is fundamental research in
general— purpose AP systems , Human interaction with
such a system will probably always be a necessity.
In fact, one of the benefits we expect from such
research is to expose precisely what Darts of the
program creation process can he done ~y machine and
what parts are the resronsibllity of a person . Manna
and waldinger (1975) state on paae 205, “Ae hope we
have managed to convey in this paper the promise of
proaratr syntnesis, with out giving the false
impress ion that autom atic synthesis is likely to oe
immediatel y practical. ”

6 .2 .  REST~lC1FD DOi~AI:’~
An alternate approach to automatic programm ing

is to select a particular application area and then
to construct a special puroose ~P system forgenerating programs In that area. This avoids most
of the obstacles ot the subcoal analysis approach and
of orogram proof systems because deduction is
replaced by special—ourpose wood s of reasoning and
knowledae in the application area. Let us call this
approach “restr icted domain ” since it provide s a
soecial—puroose system for a aiven application area.

For a aiven application area, vast amounts of
detailed , real—world knowledge may be encoded~~s dataor proceaures In the AP system . This knowledge can
comprise heuristics about probable program structures
useful for Particular types of problems In the
application. Hules for encodlna efficient programs
may also ~e included . Though the principles of
buildinQ such AP syste ms , many of the rules used in
them , and tne structure of such AL ’ systems wou ld be
the same from one apclication area to another, the
vast amounts of detailed knbwledge would be specific
to each application area.

A major advantage of restricted domain systems
is that th~ restricted domair and vast amounts Of
knowledge for it permit Enalish as the languaqe with
which the user tray describe the desired program .
Therefore, nonprogrammers may easily use such a
system to describe their problem and obtain a proaram
tor it.

Heidorn (197o) surveys research in this area.
One completed prototype CHeidorn, 1972) wrote GPSS
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programs for simulations involving simple queueing
models . The nonprocedural descrIption of the needed
program Is given in Enalish . A dialog in English
proceeds between iran and machine to fill In
Information missin g from the informal specification .
A portion of a sample dialog is presented In Table 1;
the complete dialoa is roughly twice as long and
aopears in three tables, pages 303—305 of Hejdorn
(1976), A GPSS program was aenerated for the need
Identitied in the dialog, Heidorn (1972 , 1976) are
good introductions to the state at the art.

ii

1
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1. when a vehicle arrives at a station , it leaves
there immediately it the length of the line at a
pump in the station is not less than 2.
2. 75 percent at the vehicles are cars and a
fourth are trucks.
3. there is just I pump .
4. a simulation run time at 8 hour s is desired .
5. ask auestions for further Into.
6. uuw UFTF’N Do THE VEHICLES ARRIVE: A T THE
STATiON?
7. the arrivals of vehicles are normally
distributed WIth a mean of 8 minutes .
~. WHAT IS THE STANDARD DEVIATION OF THE KORHAL
DiSTRII~UTION?
9. 1 minute.
10. OTHERwISE , AHA T DO TIE VEHiCLES EU?
1-I . what?
12. AFTER A L’RIVI NG AT THE. STATIO E- . IF THE LENGTH
OF THE LINE AT THF PL~~P IN THE STATION IS NOT LESS
THAN 2 , THE VEHICLE KILL LEAV E THE STATION .
OTHE RwISE , ~HAT W’ THE VEHZCLES DV?
13. they are serviced .
14. ~HERE ARE THE VFHICLES SERVICED?
lb. at the pump .
16. HOw LONG AR E. THE VFIIICLES SERVIC EL AT THE
PLJfr P IN THE STATION?
17. vehicle service times are exponential.

Table I

(Lower case Indicates user input. Upper case Is
computer response. This Portion of dialoa is f rom
Heldor ( 1976),  pace 303.)
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For this tyoe ot system to become practical,
nasic research on two major obstacles must succeed.
The first is that domains for such systems are simply
too restricted; the scope of these systems needs to
oe mu c h broader. Hesearch in knowledge
renresentation and oraanizatlon applied to AP Is
therefore essential.

Second , the Enalish dialog capabilities of
such systems should be much richer, I~atural languageprocess inq researcn Is needea particularly in richer
models c f  dialog context and in providing me anlnatul
responses to Enclish that exceeds the system ’s
understandin a aoility .

Uur prognosis for domain restricted systems is
very positive , ~e exnect that such systems will
become practica l for certa in application areas,
probabl y with in ten years. (~,eneral—purpose AP
systems appear to ~e much farther away.) Application
areas for which restricted domain AP systems w ill bd
practicai are likely to have the following
properties. 1) Helatively sImIlar proarams are
frequently needed in the application area. 2)
Formal input—out put specification of the desired

• procra m is di fficult or inconvenient. (The dialog
f ac i l i t y  is particularly appropriate for refining
neoulous concepts of the user). 3) ~onproarartinersneed the results of the program . (The English dialo g
facility Is Ideal for enabling nonprograwmers to get
the needed prooram without the problems of usina a
proarammer as an intermediary.) One further
oossioillty of English Input is to enable
nortproorammers -to suacest strategies for writing the
oroa r am . f~’onpro aramm ers probably have a general Iaea
of how the problem mtcht be solved; Such ideas
orovice a strateoy which could greatly aid Such AP
systems.

Let us take a brie f aside to clarity an
aoparent contradiction. In section 1 , we araued
strongly aaalnst desion specifications expressed In
En~.il1sh and for forma l specitication of designs. (Jr
the other hand , we have just extolled the possibi lity
of Enalish descriptions as inout to restricted domain
AP systems, These are not contradictory, tor the
user and needs In each case are vastly disparate . A
desian of a larae system which wi ll he implemented b~50 or more programmers demands the rigor,
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completeness , and lack of ambiquity of a formal
language, because varying Interpretations of the
design ny the ilTplementors brina serious, costly
sottware errors . The designer using the formal
language is an experienced , technical, software
enaineer, from whom such precise reasoning Is
expectea , The user of a restricted domain system Is
not a technician used to expressing ideas in formal
lanauaqes, and may use the AP system Intrecuently .
Furthermore, he is an individual workina alone: so,
informal specitication does not offer
misunderstandin gs among a large staff. These
differin g needs naturall y recuire ditterina
50 tilt ions.

what is our prognosis for AP in software
design validation? ‘Io research has begun on
generating a software syste!r correspondlnq to a
formal design specification. However , some aspects
of this problem make it more tractaale than the
aeneral problem of AR . The breadboar d System
generated to conform to a design would be used by the
ultimate end—user ot the software system to
exoerimenta lly validate that tne functional
require ments are met by the design. Since it is only
a breadboard , its efficiency may largely be ignored .
Furthermore, many asoects of the design , such as
comoonents for providing data structures, seem
conceptually simpler to synthesize than many
programs, such as numerical analysis routines.
Tneretore , the AR system should be considerably
simpler than might otherwise be expected.
Neve rthe less , the state of the art in AP is probably
not able tO sunoort this task yet. However , a
sophi sticated proarammina environment , mixi ng
proced ures qeneratco ny a limited AR system with
procedur es supplied by the desianer, does seem
oossible. Its payoff in desion validation arc
so f tware  l i fe—cycle cost is potentially very great.
we therefore recommend research and development in
such a sophisticated proaramming environment using AR
technology.

‘ ALTE RNAT IV ES

In this section we consider two alternatives
to tne previously described aids tO design
validation . They are alternatives in that they are
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shorter term solutions and do not necessarily depend
on artificial Intelligence research.

For the goal, of providin g a breadboard
culckly, one alter native to automatic programming Is
to implement the desion in a very high level
language. Those lanauages provide sophisticated data
structures, such as sets, queues, stacks , and
relational data bases, as primitives. (‘sing these
languages it is possible to build complex systems
raoioly, though execution o~ the programs is very
Inefficient compared to execution In more standard
languages. QIiISP (wilber, 1976) is an example of
such a languaae . It is an open auestion whether one
or two oeoole workina tar a month or two could
nrovjde a breadboard for a design of a laroe software
sy stem . Actuall y trying this for a design of a larae
sottware systett is needed. It it is possible, using
a very hion level language , validatin g a desian would
correspond to tne Air Force user experimentin g with
the breadooard to determine whether the design meets
Its functional requirements.

A second alternative addresses the difficult y
of creating complete , precise desians. A major
problem is the vast detail which must be dealt with.
Also , forming a complete , correct, forital
specification In a formal lanauage is a demandir ,q
task , (as is formin g any complete , correct design~reqarc’less of the lanauaoe). For example , Gernart
and Yelowit z (1976) analyze several examples of
published algorithms whose tormal specification is
Incomrlete or incorrect. One way to aid a desiqner
to create complete , correct tormal specifications Is
to provide a library or data base ot formal
soecitications at comoonents or modules common to
rran y applications , Formal specifications of data
str’icture modules are an example. Such a data base
would enable the desianer to use the work of others
for l ow — l e v e l  modules without having to re—crea te
their formal specifications. This would aid a
validatIon team as wel l, for properties previously
proved about the modu le specification can be stored
w i t h  i t , ana need not he proved again by the
validation team. This idea was apparently first
suagested b~ Eno.lman , et, al. (1975).

For such a data base or librarY ot formal
specifications to become a practical aid in desian ,
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abp ropriat~ ways to characterize and summ arIze the
properties of a module are needed. (therwise , the
amount of information and detail in the data base
w ould ove r~ nelm the designer and va l icat lon team.

bays to describe and summarIze a module ’s
formal soecitication Is oartlcuLarly crucial it the
data ease Is to be automated. Standard data base
management systems and information retrieval systems
are not aao ropr Iate since formal s pec i f icat ions are
much richer semantically than simple tarts or
bibl iOaraPhlc reterences, we theretore recommend
research into means of summarizing and characterizing
form al soecitications of modules , particularly so
that eventual automation of ~iata base searches tor
aparopriate formal aeslan soeciticat lons Is possible.

In the final sections, our research
recommendatIons are reviewed plus further
conclusions,

(4. Cf lN Cb U 5 j ( j~~~~S Af ’ D ~~:CO~~ FNpATIONS

~‘ormal soecitlcetion of a desian otters
several sIc~njticant advanteaes in deslan validation.
It forces noth designer and validation team to
address detailed des lan Issues which might ce iano re~otherwise , and wnlch, If ignored , are likely to lead
to sott~are errors. Format sp ?cttication is a
mathemat ical tool for precisel y d~tInInq the turct lon
of a m odule and its Interface to other modules.
Since the destan is in a formal language , automated
aids are possible for desian validation. in this
oaoe r , we have examined two possibilities: 1)
orovjnq that a desicr meets Its tunct ional
requirem ents oi 2) cuickly providin g a breadboard
system with the deslan so that the desion may be
val idated bY testina ,

In artificial intelltaence , research in
automati c program prov irri systems (Pp)  otters the
potential of achievlna (I). Proots Ot cer ta in
oronerties of deslons by people is already possible.
we recom mend that a la roe s o f t w a r e  syste m bC
deve loped , usina hum an proofs that crucial properties
ir e satistteo by toe formal l y  specitied design; the
rilrpose is to qualitatively check the Impact of such
i’ri~ ts on desian review and on softi*are development.
‘-lt r~er t-nan Inv estioatinc’ automat ina such rroots ,
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some basic research In PP systems for programs
(ra ther than designs) is still needed. In
oarticutar , alternatives to present deduction systems
snould oe investigated , Such as weabre it’s (1977)
aooroach; also , research in niocels of thought closer
to human levels of reasoning is needed.

Providing a oreadhoard system tor ~ir Force
users to employ In aesian valination should have very
b lan payoff, Ore way to provide a breadboard rapidly
enough to oe used in design validation is offered in
automatic programm ing . t~e recommend explorator y
development ot a proorairnina environme nt which mixes
present automatic proararrmInq technology and
desi gner— supp lied procedures tar specifications
nevond current automatic programming technology. ~o
one nas attemptec such a rroqrantming environment thus
far. A further possibil ity which should be
investigated is creatjno a breadboard within a month
or two by one or two proaramm ers using a very
blab—level lanauaae such as QLISP.

Though not immediatel y applicable to design
validation , we highly recommend research in
“restricteu domain ” autom atic programmin g systems ,
since that Is the approach to automatic proaramm ing
which should become oractica l tirst. Althouah it is
very nrorvising, basic research in two areas is still
r1eederl tor It to become practical. besearch In
knowledge representation and organization is needed
It the app lication area for which such a special
purpose system Is constructed is to he broad enouah
to be at practical value. Pesearch enabling richer
Fn’fljsfl dialoa , effective response to incompletely
ur,—t~ rds tood Enalish input , and user sua~ es tions for
program structure is needed as well.

One tinal area ot research recommended would
he preparatory to providina a data base ot formal
desion specifications of commonly used modules. such
a librar y wou ld be a great aid to desianers so that
the torma l smeclficatlons need not he re—created for
each system . ihe orenaratory research would study
wnat oroperties are Important to distiraulsh and
charac terize one torvral desian trom another for
modules with similar murposes .

A ll of the research suqOested has several
characteristic s In common. P’aCh possesses very hlah
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payoff potential tor design arid/or software
development. All are lana term goals where
significant technoloalcal gaps exist. Hence , they
are very exploratory in nature.

Theretore, the best course is to pursue many
approaches simultaneously at a modes t leve l at
fundina, recoanizinq that these are lone term qoals.
some will prove to he more fruitful than others , at
which time more concentrated efforts will be needed
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ENGINEERING ANALYSIS OF THE DYNAMICS

AND CONTROL OF THE HUMAN CENTRIFUGE

Type A/F 37V-l

by

T. J. Jones

Abstract

The type A/F 37V-l Human Centrifuge at the USAF School of Aerospace
Medicine at Brooks AFB is capable of G-onset rates of approximately two G per
second. Control of the centrifuge is effected by an operator in an adjacent
control room who monitors the G force on the centrifuge ’s gondola and makes
appropriate adjustments to control the rpm of the centrifuge.

For certain purposes this centrifuge is lacking in two important aspects.
First, lack of control of the G forces by the gondola ’s passenger himsel f
distracts from the centrifuge’s usefulness. This is true because for certain
training programs it is desirable for the subject to have this control .
Second , G onset rates not greatly exceeding two C per second are inadequate
for simulation of G stress situations of interest to medical researchers.

The purpose of this study was therefore twofold.

1. Control

Investigate methods for achieving closed-loop control of the
Human Centrifuge via coinnands from the pilot riding in the gondola.

2. Increased C-onset rates

Provide analysis of possible techniques for increasing the C-
onset rate of the Human Centrifuge.

It is shown that a electronic control system can be implemented.
Increasing C-onset rates is a more formidable task with a much greater cost.
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Introduc ti on

The USAFSAI4 Human Centrifuge was designed to impose acceleratory C stress
on a passive subject seated in a gondola at the end of a revolving arm.
Control of the amount of C stress imposed is effected by an operator in a
control room overlooking the centrifuge. Because of the high level of sus-
tained and repetitive G forces which can be generated by current Air Force
fighter aircraft , it is anticipated that a continuing requirement exists to
train pilots to withstand these high C forces by proper use of anti-C strain-
ing maneuvers in conjunction with anti-C protective equipment. For the Human
Centrifuge to provide an adequately realistic simulation of the environment of
flight, the pilot to be trained must have control of the G force imposed , as
he would through the control stick in an aircraft. In addition , for optimum
simulation , the centrifuge should be capable of producing G onset rates on the
order of from one C to six or eight C per second. - 

-

The principle of operation of the centrifuge is as follows: the normal
acceleration felt by the subject riding in the gondola simulates G stresses
due to aircraft maneuvers. From basic mechanics an = rw2. Therefore, for a
fixed radius r the C force is proportional to the square of the angular
ve locity, ~~~. Figure 1 shows the principal parts of the centrifuge.

Figure 1. Diagram of the Human Centrifuge.
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Control

The objective of this portion of the study was to consider methods for
the pilot to control his own C forces. It turned out that this could not in
any way be achieved simply by moving a duplicate of the existing control room
controls into the gondola. As will be seen, the control room controls are too
cumbersome for this purpose. Furthermore, they could not readily be adapted
to an action similar to the control stick inputs of an airplane.

For pilot control, a closed-loop system is necessary such that a control
stick position coninands a certain G force . Analysis revealed that a Type 0
system employing either tachometer on accelerometer feedback relating normal
acceleration (G force) to input voltage coninands would be satisfactory.
Normal ly this could be a simple velocity ioop as shown in Figure 2.

_ _  

_ _

_

_

_
14 

~~~~~~~~~~~~~ I iT J ~~~~~~~~~~~~~~~~~ 
_ _ _  

>!

• Cornp en~...-/.~- . 
- • _ ~~~~~~~

Figure 2. Possible configuration of a velocity loop for
controll ing
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From experimental data and calculations the approximate values for K and -t

were deternined as:

K = 0.0635 rad/sec/volt

T = 0.6 sec.

Either a tachometer or an accelerometer is available for the feedback element.

A complicating element in the analysis however, was the nature of the
existing design of the plant. Details of the plant ’s operation can be stated
briefly as follows:

Five variable-volume pumps are driven by the four electric pump drive
motors to supply pressurized fluid which turns the fluid motors. The fluid
motors drive the rotor arm through gear trains. Motor speed, which is pro-
portional to fluid flow through the motor, is adjusted by means of a servo
control which varies the output volume of the pumps . When pump output exceeds
motor flow, motor inlet pressure increases, producing higher motor torque.
This motor inlet pressure is controlled by onset pressure control signals
which determine the pressure at which the onset relief valves will vent fluid
to l~he main hydraulic reservoir. —

Deceleration of the rotor arm is accomplished by depressurizing the
hydraulic motor inlets and restricting the outlets so that the motors, as they
are driven by the moving rotor arm, pump the fluid against a back pressure
wh ich results in a braking torque. This motor outlet pressure is control led
by brake pressure control signals which determine the pressure at which the
brake relief valves will vent fluid to the main hydraulic reservoir.

That is , separate subsystems are energized for accelerating (onset) and
decelerating (braking) the centrifuge. There is one hydraulic valve for G-
onset and another for braking . The control room operator accordingly manip-
ulates one dial for G-onset and another for braking. In addition , to transfer
from G onset to braking , interl ock switches must be actuated--a job for two
hands . To indicate to the operator which valve to energize and manipulate , a
digital readout of the centrifuge ’s rpm and normal acceleration is presented.

The block diagram of a system which takes account of the nature of the
plant , and which is also satisfactory for pilot manipulation is shown in
Figure 3.

H
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- Figure 3. Possible configuration for a suitable control system
for gondola pilot.

This is one of the simplest possible workable configurations. It was
devised under the constraint of being maximal ly compatible with the existing
equipment. Accelerometer feedback is employed only during C-onset, and a
fixed braking is supplied for decelerating. In operation a control stick
c.oninand produces a voltage, VR , which in equilibrium is almost cancelled by
from the feedback accelerometer. A smal l Ve is maintained in order for this
Type 0 system to hold a constant angular velocity. When control stick pres-
sure Is relaxed, or partially relaxed, the comparator senses that ~ c Va..

1 :  and the switch is actuated to apply a fixed braking voltage. The schematic of
an electronic system to accomplish the control functions, while interfacing
with existing- equipment, is shown in Appendix A. 
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Increased C Onset Rate

It is apparent that a significant C—onset rate increase would be costly.
This is true because G-onset rates are limited by the available power from the
system’s output members.

Specifications on the present system indicate a capability of 0 C to 6 C
in 3 seconds . The C-onset rate from standstill to 6 C is thus 2 C/sec. This
corresponds to a maximum available angular acceleration of 1.04 rad/sec2. If
the G level is increased from 2 G at the maximum rate of 1.04 rad/sec2, the
G onset rate is 3 C/sec. From 4 C at the maximum rate the C onset rate is
3.96 C/sec. From 8 G at the maximum rate the C onset rate is 5.3] G/sec.

The maximum angular acceleration of 1.04 rad/sec 2 occurs at maximum
hydraul ic pressure of 5000 psi. The corresponding maximum torgue is 70 X iO~76-ft. From these data the moment of inertia of the system is calculated to
be approximately 67.3 X iO~ 76-ft-sec 2 . For a C onset rate of 8 C/sec start-
ing from rest, the necessary angular acceleration would be 3.59 rad/sec2. The
corresponding required torque would be 242 X iO~ 76-ft, or approximately threeand a half times that presently available. A correspondingly more powerful
and/or efficient drive system would be necessary.

The present drive system consists of four electric motors totaling
740 HP driving 5 hydraulic pumps which in turn drive 4 hydraulic motors to
produce the maximum C onset rate. Assuming efficiencies of 85%, 75%, and 75%
there results an overall efficiency of 48%.

A more powerful all electric drive system of 72% efficiency , for example ,
would have to develop 1250 horse power to produce C onset rates of 8 C/sec .

A preliminary study indicates that this could be achieved in a number of
ways . Five gauged 250 horse power variable-speed SCR-cont rolled drive motors
developing the required power would cost approximately $165,000. A single
1250 horse power motor would probably cost about $70,000. Modifications at an
additional cost, possibly as high as $200,000, would have to be made to the
centrifuge and building if the change to all-electric drive were to be a~com-pu shed. A possibly less expensive alternative would be the acquisition
of unused motors from other government facilities.

Conclusions

Fabrication and testing of the electronics for the control system (error
detector, comparator, electronic switch, and interfacing circuits) have been
started. Results to date indicate that this portion of the project should be
continued through test runs on the centrifuge. It Is anticipated that a
suitable control system is practical and attainable.
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More analysis is necessary for an accurate appraisal of the effort, time ,
and cost of achieving an increased G onset rate. Much more data would be
required from possible contractors and vendors.

I
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INVESTIGATION OF ULTRASHORT 1060 MM LASER PULSE INDUCED INTENSITY DEPENDENT
DAWIGE PROCESSES AND DEVELOPMENT OF AN ON—LINE PULSE WIDTH

MEASURING TECHNIQUE

BY
0. 0. VENABLE

ABSTRACT

Broadband visible li ght has been observed at the retina of Rhesus pri-
mates when irradiated with 1060 nm picosecond light. The energy threshold
observed for this effect was inich lower than that requi red to produce super-
broadening or dielectric breakdown in water, The required energies at the
retina were equal to those needed to produce ininediate retinal lesions.

The retinal effects were found to occur at energies near those required
to generate broadband light at the fiberous surface of photographic film.
This latter effect was shown to be dependent on the ntrter and temporal sepa-
ration of irradiating pulses . This resul t Is consistent wi th recent Inves-
tigations of retinal damage.

An on-line pulse width measuring technique was implemented on a Nd:glass
laser system. The system employs a 256 element diode array, two image
intensifiers, and the two photon fluorescence technique. The system is linear
over Its entire range of operation and has temporal resolution of 0.4 psec.
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INTRODUCTION

Recent experimental data obtained by Ham, et al (‘I), Golcbnan, et al (2),
and Taboada, et al (3,4) indicate that retinal damages due to ultrashort 1060 nm
radiation is possibly caused by nonlinear intensity dependent processes. A
comparison of the retinal damage threshold (ED5~) observed by Ham, et al 

(‘I)
for 35 pseC 1060 nm single pulses and that obtained by Taboada, et al (4) for
6 psec 1060 nm single pulses shows that the integrated irradiance at the retina
differ by a factor of 8 for the two experiments. On the other hand, the power
flux densities observed for the two experiments are in nsjch closer agreement.
A value of 57 OW/Cm2 was observed by Ham, et a1 and 37 GW/cm~ was observed by
Taboada, et al. These results along with the moltlple pulse effects observed
by Taboada, et al (3) strongly suggest a nonlinear optical process scaling with
pulse power and not a transient (thennal) process which scales with total energy.

ON-LINE PULSE WIDTH MEASURING TECHNIQUE

In order to accurately characteri ze the laser pulses (5) an on—line pulse
width measuring technique was developed. The technique employed a Reticon
RL256EC/l1 photodiode array in conjunction with the two photon fluorescence
(TPF) technique developed by Giordealne, et al (6). A schematic diagram of the
system is shown in Figure 1. In the TPF technique, the laser pulse is made to
overlap with Itself in a cell containing a dye solution with an absorption
band at twice the laser frequency. The probability for two photon absorption
In the overlap region Is enhanced by 6 to 2 with respect to the background, for
mode— locked pulses. A 5 uW argon laser beam (AL) was made to coincide with
the Nd:glass radiation for alignment purposes. The argon beam’s frequency
477 ne is such that a continuously fluorescence trace can be maintained in the
dye ce’~ I. The diode array (DA) was located so that this trace was imaged onto
the array. Since alignment most be precise, a system providing vernier motion
was Included on the array holder. Lateral motion of 0.05 nun and rotational
motion of 10 were required. In order to optimize the signal to noise ratio
a signal integration scheme was implemented. The signal from a photodlode ~FM)
monitoring the flashlamp fluorescence was used to send a read signal to the
diode array control electronics (DAC). When this signal is received the array
is scanned and the signal levels at all diodes are set to zero. The signal from
a fast photoimiltlplier tube (PI4T) used to monitor the laser output was used to
send a second read pulse to a time delay (ID) and after the delay time to the
diode array control. The delay time of 5 meec was determined by measuring the
fluorescence lifetime of the TPF signal. The two read signals were obtained
from the gated outputs of the oscilloscopes (OS1 and 0S2) that displayed the - •

photodetector signals. The delayed read pulse was also used to trigger a
storage scope for monitoring the diode array signal (0S3).

A quarter wave plate (x /4) was used in conjunction with a beam splitter
(BS2) to obtain the two li ght paths in the TPF cell. The beam splitter was 50%
transmitting and 50% reflecting for 1060 nm unpolarized light. Since the laser
was polari zed, the quarter wave plate was oriented to equalize the intensity in
each path. A lens (Ll) is used to focus the li ght at the center of the cell.

A detailed drawing of the system’s optics is shown in Figure 2. The TPF
cell contained l.3x10’4 molar solution of Kodak Rhodamine 6G dye in ethanol.
An ff1.3 Tektronix 125 lens was used to collect the light from the TPF trace.
N is an adjustable mirror used for alignment. An 80 nun focal length lens (12)
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is used to compensate for the pIn cushion distortion introduced by the two
Image Intensifiers (II). The intensifiers are RCA 8605/Vi wi th resolution of
70 lIne pairs per nun and provide a gain of 3,000 optically coupled In tandem.
Finally, a f/l.9 Tektronix C27 camera (C) was used to image the intensified
signal onto the diode array (DA) mounted at the film plane of the camera.

The system was focused by rotating the array to an angle perpendicular
to the trace and maximizing the signal received fram the argon trace. The
system’s response was measured for a uniformly Illuminated source. The re-
sponse was found to be flat for the entire length of a 17 nun cell. The sys tem
TPF cell—to—oscilloscope readout scale factor was determined to be 2 0 2  psec/nin
for an oscilloscope sweep rate of 50 usec/division, by measuring the CRT Imaged
spacings of a 1 nun grid placed at the object plane. The diodes were scanned
at a rate of 1 #lz.

The laser pulse width is gi ven by ~T(sec).NMX/c, where c is the speed of
light in me/sec. N Is the Index of refraction of the medium (1.35), M Is the
system magnification and X is the FWHM reading of the peak at the oscilloscope .
The system’s resolution was found to be limi ted by the diode wi dth, 0.39 psec/
diode. The system is capable of measuring laser pulse widths wi th energies as
low as 300 pJ.

The linearity of the system was determined by measuring the array’s out-
put voltage for a diffuse surface uniformly illuminated wi th a light source
attenuated by known neutral density filters. A plot of the output voltage
versus relative intensity Is shown In Figure 3. The square of the correlation
coefficient is .989 for a linear regression analysis of the ordered pairs. The
array saturates at 2.1 volts .

The photograph of a typical TPF diode array trace Is shown in Figure 4.
The ~cIlloscope parameters are 50 usec/division and 0.5 volts/division. The
camera used has unit magnification. The signal shown has a calculated pulse
width of 4.5 psec and a peak to background ratio 2.5:1. There are several ad-
vantageous features in this Improved technique. The array system gives Ime-
diate information concerning the laser pulse width and quality for every laser
shot. The inherent signal to noise ratio is enhanced over photographic tech-
niques, thus increasing the sensitivi ty of the detection signal. Because of
this, more detailed information concerning pulse structure can be obtained.
As a typical example, two photographs showing a main pulse accompanied by a
satellite pulse are shown in Figure 5. The spaci ng between the main pulse and
the satellite pulse shown In Figures 5A and SB are 12 psec and 30 psec, respec-
tively. It should be noted that these pulses cannot be resolved with the fastest
oscilloscopes available. The three peaks shown in the photographs are due to
multiple overlapping of the two pulses. Thus a valuable system has been
developed that is capable of giving information on picosecond structure for
every laser shot.

WHITE LIGHT YIELD EXPERIMENT

Several experiments investigating the generation of whi te light at rough
surfaces were conducted and these results were compared with similar experi-
ments for the generation of white light at the retina of a rhesus primate (7).
In these experiments a fundus camera was used to view the target region while
being Irradiated wi th 1060 nm 6 psec radiation. A schemati c diagram of the
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experimental arrangement is shown in Figure 6. For the biological experiments,
the lens (Li), water cell (WC) , and target surface (IS) were replaced by the
primate eye and the laser light was focused onto the retinal macular and para-
micular regions.

The incident laser energy was calibrated by placing a Hadron Cone Caloriin-
eter of known sensitivity at the target area and cross—calibrating a United
Detector Technology Laser Energy Evaluator (LEE) (8) for use as a monitor. Energy
calibration was performed before and after each experiment. An Infrared 1060 nm
bandpass filter (1SF) was placed inmiediately before the LEE detector to prevent
Interference from stray light. A neutral density filter (ND) was used to extend
the range of the LEE detector. A beam splitter CBS ) allowed for passage of
light Into the target area and the LEE detector. In addition, white light
generated at the target was imaged through the beam splitter onto the viewing
port of the fundus camera (FC) and visually observed (08). An infrared blocking
filter (IF) was used to protect the observer from reflected laser radiation.
These experimental techniques are similar to those used by other groups (9). For
all experiments the incident radiation was apertured with a 5 nun circular aper-
ture CS).

White light was observed at the retina of a properly anesthetized and main-
tained rhesus monkey for laser energies greater than 25—35 ~J. The occurrence
of the white light was highly statistical in nature but was not generated unless
the laser energy was sufficient to produce inunedlate retinal lesions. No white
light was observed at threshold energies for producing 1-24 hours delayed lesions.
There was no evidence for the generation of the white ligh t continuum at the
E050 value for retinal damage.

Severa l In—vi tro experiments were conducted to investigate the role of the
white li ght continuum in the production of Ininediate retinal lesions. In the
experimental arrangement shown In Figure 6, the lens (Li) had a 35 nun focal
length. A 1-cm long cell (WC ) contained triple distilled water. The interactive
surface (FS ) was the backside of exposed polaroid film. The interaction of the
laser light wi th the surface produced broadband white light at laser energies
about a factor of two greater than of that required to produce white light at the
rhesus retina.

Figures 7 and 8 show probability histograms for the production of white
light at the target surface for single 6 psec pulses. The observed threshold
was 68 ~J or 61 GW/cm’.

Differences in retinal damage threshold apparently depend on the pulse
width and nunther of pulses (2,3,4). Experimental Investigations were conducted
in our research effort to determine if similar effects could be observed for the
generation of white light at the target surface. A probability histogram is
shown In Figure 9 for irradiation by two pulses separated by 11.6 psec. The
threshold value for this case, 16.5 pJ, is found to be a factor of four less
than the threshold for single pulses. This result clearly indicates that the
process does not scale wi th total energy in the picosecond regime. Addi tional
experiments using 2, 4, and 13 pulses with 7 nsec separation were conducted.
WIthin the accuracy of our experiments the threshold values for these cases were
all found to be approximately 45 ~1.
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A final experiment Involved the observation of dielectric breakdown and
superbroadening In water (9,10,11). Recently published data in references
10 and 11 indicate that superbroadening takes place at intensities near the
values observed for threshold retinal damage. The results in reference 9
Indicate that the power levels should be much higher. In our experimental ob-
servations, the target surface was removed from the water cell and the irra-
diated area was observed for whi te light production in the manner similar to
the one discussed in reference 9. No production of continuum light was ob-
served for laser pulse energies up to 800 uJ. For higher energy dielectric
breakdown and self-focusing were observed. The corresponding intensities for
the onset of these processes were on the order of iN/cm’.

CONCLUSIONS AND RECOfVIENDATIONS

1. An inexpensive on-line TPF diode array system for picosecond pulse
analysis has been provided for a Nd:glass laser. A theoretical study to deter-
mine multiple pulse structure from the corresponding diode array scan will be
paramount for complete laser system characterization.

2. White light is generated at the retina when irradiated with energies
sufficient to cause Ininedlate lesions. Broadband light generated by surface
interaction has been shown to be an intensity dependent process wi th dependence
on the nunter of pulses and pulse separation. More meaningful results would be
obtained if the experiments were repeated wi th a surface target material that
more accurately emulates the retinal tissue and allows for precise theoretical
modeling.
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FIGURE 4. TYPICf~L I MAGE INTENSIFIED TPF DIODE 1~RRAY
SIGMAL, PULSE W IDTH 4 .5 PSEC . P/B = 2.5:1
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APPLICATION OF A SPECIALIZED STATISTICAL COMPUTER PROGRAM,
ALPHA?, TO A VISUAL EVOKED RESPONSE DATA

ANALYSIS SYSTEM

by
JAMES M. VERLANDER

ABSTRACT

The brain , upon perceiving a visual stimulus, shows a change
in its electrical activity. This change is called the Visual
Evoked Response (VER). The Laser Effects Branch is planning to
use the VER to observe any change in the function of the retina
due to insult by laser irradiation. A method of statistically
comparing evoked responses, before and af ter insult , is re-
quired. Program ALPHA?, a specialized statistical computer
program, was tested and found suitable for the task of comparing
two uncorrelated evoked responses. A task of placing ALPHAF into
the USAPSAM computer library was undertaken and accomplished .
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FIGURE LEGENDS

I.. Diagram of recording set-up for visual evoked studies.

2. Power spectral plot of the human electroencephalogram show-
ing the visual evoked response at 6 and 12 cycles per second.
Target size, 30 degrees visual angle.

3. Power spectral plot of the human electroencephalogram show-
ing the visual evoked response at 6 and 12 cycles p~~ 

second.
Target size, 3.5 degrees visual angle.

4. Time series plot of peak power found in consecutive five second
time intervals during visual stimulation. Test subject:
Gibbons

5. Time series plot of peak power found in consecutive five second
time intervals during visual stimulation. Test subject: Norris

LIST OF TABLES

1. ALPHA? statistical comparison of third time interval of
figure 4 against all other time intervals of that figure.
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INTRODUCTION

The electrical activity of the brain is known as the elec-
troencephalograin (EEG). It can be assumed to represent physio-
logical functioning of the brain as it processes incoming data
(sensory information), as it generates outgoing motor control
information, or as it performs psychological activity. If the
brain responds to a stimulus, there is a change in the outgoing
EEC activity that is related to the stimulus. This response is
called “the Evoked Response” (ER).

Any sensory modality can produce an ER, for example, the
auditory sense (Hearing), visual sense (Vision), olfactory sense
(Smell), chemical sense (Taste), and touch and pain (Somatosen-
sory). Usually a stimulus is very short in duration and low in
intensity, and its ER is likewise short in duration and low in
amplitude; therefore it is not easy to discern the high ampli-
tude ongoing background activity of the brain.

An investigator studying evoked responses is faced with the
problem of extracting the ER out of the ongoing EEC activity.
If the stimulus is held constant the resulting ER will be constant;
however, the ongoing background activity is not. One can there-
fore extract the ER by a process of signal averaging, a method
that yields the Averaged Evoked Response (AER) (5). If the stim-
ulus is of the visual sense, the averaged response is called the
Average Visual Evoked Response (AVER). This technique is uti-
lized in most evoked response laboratories around the world; but
a disadvantage of the AVER technique is one of EEC record length
required to obtain the ER.

Another technique for analyzing the ER is the Past Fourier
Transform (FFT) (2). By use of the FF’T, one may derive the power
spectral density function of the ER; that is, the power of the
EEG wave in any frequency spectrum of interest. The FFT analysis
technique requires an EEG record of shorter time for ER extrac-
tion than does the averaging technique.

The Laser Effects Branch (RZL) began a study of the VER as
a method to qualify laser-induced insults to the eye. The inves-
tigators were interested in evaluating the two techniques of ER
data acquisition , the averaging method and the FFT method, and
they were interested in a method of quantifying any significant
differences between two ER’s.

OBJECTIVE OF EFFORT

The primary objective of this research effort was the appli-
cation of a specialized statistical computer program, ALPHA?, (3),
to the data analysis system utilized by the Laser Effects Branch.
The insertion of ALPHA? into the USAPSAM computer system re-
quired considerable team effort by the Biometrics Division and
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the Laser Efrects Branch. ALPHAF was originally written as a
subroutine for the National Aeronautics and Space Administration
VIBAN3 statistical program. The computers used for ALPHAF at
NASA were the UNIVAC 1108 and the CYBER. The USAFSAM system
utilizes an IBM 360. Along with the problem of different com-
puter languages there arose a problem concerned with definition
of “degree of freedom” derived by VIBAN3 and the USAPSAM com-
puter system. The problem has been resolved and ALPHAF is ready
for use at USAFSAM.

Secondary objectives were (1) to help evaluate the two
techniques of ER investigation, (2) to help calibrate the Laser
Lab ’s methods and techniques against other laboratories, i.e.,
participate in reproducing the results found by other laboratories,
and (3) acquire additional training in electrophysiology that
would be of professional benefit to this investigator ’s research
area of interest.

METHODS AND RESULTS

ALPHA? provides the user with the following information
about any frequency band of interest: (1) computes and reports
power, (2) computes and reports average power, and (3) computes
and reports statistical standardized normal distributions , a D
statistic. Table 1 shows the application of ALPHA? to the power
density spectral curves of Figure 4. Time interval three, at both
the stimulus frequency and at the double frequency , was compared
with the other time intervals. Time intervals are significantly
different if the D value is greater than ± 1.96.

The Laser Effects Branch produces a VER by presenting a
visual stimt’lus to the subject. This involves producing on a
Hewlett-Packard display scope a grid pattern of vertical dark and
li ght bars ; the li ght bar becom~~dark and the dark bar beoomes
light in an alternating fashion (Figure 1) (1). The visual pattern
is produced with a square wave spatial distribution and alternated
in a square wave fashion. This is to say that the intensity of
light across a vertical bar and actual switching of bars occurs
in a square wave fashion.

There are several variables that one must consider in this
research: (1) the rate at which the light and dark bars alternate,
known as the counter phase frequency, (2) the number of bars per
degree of vision, the spatial frequency , (3) the contrast between
the light and dark bars and (4) overall size of pattern.

In the initial part of this investigation both an averaged
response and the ongoing EEC were recorded for later analysis.
The protocol for a typical experiment was Cl) to hold constant
the spatial frequency , target size, contrast and intensity while
(2) varying the counter phase frequency. The subject was asked
to close his eyes for two minutes, then to look at the target.
The subject’s EEG’s were continuously recorded on magnetic tape
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for computerized data reduction. Thirty seconds after opening of
the eyes, the averaging technique was initiated. Using this pro-
tocol, over 150 separate power density spectral plots were ob-
tained from analysis of the data. It is impossible to -present
all of these in this text, but representative . samples are pre-
sented in Figures 2 and 3. Mother series ó~ experiments weremade in which the target size was changed anci;the other variables
were held constant (Figures 2, 3, and 4 ) .

When one observes a visual pattern with a particular counter
phase frequency (CPF), the brain will respond by producing a VER
at the counter phase (fundamental) frequency and at twice the
counter phase frequency (1). Our investigations have also found
this to be th. case ~Figur.a 2 and 3). We have also observed that
the amplitude of the ER is related to the size of the target (Fig-
ures 2, 3, and 4). Thus, the Laser Lab was able to reproduce the
results found by prior investigators pertaining to the effects of
counter phase frequency and target size.

The VER literature indicates that when a person views a stim-
ulus, the VER does not reach a steady state for some time; that
is, the amplitude of the VER increases with time until reaching a
steady state potential (4). We confirmed the increase in ampli—
tude of the VER with times however, the “steady state” potential
was observed not to be constant, but to fluctuate with time
(Figures 3 and 4). Such an observation indicates a requirement on
the part of an investigator to carefully choose that point in
time during which he should apply his particular type of data
analysis.

There is a requirement to calibrate daily the physiological
monitoring and data analysis system used by the Laser Lab. A
Hewlett—Packard Gaussian random noise generator was studied and
found to be suitable for this task. The generator provides a
Pseudo-Gaussian signal of known amplitude, frequency and duration.
The signal is reproduced identically every time the generator is
cycled. By inputing the known signal into the ER monitoring sys-
tem, the output of the data analysis system can be compared with
the known parameters of the signal. The pesudo-gaussian genera-
tor was set to function in the same frequency band of the human
EEC (0—30 cpa).

CONCLUS IONS AND RECOMMENDATIONS

The original goals set forth in this work task have been
met. Program ALPHA? is on-line and ready for use by the Laser
Lab. The pseudo—gaussian signal has been used to test ALPHA?,
and it has been found suitable for calibrating the monitoring
and data analysis system that will be used by the Laser Lab. Our
preliminary efforts indicate that the Laser Lab had the equipment,
methods, techniques , and personnel to duplicate the investiga-
tions of other laboratories. This observation was essential be-
for• initiating experiment~ involving laser insult to the eye.
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TABLE 1. ALPHAF standardized normal distribution test. Purpose
of test was to compare time interval 3 with other time
intervals shown in Figure 4. Intervals are different
if D statistic is greater than ± 1.96.

Band Band
Interval Band Width Band Width Width Width
Number 4—8 CPS 10—14 CPS 4-14 0-14
_ _ _ _ _ _ _  

D Mean S.D. D Value D Value D Value

3—vs—l 1.97 5.1 3.5 119.1 11.9 3.43  6 .26
3—vs—2 7.4 4.5 2.13 114.2 11.4 4.28 6.35

3 12.0 8.3 171.5 17.15
3—vs—4 5.8 3.9 121.6 12.1 3.69 6.51
3—vs— S 6.2 3.6 87.7 8.7 4.44 4.94
3—vs—6 7.8 4.9 2.53 53.0 5.3 4.96 6.95
3—vs—i 7.3 6.5 3.03 51.5 5.1 6.26 6.08
3—vs—8 5.6 3.3 3.78 39.3 3.9 6.58 9.50
3—vs—9 10.5 8.9 2.99 62.2 6.2 2.93 4.99

AVERAGE POWER VALUES

Interval 4-8 CPS 8-12 CPS
Number Aver. PWR St. Dev — Aver. PWR St. Dev

1 5.17 3.5 9.15 12.2
2 7.40 4.5 9.12 19.0
3 12.07 8.3 14.01 17.44 5.80 3.9 9.68 16.8
5 6 .22  3.6 6.98 10.5
6 7.18 4.9 4.91 5.7
7 7.30 6.5 4.91 6.6
8 5.64 3.3 3.94 5.4
9 10.53 8.9 8 .23 8.7
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Fixed Capacity Measurement of Attentional Load Using
Dual-Task Performance Operating Curves

Herbert A. Colle —

Abstract

A fixed attentional capac ity theory of human attentional limitations was
tested to determine its abilit y to predict the combination of tasks pilots
could perform together without noticeable decrements. Three cognitive tasks
and a simulated formation flying task were performed singly and in pairs.

Performance operating curves generated by dual-task performance on pairs
of the cognitive tasks were estimated successfully. Their equivalent
attentional demands were found . The flying task had a very small but
measurable attentional demand as determined from dual-task performance.
Performance on the cognitive tasks that were performed together with the
flying task were consistant with the capac ity theory. However, the small
attentional demand needed to perform the flying task prevented a strong test
of the theory.
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Introduction

The limitations imposed on human performance by attentional capabilities
have enyendered several attempts to describe the nature of this attentional
system (Broadbent, 1958: Deutsch & Deutsch , 1963; Kahneman , 1973; Mornay,
Norman, 1968). In complex human activities , such as piloting an aircraft ,
these limitat i ons may become severe, leading to substantial performance
decrements. It would be usefu l to be able to measure the attentiona l demand
made by a task or set of tasks so that the compatibility of combinations of
them could be predicted and used to aid in the design of instrument systems
and flight procedures that optimize performance while minimizing the
likelihood of producing a critical overload . It would also be desirable to
have a good measure of attentional demand in order to determine when student
pilots had sufficient attentional resources to advance to a more demanding
part of the syllabus.

Recently, Norman & Bobrow (1975, 1976) described a fixed capacity theory
of attentional limitation which , if proven reasonably accurate, could be used
to provide measures of attentional demand . The theory predicts that every
person has a maximum attentional capacity, rm . and that each task an
individual is requ ired to perform draws on this attentional reservoir.
Provided that there is no structural interference between them , two tasks will
be compatible with one another if the sum of the attentional resources
requ ired by each one is less than or equal to r , i.e. r1 + ~~~~~ .

Two tasks satisfying this condition will be cal11ed capac i ty-comp~tib11e. Thus
a task has a single number r. that characterizes its demand , regardless of
the component subprocesses uti lized to perform the task.

At present, there is no direct measure of the demand , r. required by a
task at a given leve l of performances. For each task, ther~ is assumed to be
a weakly monotone relationship between r and the level of task performance.
If r and task performance increase together, task performances is said to be
resource-limited in that range. The existence of resource-limited performance
provides a usable method for testing the assumptions of the fixed capacity
theory and , if the test is successful , a method for constructing a metric to
measure attentional demand .

If two tasks are resource-limited , then increasing the attentional
resources devoted to task 1, r1, should increase its performance without
affecting task 2 until r1 + r~, rm. Therea fter , task 2 performance
should decrease as task I increases. This performance trade off is called a
performance operating curve POC . Figure 1 shows two hypothetical performance
operating curves. In the range where r2 = rm 

- r1 a POC can be
represented by the parametric equation P1 = f(r), P2 ~ g(r -r), where
P1. P denote task 1 and 2 performances and f, g are perform~nce resource
functions .

36-4



Figure 1. Performance Operating Curves and
Performance Equivalence Points

- _ _ _  _ _ _ _ _  _ _ _ _ _ _

: \~~~~~~~~~~~~~~
1 

_ _  _ _ _ _ _  _ _ _ _ _

T O N E  c L 4 5 S 1F z C . q r l o i )  F~A7E
LCP

Figure 1 shows an important property of the fixed capacity theory. Assume
that the top curve was generated by pairing a digit shadowing task, 010, with
a tone classificat ion task , TC, and that the bottom curve was generated by
pairing a Nplus_three hl digit transformation task with the IC task. Figure 1
indicates that a rate of performance P on the DTO task should require the
same attentiona l resources as the rateaof performance 

~ k does for the DT+3
task because both of them allow the same rate of perforMance on the IC task.
Likewise, 

~b 
of DTO should be equal in resource demand to P of DT+3. A

performance-equivalency curve between DTO and DT+3 pe~formance can begenerated In this way.
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The fixed capacity theory predicts that performance equivalency points are
equal in resource demand and , therefore, should act similarly when they are
paired with another task. The present study (examines) this prediction . The
digit shadowing task DTO and the plus-three digit task 01+3 were each paired
with the same tone classification task and their POCs were estimated. Next , a
formati on flying task was paired with the tone classification task to find the
IC performance ratio that could be combined with the flying task. Finally,
each dig i t  task was tested at two presentation rates (010 at P & 

~~~ 
DT+3

at P and P ) to determine if the digit tasks behaved sii~ilar~y. An
atteMpt wa~ made to set the presentation rates so that one was
capacity-compatible and the other was capacity-incompatible.

The IC task was paired with the format ion flying task in order to estimate
the attentional resources that could be devoted to the IC task without
produc ing a decrement in flying performance. This point will be called the
excess capac ity point , ECP. According to the fixed capac ity theory, since
pilots are called upon routinely to perform other tasks while they fly, they
must either have some excess attentional capacity (i.e. r rm) or the addition
of these tasks will produce a decrement in either the flying or other task
performance. If the pilots have excess capacity r - r this value
constrains the IC performance that would be expect~d. If g is the
performance—resource function for the tone classification task , 

~~~~ 
would

equal g(r -r). This same excess capac ity would allow a digit -~P1adowingperforman~e of PDTA =f(r -r) if f is the performance-resource formation for
‘ligit shadowing. Yf di~it shadowing is resource-limited in this range , then
the parametric equation PflTO=f(r -r), P~f.=g(r) will hold and , therefore,
the corresponding exces~ capa~ity p&formance on the IC task would be
P1r=g(r). The value g(r) cannot be evaluated exactly without knowing the
fu~1ction g. but a bound can be put on its value . Two tasks such as 010 and
flying are capac ity-compatible if the excess capacity used on IC for each
satisfies the condition that r +r ? rm . If g is monotone , then
g(r1+r~) > g(r ).  If g is riot a po~it~vely accelerated function in the
est’tmation ran~e then g(r1) + g(r2) — 

g(r1+r ). Therefore, g(r1) +

g(r2) 
)g(r ). Letting r2=r 

- r1 yields g~r1) + g(r -r
1

) >
g(r ) and gTr1) ?g(r ) - g(V~ —r1). That is , the exc~ss capacity
poi~lt of the ~igit-sh~dowing 

mta~k in terms of its corresponding IC task
performance, g(r1), is greater than or equal to the inaximun rate of
performance on tI~e IC task performed simply minus the rate of performance
possible on IC while flying. The excess capac ity point ECP = g(rm) - g(rm-r)
is marked with a vertical line in Fig. 1. According to the fixed capacity
theory, performance levels of 010 and DI + 3 to the right of this line will be
compatible with the flying task; whereas, levels substantially to the left of
it probably will be incompatible.
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Objectives

The present project is a preliminary attempt to evaluate the feasibli lity
of using a fixed capac ity attentional theory to measure attentlonal demand . A
valid measure of attent-lonal demand with properties such as those decsribed
herein would be usefu l as a cognitive parameter that could be used to help
design human performance systems. It also could be used to monitor the course
of training. A prediction of the fixed capacity theory was to be
exper imentally evaluated .

Method

Subjects

Four Intructor pilots from the 87th FTW, Williams Air Force Base,
volunteered to participate in the experiment.

Appartus and Task Descriptions

Formation Flyini. The simulator decribed by Wood , Hagin , O’Connor , and
Myers (1972) was used to test the pilot ’s formation flying performance in the
various exper imental conditions. The simu l ator presents a visual display of a
lead aircraft which can be made to perform various standard maneuvers. The
pilot controls his relative motion to it from a fixed cockpit , The simulator
allow s a range of flying activities , but during the test phases of the present
experiment , the lead aircraft performed sinusoideald altitude variations with
a peak to peak amplitu4~.~ 4000 feet (305m) while flying with a fixed heading
at 320 knots. The flight dyflA~Ti~~sJmulated the characteristics of a 1-38
aircraft. The pilot was to maintain Nngertlp position on the lead alrcrafts
righ t wing.

c~~~1t1ve Tasks. Two different types of\çognitive informat ion processing
tasks were used loth tasks used stimuli whli~~were presented auditor -fly via
tape recordings. In the tone classlfication~’-44,~k, the ouput from each
recorder was presented monaurally to the earphones in ”~U~eadset. For the tone
classification task, blocks of two-tone sequences were ie~corded at a fixed
rate. Blocks at the rates of 0.3, 0.5, 0.7, 0.9, 1.1, 1.3,\i.5 and 1.75 tones
per second were recorded . Each of the two tones had an equal . propability of
being the tone presented . The tones had frequencies of 2135 and. 321 Hz and a
conrion duration of 100 msec. They were presented at an easily audible
intensity . The ouput from the recording was sent to the left earphone.

In the tone classification task , the pilot ’s task was to classif y the
tones as either high or low In pitch by pressing the tr i gger switch on the
contro’ stick for high tones and the Intercom switch on the throttles for low
tones. Each of the switches activated a small light. Scoring was
performed manually by an experimenter who compared the lighted display with
the correct response which was listed on a prepared data sheet.

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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For the digit transformation tasks blocks of digit sequences were recorded
a fixed rate. Blocks at the rates of 0.25, 0.50, 0.75, 1.00, 1.50 and 2.00

digits per second were recorded. Only the digits 1-6 were used and each had
an equal probability of occurring. The digits were recorded by using a pulse
code modu lation technique to digitize a speech sample, equate the six digits
in intensity and shorten them until each one had a duration of 250 msec. Each
digit was clearly intelligable and was presented at an easily audible
intensity to the right carphone.

Two different digit transformation tasks were used. The DTO task was a
shadowing task in which the pilot had to say aloud the name of the digit
presented. The 01+3 task was an addition task in which the pilot had to add
three to the digit presented and say the name aloud . An experimenter
monitored the pilot ’s speech and compared it for correctness with the answers
on a prepared data sheet.

Procedure

The experiment consisted of five different sessions of testing. Each
pilot received all five sessions. During session 1 the pilots practiced each
task individually. They received seven 2-mm trials on the tone
classification ~ask with rates that ranged from 0.7 to 1.75 tones/sec. They
received three 2-mm trials on the 010 task (1.0, 1.5, and 2.0 digits/sec) and
three 2—mm trials of the 01+3 tasks (0.5, 1.0, and 1.5 digits/sec). They
were allowed to fly in the simulator for at least 15 mm , executing a variety
of maneuvers .

During sessions 2 an~ 3 the two digit tasks were paired with the tone
classification task to estimate their performance operating curves. Only one
of the digit tasks was performed together with the tone task during each
session . The order of testing was counterbalanced across pilots.

— At the beginning of each session the pilot received two blocks of three
trials. On one block of trials the pilot performed the tone task and ri the
other he performed the digit task that he would be tested on later ~n the
session. Following this , he received three blocks of three trials of digit
task-tone task combinations. During each block the presentation rate of the
digit task was held constant while the tone task rate was varied . The
presentation rates were 0.25, 0.75 and 1.0 digits/sec for the shadowing task
and were 0.25, 0.50 and 0.75 digIts/sec for the plus-three task. The order of
testing was randomly determined for each pilot . On the first trial of a block
all of the pilots received the same tone task rate. On the next two trials
the tone task rates wre increased or decreased by one step in an attempt to
bracket the 10% error point .

The first two pilots tested used another switch on the stick instead of
the interform switch on Day 1.

36-8
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The sequence of events on each trial was as follows. The first ten tones
classified were not scored. After five of them were presented the digit task
began. The digit performau-~ce during the second five tones was not scored. A
two-mm test session followed. The pilots were told to give priority to the
tone task.

During session 4 the pilots performed the tone task together with the
formation flying task. The session again began with three 2—mm trials in
which the pilot performed each task singly. Following this each pilot
received two blocks of five flying-tone task combinations. On each of the
five trials within a block the pilot received a different rate of the tone
task. The rates used for both blocks were 1.1, 1.3, 1.5, and 1.75 tones/sec
and 0.0 tones/sec (i.e., no tones were presented). The order of testing the
presentation rates was randomly determined within each block f or each pilot .

The sequence of events on each trial was as follows , the pilot was
allowed to achieve a stable fingertip position first with the lead aircraft
flying straight and level and then while it performed altitude variations.
Follow ing his signal the tone task was started. Scoring started after 10
tones were presented and continued for two m m .  An m nstructor pilot assigned
to lI~1 rated the pilot ’s performance during the two-mm trial . He used the
12-point scale described in Reid & Cyrus (1974).

During session 5 both digit tasks were paired with formation flying in two
separate blocks of trials. For practice each pilot had three trials of
formation flying singly and two trials with each di git task singly ininediately
before the trial block on which it was used. The test trials consisted of two
blocks of four trials. On two of them the pilot performed formation flying
together with the digit task. On the other two they performed the digit task
alone. The presentation rates that were used were selected indlvidiua ’lly for
each pilot as described in the introduction . The same rates were used on the
dual-task and single-task trials. Testing order was counterbalanced. The
sequence of trial events was simi l ar to that used during session 4.

Results and Discuss ion

Tone-Digit Performance Operating Curves

The performance operating curves relating OTO and 01+3 performance to
tone classification performance were estimated by finding the maximum rate at
which each task could be performed singly and the maximum rate at which the
tones could be classified for each of the three digit transformation rates
that were used. The rate at which a pilot made errors on 10 percnet of his
responses was taken to be the maximum rate. The 10 percent error rate was
estimated separately for each pilot . Figures 2 and 3 show these individual
estimates as well as the means of the Individual estimates. The numbers
arbitrarily Identify the pilots. Missing pilot numbers occurred because the
three-rate interpolation procedure did not always yield a clear-cut estimate
of the 10 percent error rate. Because the pilots usually made errors on both

36-9
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tasks in the dual-task conditions and because the function relating their
error tradeoffs is unknown, the 10 percent error criter ion was taken as the
sum of the percentage of errors made on each task. Weighting each percentage
by the number of stimuli presented during a 2-minute trial di” not appear to
change the estimates appreciably and, therefore, was not used .

FIgure 2. Performance Operati ng Curves for DTO vs. IC
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Figure 2 shows how performance on the shadowing task DTO covaried with
performance on the tone classification task. The rate at which shadowing
could be successfully performed decreased substantially as the rate at which
tone classification could be successfully performed Increased . The curve
drawn through the points Is the exponential function, P010=l.74 exp( -l .45
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P ) that provided the best fit to the mean performances. A linear
r~~ression on the transformed scores was used to find the best-fitting
function. The fit appears to be reasonably good (r -0.997) and was somewhat
better than the best-fitting linear function . The mismatch between the
rightmost point and the curve is due to the estimation procedure. The zero
rate of DTO performance (I.e. tone classification alone) was set at 0.1 to
allow it to be logrlthmically transformed. Setting the value of zero OTO
performance closer to zero appared to have little Influence on how well the
estimated curve fit the data. More sensitive estimation procedures were not
attempted because the maximum rate that tone classificat ion could be performed
single was Inadequately estimated; the value shown may be an underestimate.

The maximum rate of classifyi ng tones singly was inadequately estimated
because the testing procedure did not permit the testing of rates greater than
1.75/sec and the pilots made errors on fewer then 10 percent of the tones at
this rate. The mean percentage of errors for Days 1-4 on the 1.3, 1.5, and
1.75 tone/sec rates were 2.5, 4.6 and 6.6 percent respectively. The
corresponding means for Days 3 and 4 only were 2.4, 3.5 and 4.1 percent. The
1.9 tones/sec value shown in Fig. 2 is a rough extropolation.

Figure 3. Performance Operat ing Curves for DI + 3 vs. TC
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Figure 3 shows the performance operating curve for the plus-three versus
tone classification tasks. They were treated in the same way as the data in
FIgure 2. The best-fitting exponential function (r = -0.992) had the equation

= 1.O3exp(-l.23 
~~~~~~ 

The rate at which the plus—three
tran~format ion had a demañ~ equal to that produced by a given rate of
shadowing can be found by treating the two best-fitting exponentials as
parametric ~q~~~ions and solving. The resulting power function , 

~~~~ 
=

0.644 P,1~~ 
‘ 

, describes this equiva lency and it will be called tl’ieir
perform~ñ~e-equivalence function . The rate of DT+3 performance is denoted as

and the rate of DT0 performance is denoted as

Flying Versus Tone Classification

To estimate the attentional demand made by the formation flying task, an
attempt was to be made to determifne the rate of tone classification at which
each pilot made errors on 10 percent of the tones presented. The mean
percentages from the two blocks are presented separately for each pilot in the
midd le section of Table 1. Using the estimation procedures as before, only
pilots 2 and 3 had estimable maximum demand rates (1.5 and 1.0 tones/sec,
respectively). Pi lots 1 and 4 had successful classification rates while
flying that exceeded the scoring capabilities of the present experiment .

Because of the slight effect of flying on classification performance, a
test was conducted to determine if flying produced a significant decrease in
tone classification performance. The tone classification performance from the
single task trials that were presented at the beginning of day 4, shown in the
top section of Tabl e 1, were compared to the performance under dua l task

• conditions at the same rates. A reported—measures analysis of variance with
dual versus single task and rate of presentation as main effects was

-
- 

conducted . The pilots made significantly more classification errors when
theyf lew and classified than when they classified without flying, F ( 1 .15) =

17.48, p( .Ol. Neither rate of presentation nor the interaction of rate with
the dual—single condition produced significant performance differences for the
rates that were tested , F (2.15)<l.O for both. It is unlikely that this
performance difference was produced by experimental fatigue over the course of
the session . If anything, Block 2 dual—task performance was better than Block
1 dual-task performance (10.9% versus 11.9% respectively).

I
/
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Table 1

Tone Classification Error Percentages and IP Ratings of -

Flying from Single and Dual Task Combinat ions

Tone Presentat ion Rates
Pilot 1.0 1.3 1.5 1.75

Tone Classification Singly

1 -- -- 0.0 0.0 5.2

2 -- —- 7.1 3.3 5.7

3 -- -- 3.2 3.9 5.2

4 -- -- 0.0 0.0 0.0

Tone Classification Whil e Flying

1 -- 3.8 3.5 9.7 7.8

2 —- 5.6 7.1 9.7 12.6

3 —- 12.1 28.8 17.5 22.6

4 -- 3.4 4.5 4.2 3.6

Rating of FTylng

1 10.0 9.5 9.5 9.5 10.0

2 8.0 8.0 8.5 8.0 7.5

3 8.5 7.0 7.5 7.5 7.0

4 9.0 8.5 8.5 8.5 8.5

Ratings of the pilots ’ fl ing performance did not appear to be affected
by the classification rates used. The mean ratings for the two blocks are
presented in the bottom section of Table 1. The five treatment conditions
were not significantly different from each other, F (4, 12) = 2.26 .

36-13 
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Flying versus Digit Transformations

The inability to estimate the maximum rate at which the tone
classification could be performed singly, together with the problem created by
the small attentional demand produced by the flying task made it impossible to
confidently use the procedure described in the introduction to select
compatible and incompatible presentation rates for each task. It was
impossible to find rates that definitely exceeded the compatibility point but
that did not exceed the maximum single task rate whose use would have made the
prediction trivial.

Despite the inability to predict the compatibility point reliably, Day 5
testing was conducted to check the prediction that the performance equivalency
rates for the two different digit tasks should act simi l arly regardless of how
they affect flying. There should be no type of task by rate interaction for
equivalent rates. This test rests on weaker assumptions, but it only becomes
convincing if there are some rate-dependent performance decrements. The rates
were estimated separately for each pilot , and are presented in Table 2.

A repeated measures analys is of var iance was performed on the difference
scores obtained by subtracting the percentage of errors made under the single
task conditions from the percentage of errors made under the corresponding
dual—task conditions. The analysis was inappropriate because of severe
violations of its homogeneity of variance and normality assumptions. It was
used because of its power . Neverthe less , neither the main effects of task
type and of compatible versus incompatible presentation rate nor their
interaction were statistically significant ; F(l,9) = 1.57, 0.79, 1.41
respectively. A similar analysis of the dual-task ratings of flying
performance also revealed no significant differences, F(l ,9) all < l .

Table 2
Compatible and Incompatible Presentation

Rates Used with each Tas k

- 
Pilot

Condition 2 3 4

Incompatible

010 1.50 1.50 1.50 1.50
DT+3 0.75 1.00 1.00 0.75

Compatible

DIO 0.75 1.00 1.00 0.75
01+3 0.50 0.75 0.50 0.50
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Conclusions

The successful determination of POC curves for the cognitive tasks shows
that even different kinds of cognitive processing appear to have trading
relationships. Kalsbeek and Sykes (1967) did determine a POC but both tasks
used were classification tasks. By generating two different POCs for the
transformation tasks against a coninon classification task, It was easy to rule
out single response competition due to response execution as the major
contribution producing the POCs. The rates of performing DT+3 was much slower
than the rate of performing DTO for a comon TC rate. Also, this allowed the
two transformation tasks to be equated. Kalsbeck (1968) made a similar
equation, but he used a physiological measure, sinus ar,ythmia, to equate
them. In both cases some test for the validity of the equation is needed.

Unfortunately, the attempt to test the validity of the performance
equivalence function was not successful. The flying task required too little
attentional demand. The test did show the advantage Of this approach.
Typically, dual-task studies, whether with cognit ive tasks (Kerr, 1973) or
with tracking tasks which are simi lar to the flying tasks used in the present
study (Poulton , 1974), have constructed thin task difficulty so that at least
one experimental condition produced performance differences. These measures
provide ordinal information of difficulty over this narrow range but they do
not allow a comparative evaluation of demand needed in terms of the total
resources available. In the present experiment, flying was shown to demand
resources but by being able to compare It to other tasks using the same metric
(i.e. the two cognitive tasks) the demand was seen to be rather small.
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SIMULATOR FOR AIR-TO-AIR COMBAT PLATFORM
MOTION SYSTEM INVESTIGATION

by

J. A. Seevers

~BSTRAC1

The Simulator for Air-to-Mr Combat (SAAc ) motion platform presentlyhas l imited value for student training in the air-to-air combat environment.Because of peculiarities in the motion system, pilots “feel ” like they arein a s imulator instead of the real aircraft. There are severa l factors thatcontribute to the status of the motion platform being less than representativeof the aircraft. First, the motion platform lags the input coninand by a no-ticeable amount. The platform ’s motion is about a multiple set of axesrather than a single axis as the con~nand would direct. Also, because ofphysical constraints on the size of the system, the magnitude and durationof the motion are limited . A fourth major problem with the motion is thatwhen the excurs ion is near the max imum allowable, the motion is stopped tooabruptiy and this stopping is readily perceived by the pilot (the washoutproblem).

Instrumentation has been provided to monitor the SAAC ’s motion platformbehavior and a series of experiments performed to document this behavi3r.One of the most significant results obtained was that the motion platformhas a natural frequency of only about 1/2 Hz. Additiona l quantities thatdescribe the motion system’s performance are also discussed .
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INTRODUCT ION

The Simulator for Air -to-Air Combat (SMC) was designed to provide pilots
with a realistic experience In trainin g for air combat engagements . In addi-
tion to the visual images displayed , the system has motion capabilities that
allow onset motion cues to be presented . These cues are short duration velociti e’-
and accelerations of the motion platform which should present the Illusion of
the initial phases of entry i nto a maneuver. The intent of motion is to pro-
vide a more realistic , and hence , a better training environment for pilots .

The SAAC consists of two F-4E cockpits mounted one each on 60 Inch-stroke ,
synergistic six-degree-of-freedom motion systems . Cockpit movement is based
upon the computed six degrees of aircraft motion freedom and is correlated
with the motion of the simulated aircraft . All aircra ft stabilit y derivatives
are accounted for in such a manner that aircraft movement in any degree of
freedom will influence movement along or about the axes of the motion system .
The sensations of motion are intended to be representative of sensations ex-
perienced in the operationa l aircraft.

In addition to bei ng used as a research tool , the SA.AC is being used as
a training device for F-4E pilots as part of their normal training sequence.
Presently, training officers find the motion of the system to he significant ly
different from sensations experienced in the actua l aircraft. In fact , i t  is
actually felt by instructor pilots that better training is accomplished wi th
the platform motion system turned off. Hence, the motion system is not pre-
sently used in pilot training .

As a first step in an effort to try to improve the existing system to
the point where it can be used as a viable training tool , it was necessary
to develop a program to accurately describe the dynamics of the existing
system. This characterization assumes added importance in light of tests
conducted for the Scientific Advisory Board that seem to indicate exceptionally
long system lags between the time an imput is made and the time of the re-
suiting motion. These tests conducted on the SMC also suggest somewhat
i rregular behavior of the motion platform I l l .  Verification of degraded
motion might very well explain pilot ’s reluctance to train with the motion
system on.

OBJECTIVES •

The primary objective of the present i nvestigation is to document the
motion of the existing system in a state of adjustment that is consistent
with that normally seen by student pilots and to compare this performance
wi th established criteria. I~d~iit iona l objectives are to establish important
parameters that adequately describe the system, establish the equipment
necessary to monitor the system, reconuiend a test procedure to check the

- - motion platform for faithfu l ness, and identif y weak areas where the system
needs to be improved .
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BACKGROUND AND MOTION PLATFORM DESCRIPTION

Block Diagram Representation
A block diagram of the basic components that comprise the motion system

are shown In Figure 1. Cockpit control movements are transformed Into elec-
trical analog signals and then digitized by an ADC/DJ converter at a fre-
quency of 20 iterations per second. The digitized control inputs are fed
Into the flight equations which are updated at 20 times per second. The
output of this block is a series of digital signals that represent aircraft
position, velocity and acceleration, both linear and angular. These signals
are then fed Into a program that computed platform leg lengths (at 10 times
per second ), and converted to analog signals by the DAC at 20 tImes per
second. These analog signals for the legs then are processed as analog sig-
nals by the motion electronics cabinet which produces a reference signal that
Is nulled out when the platform achieves the desired attitude. The result
is the platform accelerates and a position change can be noted.

In light of the block diagram In Figure 1, the primary intent of the
present investigation can be restated as to describe the system dynamics of
the pertinent blocks individually and of the overall system. All blocks
taken together would be the through-system dynamics from the stick input to
the platform motion as the output. In the limi ted investigation undertaken
here, It was felt that greatest emphasis should be placed upon Instrumenting
and documenting the right—hand half of the block diagram, i.e., from the
motion platform driving software package through the resul ting platform mo-
tion. -

Platform Accelerat ion Equations

Before i nstrumenti ng the platform, the acceleration equations for any
point on the platform need to be established. Also , the angular acceleration
of the platform needs to be expressed In terms of linear accelerations of
points on the platform. From Merlan (2), the absolute acceleration of any
point P on a translating and rotating body expressed as a vector

~~~~~~~~~~~~~~~~~~~~~~ (1)

where 0 is any other point on the same rigid body, w and ~ are the absolute
angular velocity and acceleration of the rotating body ana !p/0 is the vector
representing the distance from the point 0 to point P. Using aircraft axes
with X out the nose, V out the right wing and Z down, equation 1 can be ex-
panded Into

ap~ 
aox + z(4 + pr) + Y(pq - 

~
) - X(q2 + r2) (2)

aoy + Z(qr - - Y(p 2 + r2) + X(~’ + pq) (3)

ap~ = aJ~ 
- Z(p 2 

+ q2) + Y(~ + qr) + X( pr - 
~

) (4)

where p, q and r are the aircraft angular velocities while X , Y, and Z are
the coordinate distances from point 0 to point p. Physically let point 0 be
the geometric centroid of the platform and point P1 be the location of the
first linear acceleramometer and P2 be the location of the second linear

—
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acceleramometer. Assume that all points p and 0 are in the same X-Y plane .
Find the angular acceleration ~ using linear acceleramometers. Apply equation
4 twice wi th Xl 0 = X2 (acceleramometers mounted on the y-axis), subtract
and rearrange. The result is:

~ (ap - ap ) - qr (5)yl ~
‘2 Z1

In a similar manner

= 

x1 ~2 
(ap~2 

- ap2 ) + pr (6)

~ (as, - a~ )+ pq (7)yl Y2 X
2 *1

or
r -  a~ - a p - p qXl — X 2 ‘~

‘l

In the above equations , the quantity (x1 - x2) or (y1 - y2) is the distance
between the mountings for acceleramometers 1 and 2. AccordIng to Singer’s
specifications on the SAAC (3), the maximum angular velocities are 15 degrees/

- 
- second. Consequently, the product of angular velocities is less than 0.068

red/sec2. Furthermore, if motion is driven about one axis at a time, only
extraneous angular velocity terms would appear at all. The result is that
the product of angular velocity terms can be dropped from the angular
acceleration equations leaving

~ -~~(a p — a ~ ) (9)
~y1 ~“2’ 

Z1 ~~~~~~~

q (x 1 - X
2
) ap

~ 
- ap~

F 
“ 

~y1 y
~
) (ap~2 

- ap~1
) (11)

or 

[x1 x2) 
(apy - a~~2

) (12)

A difference in linear accelerations can easily be found using an analog
“sunning” circuit similar to the one in the appendix.
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APPARATUS

A plan view of the motion platform showing the locations of the accelera-
mometer mounting points is shown in Figure 2. All acceleramometers are mounted
within one inch of the plane defined by the pivot points . A complete detailed
listing of the test equipment used to monitor the motion of the platform is in
the appendix.

In the electronics or signal processing sense , we are dealing with a very,
very low frequency phenomena and as a result do not expect any deterioration
of the signals due to our monitoring equipment. Linear acceleramometers have
a natural frequency around 110 Hz which is 10 times greater than the 10 Hz
maximum of excitation of the platform for our ex per iments. The angular
acceleramometers list a natural frequency of 29 Hz which indicates deterioration
can be expected to start above 6 or 7 Hz. In actuality, platform response
deteriorates so badly before 5 Hz that this restriction is rather academic.
The gain—6~fter circuits have a one-half power fog of 30 Hz which is also
well above meaningful data. In addition to the equipment shown in the appendix ,
a “mixing box” was utilized to facilitate gathering data and switching circuits .

PROCEDURE

The procedure was essentially the same for gathering all data: 1) Use
the signal generator to establish the input , either a sine wave or an ex-
tremely low frequency square wave to be used as a step ; 2) to monitor the
reference s ignal on an osc il losco pe and/or the brush recorder; 3) recor d the
system or subsystem’s responses (displacements or accelerations ) on the brush
recorder or the FM recorder.

During testing , it was found that if, accelera ti ons were to be recorded,
the air conditioner for the platform ’s vesEtal system had to be turned off.
It generated vibrations that were transmitted to the platform structure.
These v ibrations created extreme noi se interference in all acce leramometer
measurements .

RESULTS

Numerous tests were conducted to investigate various aspects of the total
system. Each phase of the i nvestigation will be discussed separately.

Posi tions

Five separate articles of information were gathered in this series of
tests. First, a comon analog step input signal was applied at the motion
electronics cabinet by-passing all digital computer hardware. Since all legs
were driven with the same signal , it was expected that the responses would
be Identical . The results for a step i nput of -5 volt to +5 volt are in Table
I. The accuracy of the length measurement is ± 1/32 Inch for all legs .
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TABLE I

LEG SCALE FACTORS

Leg Travel Leg Scale Factor

1 25 15/16 in. 2.594 in/volt-in
2 25 27/32 in. 2.584 in/vol t-in
3 26 9/32 in. 2.628 in/volt-in
4 26 11/32 in. 2.634 in/volt-in
5 25 27/32 in. 2.584 in/volt-in
6 26 1/16 in. 2.606 in/volt-in

Considering the maximum allowable errors, there is still a discrepancy of
7/16 inch in the extension of the legs for an identical signal. Extending
this test to examine velocity for a step input of 6 volts (approximately
16 inches ), the output displacement calibrations , maximum velocity of each
leg and difference in leg extensions at a nominal point half way into the
step are shown in Table 11. There is indeed a considerable difference in
legs. In fact, the maximum velocities of the legs differ by 13 percent.

TABLE II

LEG MAXIMUM VELOCITIES

Displacement/Output Vmax
Leg (in/V out) ( in/sec ) t = 1/2 Ht. Diff .

1 1.339 14.04 0
2 1.319 14.52 0
3 -- -- --
4 1 345 15.83 +0 3”
5 1.319 14.10 +0.2”
6 1.331 15.19 +0.9”

In figure 3, the different slopes can be seen as well as different values of
the legs at the same point in time. This figure also shows that the motion
can be grouped into the categories: a) acceleration from 40 milliseconds (ms)
to 104 ms after the start of the input, b) a time of almost constant veloc ity
(104 ms to 696 ms) and c) a time of deceleration (from 696 ms to 1.120 sec).
The motion has essentially ceased after 1.120 seconds.

An additional discrepancy in leg velocities was noted on a test when
the motion platform software was driven with a vertical çoninand and the i nputs
to the motion electronics showed the maximum velocities of legs 1, 2, 4, 5, 6
to be about 140 In/sec while leg 3 was about 110 in/sec . This is disturbing
and indicates a definite problem in the software or the DAC . In other modes
of motion this could produce extraneous accelerations of the platform.
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Another positional finding was that in Yaw the angular displacement is
almost linear with i nput. The following yaw scale factor was observed for
Inputs of -0.1, -0.2, -0.3 and —0.4 volt respectively: 55.4, 55.3, 56.4 and
56.8 degrees/volt.

After observing the motion of the platform it was felt that it would be
beneficial to determine the location of the axis about which an angular
acceleration was occurring . Consider a profile view showing two linear
acceleramometers with an angular acceleration such as to produce linear
accelerations along the sensitive axis of the acceleramoineters. Let d1 be
the distance from acceleramometer 1 to the point of rotation (may be posi-
tive or negative) and D be the distance between acceleramometers. Note:

= D + d1.

A0 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ t ~
k 4

Let Al and A2 be the linear acceleration of the acceleramometers in addition
to that of point 0.

Then A1 total = A0 + A1

and A1 =-d 1c~

A2 = -d 2a

subtracting A2 - A1 
= -(d2 

- d1 )a = -DcL

substituting and solving for d1 we have
- 

— A
1 

A
1
D

d1 ~ 
= 

A2 - A1

The distance D for roll , pitch and yaw, respect ively, is 12.17, 16.47 and 16.04
feet and the acceleramoineters are syn~netrically mounted about the platformgeometric centroid (see Figure 2) .

There are two important points to be made by this data. First, the plat-
form Is pitching about a point considerably in front of the geometric centroid
and secondly, the poInt about which rotation occurs is not constant, i.e.,
it moves around to a s ignificant extent. The first point is consistent with
the fact that the platform is heavier and the center of gravity Is farther
forward than originally believed. The center of gravity being further forward
and higher than originally calculated might also help explain the variation
In rotation point . (An in-house Singer memo of Apri l 25, 1977 places the
center of gravity 6.22 feet aft of the forward pivot and 4.43 feet above the
plane of pivots.)
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TABLE III

PLATFORM ROTATION POINTS

Reference d1 (feet ) Negative
Axis Acceleramometer Positive Jerk 

_________ 

Jerk

Positive Roll +y -6.69 -6.66 -6.59
Negative Rol l +Y -7.66 -5.66 -3.65
Positive Pitch +X -8.24 .-5.49 4.94
Negative Pitch +X -5.44 -6.54 -7.53
Positive Yaw +X -8.02 -7.il -8.60
Negative Yaw +X -8.5 -7.57 -8.02

Dead Time

Dead time refers to the time between which an event should occur wi thout
any system delays and the time the event actually does occur. In the present
context , It refers to the time between an applied step input and the time when
resulting motion occurs . First it should be mentioned that on one test an
8 millisecond difference in dead time was observed between the six legs when
a step was applied to the motion software program and the leg coimiand signals
were monitored. This large of a discrepancy was only observed on one out of
about 15 tests but even at this seldom of an occurrence rate could prove
troublesome.

Figure 4 clearly shows the difference in observed dead time of position
and acceleration for the same step input . This step input to heave was applied
at the motion electronics cabi net . The differences between the 40 ms position
dead time and 16 ms acceleration dead time is very logical considering position
Is a double integration of acceleration and that acceleration would have to
occur over some period of time before position displacement could be seen.
Expressed another way, if the time rate of change of acceleration (jerk) is
about 5g/sec, then if we assume that we can see 0.005 inch or more platform
movement, it would take about 25 ms of platform acceleration before we could —

see any platform motion at all. This would be an additional 25 ms dead time
in the position observation over acceleration. Consequently, using position
outputs for any type of absolute dead time investigation is extremely dangerous
at best.

Over a series of 25 s~~p inputs to the Y, Z, roll, pitch and yaw axes,
the observed acceleration dead times range from 0.080 seconds to 0.168 seconds
with an uncertainty for each reading of about 0.008 seconds. Even taking into
account this uncertainty, there is about an 80 millisecond difference in dead
times for observed acceleration. This is not surprising as this Input was
processed by the software program at the rate of 10 times per second, or
0.100 seconds between samples .

Accelera t ion Step Responses

At this point, some mention should be made of what values are appropriate
to acceleration levels in order to present a proper cue to a pilot . Gundry
(5] established the fact that subliminal levels change depending on the
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difficulty of the tasks being performed by the pilot . As air-to-air combat
is very demanding, accepted literary values may not be applicable. However,
lacking any better data, we will use generally accepted perception values of
O.08g for translational and 0.01 rad/sec~for angular accele.at~ons. A typi-
cal value for subl imi nal translational jerk val ue is 0.08 9/sec.

A series of acceleration tests were conducted where the motion elec-
tronics cabinet was driven wi th a step input to determine the absolute capa-
bility of the physical platform. During this test, two linear acceleramometers
were mounted on the platform, one 8 feet forward and one 8 feet aft of the
geometric centroid. For a connanded platform step of 7.2 inches up the front
acceleramometer showed a maximum acceleration of 0.38g and a maximum jerk of
6.8 9/sec while the bask acceleramometer showed 0.48g and 11.2 9/sec. For a
platform down coninand, the front showed O.32g and 7.1 g/sec while the back
indicated O.40g and 12.5 g/sec, respectively. The duration of positive accelera-
tion was about 0.470 sec. The difference between the front and rear accelera-
mometer indicates a pitch acceleration coupl ing of 0.235 rad/sec2. This is
23 times larger than threshold values . The excessive weight and forwa,~center
of gravity would contribute to this problem. Apparently, MIL-STD-l558 establishes
the requirement that longitud inal and lateral accelerations should be at least
* 0.6g with vertical being at least ± 0.8g. Clearly the SAAC does not have the
capability to even come close to this level .

Next, the motion software program was driven with a long period square
wave to generate step responses about a neutral platform position. The results
are suninarized in Table IV. It should be pointed out that platform up -Is +Z
motion (as opposed to down for aircraft axes).

In Table IV , jerk was determined by graphically taking the slope of the
acceleration curve at Its steepest point. This rapid change in acceleration
would manifest itself as a change in seat pressure on the pilot and should be
quite noticeable. Washout values may be found in the table for a positive
motion by looking at the maximum negative value for that variable ’s accelera-
tion.

The linear motions of V and Z are not too bad as far as fnducThg extraneous
linear accelerations. However, by almost any comparison that can be drawn,
the angular accelerations are not consistent with des-i-4d values. Washout
values are excessive and cross coupl ings between,-~êsired platform motions andother axes are alarmi ng. Cross coupling should be restricted to that induced
by the software package logic where desired representations for platform posi-
tion of the SAAC are [4].

4(2.25A~~ - sin 0)

Yp = 2(2rA - A YA)-36 0P
Z~~= _2(l +A ZA)

0.625 sin 0 + O.3l25
~~

OP 
= 0.125 

~A
= (1/16) (rA + (1/16) 8)
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TABLE IV

PLATFORM STEP RESPONSES

NOTES: 1. Max imum va lues are indi cated
2. Units: rad/sec2, rad/sec 3, g, g/sec

Notion -~~~~~~~ + - q +  -
~~~~~~

+ -
~~~~~~

/ +  -~~~~~~+ - jerk +

+5”Y .20 .20 .08 .08 .50 .68 .04 .12 .01 .01 - .8 1.9

-5~Y .25 .20 .06 .06 .20 .15 .12 .05 .01 .01 2.0 .5

+JO”Y .30 .33 .12 .12 .15 .45 .10 .19 .02 .02 .9 2.4

-1O”Y .35 .33 .06 .06 .15 .20 .19 .11 .01 .01 2.8 .9

.08 .03 .04 .006 .006

+5”Z .19 .19 .08 .12 .18 .18 .01 .02 .04 .14 .8 4.4

-5”Z .15 .10 .16 .08 .20 .35 .02 .02 .16 .04 2.7 1.1

+lO”Z .35 .25 .16 .12 .30 .28 .01 .03 .05 .26 1.5 8.5

—10”Z .38 .25 .16 .12 .35 .63 .04 .03 .27 .07 5.4 1.6

+.2~ .70 1.30 .12 .16 1.10 .55 .10 .22 .04 .02 6.0 27.2

-~ -.2~ 1.55 .65 .16 .12 .80 .55 .17 .10 .04 .04 23.6 6.3

+.20 .25 .30 .47 1.33 .9 .95 .06 .05 .12 .05 5.6 24.1

4 — .20 .20 .10 1 .41 .55 1.15 .70 .04 .06 .02 .08 32.6 7.0

+40 .30 .20 .86 2.11 1.00 1.00 .10 .07 .17 .14 15.2 39.1

— .40 .20 .20 2.35 .78 1.25 .75 .09 .11 .07 .14 34.3 11.9

+.2tji .10 .10 0.0 .12 .45 2.25 .02 .02 .05 .02 52.1 104.2

— .2
~
p .30 .25 .16 .16 1.65 .55 .03 .02 .04 .06 28.4 11.8

+.4tp .25 .37 .25 .43 1.30 2.81 .12 .14 .05 .07 41.1 130.2

-.4* .30 .18 .24 .59 2.75 1.75 .05 .07 .07 .11 50.4 22.0
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where 
~A’ ~ 

and rA are in rad/sec.

AXA, AyA and AZA are in units of g.

B is in degrees . 
-

X~, V P and Z~, are in inches . (NOTE : For the platform equations , Z~,is positive upwards.)

~ •P and are in radians.

Clearly, the lateral and longitudinal modes of motion should not be coupled.
Tabl e IV shows coupl i ng, especially pitch inducing yaw which indicates the
motion system is not behaving properly. Much of this coupling was visually
evident during the acquisition of the data. Figures 5 through 10 are strip
chart recordings of the platform’s accelerations for various step inputs.

Figures 5 and 10 clearly demonstrete the washout problem. The washout
phase of the motion which is supposed to be below a subliminal level is al-
most 50 percent of the cue signal . This washout is governed by a linear washout
scheme and the problem could be greatly reduced if a nonlinear washout scheme
similar to Parrish’s was employed [6]. Figure 6 illustrates the effect ver-
tical motion has on yaw and roll. This is undesirable and no yaw or roll
acceleration should be observed for vertical motions. Figure 7 demonstrates
a bad quirk in the system for yaw motions. The slope of the acceleration
curve changes abruptly several times during the course of the cues. It is
not known what causes thi s behav ior , but whatever is doing it should be
removed.

- 
- Frequency Response

Linear systems theory states that for a sinusoidal input to stable
l inear dynamic system the steady state output will be a sine wave of the
same frequency. As a result, l inear dynamic systems may be completely
characterized by the amplitude ratio and the phase angle of the output as
a function of the frequency of the i nput signal . One graphical representa-
tion of this data Is the Bode plot (7,8] where the amplitude is expressed
as log—magn itude, Lm which is defined as:

Lm(G) = 20 log10~G(iw)~
where G(lw) is the transfer function of the process relating the output to
the input.

Sinusoidal position responses were recorded for each of the six legs .
In addition, frequency responses were recorded for the platform’s accelera-
tion in both heave and pitch for small amplitude motion. Bode plots of the
results are presented in Figures 11 through 14.

The data used to generate these Bode plots showed several Interesting
features that cannot be included on the plots themselves. First, at fre-
quencies above 2 Hz there was a noticeable lack of symetry in the platform’s
motion, i.e., the amplitude and velocity of the up motion was less than the
down motion. Also, above 2 Hz, large variations developed In the peak ampli-
tudes at a constant frequency and higher harmonies appeared in the output.
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0.2 RADIAN PITCH STEP
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FIGURE 9

0.2 RADIAN ROLL STEP
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Some degradation of the motion occurred at input frequencies under 1 Hz
(Figure 15).

Based on the Bode plots and the time histories for sinusoidal inputs,
it is the author’s opinion that platform motion has deteriorated to the point
where -ft must be considered non-linear for input signals above 3 Hz. In
some cases the non-linear aspect of the motion may significantly affect
results at frequencies as low as 0.5 Hz.

From the Bode plots, for low frequencies the platform ’s response pretty
well behaves like an overdamped second order linear dynamic system wi th a
slight difference in each individual leg. If the natural frequency is taken
as the frequency when the phase angle Is 900, then the natural frequencies
of the six legs are 0.52, 0.62, 0.56, 0.51, 0.61 and 0.56, respectIvely.
The Bode plots for accelerations also suggest an overdamped second order
system wi th a natural frequency of about 1/2 Hz.

Due to time limitations , no attempt was made to formulate a mathematical
model for the system from the Bode plots .

CONCLUSIONS AND RECOPVIENDATIONS

The first conclusion that must be reached is that the SAAC motion system
is not performing at a level desired for training purposes. It is felt that
there are four areas where deficiencies exist. First, the present motion
hardware is not functioning properly and should be repaired and “tuned up”
to specifications. Specific problems that should be remedied are the cross
couplings of motions and the abruptness of certain modes of motion. Secondly,
there is a question of whether the hardware has the basic capability of meeting
MIL-STD-l558 governing motion platform systems. The third area of lacking
Is in the software package associated wi th the SAAC . As an example, the
present logic calls for the acceleration of the platform’s centrold, rather
than a point corresponding to the pilot. The fourth area that needs Im-
provement is in the basic simulator logic of the best method to present
cues to the pilot. For example, a non-linear washout scheme should greatly
Improve the illusion of aircraft motion.

The platform has been instrumented such that its motion can be studied.
A comparison now needs to be made between what the platform is capable of
and conditions that exist in the actual aircraft during air-to-air engagements.

Furthermore, an investigation needs to be performed on the most realistic
way to use the platfonn’s motion capability to simulate the actual aircraft.
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ThE RADIATIVE LIFETIMES
and

(
~JEN(}1ING C~~SS SECTIOHS
OF ThE A2 Z STATE OF GeF

by
Richard A. Anderson

ABSThACF

Certain diatanic intermediate species such as S1F , GeF , etc. , are
primary candidates for chemically punped electronic transition lasers .
In the case of SiF and GeF, the a”E state is probably ioW lived and it
may be possible to obtain lasing between the a”E and A2Z level .
Several ~araeters must be examined to produce~lasing between these
states . In this paper the lif etime of the A2

~ state, the laser induced
fluorescence spectrum fran the A2 Z state, and quenching rates of this
state by the He, N2 , and SF, were measured.

In this experiment laser induced fluorescence was produced in a
SII~ and F2 or Gd!~ and F2 flame directly. Initially , a Si}h1 and F2
f l e  was excited with a pulsed nitrogen laser punped dye laser4 Boththe lifetime and laser induced fluorescence spectrum of the A2 Z state
were observed. Our lifetime was 247ns and agreed well with the 230±2Ons
measured by Davis and Hadley1.

In the Gd-h, and F2 flame the (0 ,2), (0 ,1) and (0 ,0) transitions
were most intense in the laser induced spec trun. Zero pressure lifetimes
were measured for the v -2  and 1 levels of the A2E state and were
847±48 and 1035±193ns respectively . On the basis of air limited data ,
the zero pressure lifetime of the v~~0 level approximately the same as
the other levels.

No quenching was observed for He. Only lower limit values can be
given for the quenching rates of the v~~1 and 2 levels for N2 and SF,.
No quenching rates could be measured for the v -0  level . The quenching
rates of N2 on the v~— 1 and 2 states are 0.9l9± 077xl0’ and
l.287± .lSlxlO’(sec Torr) 1 , respectively. For SF, the quenching rates
were O.252± .047xl0’ and O.234± .038xl0’(sec Torr) ~~, respectively.
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INT1~ BUCFIC1~

Ikiring the past thirty years the spectra, spectroscopic constants,

dissociation energies, and ionization potentials of GeF have been

reported2 7• Many of these results have been simmarized in a report by

Suchard’. Eleven different band systems have been identified and eight

excited doublet states and the lowest quartet state have been assigned.

Spectroscopic constants are well kna~in for the ground states , X21r½ ~~~
and the A2Z ’, B2 E4 , ~~~ a~Z states . Lifetimes have not been

measured for any of the excited states.

Studies on the GeF molecule have been more limited than on SiP

since in each case the molecules are produced in an electric discharge

In GeF~ or SiF~. GeF~ is not comercially available and must be specially

prepared and this has limited the number of investigations on GeF.

Until this study it has been Impossible to measure the lifetime of

the A21f~ state of GeF in an electric discharge where GeF is re-excited by

sane pulsed means. In this study the GeF molecule was formed in a

Gd-LI and F2 flame and a pulsed dye laser tuned to a resonance wavelength

of the first spin canponent of each absorption band re-excited the

molecule. The laser induced fluorescence spectrum was recorded by

wavelength scanning the laser over the region of the GeF absorption

band. The lifetime was measured by recording the decay of this fluo-

rescent light .

38-3 



_____ 

~~“ ~~J~~~~~~~~~~~~~~~~~~~~
- ‘W~~~~~ 

- , 
~~~~~~~~~~~~~~~~~~~~~~~~ 

—
~-~ —~~~~-—--~ ~~~~~~w-—-— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - ---~r~~~

The lifetime of the A2Z’ state of GeF is needed to calculate

transition probabilities of the A2Z
4
+X2 ,T transition. Reliable tran-

sition probabilities are needed to ieterinine abindances of GeF in

stellar atmospheres , to determine the reliability of theoretical

wavefunctions which are used to calculate Franck-Condon factors and

transition mc*nents, and to determine potential optical gains in laser

applications. The CeF molecule is a candidate for a potential chemical

laser via the a4Z~~A2 E+ transition.

Quenching rate coefficients for three added foreign gases were

determined for the GeF molecule. These data are of interest if a

chemical laser is developed using the GeF molecule. The amount of

quenching of both the a4 E and A2E+ states nust be known for a large

number of gases which might be produced or used in a chemical laser

system.

Three objectives of this research were acccinplished.

(a) A flame of Gel-LI awl F2 was used to produce the GeF molecules

and the best pressure parameter was determined to produce a laser

induced fluorescence spectrum of the A2Z~+X21r transition of GeF over the

region fran 4100-4500 A.

(b) Lifetimes of the v~~0, 1, 2 levels of the A2 Z state were

determined at several total flame pressures so the zero pressure lifetime

can be determined for each level.

— ~~~ -— -~~~~~ -~~~~~~~~~~~~~~~ - - ~~~~~~-— ~~~~~~~~~~~~~~~~~~ --~~ ~--
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Cc) Lifetimes of the GeP molecule were determined for several

pressures of added foreign gases, He, N2 and SF, , and from the Stern

Volmer curves the quenching rate coefficients were evaluated.

ECPERIMB-’TFAL APPARATUS ANI) RE~ JLTS -

A fluorescence cell used by Captain R. A. Armstrong in previous

research was modified to Include side arms with Brewster angle windows

which were opposite each other and laser light was Incident through

them. The laser light fran a Molectron Spectroscan 10 dye laser was

focussed to a tight’beam in the center of the fluorescence cell •
- - 

elongated windows at right angles to the side arms and the laser beam

allowed us to view the laser Induced fluorescence . The flame nozzle

position could be varied In vertical position so different positions of

It the flame could be irradiated by the laser. A two inch diameter ring

with ten holes was placed on the bottom of the cell. Foreign gases

could be Introduced into the flame region with mininun disnçticn of the

flame. The ring was four inches below the nozzle.

The GeF spectrum of the A2E
4÷XZlr transition in a Gd-LI and P2

flame was recorded. A McPherson Model 218 0.3 m nionochrmator, ~~A 1P28

photamiltiplier, Keithley Model 155 microvolteeter and ii.ill detector ,

Hewlett Packard Model 7l00~4 strip chart recorder with a l7SOOA plug-in

aanplifier and a Power Designs Model 2K- b photcmultiplier power s~çp1y

- 
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were used to record the flame spectrum. This spectrum was compared with

those of Andrews and Barrow2 , Martin and Merer7 , and Suchard ’s8 tables.

The spect”un was in agreement with those in the literature after the

monochranator was calibrated with a Hg lamp. Figure 1 is a schematic of

the apparatus.

In order to determine if a lifetime could be measured directly in a

flame, a SiHh and F2 flame was examined. Optimum pressures of He , Sill,,

and F2 were determined by maximizing the SIF A2Z~.X21r laser induced

fluorescence emission. The laser beam was carefully focused into the

cell to obtain maxinn.nn signal and the filtered photomultiplier was

carefully adjusted . The SIF was pumped by the first spin component of

the (0,0) band of the A2E’.X2.ir transition and the second spin components

of the fluorescence was detected with the photaiultiplier. A lifetime

of 247 ns was measured. Capt Davis and Dr. Hadley1 had measured a zero

pressure lifetime of 230±20 ns for the v= 0 level of the A2E’ state of

SIF . Davis and Hadley did not observe self quenching in the S1F signal .

They produced S1F in a microwave discharge in SiFk . The agreement was

excellent indicating the technique would work. A laser induced fluo-

rescence spectrum of the SiHh awl F2 flame was recorded and- the (1,2)

transition was most intense while theoretically (0 ,0) transition should be

most intense.

The line width of the Molectron Spectroscan 10 dye laser was

recorded at 4243A. Molectron 70354-2 Bis-MSB dye was used in the laser. 

-,-~ -~~~~~~~~
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A McPherson Model 2051 ]in monochromator, 931A photomiltiplier, JCeithley

Model 155 microvoltineter and null detector, Hewlett Packard Model 710004

strip chart recorder with a l7500A plug-in amplifier , and Power Designs

Model 2K-lO power supply were used to record the laser line width. In

Figure 2 is the recorded laser line and its width is about 6 A.

A Products for Research, Inc. Model TE-104-TS-RF refrigerated

housing with a RCA31034 photamiltiplier tube, filtered with a Ealing 26-

4275 broad band cut-off filter, was our detector for the GeF emission.

The detector was powered by the Power Designs Model 2K- b power supply

operated at l000V. The signal fran the photamiltiplier was amplified

with a Hewlett Packard Model 461A wide band asplifier. A PAR Model 162

boxcar Integrator with a 164 plug-In integrated the signal fran the
amplifier. The output fran the boxcar was recorded on the Hewlett

Packard Model 710004 strip chart recorder. The time base of the boxcar

recorder system was calibrated by recording a sine wave fran a Hewlett

Packard Model 33l0A ftniction generator whose frequency was measured on a

Hewlett Packard Model 5327A counter .

The detection system had to be continuously checked for overload

fran scattered laser light before data were recorded. The output fran

the Hewlett Packard Model 461A amplifier was monitored on a Tektronix

Model 454 oscilloscope. Overloading of the photamiltiplier led to
ringing and undershoot of the signal at the end of the laser pulse. The

I
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voltage applied to the photanultiplier was varied to ascertain if

overloading occurred. Each data nm was monitored for photanultiplier

overload before it was recorded. We also ran tests to check for impris-

olinent of radiation by taking data of the laser induced fluorescence

emission at several different laser beam positions in the cell. No

imprisorinent was noted.

Theory shows that the Franck-Condon factor is largest for the (0,1)

transition and decreased in the order (0 ,2) and 0,0). These transitions

of the A2E~ system were pumped at the wavelengths of the first spin
0

component which are 4163, 4236 and 4310A for the (0,2), (0,1) and (0,0)

transitions, respectively. Using both the Molectron 70354- 2 Bis-?~ B and

70335-2C120 dyes the laser induced fluorescence spectrum of GeF was

recorded fran 4100-4500A. The laser was set at the peak intensity of

the (0,2) band at about 41631k and the boxcar integrator was scanned in

time well past the peak (~l50ns) and held at this time position in the

decaying fluorescence signal. With the optics , photcmultiplier position ,

and the gas pressure adjusted for maximum signal, the laser was scanned
0

fran 4100-45001k using the two dyes and the laser induced fluorescence

emitted by the cell was recorded. Figure 3 is this spectrum . The three

maj or transitions , (0,0), (0,1), and (0 ,2) are seen along with sane

other laser induced emission bands.

Using the Bis-~~B dye and the Ealing 26- 4275 filter the laser

induced fluorescence could easily be observed for the v-l and 2 levels

~,oo
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of the A~E’ state. The filter had a transmittance of approximetely

0.001 for the first spin caiçonent of the (0,2) band and approxlamtely

0.01 for the (0,1) band. For the second spin caaponents of the (0,2)

and (0,1) transitions the tranmnittances are approxImately 0.30 and

0.70, respectively. For the (0,2) and (0,1) transitions the second spin

component was nearly exclusively observed. The scattered laser light

tuned to the wavelenths of the first spin components viewed through the

filter was negligible.

In order to pui~ the (0,0) transition Cl20 dye was used and again

the GeF in the fluorescence cell was pu~ ed on the first spin cuçonent

of the A2Z4 +X2w transition. Using the Ealing 26-4275 filter the transmittance
0

of this component at 43101k was approximately 0.25 and the second spin
0

component at 44921k was 0.85. Since large mnowits of the laser pta~ ing
0

light at 43101k were transmitted by the filter , there were serious problems

with scattered laser light. In both the foreign gas quenching and self

quenching experiments, the fluorescence signal was reduced and it became

very difficult to detect the fluorescence signal fran the scattered

laser light. It should be mentioned that in the case of SiHh and F2

flame , there was no problem with scattered light. fl~ Sip was ptm~ed at
I

43681k and the fluorescence signal of the second spin coaçcnent occurs at

44001k. The Ealing 26-4275 filter has a high transmittance of both of

these lines , approximately 0.4 to 0.5, so scattering should have been

- - 
strong in this system, but it was not a problem.

389
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We were able to take two self quenching lifetime measurements

without scattering problems for the (0,0) transition. These measure-

ments were at 6.2 and 7.2 Torr and the lifetime values were 667 and 639 ns.

In order to make either of these two measurements the incident light had

to be baffled so there was an actual loss of pump light . For the (0 ,1)

and (0 ,2) transitions the focussed laser beam could be transmitted into

the cell without baffling of the main laser beam. Two apertures were

used to r~~ ve sane fringIng light which did not correspond to the main

laser beam. It was impossible to make foreign gas measurements for N2

and SF6 on the (0,0) transition.

Figures 4 and S show typical decay curves for the (0 ,2) transition

at a given He, GeHk and F2 total pressure (background pressure 0.8 Torr,

helium pressure 6 Torr, fluorine pressure .12 Torr , and germane pressure

.15 Torr). Figure 4 is the raw decay curve for the v=2 level of the

state of GeF and Figure 5 is the semilog curve of this data. These

figures show typical signal to noise of the data.

In Figures 6 and 7 are shown the self quenching data for the v~~l

and 2 levels of the A2E4 state. In this case the smallest total pressure

was 6.2 Torr and this corresponded to the He, GeH.. and F2 mixture which

gave the best laser induced fluorescence signal. The pressure in the

system was changed by varying the puTiping speed through the fluorescence

chamber Which led to a proportional change in the He, Gd1~, and F2

‘0.-in
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pressures . The settings on the needle valves for GeH~ and F2 and the
flow meter settings on helium dilutants were net changed. The total

pressure was varied by an amount of S Torr by varying the pt~~ing speed

on the chamber. The variation In the lifetime over these pressure changes

are shown in the figures. The points were fit by the least squares

method and fran the zero pressure Intercepts the lifetimes were cal-

culated. For the v — l  and 2 levels of the A2E
4 state of GeF the zero

pressure lifetimes are 1035±193 and 847±48 ns, respectively.

Quenching measurements were made for three foreign gases, He, N2 ,

and SF1. Helium did not show quenching over a pressure range of 6 Torr.

Helium is the carrier gas for the Gd14 and F2 flame and could be used In

any chemically pueçed laser which might be developed.

Nitrogen might also be a possible carrier gas for a chemical laser

and it is definitely an atmospheric pollutant to an evacuated chemical

laser . The quenching of both the v uil and 2 levels by N2 was examined.

Nitrogen strongly quenched both levels, so when 1.5 Torr of N2 was

added , meaningful signals were difficult to resolve fran the scattered

light and noise. Since gases were net mixed directly with the He dilutants

but were introduced by the ring at the bottom of the chaither , we are not

certain of ca~~lete mixing with the flame at all pressures. If the

amount of mixing was not ccq,lete and varied with the added gas

38-11

- -— —  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~ -~~~~~—~ .- - - -- —-— .



- 

~~~~~~~~~~~~~~~ ~~~-~. . - -;~r--~~~~- 
~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~

pressure, one would not expect the quenching to be linear. As a result ,

the Stem Vo]iner curves would be curved lines not straight lines as

expected fran theory.

L~~~L + k p  (1)
T

where T is the measured lifetime, 
~ 

the lifetime with~~t foreign gases

added, Ic the quenching rate coefficient, and p the foreign gas pressure.

Figures 8 and 9 are the Stern Volmer curves for both N2 and SF6 for the

v-l and 2 levels. For both gases and levels the data can best be fit

by a straight line. Also the curves for both gases and for both levels

- 

- intercept the reciprocal lifetime axis at the same point. This intercept

should correspond to the reciprocal of the lifetime for these levels at

a total gas pressure of 6.2 Ton- (fluorine pressure 0.12 Tori- and

germane pressure 0.15 Ton-) .

Sulfur hexafluoride is an extremely stable molecule and should have

a small quenching effect on the flame. The data indicates for both
levels that the quenching is small, but not entirely negligible.

Since we can not be entirely certain of complete mixing under all
foreign gas pressures, the quenching rate coeff icients evaluated fran

the Stern Vo]mer plots in Figures 8 and 9 will be considered to be lower
limits on their value. The data were fit by the least squares method.

— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ j
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For the v~~1 and 2 levels for N2, the quenching rate coefficients are

0.919±.077x10’ and l.287±.lSlxlO’(sec TorrY ’ and for SF6 they are

0.252t.047x 10’ and 0.234±.038xl0’(sec TarrY 1 respectively. From the

intercepts the lifetimes of the v’—l and 2 levels at a total gas pressure

of 6.ZTorr can be evaluated and are 6O6±2O arKI 655±53 aM 660±ll afld

633±12 ns for N2 and SF6, respectively. These values correspond closely

with the measured lifetimes for this gas pressure of 658 ns for the v’ 1

level and 641 ns for the v — 2  level.

DISCUSSICt4 A}~) C(~1CLUSIONS

Laser induced fluorescence of the GeF molecule can be easily observed

in a GeR , and F2 flame. Fran the laser induced fluorescence spectnai it

is seen that the (0,1) and (0 ,2) fluorescence are adequate so reliable

self quenching lifetimes could be evaluated over several total pressures

in the fluorescence cell. FIgures 4 and 5 are typical decay curves for

the v’-2 level. Figures 6 and 7 axe the self quenching curves for the

v — l  and 2 levels. Fran zero pressure intercept the lifetimes of these

states are l035±l93ns for v~~1 and 847±ns for v —2. The difference in

lifetime between these states is greater than the error expected in the

experiment. Fran our data the v#_2 level has a slightly shorter lifetime

than the v~—l level.

It was Impossible to make as extensive measurements of self quenching

on the v•0  level as on the v-l and 2 levels. Large am~ mts of

_________________________



- ~~~~~~~~~~~~~ -~~~~~ -

scattered laser light were observed in the (0,0) emission because the

filter had a large transmittance at the laser wavelength. The self

quenching signal would become buried in the noise when the total pressure

increased because of quenching and shortening of the flame . Fran our

limited data, the zero pressure lifetime of the v ’ O  level should be

close to the zero pressure lifetimes of the v~—l and 2 levels .

The lifetime of GeF is four to five times longer than the lifetime

measured for SIF. This increase might be expected as one progresses to

heavier members of the monofluorides of the carbon subgroup. Even

though, they are not good candidates for chemical laser the lifetimes of

— various vibrational states of SnF and PbF should be measured.

Fran our quenching data we can conclude that He does not quench the
Gd~ and F2 flame , so it is a desirable carrier gas . Relatively stable

SF. gas has a measurable quenching effect on the flame and would be a

less desirable carrier gas. N2 quenches the flame strongly and can not

be used as a carrier gas and must be excluded from the system. The

measured quenching rate coefficients are lower limits since we are

uncertain of cai~ lete mixing in the flame. The lifetime evaluated fran

Stern Voimer plots are in excellent agreement with lifetimes measured at

a total gas pressure of 6.2 Ton-.

In future experiments our quenching rate coefficients for foreign

gases must be re-measured. The foreign gases should be used as the

,e~ • 0  

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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carrier gases or mixed with the heliiin carrier gas. In this way, the
foreign gas pressure can be accurately known in the flame region.

The author is indebted to the entire staff of the ~~ace Laser
Technology Section of the Chemical Laser Branch of the Advanced Laser
Technology Division of the Air Force Weapons Laboratory for providing a
pleasant and helpful work envircmnent . I am especially grateful to

Captain Steven Davis and Major David Olson for providing the equipnent,
facilities, and technical assistance. The project would not have been
completed without the valuable assistance of Leonard Hanko, Virginia
Hanratty and James Francis.
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TRANSIENT FIELDS FROM A VERTICALLY

POLARIZED DIPOLE RADIATOR ~‘1ITH A

RAMP-FUNCTION INPUT VOLTAGE
by

M. D. Bradshaw

ABSTRACT

The objective for this effort was to study the correlation between

theory and experiment for the transient radiated fields for one of the

various ~ fP simulators now in existence. The specific antenna studied

was the vertically polarized dipole radiator .

The latest previous analytical work was compared with existing

experimental data on the VPD—l facility at the Air Force Weapons

Laboratory. The theoretical values were found to be larger than the

measured values. The model which was used in this analysis had a unit—

step type of input voltage to the antenna.

An analysis was performed in which the input voltage was changed

from the unit—step function to a ramp—function which becomes a constant

value at some time T1, which is a variable. For small values of this

parameter, the fields compare closely to those of the previous model.

However, they do match the experimental values more closely.

The final part of the study examined the effect of the finitely

conducting ground screen and earth over which the antenna is erected.

The previous studies have all assumed ground planes which were perfect

conductors, of infinite extent. A method of handling the ground plane

and earth conduction effects is presented .
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INTRODUCTION

In connection with the analysis of E~1P effects, there has been a
great deal of interest in the calculation of the transient fields radiated
by various types of antennas. Because most of these antennas have very
complicated geometrics, it is very difficult to model them exactly in order
to derive an analytical expression which can accurately represent these
transient radiated fields. Furthermore, most of the analyses have used
simplified models of the pulser and include ground effects by assuming
that the antenna is on a perfectly conducting ground plane which is
infinite in extent. In addition, the current distribution on the antenna
is generally assumed to be of a type which lends itself to analytical
techniques.

A good example of the above procedure is in the papers which have
analyzed the fields of the vertically polarized dipole ~~P facilities,
either in use or planned at the Air Force Weapons Laboratory. Baum has
used a transmission line model to determine the far-fields of this antenna
when it is resistively loaded.Z3 The effects of the near field components
is included by the process described by Singaraju and Baum.4 They show that
the additional field terms present can be derived from a knowledge of the far—
field value of the theta component of the electric field.

There are more involved approaches which model the antenna as a collection
of wires and use a moment technique to model the current distribution and
calculate the fields of the antennas. Blackburn and Taylor5 used this technique
to compute the fields radiated by an antenna similar to a Hybrid Simulator
located at the Air Force Weapons Laboratory.

The major difference between these two approaches is the amount of com-
puter time needed to calculate the radiated fields. The “fine—grain” structure
of the field is obtained by the moment method, but there is a corresponding
increase in the time and size of the computer analyses.

Thc initial objective of the study was to compare the theoretical values
of the fields radiated by the vertically ~ola~ized dipole with the experimental
results which had previous been obtained.’~

67
~ In the process of this investi-

gation, it became apparent that the model used had some problems which would
not allow good agreement between experimental and calculated values. There-
fore, a different form of the generator model input voltage was studied, which
produced somewhat closer agreement. However, there was still a divergence
between the analytical and experimental values and it was felt that this
might be due to the assumption regarding the ground plane. There has been
considerable work done for steady—state situation with respect to ground con-
ditiona(8’9’~°41

) and, more recently the problem of transient d
~~

t
~~kt 

with
the presence of a finitely conducting ground has been studied. ‘ ‘ ‘ The
effects of the ground plane and finitely conducting ground are very difficult
to work into a completely theoretical analysis. However, it was possible to
include these effects in a simplified manner in the frequency domain. By
making use of the FFT, then, the effects in the time—domain could be studied.
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The report is broken into three major sections: The comparison of
the radiated fields with experimental data using the model of (4) the
analyses of these fields when the input is changed from a step to a ramp—
input; and, the effects on both of these models when a finitely conducting
ground screen of limited extent is assumed to lie on top of a finitely
conducting homogeneous plane ground.

CCEPARISON OF THEORETICAL AND EXPERIMENTAL FIELDS FOR THE VPD-l FACILITY

The VPD—l facility is described in detail elsewhere.’6~ The fields
wer e mapped at several locations under two different efforts.~

6’7~ In
this section, these experimental results will be compared with the analytical
results derived by Singaraju and Baum.

In making the computations, it was found simpler to use the E9 field in
the form given by Baum in (1) and then perform the indicated operations in
order to get the final results. In addition, it was found that a relatively
simple form for the fields in the frequency domain could be obtained by
straightforward complex number manipulations.

A brief review of the method used in (4) will be given here.

Define the following quantities.

-

Ef (r) = far—field theta component, in frequency domain
9

Ef 
(~) = far—field theta component , in time domain

9

The field In the frequency domain is expressed in terms of a normalized
far—f ield, as

‘

~~~~ 
6:) _  

~YL ~~~~~~ ?‘(e~ 
(1)

9 
~
- I,

where:

f — geometric factor .~~~ .j. IN ( zh (2a)

h = half—height of antenna (2b)

a — mean radius of antenna (2c)

— complex propagation constant, in free space, — s/c (2d)

— voltage applied to antenna by pulser , volts (2 c)
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Now define the quantities and as

) ‘(Ø) ma t~~
0) (3)

)‘~‘(e) m 
~~1IL (4)

where : — normalized rad ian frequency — S (~) (5)

The total field is now expressed as a combination of

and of the form

~~ ~~~~~ -~~~ L] 

~~~~~~~~~~~~ 

+ ~~. fj~. ~e)1r%46
~where: r — radial distance from center of antenna to point

of observation

In a similar fashion, the and fields can be expressed as:

~ [-
~~

‘
~ 

~~~~~~~~~ T
1 )~~~~~~

h
1d}

8)

~ ~~ 
(9)

In the time domain, the far—field theta component is expressed as:

64 . f..!L1.L ?h(e) (10)

where: is the inverse Laplace transform of

Define the two corresponding quantities and now as
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~ J ” ~~’(e)~~, (11)

~~IeJ = 5 ’ T ’
~~’~~~ 

(12)

where is the normalized retarded time defined as

~~, ____ (12)

I’
The time—domain fields corresponding to the frequency domain fields

given by (6), (8), and (9), are respectively

E.(~ *1 2 1 - ~
-
~j ’(OJ+*J ’(.J+(iIr’(e)I (13)

~ 2 cot4 -.~~~~~~~. r,~
e, ÷~~~~)2~~~

(
~~
,] (14)

— 

±~~~~~~~~~~1.T ’(91 ++ ?~~
e
~1 

(15)

Nov using the form of 
)
“(. )as derived initially in 

(1)
, we have

1’ .~!!!Le. I ~ _ _ _ _ _ _ _ _ _ _ _ _ _z(¼’.t s( ) I_COtQ
s~(j co:.) ‘J(l6)

.4 $ re ~
5h (I..c.ieI — I  i(14c.te)L Sh(,..t c..re) 

-

where: (17)

o(~~ 1+
and c = an tenna capacitance (18a)a

— generator capacitance (l8b)

as 
Following Baum , we can write the time—domain form of this function
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3.LLf 

{ 
~~~~ ~ *

- ‘fl;,

+ ...L (19)

‘I (‘ usI’ ($+c.,.,t ~~

+ ~~~~~~~~~ +1 - e~~~~ 1~4~ )
1

where.

(20a )

lb r — ( i s ~.i,~ 
(20b)

P.r 1orn~~ng tho tn teMrat tona Ind luit ed by equat Ions (11) ~nd ( 12)
result th

f3 (e)~

(21)

$ 
+c .~ ~1y~

T3 i.i ”

(22 )

Ut Cy~~~~~~~~~~~ j  (
~
.

Where, t~~*- eompaetne~*a , C 1
, C~,,, C .~ and are defined a m :

_ _ _  
___ 

()ia) C~~ ~~~~~~~~~~~~~~~~~~~~~~~
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— (23c) Cu . — (23d)
‘

The form of these answers appear to be different than those given
in (4) 

, but the use of trigonometric substitutions shows that the results
are identical. Note that for this form of the answers, the important case
of 9 — 9Q0 is easily handled since C1 

= 2, C2 
2/,~ , C~ — C~ —

and 
~~~ ‘4 _ . Thus the solutions are greatly simplified for

this particular case.

Using the same idea in the frequency domain, we can write the
expression given in equation (16) in the form

~~~~~ 
ssN~~~~~) 

I —
-

~~~~~~ I 
‘ 

~~
“

~~‘ (24)
+14~~~.~~~~~~~~

4-.L +~1
1
~where: = normalized freq~en~ r S~ (25a)

Wg
~

.Wh(l ..c..s.) (25b) ~~~~~ W1q (i +coi e~ 
(25c)

Now, note that the bracketed quant it~’ in equation ( 6) may be put in
the form.

t I ~ I r’(.II ~~~~~~~~~~~~ L-t~’-~ ’1 (26)

Where:

T L

II w J . I  • %‘4A~ 
S (2 7)

U~ 
cc: (28)

and ~~ is the pha~~ angle of r,’,.) . In this form only the magnitude
and angle of the ~%‘I 4 term needs to be computed to get the total

field , or any particular (~~~value.
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These expressions were put on a small computer and plots made tocheck the agreement with the_plots given in (4). The 7 ’(e), 12 (el .
I (~~) , and ~ ~‘(.i I terms all were in good agreement.

However, when the total field quantities were computed , i.e. HA , E and E9there appeared to be some difference in the plots. In addition, liSte
that the time scale on the time—domain plots from (4) do not appear to be
correct. The calculated field is compared with a measured field from (6)
on Figure 1. Note the difference between the curves, especially the peak
amplitude of the pulse. The frequency domain results are compared on
Figure 2. Again, note the differences between the theoretical and experi-
mental values.

Next, these equations were manipulated into a form where curves could
be generated which could be compared with the experimental data obtained
in (7). This involved computing the peak value of E

9 
and B

0 
and then

multiplying these values by either r or r2 to generate curves of the form
given in (7) as Figures IV—2 and IV—1. One of these curves, E9 

versus
is shown on Figure 3, which compares the theoretical and experimental values.

Comparison of these curves with (7) showed that the analytical peak
results are always larger , by a factor of almost 2, than the experimental
results. In addition, the analytical results did not curve up as r gets
smaller in the sam e manner that the experimental curves do, for the rE9
and rBO fields. This latter effect is due to the assumed step function
input used in this model and can be explained quite simply by noting the
nature of the solution.

~.ecal1 thai the total field is of the form given by equation (13), 
where

7~iei and ~~I.I defined by equations (11) and (12), respectively, are
computed as the first and second integration of )1’Ie$ with respect to

• The plotted curves compare the calculated peak field values with the measured
peak field values. Because of the assumed step—function input, the calculated
peak fields will always occur at~~’~ 0. Here, ~~ I9J and ~~~~ will , by
definition, always be zero. Thus the determination of the peak field values
will always depend on only Z’( II  . A different type of comparison, i. e.,
the final values of the measured fields and analytical fields will allow
the effects of and ~,‘1e) to show up in the analysis. In
order to overcome this deficiency in the model, a different type of input
voltage is analyzed in the next section.

ANA1XSIS OF THE FIELDS FOR A R.A1~ —TYPE INPUT

The same basic model as used in (1) will be used here. However,
instead of a step input, a ramp which becomes a constant value, will be
used. This waveform is shown below in Figure 4.

.

_
t

Figure 4 — Ramp—Input Used for Analysis
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By using the “gate function” defined by Cheng,15 we can write this as

V(*)~~~ ~~~~~4kJ _ (4
~zi 1+V.u(*-rv~ 

(29)

In the frequency domain

v(s~ (30)

Simplifying

V(s) ~ .
~~~~~~~

— ( i — e ’ ” ~~
’) (31)

Note that this expression has the correct limiting value as T .~~O. By
the use of the method of L’Hospital, one can easily show that1V(s) goes
to Vo/e as T1—~ ’ 0. Note that by adjusting T1, the “rise—time” of the
pulser voltage can be analytically controlled . However, this is still
a very simplified model of the pulser.

We now follow, exactly, the procedure used by Baum in (1) and replace 
~gby v ~~~~~~~~~ 
S

7;,’. ~~
Solving for X( vg we find

_ _ _ _ _ _ _ _ _ _ _ _  
(32)

where th and Boo are as defined by Baum . Note that the evaluation of the
field , using the integral of equation (21) in (1) , is not affected by this
change in the input voltage and the normalized waveform given by equation
(16) is therefore modif ied to become

_ _ _ _  
I 

_ _ _

z’ 
~ 

1(S~44 I  
~~~i(~~’c•’~~)

_ _ _ _ _ _ _  (33)
I

+ ~~ - ( I - e
~~(I t c.ieg 3~ (s4~.s gL
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A check of the algebra and normalization factors introduced to this point
can be made by again letting(7 -~‘O with the result that equation
(33) will reduce to that given by (16).

(Note: the terms , etc. will be used in the same sense
in which they were used in the previous sections. It is to be understood
that these are not the same values as obtained previously, but a new set
of variables corresponding to the ramp—input voltage. When comparisons are
made they will be labeled “step” and “ramp” as appropriate.)
Multiplying the 

(i ’  e~~ sk ’I term in , we obtain the following result:

- 

~~~ 
i ~ __

~~~ ~~~~~~~~~~~~ ~I~(SII+~~
) fl’S (Ss~4I()

+ e ’~~B 
— ce ’S h h ¼  ~~~

Sk(SI44) —

•1S~(sI .f c~) —} 
(34)

where:

tI~.I—COSG (35a) 8— I + cosa (35b)

(35c) (3M)
8 D A% ~

Invert (34) nov to obtain

IS,,. I - -.~r2(T.j *~~ S ~“ S c
i

_4)
~
)+

~~~~~(._ 

~~
_
~~Iu

r)b)1:’ .1

I t i — e ”’t~ 
I’ 

+ i-. e ’~~ 
‘
~jfr~ 

(36)~~ A~ L~~ —~ YVj
— UL I L .

~~~
.
~~‘P~L]vh~) ~~~~~~~~~
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In this expression

(36a) 
~~~ 

(36b )

(36c )

-~ 

-

Note that the original step input resulted in three “switch—on” times,

~~ 

, and ‘~~~ . The ramp input includes terms with these switch—on
times and introduces three new t imes, ‘g’~ , ‘~ j , and )‘

~
‘ . Each one of the

three new times corresponds to one of the original t imes with an additional
delay of 1’~ 1mj, . The functional form is the same, with a negative sign
and this amount of delay . Thus , the or iginal positive going ramp is followed
by a negative going ramp., of the same slope, with this delay of WIIk~

. Note
also that the functional form of the terms with unit step multiplier s of

~~~~, and “i. are different because of the ramp input.
S I I

In order to get ~~ 
(is) and ~~ (is) , equations (11) and (12) must be

used again . The result of these integrations produces functions of the
form shown below:

. ~[cc+i.~(~ ~~~~~)1e1 J11t?
~
)

~
+ 1~~~~~ +~~~(s_e~~~~~ +T~~3

u(1
~J
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Note that, to be really descriptive, we should define these functions
as ) ‘(. ~,~ f4~since changing any of these parameters will change the shapeof the ~uncti~n. The values for X’I•).~~#nd ~

‘(e) plotted in (4) are the
values of these functions for = 0

The manner in which the%(5) function varies with 7i//q, , for fixed
values of 9 and Sc , is shown in Figure 5. The curve is plotted for 9 — 9Q0

and ~~ — 1, which is an important case. The parameter which came in
naturally by the normalization process is identical with the parameter ‘J’~the normalized~ risetime, defined in (6) . Similar curves have been calculated
for )‘(eJ and J1~,(e) , but will not be shown here because of space limitations.
They are plotted in an i~iWl. report. (16) The variation of with 9, for

— 1 and EM~ equal to 0.10 is shown in Figure 6. The curves given here
should be compared with those in (4).

There is not a large difference between these functions for the step
and ramp inputs when has the value of 0.10. The effect would be more
pronounced if ’P~/,(~ were larger. The major effect introduced into the field
calculation is that , at least for small values of 

~~~ 
the peak electric
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and magnetic fields will occur at)~ii.T,I,e~now, instead of ‘1~ = o. This
will allow 

~~
‘
~$) 

and to }~ave finite values and influence
the shape of the transient fields for smaller values of n h. To illustrate
this effect, the E9 (~*) field is computed using equation (13) for valuesof r — 55 m and 4 — 300 m for the VPD—l data and a

~~~ hvalue of 0.10. The
results are shown on Figures 7 and 8 in comparison with the step—input case.
Note that there is a greater variation in the shape of the curves at r = 55
meters than at r — 300 meters.

The peak values of the electric and magnetic field were computed for
different observation heights as a function of distance away from the
antenna. The values were also multiplied by either r and r’ to generate
curves of the form shown in (7). The comparison of the peak values of
E0 and rE9 for the step and ramp inputs are shown on Figures 9 and 10.

Introducing the ramp input voltage has lowered the peak value some-
what. However, they are still higher than the values measured experimentally.
It is believed that this is due to the inadequacy of the assumption of a
perfectly conducting ground plane . Therefore , this topic is discussed in
detail in the next section.

EFFECT OF THE GROUND PLANE AND EARTH ON THE TRANSIENT FIELDS
RADIATED BY A VERTICALLY POLARIZED DIPOLE.

The earliest att~~pt to take the effect of a finitely conducting earth
into consideration in computing the radiation from an antenna was done by
Soumierfeld8 in 1909. TI~e problem has been of considerable interest since
that time and Norton (9~, in 1936—37, provided a method of defining
a “ground attenuation factor” to take the effects of the earth into account.
J. R. Wait(1°’11’12) , in the early 1960 ’s extended the analysis to include
the effect of a finitely conducting ground plane, of limited size, lying on
a finitely conducting earth. All the techniques mentioned here have been
derived for a single—frequency steady state analysis. In general, the
results are very complicated functions of the parameters and involve the
computation of definite integrals of considerable complexity.

Therefore, rather than trying to do a rigorous analytical solution of
this problen, it was decided to use simplified approximations of the effects
of the earth and the ground plane, in the frequency domain, by adapting
the results of these previous analyses to a transient type of solution.
This will be done by defining the effects of the earth and ground plane as
functions of Wh, the normalized radian frequency such that the final
antenna pattern, as a function of frequency, is of the form

~ P(w,,~ ~1(”t~ ~;d’4’L~ 
(39)
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where:

— free space pattern (40a )

— Earth attenuation factor (40b)

— Ground Gain factor (40c)

The earth attenuation factor and ground plane gain factors will be
defined in such a manner that their product will become a constant equal
to 2 , for all frequencies for a perfectly conducting ground plane of
inEinite extent . In the other limit, as the size of the ground plane
shri. ’k3 to zero,~ Cp (u)i~~ will approac h a value of 1.0 and only the
earth attenuation factor will be present.

We will consid er the earth attenuation factor first. Following
Norton(9) we can define the attenuation factor o the form

F ~ 4 ‘~~~w 
~~~~~~~~~~~~~~ 

(41)

where: w — 

~A!Jtc~
.. ~~~~~~~~~~~~ + _ _ _ _ _ _ _  

(42)

and: I (43)

~ _ _ _ _ _ _  

(44)

e~4c(-~ i~~ — 
~~~~~~~~~ 

(45)

(46)

At the surface of the earth, where — 0, the absolute value of this
function has been evaluated and is of the form:

A ~! J J + .~ 
(47)

39-23



- 
• • 

- 
• 

• - 

~~~~~~~~~~~~~~~~~ -~~~~

where:

P1 ~ (48)

p~~ 
TP (49)

b * 4ui~...I(J+.4~ (50)

Norton has provided an empirical function which approximates this
curve, of the form

A a+o.3P 
— 

(51)
o.6p 1+P+ a. a

It is this latter function which we shall use to define (G.(Lt’~,(.We need to have A as a function of(iF~. By using the substitutlon ,
can be put into this form

(52)

Using typical values of ~~~
‘ and £r from (6) of Cr = 15,~~~~

.IZ*I0~~
I$Wmeter and the h value of the VPD-l1curves of~~~(a~j~is a function
of Wh were computed for r values of 55 and 300 meters. ‘these curves
are shown on Figure 11.

The ground plane gain factor is not obtained so simply. Wait 10 shows
• that the effect of the ground plane can be approximated by a factor (l+JL )

which is nniltiplied by the ground attenuation factor of Norton. For a
circular screen of radius a which is large compared to the wavelength of
interest , he shows that this factor is of the form

_ _ _  
(53)

.7.

where is an integral over the ground screen of the form

-~ 
_ _ _ _ _  

I
G ‘ 

(zc ~
£

~
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and Z is the impedance of the earth, Zs.is the impedance of the screen and
is the impedance of free space. He gives values of the ~~~

‘ function
for 11*. values of 5, 10, 20, 30 and 100, in a set of tables. Values of

both magnitude and phase, for a 
~ 

value of ~~
0 are shown , in tabular

form in Table 1.

Although the curve was calculated for various values of k& , it can be
regarded as a function of frequency since k ‘~~~ =2W 14. Putting this Into
a normalized form by multiplying and dividing y h gives

IC.. ( a 9 ~~(#~ .~ Wk ( .~~ (55)

and the ka factor is seen to be the normalized radian frequency t4~ multipliedby a factor which is the ratio of the ground screen radius to the l~alf
height of the antenna. For the VPD—l facility, it appears that this ratio
is of the order of 1.0—1.2.

It is possible to model the Za ’ factor in terms of a wire grid , or a
series of radial wires, etc. For simplicity, consider that the ground
screen is a very good conductor , so that Z’f’ Z~ 

• Then the expression
for 4~ reduces to

~~~ 
(56)

Putting in the expression for the impedance of the earth and
• introducing the normalized frequency~~~, we have

-~~ 

~~~~~~~~~ 

$ (57)

.

Using a value of h/a of 1, for which ‘
~
-
~~~ ~~~h 

the ground plane gain
factor , ~~~~~~~ , which is simply 1 +J..., , was computed for values
of ka of 5, 10, 20 , 30 and 100. From physical considerations, it can
be seen that 1. +~~~,.., will go to a value of 1 when k a—~ ’O. The values
of ~~g,~ are shown in tabular form in Table II and are plotted in Figure 12.
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• 1

I~~I
5 1.3667 77.14°

10 2.2347 79.42°

20 3.2088 83.07°

30 3.9966 85.08°

100 7.6424 87.480

TABLE 1 CC~fPUT!D VALUES OF C AS

A FUNCTION OF ka

I~~
’pt~~~L

0 1 0°

5 1.1308 11.12’

10 1.3363 17.78’

20 1.6108 22.26’

30 1.827 24.55’

100 2.7658 30. 34’

TABLE II GROUND PLANE GAIN AS A

-• 

FUNCTION OFWh
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Recall that this factor must be multiplied by the earth attenuation
fac tor, which is shown on Figure 11. When the two curves are multiplied
together , the resulting curve is as shown on Figure 13.

From equation (39), it can be seen that the ~~~ (Uu%,)antenna pattern,
in the frequency domain , is obtained by multiplying this curve by the free
space antenna pattern curve, given by equation (6), using the appropriate

7 functions. Note that before, with the ass~~ed ground plane of
infinite extent, the pulser voltage Vo was doubled. With the effects of
~~s(e4.)and ?.,t.a,)in the analysis, the pulser voltage to be used is the
actual value .

Performing the multiplication of the free pattern given by equation (6)
with the curve of Figure 13 results in the curve shown on Figure 14. Also
shown is the curve obtained by solving equation (6) directly. The bottom
curves shown on Figure 14 were obtained by using the approximate analysis
of equation (51) and a more lengthy series expansion of (47). The two curves
agree well over most of the t,.~ values.

• Note that the lover curve is approximately one—half of the value of the
upper curve up to aboutWh equals 10.0 and then the effect of the losses be—
come quite noticeable ag the lower curve drops more rapidly as the frequency
is increased .

• An att~~pt was made to perform an inverse Fourier Transform on this curve
in order to obtain the corresponding time—function. However, it was not
possible to get the inversion routine working completely correctly and this
result was not available when this report was completed. See ref erence(16)

• for more complete details.

I
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CONCLUSIONS AND RECO!44ENDATIONS

There are several conclusions which can be drawn from this study .
First, the use of a step—function input voltage does not give good
agreement between experimental and theoretical values. Second , changing
to a ramp—function input voltage helps the situation some, but not unless
large, physically unrealistic, values of Tl/th are used. The additional
complexity of the ramp—function solution does not add more detail about
the fields.

The most important aspect is the introduction of the technique f or
handling a finite sized ground plane lying on a ground which is imperfectly
conducting. This work needs to be continued in a number of points. The
effects of actual ground screen geometrics should be considered. The

- existing model should be run with the pre and post expansion ground plane
data to determine if it will predict the improvement noted in the measured
valuea. Because the approach given here is basically a numerical one, it
should be possible to easily incorporate the frequency dependent nature of
the ground characteristic values , ~ “and Er .

Finally, an attempt should be made to handle the ground plane and
earth conduction effects analytically, rather than numerically . Because
of the very complicated form of the 

~~~~~~~~~~~~~~~~~~~~~ 
this may be

very diff icul t  to do. -
•
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LIQUEFACTION POTENTIAL OF SOILS

UNDER BLAST LOADS 
-

by

Wayne A. Charlie, Ph.D., P.E.

ABSTRACT

Air Force Office of Scientific Research (APOSR) sponsored research recently
led to the identification of an anomalous ground motion wave. This motion was
produced by an explosion and, apparently, originated from a saturated sand layer
at the Pre DICE THROW test site, located on the White Sands Missile Range, New
Mexico. In addition, sand boils were alao observed to occur on the test. At
the Watching Hill test events (PRAIRIE FLAT, DIAL PACK and SNOW BALL) at the
Defense Research Establishment at Suffield , Alberta, Canada, similar motions
were observed. Water spouts and sand boils were observed soon after these explo-
sions. At the KOA nuclear explosion, located at Eniwetok Atoll, sand boils and
large vertical settlements of the ground surface were observed.

Predicting liquefaction potential from earthquake loadings by analyzing
field and laboratory data is reviewed in this paper. Possible extension of
liquefaction theory to include ground shock induced liquefaction produced by
high—explosive test events is discussed. This information will assist in - -

improving the crater and ground shock prediction techniques as well as identi—
fying soil properties which may prove critical to the eventual design and
assessment of Air Force strategic missile systems.
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I. INTRODUCTION

Inveutigations of the soils at a s i te  of an Air Force strategic missile
system may be divided into two categories: those for determining the static
soil properties’, and those for determining the effects of ground shock (pro-
duced by high explosives) which include the dynamic soil properties . These
dynamic soil properties are used to predict cratering and ground shock envi-
ronments and the dynamic behavior of the structure. Knowledge of dynamic soil
properties inc ludes the possible changes in soil properties which may occur
after initial loading. This topic has received little attention or fund ing ,
principally because it has only recently started to be perceived as a problem ,
especially as related to the liquefaction of sands under blast loadings .

The Air Force Office of Scientific Research (AFOSR) sponsored research
recently led to the identification of an anomalously low frequency (2-hertz)

• ground wave. The waveforms were observed at the clouest ranges (80 ft) as
well as in the seismic regime. This motion was produced by an explosion , and
apparently originated from a saturated sand layer at the Pre DICE THROW test
mite located on the White Sands Missile Range, New Mexico (Meizer, 1977).
Subsequent research has Identified the far—field low frequency motion to be
the theoretically predicted fundamental Rayleigh mode (Reinke , 1977). The
close— in low frequency motion (dubbed the “X—wave”) has an origin less certain ,
but is now attributed to the failure and liquefaction of the sands beneath
ground zero. Mi unusual flat—bottomed crater and sand boils were also observed .
At the Watching Hill test events (PRAIRIE FLAT, DIAL PACK and SNOW BALL) at the
Defense Research Establishment at Suffield , Alberta , Canada, similar motions
were observed. Also, water spouts and sand boils were observed soon after the
explosion. At the KOA nuclear explosion, located at Enivetok Atoll , water
spouts, sand boils and large vertical settlements were observed (Ristvet and
Tremba , 1977).

• The possibility and extent of liquefaction of saturated sands from blast
loading and the resultant effect on Air Force strategic missile systems are
important. Depending on conditions such as soil type , density of the soil ,
groundwater level, stratification , slope of the ground surface and nature of
superimposed structures, liquefaction may lead to formation of cracks and
fissures, sand boils , subsidence, tilting, landslides, uplift of bouy.int
submerged structures, foundation failures . etc.

IT. DESCRIPTION OF LIQUEFACTION

The almost universal nature of all materials, including soil, to lose
strength with increasing number of repeated loadings Is termed “fatigue.”
Experimental repeated load research on many materials has shown that the
number of cycles required to reach failure l icreases with decreasing cyclic
stress intensity. For sands, one large stress in loose, dry sand would lead
to rearrangement of gra ins and volumetric compaction . When a saturated loose
sand is subjected to strains sufficient to cause intergranular sUp, compaction
is retarded because the water cannot drain instantaneously to accommodate the
volume change. Therefore, the relaximg sand skeleton transfers some of its
int.rgranular or effective stress to the pore—water , and the pore—water pressure
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rises. The increase of pore—water pressure reduces the effective stress in
the soil, thereby, reducing the shearing strength of the soil. The larger
the increase in pore—vater pressure, the greater the loss in strength of a
cohesionless soil (Terzagh i and Peck , 1967). The term liquefaction, as used
herein, describes a process in which a saturated cohesionless soil loses
strength when subjected to vibrations , earthquakes or blast loadings suffi-
cient to cause compaction resulting in an increase in pore—water pressure.
Catastrophic failure in recent earthquakes shows that liquefaction poses a
high damage potential to civil engineering structures. Although structures
may survive the earthquake motions, the loss of strength of the soil deposit
(due to liquefaction) upon which the structures are founded has caused severe
damage. Lateral movements, settling, raising and tilting of structures have
been observed. Major damage to structures from landslides triggered by lique-
faction has also been observed (Idtiss and Seed, 1967 ; Seed, 1968).

Blasting and ground motion generated by the impact of excavating machinery
have caused liquefaction in very loose sands and cohesionless silts where only
one or a few cycles of repeated stress were sufficient to build up large pore
pressures (Sowers and Sowers, 1970; Terzaghi and Peck, 1968; Florin, 1961;
Puchkov, 1962). The possibility of soil liquefaction, as a result of very
large blast loadings, is evident.

III. REVIEW OF LIQUEFACTION CAUSED BY EARTHQUAKES

Earthquakes create alternating stresses, as do shock loadings. Because of
the concern with the safety of nuclear power plant structures founded on soil
deposits that may be susceptible to liquefaction, considerable research efforts
have been directed to methods of evaluating the liquefaction potential of soil

— deposits subjected to earthquakes. Liquefaction prediction from earthquake
- 

• loadings by analyzing field and laboratory data is reviewed. Possible extension
to include ground shock produced by high explosive test events is discussed in
Section IV.

During or shortly af ter some earthquakes, extensive damage to engineering
structures, along with extensive failures of natural slopes, has occurred as a
result of liquefaction of saturated sandy soils. Some structures have settled
more than three feet and have often been accompanied by severe tilting. Some
buried empty tanks have floated above the ground surface. Extensive ~amage to
structures on and below natural slopes that have failed has also been observed.

In addition to foundation and slope failures, there is usually other
physical evidence of liquefaction. Water, in the form of springs and sand boils,
has been observed coming from the ground soon after an earthquake (Idriss and
Seed, 1967; Seed and Idr iss, 1967). Changes in ground motion , as a result of
liquefaction, have also been observed. During the Niigata earthquake on June 17,
1964 (maximum ground acceleration of the order of 0.16 g), the soil below an
apartment building liquefied during the earthquake. Strong motion seismographs
were located in the basement and on the four~ ~ floor of the apartment building.
The record shows a marked change in the form of the record from a predominantly
short period motion to a long period motion, presumably at the time of the onset
of soil liquefaction below the building, after about 8 seconds of ground motion
(Japan National Committee, 1965).
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A. PRESENT KNOWLEDGE OF SOIL LIQUEFACTION

Geotechnical engineers have known for some time the general conditions
necessary for liquefaction. Terzaghi f irst described the mechanics of flow
failure due to liquefaction. Casagrande (1936) described the significance of
liquefaction of loose saturated sands subjected to unidirectional loading.
After the liquefaction failure of the Fort Peck Dam in 1938 (Middlebrooks , 1942;
Corps of Engineers, 1939’, various papers amplified these considerations and
introduced the concept that liquefaction can also occur as the result of several
types of vibration, including earthquakes and explosions (Koppejan, Van Wamelem
and Weinberg, 1948; Peck and Kaun, 1948). Published case histories and research
conducted on liquefaction of sands during earthquakes have been collected and
reviewed. Table 1 summarizes the site conditions, ground motions and field
behavior of a number of cases in which sand deposits have or have not liquefied
during earthquakes (Seed and Idriss, 1971). Note that liquefaction occurred in
all earthquakes reported where the relative density was less than 50 percent;
although, in some cases, liquefaction occurred at relative densities up to 72
percent where the duration of shocking was long and/or the maximum ground accel-
eration was quite strong. Table 2 summarizes liquefaction—induced landslides due
to earthquakes (Seed , 1967). Table 3 summarizes site conditions of earthquake
induced settlements to saturated sands (Lee and Albaisee, 1974).

Theoretical and analytical methods to predict the undrained response
of saturated sands leading to liquefaction are discussed below:

During an earthquake, a soil element is subjected to a series of
alternating shear stresses. If a sample of saturated sand is subjected to cyclic
loading, it may remain stable for some number of cycles and then suddenly become
unstable. As shown in Figure 1, the pore—water pressure (p.w.p.) progressively
builds up as compaction takes place. As the p.w.p. builds up, the effective
stresses are reduced, and the shear strength of the soil is reduced. When the
p.w.p. equals the confining stress, the effective stresses equal zero, and a
cohesionless material has no shear strength. This loss of strength under cyclic
loading due to p.w.p. increase is known as liquefaction.

Both observations of field performance and laboratory investigations
have shown that the liquefaction potential of a soil deposit from ground motions
depends on many relationships. Although the specific relationships are very
much site specific and require careful laboratory and f ield studies, a review
of case histories of earthquake—induced soil liquefaction shows the following
signif icant factors :

1. Soil Type.

Liquefaction initiates in saturated cohesionless (sandy) soils.
Uniformly graded soils appear to be more prone to liquefaction than
veil graded soils (Ross, et al. (1969); Lee and Fitton (1969) and
that for uniformly graded soils, f ine sands tend to have a higher
liquefaction potential than coarse sands , gravelly soils, silts or
clays. Limited data appears to indicate that an increase in the
clay fraction reduces the liquefaction potential (Seed, 1967).

2. Initial Relative Density.
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Other factors constant, the higher the relative density, the
lower the liquefaction potential (Seed and Idriss, 1971).

3. Initial Effective Stress.

Other factors constant, the higher the initial effective stress,
the lover the liquefaction potential (Lee and Fitton, 1969) . The
effect was shown in the field during the Nilgata earthquake with soil
under a 9—foot fill remaining stable, but similar soils surrounding
the fill liquefied extensively (Seed and Idriss, 1967).

4. Intensity of Ground Shaking. -

Other factors constant , the higher the intensity of ground
shaking (accelerations or stress changes), the higher the liquefac-
tion potential (Seed and Idriss, 1971).

5. Duration of Ground Shaking.

Other factors constant , the longer the duration (i.e., more strain
cycles) , the higher the liquefaction potential (Seed and Idriss , 1971).
One large stress increase or many smaller cyclic stress increases can
cause li quefaction under the right conditions.

6,; Initial Shear Stress.

Other factors constant, liquefaction will be induced more easily
under level ground conditions than in sloping zones of a deposit
(Seed, 1967) . ~~ - 

-

~ 5 7. Pore—Water Pressure.

Liquefaction can only persist as long as high excess pore—water
pressures persist in a soil. Therefore, the permeability of the
saturated soil and the soils above and below it are important to the
duration of lique faction.

B. EVM.IUATING SOIL LIQUEFACTION POT~ 1TIAL

It is apparent that any method for evaluating li quefaction potential
should take the forementioned significant factors into account. Accordingly,
Seed and Idri~s (19Th) proposed a general method for evaluating liquefaction
potential from earthquakes. However, it is not known that all the above or if
other factors are important for blast—induced liquefaction . The intensity of
ground shock may be the most important factor causing close—in bleat—induced
liquefaction. Close—in, the stresses are so large that the soil fails on the
first stress cycle. Far—out, the stress increase is smaller and requires more
stress cycles to cause failure or liquefaction.

C. LABORATORY TESTS

The cyclic stability of sands, as determined by the cyclic triaxial

40-11
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strength test, has been studied ‘1.n detail during the past 10 years (Finn,
Pickering and Bransby, 1971; Lee and Seed, 1967; Seed and Lee, 1966; Seed and
Peacock, 1971). Ladd (1974 and 1977) discusses the effects of various specimen
preparation methods on the cyclic behavior of reconstituted sands.

Laboratory triaxial tests are run on representative samples of in—situ
soils. When a sample of saturated sand is subjected to stress controlled cyclic
loading conditions as shown in Figure 1, it remains stable for some number of
cycles, though the pore—water pressure progressively builds up. Suddenly the
sample loses all its strength and undergoes large deformations when the pore—
water pressure equals the applied confining pressure.

Although stress cyc les from earthquakes (and blast loadings) are non— -:
uniform, laboratory tests are generally run with uniform stress cycles. Figure 2
shows the effect of various nonuniform stress cycles on pore—water pressure . The
significance of the order of stress cycles is apparent . For t ime history A, the
initial large cycles result in a rapid increase of the volumetric slip strains
and pore—water pressure. The reverse effect occurs with time history B. Figure 3
shows the effect of initial effective vertical stress on pore—water pressure
increase. The effect of the initial effective vertical stress on the pore—water
pressure—initial effective vertical stress ratio——is small.

For convenience, laboratory triaxial tests are normally run at a
frequency of about one hertz. The behavior of sands has been shown to be
independent of frequency in the range of 0.2—2—hertz (Martin, Finn and Seed,
1974) .

D. ANALYSIS OF LABORATORY DATA

The laboratory data are usually presented in the form of the ratio of
the applied cyclic stress to the effective overburden pressure versus the number
of stress cycles required to develop liquefaction at various relative densities
(see Figures 4 and 5).

E. ANALYSIS OF LIQUEFACTION POTENTIAL

A comparison of the cyclic stresses induced in the field with the cyclic
stresses required to develop liquefaction in the laboratory (Figure 4), permits
an evaluation of the factor of safety against liquefaction. While this method
of analyzing liquefaction from earthquakes has been primarily developed by
H. Bolton Seed and his colleagues at the University of California at Berkeley,
many others have made significant contributions.

First, a dynamic response analysis is run from the knowledge of the
soil properties of the system and the time history of the motions to compute the
time history of accelerations , displacements , stresses and strains at any point
in the system. To determine the liquefaction potential of the sand, it is
necessary to determine if these stress variations will induce liquefaction.
Using the information obtained from the cyclic triaxial testings, the number of
field stress cycles and the equivalent average stress developed over these
cycles is entered into Figure 4 for various depths to see if liquefaction will
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occur. Figure A-2 shows such an analysis of liquefaction potential at a site
at Niigata, Japan, where liquefac tion did occur during the June 16, 1964,
earthquake. Table A—i lists the site’s relative densities. The results
presented for this sand by Seed and Idr iss (1967) are presented in Appendix A .

IV. EXTENSION OF LIQUEFACTION PREDICTION TO INCLUDE BLAST-INDUCED GROUND SHOCK

A. LABORATORY INVESTIGATION$ OF LIQUEFACTION

Both earthquake and blast—induced ground motion experienced at a
given observation point may be either recorded by instrumentation or predicted
by various methods. Methods to determine the stress history at various depths
in a deposit during an earthquake can best be determined by a ground response
analysis. The input needed is the observed or predicted ground movements and
soil parameters (Seed and Idriss, 1967). Methods to predict the stress history
from blast loadings are commonly performed by finite difference calculations;
however, the predictions are in the development stage.

In the analysis of liquefaction potential from earthquake loadings, the
effect of horizontal deformations, and therefore hor izontal shear stresses, is
considered to control liquefaction. This assumption is made to simplify calcula-
tions and is based on the observation that during earthquakes, vertical acceler-
ations are generally smaller than horizontal accelerations. In general, it is
the shear wave which causes the peak~ accelerations in soil (Murphy, Weaver and
Lamers, 1970).

In the present numerical earthquake model for liquefaction, the deposit
is modeled as one dimensional, composed of layers of soils with various properties,
and the surface of the water table is included. The component of the earthquake
induced base motion (usually the maximum horizontal) is treated in a shear wave
submodel. The propagation of plane shear waves is assumed one dimensional and
to propagate vertically. Figure 6 shows the in-situ loading condition and the
simple shear deformation assumed. Schnabel, Laysmer and Seed (1972) discuss the
analysis of shear wave propagation by the finite element method (FEM). Nodal
displacements, and thus stress and strains, and frequencies at various points
in the soil are determined by knowing the soil properties and base movement.
Details of the formulation of the general FEM are available in several recent
publications (Desai and Abel , 1972; Cough, 1966).

For the analysis of liquefact ion potential from blast loadings, the
compression wave is, in general, the largest and, therefore, important and must
be considered in any analysis. The propagation of compression waves, shear waves ,
surface waves (Rayleigh and Love waves) and airbiast must be modeled as two
(often three) dimensional, since the waves propagating from a point source are
heavily influenced by material layering. Figures 7 and 8 show the in—situ
loading condition and compression and shear deformation assumed. Since the
compression waves are faster than the shear waves, the soil at depth is first
subjected to compression stresses as shown in Figure 7, followed by shear stresses
as shown in Figure 8. For near—surface areas, the soil may also be subjected to
shock loading from surface waves and airbiast shock. Near to the crater, the
airblast is usually traveling faster than the compression wave in the soil, so
the soil is loaded in the vertical direction from the airbiast loading before
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the direct—induced ground compression wave arrives. The greatest effect of the
airbiast is in the near—surface layers close to the blast. The airbiast-induced
vertical loadings may be larger than the horizontal propagating ground compres-
sion wave loading for the near—surface layers. At greater depths, the effect
of the directly coupled motion becomes larger.

The airbiast (overpressure) is caused by the sudden release of energy
from the explosive, heating the air into extremely hot gases which expand
rapidly and generate a shock wave. This causes a sudden increase in pressure.
The front of the blast wave travels rapidly away from the explosion as a front
of highly compressed air. The velocity of the blast front, the peak pressure
and the air density in the front decrease with increasing distance. At some
distance, labeled “OR” on Figure 9, the ground compression wave outruns the
airblast front. Past this point, the direct—induced ground compression wave is
the first arrival. Since the compression wave is usually the largest in blast
loadings, it may be possible to predict liquefaction by analyzing just the
effects of the compression (first arrival) wave. As shown in Figure 2, the
effect of smaller stress changes following large stress changes is small (i.e.,
the large stress changes account for most of the pore—water pressure increases).

In the area sufficiently far away from the crater where the soil
behaves elastically (Figure 10), the use of dynamically loaded triaxial tests
should be sufficient to predict the liquefaction potential. Data needed would
be the compressive stress changes (possibly also the shear stress changes) and

* the number of cycles that the soil would be subjected to. This is an area of
needed research. Along with laboratory tests on representative field samples
at f ield confining pressures in question, an analysis could be made following
procedures used in analyzing liquefaction by earthquakes described earlier in
this paper by using cyclic compressive stress instead of cyclic shear stresses.
For the triaxial test:

tmax ..
O1_ 03 EQ (1)

where 01 — maximum principal stress

— minimum principal stress
C 

— maximum shear stress

Either the cyclic compressive stress could be converted to shear stress by EQ 1,
or vise versa. However, the higher frequencies produced by blasts along with
the short duration (as compared to earthquakes) may affect the reuults obtained
unless accounted for or tested at such frequencies and duration. Research is
needed to find the effect of higher frequencies and short duration on liquefac-
tion.

An example of predicting liquefaction by shock loading follows:
Assuming that the frequency has little effect on the results (which may not be
the case) , assume a blast occurred at a site with soil conditions similar to
those shown in Appendix A, Figure A—2 and Table A—i, will the soil liquefy in
the elastic zone at a depth of 35 feet? Let ’s also assume the following:
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Relative density of 40 percent
Bouyount unit weight of soil below GWT — 50 pcf
Unit weight of soil above GWT — 100 pcf
Initial effective conf ining pressure of 2,000 psf at 35 feet
From Appendix A, the cyclic shear stress, ~~~ inducing
liquefaction in one stress cycle’ ~s:

T1 600 psf

The compressive stress to give an equivalent shear stress can be
calculated from EQ 1.

1max — — 1
2 2

where Aa deviator stress — 01 — 03

— 2 Tmax — 2 (600 psf)
F — 1200 psf

Therefore, under the above conditions , the soil would liquefy under
one stress cycle where 0

~ — 03 stress is equal to or greater than 1200 paf.
If 03 is constant, then an increase of 01 > 1200 paf would cause liquefaction.

Research is needed on predicting the stress increase in a soil, subject
to shock loading, at various depths and ranges.

Closer to the crater, in the failed, or plastic region surrounding the
crater (figure 10) where the soil has been subjected to very high stress values
and high frequencies, cyclic triaxial testing methods used for predicting
earthquake—induced liquefaction may not be sufficient. Other laboratory equip-
ment, such as the shock tube, may more approximate field loadings. The same
analysis (i.e., rise in p.w.p.) as used for earthquake—induced liquefaction may
be suff icient, provided the laboratory tests actually approximate the field
loadings .

Limited laboratory research conducted by WES shoved that airblast—
induced liquefaction occurred under certain conditions. The tests were con-
ducted in a one—dimensional plane wave shock tube on wet (nearly saturated)
loose sands. Liquefaction only occurred when the blast—loaded top surface of
the sand was not covered by a membrane. The results show (Figure 11) that
liquefaction was a function of peak overpressure and relative density (Perry,
1972) .

Hardin and Richart’s (1963) laboratory research (Figures 12 and 13)
on sand shows that the shear wave velocity is dependent on the void ratio and
effective confining pressure. As the pore—water pressure increases, the shear
wave velocity decreases .

B. FIELD INVESTIGATIONS OF LIQUEFACTION

Investigations of blast—induced liquefaction have been reported.
Studies by Lyman (1942) and Prugh (1963) showed that blasting was an effective
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way to compact loose sands. Kusaeneje and Eide (1961) used controlled blasting
in determining whether submarine slopes might be susceptible to flow slides
caused by earthquakes. Florin and Ivanov (1961) studied liquefaction and
compaction of loose saturated sands by blasting. Their results shoved that the
ability to be liquefied depended upon the initial void ratio, the a~~ount of
energy introduced by the blast and the confining pressure. They concluded that
a surcharge can be used as a method for reducing sand liquefaction. Perry
(1972) reports a study where vet sand—filled test pits, with relative densities
from 6 to 69 percent , located at the 50 psi peak airbiast (overpressure) contour
of a 100—ton high explosive field test did not liquefy. The laboratory study
successfully predicted that liquefaction should not have occurred at this
overpressure level. No tests at predicted levels of overpressure to cause
liquefact ion were reported.

Several references (Puchkov, 1962; Florin and Ivanov, 1961) indicate
that the USSR has analytical and laboratory and field tests on soil property
changes from blasts. The research effort has been with saturated sand deposits.
They have developed a standard field test for liquefaction where a 5—kilogram
charge of “a onite” is placed at a depth of 4.5 meters. The liquefaction
potential is determined by the ground settlements after the blast. An average
ground surface settlement of 8—10 cm over a 5—meter radius indicates liquefaction.
They feel the significant factors of blast—induced soil liquefaction are:

1. Soil type (sand).

2. Height of the water table and depth of the layer (initial
effective overburden stress).

3. Porosity (relative density).

4. Peak particle velocity——a patt.tcle velocity of 6—10 cm/sec
indi~ced liquefaction in saturated loose sands located near the
su cace.

These factors are similar to those discussed earlier for earthquake—induced
liquefaction.

For several years, the US Air Force and the Army have been involved
in programs to monitor explosion phenomena. Various indirect evidence indicates
that liquefaction is likely to have occurred at some sites. These include the
following:

1. Anomalous ground movements involving low frequency oscillatory
ground motions have been recorded in saturated soils (Pre DICE THROW,
DIAL PACK).

2. Sand boils and/or water spouts, both within and outside the crater
have been reported in the following tests: Pre DICE THROW, PRAIRIE
FLAT, DIAL PACK, SNOW BALL and the KOA nuclear explosion.

3. Excessive pore—water pressures have been recorded by peizometers
at DIAL PACK.
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4. Settlement of the area around the crater has been reported at
DIAL PACK.

5. Crater depth was less than expected, and the bottom of the
craters were flat at Pre DICE THROW, PRAIRIE FLAT, DIAL PACK and
SNOW BALL sites.

Figure 14 shows the geologic profile and relative densities of the
Pre DICE THROW site. Figure 15 shows the wave pattern produced by the shock.
Of special interest is the anomalously large amplitude wave of late arrival.
The far—field low—frequency motion has been identified as the theoretically
predicted fundamental Rayleigh mode. Also observed was a marked change in the
ground motion, from a high frequency to a low frequency. As was the case for
the 1964 Niigata, Japan, earthquake, this marked change may have occurred at
the onset of liquefaction. The close—in low—frequency motion (dubbed the
“X—wave”) is attributed to the failure and liquefaction of the sands located
beneath ground zero (Figure 16).

Figure 17 gives the near—surface horizontal accelerations versus
horizontal range for a typical 100-ton TNT event. Note that accelerations
measure in excess of 1,000 g’s near—in, to 1 g at 400 feet out, to 0.16 g at
a distance of 800 feet. For a 100—ton TNT event, the near—surface horizontal

-4 accelerations within 800 feet would be stronger than ever recorded for any
earthquake (Table 1).

Note that the soil profile and relative densities are similar to the
profile of the heavy damage zone, caused by liquefaction of sands by the Niigata
earthquake (0.16 g max) on June 19, 1964, as shown in Appendix A, Figure A—2.

For DIAL PACK, Langley, Smith and Pfefferle (1972) report on an experi-
ment to determine the effects of a large (500—ton TNT) blast loading on in—situ
soil. The soil profile contained layers of sands, silts and clays with the
original depth to the water table of about 22 feet (Figure 18). The pre—blast
relative densities of the cohesionless soils in the upper thirty feet ranged
from 50 to 80 percent. The upper 30 feet of the soil were mon4tored from core
holes extending from 120 feet to 2,700 feet from ground zero. Before and for a
month after the blast, core samples for laboratory testing and field measurements
(pore—water pressure, GWT elevation and blow counts) were taken from a number of
core holes.

The pore—water pressure data was acquired from well points and open
drill holes. Twenty minutes after the blast, a geyser was observed outside the
crater, 270 feet from ground zero (300 psi overpressure). The geyser originated
at a pre—drilled instr~~~ntation hole. Springs also flowed from cracks at
ranges of 270 feet and greater, and flowed through the first 8 to 10 hours. A
water well, located at 180 feet from ground zero and opened at a depth of 65
feet below the surface, also flowed during the early post-shot time period. The
pre—shot water level had been about 22 feet. Inside the crater, springs devel—
oped at about twenty minutes after the blast and flowed for at least a day and
a half. The flowing water brought sand to the surface in the form of sand
boils. The first pore-water pressure measurement, taken at about three hours
after the blast, showed an increase in pressure over the pre—blast pressure.

40-26

_ _  
_ -

~~~~~~~~~~~~~ --



- 
- - 

- -- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~ — -—

~~~~~~
- — _ _ _ _ _

100
Relative 

DEPTH

o 25 50 75 100 FT M
—

, 

~~1~~~ 
\‘~\\\\\\\

‘\ \\\\%~%\\\BROWN SILTY CLAY
1 1

WATER
i i  _ _ _ _  

. 2__ 
TABLE

I -: 
10-

I SOFT GRAY CLAY
- 4

S FINE TO COARSE GRAVELLY 20 . 6

I ~~ 
SAND

~ I
l

l . 8
/

I I 30-

I ALTERNATING LAYERED CLAY - 10

‘r I
SAND AND SILT

‘I/
I 4O-

~~~~12

‘I I

I 1 .14

--5_ I _ I

0 50 100 
50

Figure 14. Pre—D ICE THROW II Geologic Profile .

40-27

L 
_ _ _

-5-5- — — - 5 —— — --5- —



r~~- 
~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

-~~ 
~~~~~~~~~~~~~~~~~~~~~ 

- — — ‘- —

~~

- —‘—,—-

~~

-‘- ~~~~~~~
‘ -‘-- r- ’ .—- - - ‘- -—-~~ — ——-——

~~

—,
- -

a.

-

‘I
0
0.

-

‘a

0

l.OWe r I

—J

C~.1

u J—
U,

• ~~~.
— w u
— I

- L.~
— 

I - -
~ IuI t• I1~ ~ — a.

~

-
~~~~~~~~~~

I - ~.- r

a.

-

40-28

- - 5 -



i___~
-5_
’~

_• 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - --5 - 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
- - 5 —  ----‘-5—,---- - - - 

‘—---- -5 - — — -I----’ --

~ i t

~~II ~~fl ~~ I1 “I)
I I I 1

~— C ~ r~~~r i 1 F l  i i i -  j  i i i  i t.. — .. ~~ — ,~ ~~ .. — ‘4 ~~~ 
I.’. — rd

a. —— ~~~~~~ I, ’,

7 susiuimia
_ *
—
‘ r c

~— I a ll
~~ ii

1k’ ‘A Ill If lz

It’
C.’

I i i  1 1 1 1  I T I I I I 1
~ — — •~i — — —

H f ’ P ~~~~~
: 

40-29

-- - 
- - -



~~~~~~~~~~~~~~ 
- : ‘ ~~~~~~~‘

--- - - __,~,_,_ _~~~~~~~~~
_7•_ - -.=~~ -.-- — —- --—---‘- .

10’• I j  1 11 1 11  I I I J J J I
~~ l u ll

NOTE: 
-

PRE-DICE THROW II

- 

100-TON TNT

~~~ l01 4 -:

- 100-TON DRES -
DISTANT PLAIN 6

t)l.5’ DEPTH

100 ._~~~~~~~~~~
•
!__ . — —

- 
500—TON

- PRAIRIE FLAT (SCALED)
- 

0 0.88’ (SCALED DEPTH)
-

•5 . 8 5’  -

H , • 9.9’ -

— — — — — _I ____ __
I I i J i~~i i 1  I A t  I I I I I I_ I ‘ ‘1 ’ L

101 102 1o~380 ft 800 ft
HORIZONTAL RANGE (PT)

Figure 17. Horizontal Acceleration Versus Horizontal Range, Tangent Above Events

-I
- 5 -  

-
~~~~~~~~

_ -
~~~

- --
~~~~~~~

- - - - -
~~~~~

—-- 



‘r’”-  - --— - ---—— 
~I’~ 
. . “~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ _ ( _ 4.

- — ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~ 
- - -

~~~ ~--~-r~

pm

WATER TABLE 
— 20

LACUSTRINE

DEPOSITS

(Alternating Layered 40
Clay and Sand)

F Relative Density of Sand
30 to 55%

SAND AND GRAVEL 60

(outwash) D
~ ~ 50%

GLACIAL TILL
80—

LUCUSTRINE

DEPOSITS
1

- 
SAND AND GRAVEL 12
GLACIAL TILL

1
LACUSTRINE
DEPOSITS

20
SAND AND GRAVEL

21

BEDROCK

Figure 18. DIAL PACK Geologic Profile .

40-31

—- -- - - — -— -5 - - - --5-- -——- —-5. — — - -- 
- -- - --



- z~~~’ ~~~~ ‘ ‘~~~~~ ‘~~ “ ‘ -  ‘~‘ - ‘ 5~~” “ ‘w 
- - - — ‘~~~“— ‘- ---~-—‘- -~~~~~~ - ‘‘~~~ ‘ ‘ -— --—- - ..—-5 ,.’—,--- -— -—-—--,—-—---,.~~~’-- ---.——-5 ——“-5 - -

However, late time pore—water pressure increase, starting at 50 hours af ter
the blast, was also observed. This has not been observed in earthquake..
Substantial late time changes (over three hours from blast) did take place in
the parameters measured. Silts, clay. and sands underwent material property
changes over a large area as the result of the blast. The results showed
that changes in shear strength (Figure 19) and pore pressure (Figure 20)
followed trends in earthquake loadings.

Ristvet, Tremba , et al. (1977), report on observations from the KOA
nuclear explosion. The soil profile contained wind and water deposited satu—
rated coral sand to a depth greater than 200 feet below ground zero. As shown
in the photo (Figure 21), what seem to be large sand boils and depressions were
formed outside the crater and seem to indicate that the nuclear explosion caused
the near—crater area to settle over six feet.

C. GROUND MOTION AND LIQUEFACTION

The process of soil liquefaction of cohesionless soils may change
ground motion. in many ways. At Pre DICE THROW, the break in the characteristic
seismic waveform (Figure 15) from predominately high frequency to predominately
low frequency may indicate and be caused by blast induced soil liquefaction.

As shown in Figure 13, if the process of liquefaction occurs, the
resulting pore—water pressure increase causes the effective stresses to decrease
and the shear wave velocity also decreases. Since the Rayleigh wave velocity is
a function of the shear wave velocity, a change in the shear wave velocity will
also change the Rayleigh wave velocity. Since the Rayleigh wave velocity varies

4 with frequency when the shear wave velocity varies with depth, a change in the
shear wave velocity will also change the velocity of various Rayleigh wave
lengths (Dobr in , 1976). 

- -

Since the shear strength , Young’s modulus and shear modulus of cohe—
sionless soils are a function of the effective overburden pressure, soil lique-
faction causing the p.w.p. to increase will decrease the above values and also
decrease the soil’s internal damping (attenuation) of ground motion (Richard,

F Hall and Woods , 1970).

V. METHODS TO REDUCE LIQUEFACTION POTENTIAL

If a site is found to have a high potential for liquefaction, various
methods are available to reduce the potential. The most direct approach is to
relocate the structure to a site with a lower liquefaction potential. If this
is not feasible, var ious methods of modifying the site are possible.

Since a loose soil is more susceptible to liquefac tion , increasing Its
density will decrease the liquefaction potential. Laboratory testing at various
densities would be required to determine the needed field density to prevent
liquefaction. Various methods have been used to increase the field density.
These include compacting the soil in—situ by use of pile dr ivers, vibro—
floa tation, blasting, dropping large weights, etc. (Jane. and Anderson, 1976).
Another method involves removing the soil with a high liquefaction potential
and simply replacing it with a soji of low liquefaction potential or putting
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the original soil back in at a higher density.

Modif ication of the soil by use of chemicals and grouting has also been
used. Various methods to increase the effective stress on the soil have been
used to decrease the liquefaction potential. These include lowering the ground
water level and/or placing a fill over and around the site. Seed and Booker
(1977) discuss stabilization of potentially liqucf iable sand deposits using
gravel drains. -

If the soil with a high liquefaction potential is located near the surface,
it may be possible to place the foundation at a depth where the soil would not
be expected to liquefy. However, the use of long piles to accomplish this
requires extensive investigations since the piles may buckle if the soil around
them liquef ies (Peck, 1977).

VI. CONCLUSIONS AND RECOMMENDATIONS

It has been shown that certain soil types under certain conditions have
liquefied under earthquake and blast loadings. Detailed study is needed to
determine which soil types and which conditions lead to a high blast—induced
liquefaction potential. A detniled research program should be established to
conduct theoretical, laboratory and field experiments on various soil types,
densities and water levels. This program should include the effects of blasts
on soil properties, pore—water pressures and ground motions. Both small scale
and major high explosive tests are recoumiended.

Methods are needed to predict the possibility and extent of blast—induced
liquefaction. The possibility of structural foundation failure from soil
liquefaction and/or major damage to structures from liquefaction induced land-
slides should be studied. Relationships for saturated soil between particle
velocity or stress changes, soil types, initial relative densities, initial
effective overburden stresses vs liquefaction potential or pore—water pressure
increase should be studied. Laboratory tests should include dynamic shear,
vibration and shock tube tests on various soils. Field test should at least
include ground motion, shear strength, relative densities and pore—water
pressure measurements at various depths, times and locations. Especially at
locations close to ground zero, it is recommended that measurements of the
above properties also include data from much greater depths than at DIAL PACK.
Future experiments should also include data at earlier times. Shear wave
velocity measurements at various depths and locations should be taken pre—
blast and continued after the blast.

Studies should be aimed at finding the major factors leading to blast—
induced liquefaction. This Information would assist in improving prediction
techniques critical to the design and assessment of Air Force strategic missile
systems.
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APPENDIX A

RESULTS OF TESTS ON NIIGATA, JAPAN, SAND

Seed and Idriss (1967)

1. “At a relative density of 40 percent and under an initial
effective confining pressure of 2,000 psf, the cyclic shear
stress , TN, inducing liquefaction in different number of
stress cycles, N is as follows:

N — i  ti_ 600 psf
-V

N — b  l0 — 400 psf

N — 100 ~lOO — 260 psf

2. “Other factors being the same, the cyclic stress required to
induce liquefaction is directly proportional to the initial
effective confining pressure.

3. “Other factors being the same, the cyclic stress required to
induce liquefaction is directly proportional to the relative
density of the sand.”

From the above, for a given sand under an effective overburden pressure of
a , and having an initial relative density of Dr percent, the cyclic stress, N,
required to cause liquefaction in N cycles will be:

— 
~~ 
(~~~ 

x Dr) EQ (A—i)

where

A — constant, dependent on soil type and found from
laboratory dynamic triaxial tests.

Applying the results above to the sand under an initial relative density
of Dr percent, an effective overburden pressure of a~, the cyclic shear stress,110, required to cause liquefaction in 10 cycles will be:

— 400 psf A10 (2,000 psf x 40)

A10. — 0.005
2,0 0 0 x 4 0

for ~ — 330 psf and D — 45%

Tb — 0.005 (330 x 45)

—lS p.f 
- 

-

For the soil condition shown in Figure A—2 and Table A—i, values of uniform
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I
cyclic shear stress caus ing liquefac t ion in N cycles , TN, computed by Equation
A—i and listed in Table A-2 , are plotted on Figure £ 2 .

H
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TABLE A-1.--RELATIVE D~ISITY OF SAIl!) IN HEAVY DAMAGE AIZA
NIIGATA EARTIIQUAU, June 1964.
(after S.ed and Idriss , 1967)

I lative Density, as
Effective a y-~rceetag ___________

Depth, Overburden Pressure, Pene t ration Gibbs
in in pound. Iantstaace, T.rsaghi and Average —

feet per square foot in blows per foot and Peck Holts

0 0 6 25 65 45
10 610 7 27 60 44
20 iiso 7 27 52 39
30 1680 12 40 61 50
40 2180 25 58 80 69
50 2680 32 68 82 75
60 3180 39 74 86 80
70 ~680 43 79 86 83

TABLE A—2. ——CYCLIC SHEAR STRESSES NEEDED TO CAUSE LIQUEFACTION
IN THE HEAVY DAMAGE AR EA

- 
- Cyclic Shear Stress

Depth, Effective Overburden Relative Required to Cause
in Pressur e, in pounds Density, Liquefaction in H Cycles,

feet per squa re foot as a percentage in pound. per square foot

_ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _  
N — i  1 1 — 1 0  11.100 —

3 330 45 110 75 50
10 680 44 220 150 100
20 1,180 39 350 231 150
30 1,680 50 630 420 270
40 2,180 69 1,130 750 490
50 2,680 75 1,510 1,000 650
60 3,180 80 1,910 1,270 830
70 3,680 83 2,290 1,520 990
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Figure A—2. Analysis of Liquefaction Potential—Heavy
Damage Zone—litigate Earthquake, June 1964
(after Seed and Idriss , 1967).
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APPENDIX B

DETERMINING FIELD RELATIVE DENSITIES

Ideally, field densities are determined by measuring the density in place
by recovering undisturbed samples. However, due to sampling problems below the
ground water table, the field relative densities are usually determined from
the Standard Penetration Test (SPT). First introduced in 1902 by Col Charles R.
Gow, the SPT has become a widely accepted method to sample soils. The SPT
consists of measuring, in terms of blows per foot, the resistance of the soil
to the penetration of a standard split spoon driven by the free—fall of a
140—pound weight dropped 30 inches. Various empirical relationships to convert
the number of blows per foot to relative density (Dr) have been proposed.
Terzaghi and Peck (1967) suggested tb~ relationship shown in Figure 8—1. Gibbsand Holtz (1957) proposed that the relationship is also depending on the effec-
tive overburden pressure at the depth of the test as shown in Figure 8-2. A
field study of the applicability of these correlations indicates that the field
relative densities fall somewhere between the two (Gibbs and Roltz, 1957). It
has generally been established that the SPT has fairly reliable application to
granular, noncohesive soils (i.e., sands), provided careful field testing
procedures are followed and the above relationships are used. If maximum and
minimum densities are determined in the laboratory from disturbed samples
recovered from the SPT split spoon sampler, the relative density can be con—
verted to approximate field dry unit weights using the relationship:

Dr — 
e.~~~ — Cf (100) (1maz)(~ f — ~ai~) (100) EQ (2)
emax - emin Yf (Ymax—ymin)

Dr — 0% for soil in its loosest state.

Dr — 100% for soil in its densest state.

void ratio of soil in loosest state.

— void ratio of soil in densest state.

Cf — void ratio of soil in the field.

Ymax — dry unit weight of soil in densest state.

— dry unit weight of soil in loosest state.

— field dry unit weight.
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Relative Density

- 
of Sand

Penetration
Resistance N Relative Dr
(biows/ft) Density 2

0—4 Very loose 0—50
4-10 Loose 0-50
10-30 Piediu 50-70
30—50 Dense 70—90

50 Very dense 9O_ l0O~

Figure B—i. Terzaghi and Peck (1967) and Sowers and Sowers
(1970) Relationships Between Standard Penetration
Resistance and Relative Density.
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Figure 8—2. Relat ionship Between Standard Penetration Resistance ,
Relative Density and Effective Overburden Pressure
(after Gibbs and Holta, 1957).
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DOUBLE RESONANCE APPARATUS FOR RELAXATION STUDIES OF
HF IN HIGH VIBRATIONAL STATES

by

Richard L. Redlngton

ABSTRACT

Computational models of HF chemical laser systens require knowledge of
the rate constants for collisional energy transfers by HF In highly excited
vibrational states as input data. Likewise, a knowledge of line profiles
for excited state transitions is essential for accurate theoretical analysis.
In this report the status of an experimental program intended to obtain
information for highly excited states of HF and DF using double resonance
techniques is described. The pump light pulse Is provided by a dye laser
and the cw probe beam by a diode laser. The diode laser has been used to
measure line profiles of the R(6) and R(lO) lines of the fundamental
vibration of DF. Pressure broadening by N2, 02, H2, D2~ Ar, He, and SF6
was observed.
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INTRODUCTIO N

Calculations Intended to describe laser action by HF or other laser -

systems are based on differential equations describing the time dependence
of the populations of the various molecular energy levels. These inter-

connected rate equations are made as comprehensive as possible after
considering the feasibility for solving them and the availability of
experimental inp ut Information. Complete treatments require input
information for radiative and nonradiative (e.g. collisional) energy
transfer processes. The relative energy level positions for all states
of interest for HF and DF are well known but only a few rate constants
for collisional energy transfers involving highly excited vibrational
states have been measured and there Is no experimental data concerning
line profiles or absorption coefficients for transitions arising from
highly excited states . It is experimentally very difficult to study
high energy states because of their normally low populations and rapid
relaxation rates, however, the results of both computations and experi-
ments point out the necessity for obtaining comprehensive knowledge of
the properties of these states for the HF and DF molecules. The signifi-
cance of the breakdown of initially assumed simphifications Is presently
becoming apparent. For example, the computed laser performance changes
markedly when different line profiles are used for different excited
state transitions1. As a second example, assuming harmonic oscillator
behavior for vibration-to-translation energy transfer leads to contra-
dictory interpretations for the various types of relaxation data that are
available and to much smaller V-I transfer rates than are suggested by
the data when the harmonic oscillator requirement Is relaxed.2 The
present research Is concerned with experimental methods for measuring
the energy relaxation rates of highly excited HF and DF molecules.

OBJ ECTIVES

The original suniner research objective was to measure a set of
relaxation rate constants for HF vapor using a double resonance
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apparatus . However , upon arrival In the laboratory and assessment of
the project, which was in a “standby” mode in June, the research
objective had to be changed. Major equipment was at hand but some
items essential to performing double resonance experiments were
unavailable, as it has turned out, for the entire sunvner fellowship
period. Therefore, the research objectives have been to assemble and
to test the system Insofar as allowable by time and equipment limita-
tions, to use the equipment to obtain alternative original research
data (pressure broadened DF lines), and to become generally familiar
wi th the research being performed on HF/DF laser systems for possible
use in future work.

THE DOUBLE RESONANCE EXPERIMENT

Computational models for several HF chemical laser systems are
discussed by Hough 1 , Emanuel 3, Puniner4, Hal l 5, and authors that they
cite. The equation for optical gain between two energy levels, which
determines whether lasing action can occur, is based on the population
densities of the two states and on the profile of the optical transition
that connects them. The line profile is needed to take into account
effects that broaden the transition, such as molecular translations and
intermolecular collisions. The equation for the population of any energy
level contains terms for population shifts into and out of the level
arising from spontaneous and induced radiative transitions and from
intermolecular collisions . The collisional processes are generally
described using linear rate coefficients to couple every pair of energy
states. Many of these coefficients must be assumed to be zero for lack
of another value.

It is clear from the laser gain equations that careful spectroscopic
experIments provide the data required for the computational investigations
of chemical lasers. The energy levels and transi tion frequencies for
all states of interest for HF and DF are accurately known6

~~ , therefore,
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the necessary research is based on accurate intensity measurements.
When energy level populations are changing the time dependence of the
absorption or emission measurements is related to the relaxation rate
constants. Intensities measured as a function of wavelength across the
band or line yields the line profile. Relaxation rates12 23 and band
proflles24 3° have been reported for the lowest vibrational states of
HF but few18 20 measurements involving the states with v>3 have been
performed. It is possible to study these properties using double
resonance techniques, whereby two transitions are simultaneously tuned
by lasers of the experimental apparatus. Double resonance methods are
well established3~~

33, however, only two groups report results of
energy relaxation measurements on HF using this technique2~~

23.

- 
- The basic experiment is shown in the energy level, diagram of

Figure 1. The v = 0 energy levels of HF are normally the only thermally
populated levels and an intense laser pulse, the pump, is used to
excite molecules from a ground vibrational level E0,~ to an excited
vibrational energy level E

~ij .. 
The second laser provides a weak cw

• “probe” beam to monitor the population of level E
~

i jt. The probe laser
is tuned to resonance with an allowed transition originating from level
Ev I ,J1 and its intensity Is monitored as a function of time. The
population of state E

~ij . 
changes because of collisional and radiant

energy transfers . The collisional energy transfers populate adjacent
high energy states ~~~~ and the population of these states are also
monitored In separate experiments using the weak cw probe laser. It may
be experimentally difficult to tune the pump and probe laser beams to
the two transition frequencies being examined if both laser line widths
are very narrow because a narrow pulse beam will vibratlonally excite
only those molecules under the Doppler profile of the molecular absorption
line that are in resonance with the narrow pulse. Exactly these same
molecules must be in resonance with the probe beam and jitter of either
pump or probe laser can result In failure of the experiment. Previous
double resonance exper1ments2~~

23 on HF circumvented the frequency
matching problem by using HF lasers as pump and probe. The present

41-6 

- - -- -—----- - - -~~~— —~~~~~~~~~~—-—— - 
_
~~

j__
~.__ __

~~
l_____ . _ ____ _ --5-



r - 

experiment uses a high intensity dye laser as the pump and a low intensity
- - semiconductor diode laser as the probe. Both of these lasers are

tunable, but even after line narrowing of the dye laser , its bandwidth
will be wider than the HF absorption lines and therefore all velocity
components contributing to the HF absorption line will be exci ted. The
diode laser has a linewidth far narrower than the Doppler profile of any
HF line and therefore It probes only a small fraction of the excited
molecules. It is sometimes difficult to locate stable absorption lines
arising from ground state transitions using the diode laser spectrometer
and a major problem of the present research is to tune the diode laser
probe beam to the weak, transient lines that arise from the high vibrational
excitations. This problem is discussed below.

In addition to laser linewidths, the temporal behavior of the pump
pulse is important in the double resonance epxeriments. The probe laser
should be cw (continuous wave), at least over the duration of the relax-
ation phenomena of interest. The pump laser pulse should Ideally be of
subnanosecond or picosecond duration, much shorter than the relaxation

-; phenomena of interest. In fact, however, the present dye laser pulse
has a rise time of about 100 nsec and an overall duration of about 350
nsec. This long fal loff or tail creates a problem because the rotational
relaxatIon process of HF occur on a timescale only slightly longer than
this for the low vibrational states2~~

23, and therefore the rotational
relaxation Is already in progress during the lifetime of the pump laser
pulse. The pump pulse duration can be shortened with the help of an
electro—optic crystal used as a shutter.

Conceptually the double resonance experiment Is very simple and
the rise and decay of population in each excited state energy level
can be cataloged as phenomenological data. However, extraction of
the desired state—to-state relaxation rate constants Is a complex 

—

matter, particularly for high vibrational excitations, because of the
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many simultaneous processes that enter into the relaxation behavior
of each energy level. The defining rate equations are strongly coupled
and more attention must be given to the process of extracti ng rate
constants from the observed kinetic data. One approach used by Javan
and his colleaçues19 for the study of vibrational relaxation In high
vibrational states of HF required the simultaneous excitation (i.e.
laser pumping) of each vibrational state below the one of interest In
order to mimic a high temperature Boltzntann distribution. Even after
this approach to uncouple the kinetic equations, approximations had to
be made In order to extract rate constants. The first step in the
present project is simply to demonstrate the fee -’lbility of the apparatus
for use in double resonance experiments; the second step should be to
consider means to uncouple the kinetic equations arising in the high
energy states . These methods might involve simultaneous pumping of

-

• several levels as performed by Javan et al., shortening the timescales
involved to subnanosecond duration, using well defined molecular beam
samples, or other experimental ploys designed to limit the number of
molecular energy states that can contribute to the observed experimental
results .

Semiconductor diode lasers have a very narrow linewidth and are

- • 
useful for the study of absorptIon line profiles34’35. It is intended
that the probe laser be tuned to a single frequency for the double
resonance kinetic measurements, but it may also be possible to obtain
the desired excited state line profiles by a rapid scanning of the diode
laser frequency across the absorption line. This possibility has
recently been demonstrated for the case of carbon monoxide excited In a
shock tube36. The short lifetimes of vibrationally excited HF will
require a slightly more rapid sweep rate of the diode laser than was
used for CO, or else a longer pump pulse of uniform intensity in order
to create a sufficiently long “steady state” condition.

41-8
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THE DOUBLE RESONANCE APPARATUS

The block diagram of the apparatus is given in Figure 2. The pump
laser (A) Is a Phase-R Model 01-1100 coaxial-fl ashlamp excited dye
laser. The suitability of this laser as a pump for the present experiments
must be evaluated In terms of its pulse energy and its pulse bandwidth,
duration and shape, tunability, and reproducibility.

The company specifications for the laser wi th fresh rhodmilne 6G dye
are for an output energy of 0.25 J/pulse. This value is for flat mirrors
with no added optical components. As a starting point, It Is 5000 times
larger than the HF pulses used in reference 23 to pump the harmon~;

oscillator allowed fundamental of HF. In addition to the reduced
molecular absorption coefficients for transitions with Lv 4 or 5 and
the reduced energy provided by most other dyes, this factor of 5000 Is
reduced by adding the necessary line narrowing and pulse shaping optical
components to the laser cavity. The pulse energy cannot be measured at
present because there is no meter (e.g. a Scientech Pulse Calorimeter)
available in the laboratory, but poor energies were observed because of
dye deterioration. Stored dyes should be refrigerated and the circulator
for the lasing dye solution should be provided with a cooler to lower
the dye temperature to at least 200 C.

0

The laser line can be narrowed to approximately 2 A using two
intracavity prisms that are presently available. However, narrow
linewidths cannot be measured without a Fabry-Perot interferometer37.
The nominal 2 A bandwidth corresponds to about 6 cm~ (using 6000 A

as a reference point) compared with an HF line width of about 002 cm 1 .
It Is clear that most of the laser pulse energy will bypass the HF
molecule unless the laser line Is narrowed much further. A balance must
therefore be sought between the pulse energy lost through narrowing the

1
41-9
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laser line to more nearly match the HF absorption line and energy lost
because it bypasses the HF molecule. This optimisatlon study was not
possible now because of a lack of equipment.

The dye laser linewidth can be narrowed to a few hundredths of a
wavenumber with the help of a Lyot filter~~

’39. A Lyot filter was
purchased with the laser (although it had to be returned to the company
for repair and still needs a final crystal polishing and, moreover,
cannot presently be used efficiently because the accompanying polarizer
is too small and should be replaced). Al ternatively, laser lines
narrower than 2 A can be obtained by introducing additional intracavity
prisms40. The Lyot filter, a birefrlngent crystal, can be used for one
of two purposes: line narrowing or as an electro-optic shutter to shape
the output laser pulse. At present, it is felt that the line narrowing
application will be the more Important. It is possible to obtain extra-
cavity electro-optic shutters triggered by the dye laser.

The experience obtained using this dye laser, unfortunately with
deteriorated dyes, plus considerations such as those above and general
reading, suggest that tuning the laser to the HF frequenty will be easy
but that the energy and the pulse reproducibility may turn out to be
inadequate. The pulse duration is somewhat longer than desirable
considering the HF rotational relaxation times expected for the excited
states2~~

23, and energy is lost in shortening or chopping the pulse.
This generally pessimistic view of the pumping efficiency should be
experimentally tested by initially probing transitions from the ground
state of the sample molecules, rather than those from excited states.
This Is because there is no difficulty In tuning the probe laser to
ground state lines and a population decrease in ground state levels due
to successful pumping should be easily detected. This is probably the
best way to optimize tuning of the pump laser to the desired molecular
transition.

41-10
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Returning to Figure 2, the pump laser beam Is transferred to the
sample cell (B) via a sapphire based beam splitter that will reflect
most of the visible pump pulse and transmit the near infrared probe
beam. This beam splitter is not yet available in the laboratory but is
on order from Valtec Corporation. The beamsplitter is needed in order
to make the pump and probe beams collinear, a necessity when rapid
relaxation processes are to be studied.

The sample cell (B) is a Wilks Scientific Corporation 40 meter
multiple reflection (White) cell. It has gold coated mirrors, nickle
interior plating, and CaF2 window-lenses. It is found that DF disappears
rapidly (in minutes) ‘In the cell In spite of Its intended Inertness
to HF and OF, although after the initial “conditioning” exposures to OF
It is possible to observe R(6) of DF in the cell at a 10.5 meter path-
length for several hours. Of course, part of the DF disappearance must
be due to hydrogen-deuterium exchange with the cell walls. The optical
quality of the cell diminished after the initial introductions of DF.
It has become difficult to obtain pathlengths longer than about 20
meters whereas the 40.5 meter path was easily obtained originally.
The present experience using DF with this cell parallels that reported
in the literature for HF. It will be necessary to use a flow system In
order to control and to have accurate knowledge of the pressures of HF
or OF in the cell.

The pumping laser pulses are reflected off a second beam splitter
when they leave the absorption cell and they can be passed, if desired,
into a spectrograph, interferometer, or pulse energy calorimeter for
analysis. Of these instruments, the spectrograph is the only one
presently available.

The probe laser beam is generated by a semiconductor diode laser.
This is mounted on the cold head of a low temperature, closed cycle
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helium refrigerator and forms the source unit of the Laser Analytics
Model LS-3 diode laser spectrometer (D). The laser beam, one inch in
diameter, is passed through the sapphire based beam splitter into the
sample ahsoprtlon cell. After transmitting the absorption cell the beam
re-enters the spectrometer and Is ultimately detected by an InSb photovol talc
detector manufactured by the Santa Barbara Research Center. The detector
is cool ed with liquid nitrogen and its preamplified signal is displayed
in a Tektronix Model 7904 oscilloscope. The response time of the
detector is not given and this should be measured to verify that it is
fast enough for the rotational relaxation studies. The response time of
the Au:Ge detector used in the previously publ ished studies of Hinchen
and Hobbs23 was about 2 nsec.

The two presently available diode lasers nominally cover the spectral
range 3024 - 3131 cm 1 , which severely limi ts the transitions that are
availabl e for study. The R(6) — R(1l) lines of the DF ’fundamental are
accessible and several R—branch lines with similar J values are accessible
for HF with the lower v 4 and v 5. The HF lines cannot be studied
without pumping and this cannot be done now. On the other hand, a
pressure broadening study of the fundamental DF lines was performed.
These DF lines and/or sinrtlar R-branch lines of HC1 can be conveniently
studied using the available diode lasers. These ground state probed
transitions will be useful for testing both the pump and probe laser
performance when the double resonance experiments are initiated.

The performance of the diode lasers was disappointing in that they
usually showed simultaneous laser emissions from several modes too close
together to be separated using slit width and lens adjustments or using
laser current and temperature adjustments. The background curves varied
as a function of time as the weaker contributing modes would turn on or
off. The mode structure was also sometimes affected by the optical
path, changing upon insertion of the etalon, the 15 cm calibration cell ,
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or on changing the number 0f reflections in the long-path absorption
cell. The optimisation’ adjustment process is very tedious. One possible
reason for the poor mode performance may be the presence of a 3 Hz
mechanical oscillation associated wi th the operation of the refrigerator
cold head. A vibration-el iminating laser mounting is presently on order
from Laser Analytics that will , hopefully, alleviate this problem.

The sensitivity of the diode laser spectrometer using the present
diodes was unimpressive, for example, intense absorption lines of CH4
contained in the 15 cm cell at a pressure of 1 torr could not be detected.
Of course, the CH4 lines were easily observed using the long path cell.

As seen in Figure 2, the diode laser beam can be diverted by a beam
splitter (presently on order) to block (E), which represents an HF or OF
gain cell. This is intended to respond when the diode laser frequency
is In resonance with one of the gain cell spectral transitions. The
gain cell is the originally intended device to calibrate the diode laser
to the HF or OF frequencies being probed. A difficulty is that only 19
lines have been observed from the parent laser4

~, as it stands , and that
these al l  originate from v = 2 or v = 1 states in the case of HF.
Trans i t i ons  a r i s i ng  f r o m  v = 4 or 5 states are needed for the present
experiments and modifications of both laser design and gaseous Input are
needed in attempting to generate and to characterize laser emissions
from these high vibrational excitations . In addition, an appropriate

spectrograph for examining HF laser lines has not been available In the
laboratory in recent weeks.

An alternative method for locating and tuning the probe diode laser
to desired transitions rests on the capability to rapidly scan the laser

Injection current (and thereby the laser frequency) of the diode spectrometer .
- 

- 
While line profile studies require a spectral sweep that is rapid in
comparison with the sample lifetime, a simple line search procedure can
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tolerate line profile distortions caused by energy relaxation processes

that occur during the sweep. The diode spectrometer has a built-In,

repetitive sweep rate of 8 kHz using Injection current sweeps of up to

200 ma. An Input jack for applying an externally generated sweep

function, as required In the present case, is built into the spectrometer.

The spectral region used to observe the shock tube generated CO line

referred to above36 was swept in 100 ~sec and the author states that
faster sweeps are possible. If the 3 micron diode lasers needed for the

HF absorption region behave similarly to the 5 mIcron diode used for CO,
it is likely that the HF lines can be located by rapid spectral scans.

Estimated line positions can be calculated to tenths of a wavenumber
6’7’10

using the accurately known spectroscopic constants of HF and DF, and
methane or other stable gases42 provide precise calibration lines for
setting the diode laser to the estimated HF or DF frequency values. If

the levels can be pumped efficiently the probed HF and DF lines should
be readily located.

The vibrational lifetimes of HF12 20 are on the order of 100 usec
more or less, so the chances for success at the indicated sweep rate are
good. The determination of the fixed laser injection current to be used
for the kinetic studies (i.e. the current corresponding to the line
maximum) can be determined by Interpolation using the preset sweep
range. Bracketting of peaks within a sweep range is easily performed
for stable transitions: In the case of DF the Injection current corre-
sponding to the narrow band maximum was readily found in the limit of
“zero” sweep range using the triangular sweep mode and successively
smaller sweep ranges. The bracketting does not need to be carried to
zero sweep range. Of course, the usual method for locating accurate

absoprtion maxima Is to use a slow sweep, the 400 Hz beam chopper , and a
lock-in amplifier.
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If the sweep method for probe laser calibration is successful it
will be considerably more general than the gain cell approach. Any HF
or DF transition of interest can be probed rather than the limi ted
number of P-branch lines likely to be found in the gain cell. Double
resonance relaxation experiments would not need to be limited to HF or
DF samples. In addition , temperature and pressure Induced HF or DF
frequency shifts occuring between the gain cell conditions and the
actual sample cell conditions may be sufficiently large that a small
l ine search and optimisation procedure might need to be performed in any
event when using the gain cell as Initial calibration.

Assuming highly efficient pumping so that the excited energy
states become well populated It appears that the diode laser system
yields excellent possibilities for obtaining rate constant and line
profile data in the highly excited vibrational states of HF and OF.

PROFILES OF THE R(6) and R(lO) LINES OF DF

Line profiles contain information concerning intermolecular inter-
actions43, and In the case of DF they are essential input parameters for
computational models of an important chemical laser system. A large
number of studies reporting profiles of HF absorption lines appear in
the literature24 3° but corresponding studies of DF line profiles are
absent. The very narrow line width of the semiconductor diode laser
beam makes it an excellent tool for examining narrow line profiles44 and
a Laser Analytics LS-3 diode laser spectrometer has been used in the
present research to study the R(6) and R(10) lines of DF. Observations
of the Doppler limited lines and of the lines pressure broadened by He,
Ar, H2, D2, N2, 02, and SF6 at pressures up to one ebnosphere are
reported. The choice of the R(6) and R(lO) lines was dictated in part
by the available diode laser. The strongest J-dependent behavior for
pressure broadening is shown for lower J values; the present values are
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in a J range expected to show monotonic decrease In line width with
increasing J value. This behavior has been observed for the HF lines
and Is predicted, but not in quantitative experimental agreement, by
theories of spectral line broadening.

The OF sample was purified by freezing it with liquid nitrogen and
pumping off impurities that are volatile at that temperature. The
sample was maintained between -60 and -25°C when extracting samples for
spectral study. A Wi lks Scientif ic Corporation 40 meter pathlength
White type multi-reflection absorption cell was used for the studies
with a 10.5 meter pathlength for all runs. The absorption cell had gold
plated mirrors, a nickl e plated interior, and CaF2 window-lenses. The
DF sample pressure could not be accurately measured because of sample
decomposition and cel l wall interactions (including HID exchange).
However, it was always much less than 1 torr, as further suggested by
the need for a 10.5 meter pathlength in order to obtain appreciable
absorption. At these low pressures self-broadening effects are negligibl e
and the vapor is not extensively associated. The broadening gas pressures
were measured using a Wallace and Tiernan gauge. The vacuum line was
steel except for a copper lead-in line for the broadening gases. The
spectra were recorded at 24°C.

1The R(6) and R(lO) lines occur at 3041.375 and 3103.561 cm
respectively~~, and each line was studied in an approximately 0.7 cm~
wide spectral scan region. The spectral background in the experiments
often showed variations from scan to scan as the laser output was not
perfectly stable. The laser injection current.were converted to wave
number using data obtained with a Ge etalon with a 0.0497 cm~ fringe
spacing. The raw transmittance data were converted to absorption
coefficients by digitizing the recorded curves using a Tektronix 4051
graphics system and digitizer. Figure 3 shows an example of the raw
data and Figure 4 shows these lines after data conversion.

41-16
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Since the DF pressures could not be accurately measured In these
experiments the true molecular absorption coefficients may not be
obtained and the data Is useful for line profile and pressure induced
frequency shift determinations only. At the time of this writing the
quantitative data conversions have not been finished and the error
l imitations are still unknown. Therefore, the final paragraphs will
merely outline the anticipated treatment to be given the data in a more
detailed manuscript to be prepared at a later time.

The Doppler broadened R(6) and R(lO) lines appear to have the
expected Gaussian profiles , with spectral widths at half maximum of
about 0.01 cm~ for R(6) and R(10), respectively. The expected Gaussian
profiles will be confirmed by testing the fit of the observed profiles
to this function.

The pressure broadened lines show significantly enhanced band wings
and profiles have been obtained at intermediate pressures between zero
and 1 atmosphere for most of the broadening gases. The Voigt function43’45

describes line profiles containing significant contributions from both
Doppler and Lorentz broadening and the Voigt parameter connecting the
Doppler and Iorentz halfwidths will be determined by fitting the observed
profiles to computed Voigt functions. A recently published computer
program46 for the rapid computation of this function will be used. The
profiles with 1 atm broadening gas will also be compared with pure
Lorentzian functions.

The line shape parameters extracted from the measurements will be
compared with published results on HF. The available theories,
reviewed briefly in reference 1 , will be used to calculate halfwldths
for comparison with the observed values. The seven broadening cases
cover a fairly wide range of conditions for theoretical treatment.
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CONCLUSIONS AND RECOPIMENDATIONS

It should be possible to Initiate double resonance experiments
using a tunable dye laser as the pump and a tunable semiconductor diode
laser as the probe in this laboratory In the near future. All equipment
that Is critical to performing the initial experiments will soon be
available in the laboratory and additional items needed to optimize the
experiments have been indicated. The pump laser performance will very
l ikely need optimization before it can successfully pump the desired
transitions, but exploratory experiments can be performed under the
present conditions. In addition to optimizing the dye laser band width
and pulse shape, the detector response time should be measured In order
to assure an adequate instrumental capability for measuring rapid
rotational relaxation rates .

It is reconinended that the initial , primari ly exploratory,
experiments be carried out probing ground state transitions rather than
excited state transitions . The advantage of probing ground state
transitions Is that they have large intensities and are stable so the
diode laser can easily be tuned into resonance wi th them. The double
resonance procedures that are appropriate to the tunable diode probe
laser/tunable dye pump laser system can then be developed using strong
signals, and the performance of both lasers can be evaluated. With the
presently available diode laser ground state transitions of the DF
and/or HC1 molecules can be examined .

It Is reconinended that the rapid spectral scan capability Of the
diode laser be fully investigated and exploited. The objectives of this
study would be to obtain accurate line profiles of the excited state
transitions and to develop a procedure for initially locating the
excited state transitions with the diode laser spectrometer.
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Profiles of the R(6) and R (lO) l ines of the DF fundamental vibration

have been measured in the Doppler limit and as a function of pressure
for seven broadening gases as 24°C. These are He, Ar, H2, D2~ N2, 02,
and SF6. It is anticipated that a manuscript will be prepared in the
near future containing the analyzed results of this research.

On a personal level, I have become familiar with the HF laser and
energy transfer literature and have gained practical laboratory experi-
ence with several laser systems. Every activity of the sumer was new
to me and the cumulative results are considered a valuable addition to
my scientific background. Research problems concerning HF laser systems
and associated with extracting rate constants from the observed relaxation
data , line profile measurement and interpretations, and possible appl ications
of dye lasers for relaxation measurements have become apparent.
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ELECTRON—ION RECOMBINAT ION
IN LASER GAS MIXES

by

Harold D. Southward

ABSTRACT

It is important to have an accurate estimate of the electron

density for prediction of performance and scaling of electric discharge

lasers. The purpose is to measure the e1ectron/t~~ recombination rate as

a function of gas mixture, electric field/number density (E/N) and

characteristic energy.

To this end prospective measurement techniques were investigated,

various pieces of existing pieces of equipment were interfaced and

necessary electronic/electrical control and f iring equipment were
designed and constructed. One objective was to remove criticisms of

techniques in obtaining previous data and to expand these data.

The major work of the sumeer period consisted of: (1) finding

a method of accurately determining cathode fall potential so that

EIN may be reliably determined; (2) redesign of the gas discharge

chamber; (3) interfacing of the electron gun to its envelope and to

the control electronics; (4) design and construction of control elec—

tronica; (5) providing high voltage isolation for the electron gun

supply.
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Figure 1. Diagram of Apparatus For Measuring Recoi±ination Rates.
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Figure 3. Diagram of Main Pulser and Sync. Pulse Generator.

Figure 4. Diagram of Timing and Control Equipment for the Electron
Gun.

Figure 5. Photograph of Electron Gear for Timing Control

II I

42-3

IL - • 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -



- - 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
‘

~~~~~~~~~
‘ ‘ 

~~~~~~ ‘~‘T’ ‘
‘ 

‘ ‘
~~~

- -- --- —---fl —.- —------ - -- -_-._ — • — -- —•-.- -•._ ‘- — — — ~~~ 
•

• INTRODUCTiON

The objective of this work is to consider prospective measurement

techniques and to design and assemble apparatus to determine electron—

ion recombination rates in various laser gas mixes. This is a con-

tinuation of work reported in the Laser Digest, Fall 1976, AFWL TR—

77—15 by T. W. Meyer, J. D. Hines, P. D. Tannen and R. E. Jenigan.W

Major points which form a setting for the following are:

1. Most of the major components for the experiments were avail-

able, but for various reasons they needed to be interfaced,
some mechanical redesign was necessary. Considerable electronic

design and fabrication for controlling the electron gun and

obtaining data were also necessary.

2. Criticisme of previous experimental techniques were considered

in order to remove as many objections as possible in the

process of redesign.

This report places heavy emphasis upon the electronic/electrical
timing and control equipment because of the positive contribution that

this may make to those who may use this equipment in the future.

Further, the mechanical changes are obvious to any user and physical

dimensions and assembly are obvious and are obtainable f rom existing
shop drawings.

Unfortunately the time period did not permit the taking and

processing of data; however the sutmner period did bring the project

very close to its research phase and due to location of the partici—

past, this phase should continue in the Fall of 1977.

42-4



—~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
_
~~~ ~~~~ - - - -~~ 

-- -‘-----—-
~
,.— • —‘--

~~~~~~~~~~
-., 

~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~‘“ ~~‘ 
• •

WORK PERFORMED

Overview:

Figure 1 shows a basic diagram of the apparatus for measuring

recornbination rates as taken from Reference 1. Although it does not

represent the exact configuration of the equipment it does indicate

• the essential functions. Probes P1 
and P2 are used to measure

electric potentials in the plasma which are then used to calculate

the cathode fall and ultimately the electric field strength. Total

current is measured and a button current gives a more accurate

determination of current density at the center of the anode. Further,

a pulse transformer is placed around the cathode lead of the electron

gun to monitor electron gun current. The cathode of a tetrode electron

gun is at a potential of (—) l50 kV with respect to the cathode , shown
in Figure 1, and mus t be supplied with 60 cycle a—c power through an

• isolation transformer. The electron is held off by a 0 — 160 volt

negative d—c voltage source. Electron gun filament current is supplied
by a variable 0 — 30 ampere d~c qsource controlled by an 0 — 60 seconds
interval timer.

Special apparatus was designed and constructed to initiate the
filament timer, fire a positive voltage grid modulator at a preset

time and to trigger oscilloscopes.

Discussion:

A block diagram of the electron gun apparatus is shown in Figure

2. Briefly , the pulser (at laboratory potential) creates a variable

0.1 to 10 second square pulse beginning at to. The leading edge 
(t0)

of the pulse subscript initiates the electron gun filament current

to run for a present time. The falling edge (t
1) provides a time to

initate all oscilloscopes and to fire the electron gun with a model

214 Hewelett—Packard pulser. Figure 3 is a diagram of the main pulser

and sync. pulse generator and Figure 4 is a diagram of the ~~Is~~tt

trigger, modulator trigger pulser and interval timer reset pulser.
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All timing and pulse circuits are based on 555/556 type integrated

circuit timers, the functions of which are explained in various

semiconductor data sheets by a number of manufacturers .
2 All of

these circuits including the optical isolater have been constructed

and completely checked under simulated working conditions. Figure 5

is a photograph of the apparatus which includes the apparatus fed

by the isolation transformer (bottom), the grid modulator (middle)

and the diode pulser/sync. pulse generator (top).

Other items which were involved in the project included: (1)

the interface of the electron gun with its vacuum envelope/ancillary

electronics which has been completed ; (2) the interface of the

modification/interfacing of the gas discharge cell (in shops); (3)

the investigation of a means to make accurate determinations of

cathode fall potentials;3 (complete but not implemented), (4) location

and modification of isolation power transformer (modified by others

at AFWL).
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CONCLUS IONS

We may conclude that the apparatus for performing ion—electron

recomb ination of gases will be ready to take data within a few weeks.

(The participant intends to continue following this work to completion

in the Fall of 1977.) It would appear that the research phase which

is to follow would be appropriate for an AFOSR mini grant.

Some topics which could be included in this research phase are:

(1) obtaining gas discharge decay data in a number of gas mixtures;
(2)  calculation of recombination parameters and cathode fall; (3)
plotting recombination parameters as a function of gas mixture, E/N ,

characteristic energy with due regard to any contaminants which may

be in the mixture; (4) calculation of characteristic energies from

numerical approaches to Bolt zmann transport theory; (5) consideration

of contaminants by spectroscopic examination of the gas discharge.

4

.1
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ABSTRAC T

The Natu re and Prediction of Secondary Calcium

Ca rbonat e Cemen tat ion (Caliche) in Al luv ia l

• Basins of the Southwestern United States

by

Dr. Stephen C. Wells

Alluvial basins in the southwestern United States are being assessed
for potential siting of the Multiple Aim Point Missile System (MX).
Accumulation of calcium carbonate (caliche) in the soil horizons and upper
portion of the basin fill is a secondary alteration due to weathering
processes. Caliche development in alluvial materials change the physical
and chemical properties of the in situ material. Specifically , calcium
carbonate cementation binds elastic material into large grain sizes,
increases compressive strength of the material , increases the bulk density ,

• and reduces the infiltration rate of downward percolating waters.
Consequently, these changes in engineering characteristics may pose a
potential hazard to the construction and survivability of the MX system.

These properties change with different types of caliche and calcium
carbonate content, and caliehe types vary throughout the alluvial basins;
therefore, the prediction of caliche occurrence and properties will be
essential for siting the MX. Areas of the Southwest which have the

• following characteristics are most likely to have well—indurated and
thick caliche: (a) old alluvial material composed of carbonate and/or
basic igneous rocks, (b) alluvium downwind from playas which have
concentrations of CaCO3 or CaSO4, (c) material that is coarse grained
and poorly sorted , and (d) older alluvium or soils. Areas least likely

• to have appreciable amounts of CaCO3 cementation may be young, fine
• grained sediments composed of acid igneous rocks. The depth to these

caliche horizons is proportional to the amount of rainfall , and may be
predicted by the following equation: Dca = 1.63 (Pm — 0.45) where Dca
is depth to the caliche, and Put is the mean annual precipitation .

In certain portions of alluvial basins, erosion has removed most
of the upper soil horizons and exposed the caliche to the near—surface.
Satellite imagery (Landsat) is useful for detecting the caliche by
variations in image density and morphology of the landscape. Caliche
reduces the erodibility of the landscape which causes a decrease in the
number of drainage lines per unit area, preservation of multiple
geomorphic surfaces, and modification of channel characteristics. Alluvial
material cemented with caliche is subjected to excessive flooding due

• to minimal infiltration.
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INTRODUCTION

The Basin and Pang. province of the southwestern United States is
being assessed for potential siting of Multiple Aim Point Missile
System (MX). This province is characterized by isolated, block— faulted
mountains and intervening desert plains. The geologic processes and
resulting characteristics of these alluvial basins are of significant
concern if effective siting of these MX systems is to occur. Specifically,
the sedimentologic nature and surficial processes of the potential
basins sites may pose a potential hazard to the construction and survivability
of the MX system.

The accumulation of calcium carbonate (caliche) in clastic materials
of these basins is a conm on secondary—weathering orocess related to arid
climates. Caliche development will have an impact on the engineering

• and sedimentologic characteristics of the alluvial fill. Caliche indurates
the previously unconsolidated fill, increasing the compressive strength
and binding clasts into larger particles. Thus, calcium carbonate
cementation of the alluvial deposits may increase the possible ejecta—size
material. Large ejecta blocks derived from nuclear impact craters on
caliche may adversely affect the performance of the MX system. Caliche

• may also adversely affect engineering properties of alluvial materials
which will host the MX System

Caliche occurrence and properties are considerably variable in
alluvial basins of the southwestern United States. Thus, siting of MX
Systems may risk engineering and geologic hazard unless a method is
developed for predicting the occurrence of caliche types. This study
concentrates on near—surface carbonate cementation. However, cemented
horizons exist at depths in basin alluvium and a study of their
occurrence and properties are not in the scope of this project.

43-5
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OBJECTIVES

ne goals of this study are fivefold:

(1) To determine the types of caliche that will affect the MX System
and how their properties relate to the survivability, and engineering
aspects of the MX system.

(2) To illustrate the general, or regional, characteristics of
caliche in alluvial basins of the southwestern United States. These
characteristics include; chemical constituents and variables which
affect CaCO3 precipitation in alluvial materials, engineering properties
related to compressive strength and infiltration rates.

(3) To delineate the effects of caliche development on terrain
characteristics. That is, to answer the question: how does the
induration of c].astic materials influence the erodibility and morphology
of landfonns?

(4) To determine those variables which control calcium carbonate
cementation in alluvial basin fill. Understanding these variables will
permit the delineation of regions favorable to caliche development.

• (5) To develop a conceptual (qualitative) model for caliche development
based on the interrelationships of variables determined above . This
conceptual model will provide a basis for further work which may
successfully evolve into a useful quantitative model.

_______________ 
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TYPES OF CALCIUM CARBONATE CEMENTATION IN ALLUVIAL BASINS

Six major types of secondary calcium carbonate cementation are
described by Lattman (1973,1975) and are adopted for use in this
study . The various types of carbonate cementation are given in Table
1 and described below. The caliche types are differentiated on the
basis of variations in morphology, physical properties, vertical and
lateral extent. Variations in chemical constituents are not considered
a factor for caliche classification; however, varying concentrations
of CaCO3 do affect the properties of caliche.

Detailed descriptions of these caliche types are given by Cooley
• and others (1973):

“Caliche. In this report the term caliche is used to encompass all
secondary deposits of calcium carbonate. The term caliche has been
comsonly used to designate deposits of calcium carbonate by pedogenic
processes. However, in the present study , deposits of calcium carbonate
due to what are believed to be other than pedogenic processes have been
found, and these play an important role in the investigation. Additionally,
caliches of pedogenic origin are transitional with caliches of nonpedogenic
origin. Therefore, it is felt best to here use caliche as a general
term for all secondary calcium carbonate deposits.

Soil Caliche. A soil caliche is an accumulation of secondary calcium
carbonate formed by pedogenic processes. It consists of two major

- transitional types depending mainly on thickness and degree of development:

(1) Calcic horizon. As here used , this is a soil horizon of calcium
carbonate accumulation which is more than six inches thick, has a calcium
carbonate equivalent content of more than 15 percent, by weight, and has
at least 5 percent, by volume, of identifiable secondary carbonates (Soil
Survey Staff , p. 3—38, 1967). If a horizon of secondary carbonate
accumulation is indurated or cemented such that dry fragments do not
slake in water , it is a petrocalcic horizon, as discussed below.

(2) Petrocalcic horizon. A laterally continuous, cemented or
indurated calcic horizon is called a petrocalcic horizon. Dry fragments
do not slake in water and noncapillary pores are plugged (Soil Survey
S ta f f , p. 3—40, 1967). It stay be capped by a laminar layer, and its
structure may be either massive or platy. This horizon is often called

• caicrete . The term K—fabric has been used by Gile, et al. (1965), f o r
petrocalcic horizons meeting certain qualifications as to fabric and
content. In this report petrocalcic horizon will be used to subsume the
K—fabric concept as the distinctions will not be required in this study.

Laminar Layer. This layer consists of thinly laminated calcium
carbonate which contains few or no coarse clasts and which is found

• under a variety of conditions. It may occur as a more or less continuous
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cap on a petrocalcic horizon where it is believed by some to be a late
stage feature of soil formation (Gile, et al., 1965). It may also occur
on any relatively impermeable surface such as bedrock or clay . It may
be found, not uncomsonly, locally coating the sides of gullies and washes
and also in discontinuous thin layers on clay. It is generally of very
low permeability which is maintained because of a tendency to rapidly
cement small fractures.

• Gully—Bed Cementation (Lattma n, L.H., unplublished manuscript , 1972).
Gully—bed cementation, here called GBC, is a massive, generally
nonlaminated, well cemented layer found on, or immediately beneath the
bed loads of many gullies and washes. It is of low permeability and
commonly includes boulders, pebbles, and sand that were earlier bedload.
Such layers are discontinuous laterally but otherwise may be indistinguishable
from petrocalcic horizons or laminar layers. They may include some
laminar horizons.

Case Hardening (Lattman and Simonberg, 1971). Case hardening is
cementation of alluvial and colluvial material exposed in very steep
to vertical slopes, such as gully sides and terrace risers. It is

• believed to be due to thin—film surface water causing solution of silt—sized
calcareous material and redeposition. It is locally extremely hard and
of low permeability , depending upon age and sorting of the cemented
material. Older exposures are better cemented, and in any one exposures
the poorer the sorting (the greater the range in grain size) the better
the cementation.

Caliche Rubble. Caliche rubble consists of loose, generally irregular

• pieces of calcium carbonate lying loose on the surface. Such rubble may
locally cover up to 75 percent of the surface in the area studied. It is
believed to be derived from two sources: 1) mechanical breakup of
laminar layers and near surface petrocalcic horizons; and 2) by seperation
of coating from pebbles and larger clasts.”

(Adapted from Lattman, 197 3)

These six types of caliche are ranked according to selected
characteristics in Table 1. These characteristics include: (1) areal
extent or distribution in an alluvial basin, (2) relative thickness
compared to other types, (3) lateral continuity of caliche horizon, and
(4) depth to the top of the caliche horizon below the surface. The
ranking is designed such that 1 represents caliches with the greatest
areal extent, thickness, etc. and 6 represent caliches with the least
values. Of these six types, calcic and petrocalcic horizons are the
most significant, and both form by pedogenic (soil—forming) processes.
That is, calcic and petrocalcic horizons have the highest ranking in
the four characteristics, and more importantly, are the most continuous
caliches in alluvial basins of the southwestern U.S. Gully—bed cementation
and laminar layers are discontinuous although they occur widely over
alluvial basins.

Reeves (1976) offers a well—summarized description of other ways
to classify caliche than the one given above . These classifications
are primarily concerned with describing local morphologic characteristics
rather than regional features. Gile et al (1966) present a
classification scheme that is regional but only includes pedogenic caliche .
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CH~ 1ICAL AND PHY SICAL PROP ERTI ES OF CALCIUM CARBONATE CEMENTAT ION

1. Composition and Geochemistry of Caliche in Desert Soils

The mineralogy of caliche at selected sites in the southwestern U.S.
are compared to the world averages in Table 2. The two most common chemical
constituents of caliche in southwestern alluvial basins are calcium
carbonate (CaCO3) and silica (Si02); commonly, ninety—five percent of
caliche is calcium carbonate and silica. The remaining chemical constituents
are MgO, Al20%, and Fe203. Of primary concern to this study is the origin
and accumulation of calcium carbonate in unconsolidated alluvium and
desert soils.

In a detailed study of the chemical characteristics of caliches
sampled throughout the world, Goudie (1972) concluded:

(a) Microcrystalline calcite is the major mineralogical form of the
CaCO3.

(b) Silica content is usually greater, than lOx..

(c) Dolomite (magnesium carbonate) is not common to caliche.

(d) Gypsum may be concentrated in high percentages locally, but is
not regionally significant.

(e) Clay minerals occur in small fractions as sepiolite and
palygorskite. Chemical analyses are planned for samples collected
during this research and will be compared with Goudie’s findings.

Many physical properties of desert soils and alluvium are dependent
on the amount of calcium carbonate accumulation (to be discussed later).
The addition of calcium carbonate to desert soils is influenced by
the solubility of CaCO

3 and factors which affect the solubility. Those
variables which increase or decrease the solubility of CaCO3 are listedbelow:

Variable Influence

fHigher values of T decrease CaCO3Temperature (T) ~solubility ; CaCO3 
precipitation occurs.

(Lower PCO decreases solubility, incr eased
CO Partial Pressure (P ) ¶ 2
2 CO2 ~precipitation of CaCO3 occurs.

PH Increase PH causes CaCO
3 
precipitation

percent clay in material (CaC0.~ formation in the presence of
~ of clay results in a more soluble formi-of calcium carbonate than calcite.
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The influcence of temperature on calcium carbonate solubility is illust rated
by recent work of Lattman (1975). Alluvium composed of basic igneous
rock detritus has higher diurnal temperatures as compared to alluvium
composed of acid igneous detritus. Under higher temperatures the CaCO3
is less soluble and may precipitate. Alluvium composed of basic igneous’
detritus have higher temperatures which favors precipitation of CaCO

3 
more

readily than acid igneous detritus . Additional data to support this
hypothesis is available from thermal IR imagery studies of acid and basic
igneous bedrock. Well developed caliche is quite common to basalt flows
but is not well developed on rocks of granitic composition. IR imagery
illustrates that diurnal temperatures on basalt flows are higher than on
more acidic rocks. Additionally , cra cks and f issure s in the basalt act
as blackbody cavities and radiate heat through the night. Such conditions
are favorable for calcium carbonate precipitation , and may explain why:
(1) thick caliches are commonly found on basic igneous rocks and detritus,
and (2) calcium carbonate filled vsin4) in basaltic bedrock.

Olsen and Watanabe (1959) cautioned that the relationship of 
~CO2to calcite solubility doesn ’t necessarily apply to calcareous soils.

Their research illustrated that calc ium carbonate was more soluble in
soils than pure calcite under constant 

~co The precipitation of
CaCO3 in clayey alluvium results in a more 2soluble form of CaCO3 than
calcite. The presence of clay in a medium also resulted in higher
concentrations of Ca~~ and HCO3 and higher values of pH (Olsen and
Watanabe, 1959). The exact form of the calcium carbonate in the soil
is unknown, but less stable forms of CaCO3 

(such as vaterite) are known
to occur in the presence of Mg~~ , Ca

’
~~, and organic matter . More

soluble phases of calcium carbonate in the presence of clay may explain ,
in part , the lower CaCO3 accumulations in nongravelly materials
as described by Gile et al (1966). More soluble CaCO3 can be carried
down fur ther  in the soil profile and can be disseminated over a greater
vertical distance . Thus, longer time periods are necessary for
nongravelly (fine—grained ) materials to develop thick calcium carbonate
horizons . Note that f ine grained material  includes very f ine sand and
smaller diameters; whereas, coarse grained material includes fine
sand and larger diameters .

2. Effect  of Calcium Carbonate Cementation on Desert Soil Properties

Caliche is a natural cementing agent in desert soils and alluvium .
The major effect of caliche development is the induration of previously
unconsolidated alluv ium and bi ndi ng clasts into particle sized larger
than the in situ grain size. The amount of calcium carbonate accumulation
and induration increases with t ime . Thus , older desert soils , given the
proper conditions, will be better cemented by calcium carbonate than
younger desert soils. This relationship is shown in Figures 1 and 2,
which illustrate soil—geomorphic relationships in southwestern Arizona .
The soils with calcium carbonate accumulation, calciorthids and paleorthids,
occur closest to the mountain front on the highest and oldest alluvial fan
surfaces, or on the coarse—grained alluvial fan deposits. (Figure 1 and 2)

• The physical properties of soils and unconsolidated alluvium change
with increasing amounts of calcium carbonate; therefore, the physical
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MAP OF QUATERNARY SURFICIAL DEPOSITS

~._t : 
~~~~~~~~~~~~~ ~~~~~~~~ ~~~

~ j ~h\D’ 
fr
i .

~~~~~~~~ :~ 0°” - ~
. — ‘~~~~ ‘~~~“

‘
‘

~~~~~~~~~ I~~~~~
1; ~:E

5 z

~~~~~q~~~~~~)

~~ 

.

~~~~~~~~~~~~~~~~~~

“ 

~: 
‘ ~~
t L

• 
I

~ 01€ ~~~ ~ ~~~~, t, .¼ ON . ••~~~~~~~
.,,

~~~~~~~~~~~~ ~~~~~~ ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
____ I ~~~~~.___ 
— 

I ~~_ _  ~
BEM~

IIJ,f SI

?i$ure 2. Qiist.reary .u~ficia1 d.posits Lu sllu’lal beith of £riuona . Not,
thst 1 ..t .r thick p.troc.lcic hon es,. usd.nli. the calicks rubbl e depos its.
(5.11., 1~7~).

~ 3-14

• ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



-• ~~~~~ ~~~~~~~~~~ ~~~~~~~~~~~~~~ — ,,, ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~ 
—

-~ ~~~~~~

prope r t i e s  of the soils W L L I  vary with the i r age. Commonly younger soils ,
such as torriftuvents , are poorly indurated with sl i g h t  Ca CO3 cemen t a t i o n .
Thes, soils commonly occur in the axial portions of the desert basins
of the Southwest (Fig . 1). Well—indurated and well—cemented paleorthids
are older soils and occur marg inal to the mountain fronts (Fig. 1). The
complex relationship between these soil types is i l l ust rat ed In Figure
and causes of soi.l boundaries in arid regions is discussed by Gil. (1974).
It is important to understand that the amount of CaCO.1 cementation and
the soil properties vary  spa t ia l ly  (across desert basins) as well  as with
t in..

A. Compressive Strength of Calcium Carbonate Cemented Mate r i a l s

Gil. (1961) determined that  the compressive strength of soils (both
air dry and moist) Increases logarithmically with increasing calcium
carbonate content according to the equation: Log Y — 2.10 + 0.18X where r — 0.78
Y • compressive strength , X — per cent  carbo nate , r — Corr e l a t i o n
coe f f i c i e n t  at  the 12 level .  Compressive strength measurements by
Gile ranged from 85 to 7880 psi on air dried samples and from 3 to 5430’
psi on moist samples. The mean values of the compressive strength for
non-indurated , air dried samp les Is 12 times the mean of indurated
callihe . Additi onall y, moi st—compressive strength of petroca lcic horizons
average appr oxImately 8 t imes higher than air—dried caicli’, or poor l y
indurated , horizons . Laminar layers , which have the highest relative
percent of calcium carbonate compared to other ca l iche  types,  ha ve
compressivt strengths similar to concrete (Gile , 1961).

B. hulk Densities of Caliche

Measurements of bulk densities , speci fic gravity of e:illches are
sparse. Gil. (1961) and Netterberg (1971) have made measurements for
c n l i c h e~ in New Mexico and South Africa , respectively. Their results
are discussed be low:

The range in values of bulk densities for calich. In southeastern
New Mexico is 1.3 to 2.2 g/cm 3. The bulk density of soils increases
l i near ly  w i t h  Incr eas ing c a l c i u m  carbonate content according to the
equation : Y — 1.57 + 0.0037 X , where r 0.58, Y — bulk density.
X — carbonate content , r — correlations coefficient at the 12 level .
Highest bulk densities are associated with petrocalcic horizons and
laminar layers. In South Af r ica , bulk densities are higher and
approximate the values of specific gravity for combined silic a and
calcium carbonate.

• C. Infiltr ation Rates of Ca l iche

Detailed stud ies of water infiltration on caliche horizons have
been conducted by Gil . (1961) and Cooley et a! (1973). Their data and
results are discussed below .

The Infiltrati on rate of desert soils decreases with increasing
calcium carbonate content and induration . Older soils with well developed
caliche , such as palenrthids, have the lowest infiltration rates.
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Non—pedogenic caitches, such as gully—bed ceaentatiQn , w111 have very
low infiltrations too. Laminar layers are essentially impervious zones
as their hydraulic conductivities average 1.23 x 10—5 in/am . ?ractured
caliche horizons would increase the permeability. However, f ield
observations indicate tha t fracturing of caliche is limited to ba.kks
near incised gullies and washes, and that fractures are counonly re—cemented
with laminar layer—type inatetial. The permeability of the desert soil is
also related to the depth of burial of the caliche horizon as well as how
well it is indurated. Infiltration rates are slightly higher for caliches
in moister climates as the caliche occurs at greater depths (Fig 8).
Additionally, infiltration rates on desert surfaces covered with caliche
rubble may be slightly higher in that the upper few centimeters are
composed of fragmented caliche and silt. However, caliche will serve
as a barrier to downward percolating water, and such barriers result in
increased runoff.

The relationship between infiltration rates and the amount of calcium
carbonate content has been quantitatively evaluated by Gile (1961). He
found the following relation: Log Y — 0.78 — O.02X, where r — —0.080
Y — infiltration rate, X — percent carbonate, r — correlation coefficent
at 12 level.

In su~~~ry, the two major variables influencing infiltration rates
are calcium carbonate content and depth of caliche in the soil profile.
The lower the content and deeper the horizon, the higher the infilitration
rate.

D. Property Variations in the Desert Soil Profile

The properties mentioned above will vary within a single profile
and with stages of carbonate development. These variations in the soil

• profile are diagraninatically illustrated in Figure 3. Note that the
oldest soils have the greatest variation of properties within the profile.
Older soils with more carbonate content have greater compressive streng’hs
and bulk densities and low infiltration rates.

Engineering properties of soils have beenddiacussed by Reeves (1976).
Reeves concluded that older soils will have lower values of Linear
Shrinkage, Plasticity Index, soluble salt and water absorption than younger
soils due increased CaCO content. In general, these properties should
behave similar to the in?iltration rate with increasing depth in the

• soil (Fig. 3)
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TERRAIN AS SOCIATIONS AND EFFECTS OF CALICIIE IN
ALLUVIAL BASINS

Different types of caliche occur on different landfonns and slope
conditions (Table 3). Calcic and petrocalcic horizons as well as
laminar layers have the most diverse landform associations and, therefore ,
have regional significance (Compare Tables 1 and 3). These caliche types
are comeon to slopes less than 100, which are typical in desert basins
(Wells, 1976; Cooke and Warren, 1973); therefore, these soil—landform
associations will be of significant concern to the !~OC system which are
designed for low slope angles.

The accumulation of calcium carbonate in unconsolidated alluvium
and soil affects the properties of the material as described above.
Induration of the materials results in horizons that are less erodable
than uncemented materials. Changes in the erodibility of alluvial
landforms with CaCO3 accumulation results in feedback between caliche
development and landscape development. The shape and stability of the
terrain is necessary for soil development and calcium carbonate

• accuiinilation. Thick CacO3 accumulations influences terrain development
by making it less erodable, the development of seconda ry calcium
carbonate horizons in alluvial materials will, in turn, affect the
morphology of the landscape. The geomorphic significance of caliche on

• desert, alluvial landscapes in Nevada and Arizona have been discussed
by Lattaan (1973), VanArsdale (1974) , and Wells (1976).

Calcium carbonate cementation of alluvial materials may influence
the desert terrain in the following ways:

(1) Preserve alluvial fan and terrace surfaces and increase their
frequency per basin.

• (2) Preserve the original slope and morphology of the fan or terrace
surface.

(3) Maintain steep slopes (up to vertical) and high banks along
drainage ways.

(4) Alter the morphologic development of washes and arroyos in
cross and long profile.

(5) Decrease the frequency of drainage lines developed on alluvial
materials.

1. Influence of Caliche on Desert Fluvial Systems

The geomorphic effects of caliche on alluvial fan morphology is
described in detail by Lattman (1973). The influence of calcium carbonate
cementation on washes and gullies is described by VanAradale (1974) and
Wells (1976).
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The hydraulic geometry and channel patterns of washes are controlled
by caliche horizons that are exposed at the surface, channels flowing
on caliche horizons, and whose banks are composed of uncemented alluvium,
will have high width—depth ratios. Additionally , these streams may be
braided and/or highly sinuous. Washes incised into caliche, and whose
banks are cemented, will have lower width—depth ratios. In these
reaches channel infiltration is minimal. Consequently, the discharge
of streams which drain areas of caliche should be higher. To test this
hypothesis, computed discharge (based on flood marks rather actual flow)
is plotted against the drainage area above a given cross—section where
discharge measurements were obtained 

~Fig. 
4). Computed discharge

and drainage area are related to each other by a power function, and
equations describing this relationship are:

Equation 1: Qc — 10.4 Ad
°72 for watersheds without cali..he

Equation 2: — 25 &~036 for watersheds with caliche

where,
Qc — computed discharge

Ad — drainage area

r — 0.990 at 5 2 level for Equation 1

r — 0.983 at 5 2 level for Equation 2

The logarithmic plots of these variables and the regression equations
• indicate that drainage basins with caliche have higher computed

discharges at selected cross—sections than those basins without caliche.
The lower slope of the line on the logarithmic plot of discharge and
area in basins with caliche rubble indicates that basins larger than 10
km2 would have lower discharges than basins without caliche rubble.
Ai~ explanation of this relationship is that drainage • basins with caliche
rubble are not larger than 10 km2 in the Harquahala Valley; th,~efore
basins above this size follow the relationship: 

~~ 
— 10.4 A~j’

In the reaches confined by the caliche horizons channel sinuosity
decreases and straight channel segments occur. After the wash or gully

• has incised through the cemented horizon, infiltration increases, the
width—depth ratio increases, and channel sinuosity increases.

Alluvial fan surfaces, which are heavily cemented and display
calcic and petrocalcic horizons as well as laminar layers, promote
excessive surface runoff as overland flow (Cooley et al, 1973). In
such regions, the drainage texture, or the drainage density and drainage

• frequency, should be affected by this increase in overland flow.
Specifically, fluvial systems developed on caliche should have a coarser
texture (fever surface streams). The Mann—Whitney U is used to
test the relationship between drainage density and drainage frequency
ot watersheds with and without caliche. Results of this statistical
test are given in Table 4. It can be seen that drainage density is not
statistically different at the 5 2 level in basins with and without
caliche. However, drainage freç’~ency is statistically different for these
two basin types. Drainage basins ~tth caliche have low values of
drainage frequency, and are usually iass than 16 (Table 4).
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Figure 4. Computed discharge of desert stream at selected cross—section
compared to drainage area above that cross—section for weathersides
without (A) and with (B) caliche horizons.
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Table 4. Mann—Whitney U Test for Relationship of Drainage Denisty and
Drainage Frequency of Desert Drainag~ Basins with and without indurated
caliche

Dra inage Basin Drainage Density Drainage Frequency

IMQ— C 5.35 16.14

IMQ—D 8.01 23.35

CPQ—A 4.57 11.11

CPQ—B 3.40 4.16

CPQ—C 9.00 23.30

CPQ—D 6.25 11.54

BHMQ—A 6.27 16.72

BH~~—B 3.17 16.10

11.57 50.23

~4Q—B 19.33 69.57

basin with indurated caliche deposits C

basin without indurated caliche deposits N

Dra inage Denisty Test :

3.17 3.40 4.57 5.35 6.25 6.27 8.01 9.00 11.57 19.33

N C C N C N N C N N

n2 — C — 4  U — 8

— N — 6 — 0.05 table value — 3, therefore accept H,.

U value indicated drainage densities same

in basins of different surficial deposits. 

---v--- - ---- 
Drainage Frequency Test:

4.16 11.11 11.54 16.10 16.14 16.72 23.30 23.35 50.23 69.57
C C C N N N C N N N

n
2 — C — 4  U — 3

• N • 6 — 0.05 table value — 3, therefore reject H.

U value indicates drainage frequency

different in basins of different surficial deposits.
- —  •.1~5
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APPLICATION OF CALICHE STUDIES TO MULTIPLE AIM POINT MISSILE SYSTEM( 1~OC)

Cementation of alluvial material in SW United States valleys affects

~ittng of tU missile systems in two ways: its influence on Nuclear
Weapons Effects (NWE) , and on construction of facilities. Since alluvial
valleys are so varied in the types and sizes of alluvium filling them,
the prediction of the occurrence of cementation and subsequent
understanding of their response to an NWE environment will greatly enhance
the survivability of a system.

As regards NWE, better knowledge of caliche occurrence, as well as
its area! extent, abundance or lack of, and distribution with depth will
aid in predicting (1) crater size, (2) amount and size of ejecta, and
(3) the shock propagation that radiates out from the detonation point.
All three effects need to be better understood to design the )O( system
to a stated level of survivability. For example, loose, uncemented
alluvium would yield a larger crater than in alluvium that was massively
cemented for a total sequence in the crater region and approach ing
rock characteristics. Caliche cemented alluvium produces a more competent
media for cratering which results in reduced ejecta, according to
a proportionality factor in relation to a smallier crater size associated
with more massive cementation. Massive cementation also influences the
size of ejecta that will occur. Loose, minimally indurated alluvium will
produce ejecta no larger than the in—situ size materials. With ca].iche
cementing the material together, ejecta size will increase dramatically,
especially with the best cemented mateiral, mater ial approaching
concrete with large aggregate as a matrix. (Note that a buried cemented
layer under loose alluvium acts differently than would a massively
cemented section as described previously.) A buried massively cemented
alluvial layer will influence the aspect ration, (Ra / Da ) ratio of
(apparent crater radius/depth of apparent crater], of cratering when
it imposes an impedance mismatch between the loose alluvium and
cemented alluvium interface. If loose alluvium overlies an old
massively cemented zone, the cratering mechanism will tend to bottom
out at the resistant layer, and the aspect ratio may be expected to
increase with a corresponding increase in the amount of ejecta.

Another NWE effect that is of concern is the attenuation of ground
shock propagation. In loose medium, the bulk density is low, as
compared with highly indurated caliche bearing alluvium. As the overall
density and competency of the alluvium increases so does its ability
to transmit strong motion seismic shock waves to greater distances.
Peak particle velocity, scaled peak displacement, and scal ed peak
acceleration may all be expected to be higher for highly indurated
alluvium than uncemented “loose” material, Crawford et al., 1974.
Depending on the types of seismic signal that may be propagated through
the alluvium, controlled by cementation, a strategic facility will need

• to be designed to survive varying degrees and modes of seismic wave
velocity acceleration, frequency and amplitude.

:
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Engineering Properties

Besides the NWE concerns of caliche, the engineering properties
of alluvium altered by cementation is important. The initial cost
of constructing an )O( facility will depend to a large extent on the
ease of excavation for a foundation or, in the case of the trench
concept, a 14’ wide by 20’ deep x 11 ml trench. An increase of caliche
cementing the alluvium will make excavation more difficult and time—
consuming which will drive cost up substantially.

Once the facility is built, there will be an overburden of soil,
one to two feet thick. If an area has extensive cementation in situ
then there is reason to be concerned that once the overburden is
backfifled over and around the structure that re—cementation of the
soil will take place rapidly. This could degrade the egress ability
of the missile substantially (the missile container must break through
the roof of the tunnel and overburden for egress) since a cemented
soil would be much more difficult to punch through than to loose
backfilled soil.

Calcium carbonate cementation of the soil alluvium will also
influence the hazards of flooding. A loose soil will readily
infiltrate run—off water while soils that have pedogenic cement
will resist infiltration (Figure 3) and increase the likelyhood of
flooding. Another non—pedogenic carbonate cement, gully bed cementation
is another form of cement that lines the gully beds of washes and
prevents infiltration of flood waters. Therefore where gully bed
cementation is prevelant, as in parts of Nevada, flood waters from
the mountains can be channeled far down the slopes and endanger a
structure housing strategic missiles.

For the most part caliche cementation of alluvium can only
complicate the problems associated with MX structures. This is
true both in NWE and the engineering properties.

L _ _ _ _ _ _ _ _ _ _ _ _ _ _ _
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QUALITATIVE METHODS FOR PREDICTION OF CALICHE IN ALLUVIAL BASINS

OF THE SOUTHWESTERN UNITED STATES

1. Buried Calcium Carbonate Cemented Material

Six types of caliche have been delineated and discussed above.
Of these six types, calcic and petrocalcic horizons are the most
significant, and both form by pedogenic processes. The major
factors influencing soil development are:

Time — Independent Variable

Climate — Independent Variable

Parent Materials — Independent Variable

Topography — Independent Variable

Vegetation — Dependent Variable

Work by CUe and others (1961) and Lattman (1973) have found that
development of caliche is influenced by three basic factors which are
related to the variables given above:

Composition and texture 
- parent materialsof alluvial materials

Availibility of Ca~O3 as 
— parent materialsfine sediment climate
topography

Age of geomorphic surface 
— timedeveloped on alluvium topography

Field results during this study indicate that a high availibility
of Cac~O3 fines does aot always result in the presence of caliche. In
alluvium of similar composition and texture and similar CaCO

3 
source

conditions , one side of the Tularosa Basin, New Mexico had cementation
while the other did not show cementation. Either the age of the surfaces
are dramatically different , or another variable is influencing the
processes of CaCO1 accumulation. It is suggested that stability of the
geomorphic surface, or rates of erosion and aggradation, is also
i~~ortant to calcium carbonate accumulation. Unless the surface remains
stable for a long enough period for soil development, calcic and
petrocalcic horizons will not develop. This factor is not important
to the development of non—pedogenic caliches such as gully—bed cementation
and certain types of laminar layers.

Of these four basic factors, specific conditions in each one exist
which are favorable for calcium carbonate cementation. These co~4itions
are discussed below:
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A. Conditions Favorable to Calcium Carbonate Cementation

Availab ility of CaCO3 Fines

It is well documented that well developed carbonate horizons in
soil profiles are developed on alluvium consisting of a CaCO3-aource
or the CaCO3 has been transported by eolian processes to the alluvium
and re—worked into the soil profile. Thus, areas with calcium carbonate
sources in the bedrock , which can be re—worked into eolian fin*~s, aresuscep tible to CaCO 3 accumulation and cementation.

The amount of calcium carbonate in eolian dust is sumsarized in
Table 5 for the US and Middle East. Samples of eolian sand collected
on the downwind side of an active playa are analyzed for grain size
distribution and acid—soluble materials (Figures 5 and 6). In this
medium to fine sand, the coarser fraction of the grain size distribution
had the largest concentrations of acid—soluble materials (calcium
carbonate) pig. 6). Nearly 552 of the grains with diameters of 9.52 me
were acid—soluble materials.

Alluvial material downwind from sources of CaCO3 are comeonly
the most heavily cemented (Lattman , 1971; Purcell , 1973). Additionally,
studies in Arizona indicate similar results where alluvial fans
downwind from calcerous sand dunes are heavily cemented (Fig 2).
(Wells, 1976). An additional source of calcium carbonate cementation
related to external sources (as opposed to in situ) is rainfall. Goudie
(1973) au~~arized the Ca~~ content in rainwater, and concentrations
ranged from 0.7 to 63.6.

Texture and Composition of Alluvial Materials

The size and sorting of alluvium is an important factor controlling
the degree of calcium carbonate cementation (Lattman , 1971 and 1973).
Coarser grained material have better developed caliche layers. It is
noted tha t CaCO3 accumula tes more readily on lar ger clas ts , although
the detailed mechanics are not fully understood. Additionally, poorly
sorted materials have better caliche development as there is less
pore space, or void space, to fill with calcium carbonate.

Lattman has found that the composition of the alluvial materials
is another important factor controlling the degree of cementation.
Obviously , clas tic materials composed of limestone and other types
of carbona te are read ily dissolved and CaCO3 is re—precipitated as
caliche. However, in both Arizona and Nevada , mater ials composed of
basic igneous rocks have the highest degree of cementation. In
addition to the effects of temperature on calcium carbonate
precipitation (See section above), Lattman has suggested that the
release of calcium from weathering of calcic feldapars is another
factor. The decrease in calcium oxide in various weathered basic
igneous rocks suggests this process may be valid (Fig. 7).

43-26



—-~~ ~~~~~~~
-: 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
t._.- ~~~~~~~~ 

- -...- -.—,—-.-..—.. • ~~~~~~~~~~~~~~ ~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Table 5. CALCIUM CARBONATE PERCENTAGE OF EOLIAN DUST

LOCATION PERCENT CaCO
3 

REFERENCE

Texas 5 to 20 Warn & Cox, 1951

Kansas Up to 6 Swineford & Frye 1951 —

Nevada 25 to 27 Kaplan , 1973

Israel 5 to 30 Ginzbourg & Yaalon, 1963

Sahar a 1 to 16 Ju nge , 1958

PERCENT CaO

I owa ~2 Bennett, 1939

Kansas ‘i3 Bennett, 1939 
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Figure 5. Grain size distrubition of eolian sediment derived from a playa
in Southeastern Nevada.
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Age of Geomorphic Surface

It has been shown in the previous discussions that the degree
of calcium carbonate cementation increases with age; therefore, no
further discussion is included. However, Lattman (1975) warns that
not all caliche cements older alluvial materials. Non—pedogenic
caliches, such as laminar layers, may form on relatively recent
topographic surfaces.

Other Factors

Both in Nevada and in Arizona, thick and well—indurated caliche
is found associated with gypsiferous deposits (Lattman , 1975; Wells ,
1976). Conversion of gypsum to calcium carbonate by sulphate—reducing
bacteria has been documented by lab experiments (Lattma n and
Lauffenberger , 1974).

Predictability of Caliche Depth

Under the conditions described both soil and non—pedogenic caliche
may develop. However, to ascertain how deep in the soil calcic or
petrocalcic horizons develop, the depth of leaching rainfall
relationship found by Arkley (1963) can be utilized. For buried caliches
a significant correlation has been found between depth to the soil—
caliche (Dea) and mean annual precipitation (Pm) (Table 6). Arkley
found that with increasing moisture, the calcium carbonate would be
carried deeper through the soil profile, as the depth of leaching
increases. A linear equation developed by Arkley appears to be a
quantitative tool to detect depth to caliche in the soil;

Dea 1.63 (Pm — 0.45) r — 0.76

Dea = depth to caliche

Pm ~ mean annual precipitation

Data collected in New Mexico and Arizona follows this relationship (Fig 8).
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TABLE 6. SPEARMAN RANK CORRELATION COEFFECIENT, r5

X — MEAN ANNUAL PUCIPITAT ION
Y — DEPTH TO CaCO3 HORIZON
N — 2 4

RANK

X Y X Y d1 d1
2

5.09 5.68 3 1 2 4
4.67 6.81 2 2 0 0
5.68 8.68 5 3 2 4
5.10 9.82 4 6 —2 4

6.67 9.91 8 7 1 1
8.09 10.01 10 8 2 4
9.02 9.82 12 5 7 49
8.98 8.86 11 4 7 49

12.67 10.94 18 9 9 81
7.93 13.85 9 11 —2 4
6.33 12.96 7 10 —3 9
4.49 13.99 1 12 —11 121

6.30 15.99 6 13 —7 49
9.63 17.12 14 14 0 0
16.84 17.13 22 15 7 49

9.75 19.98 15 16 — l 1

9.17 21.12 13 18 —5 25
9.95 21.09 16 17 — 1 1

18.89 21.19 23 19 4 16
11.60 23.09 17 20 —3 9

13.91 26.02 19 21 —2 4
15.57 32.00 20 22 —2 4
18.95 38.07 24 23 1 1
16.11 45.21 21 24 —3 9

TOTAL di
2 - 498

r — 1 —  (6~~d~
2] then r5 — l —  [ 2988 1 l —  .22

N3 — N (13824—24)

r — 0.78
S

Cr itical values of r5, where N 24, at a — 0.01: 0.485

Thus r5 > 0.485 and is significant at the 0.01 level .
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2. Subaerial Calcium Carbonate Cemented Materials

Erosional processes in alluvial basins may expose previously
buried caliche horizons. Caliche hor izons on such erosional surfaces
may be subjected to mechanical breakup and may develop a thin layer of
caliche rubble and silt .  Since caliche is white to light buff in color ,
alluvial material containing caliche should have lighter tones .

Caliche when exposed to the surface has a dramatic effect on the
landscape morphology as described above. Both of these variables, light—
tonal appearance and geomorphic effect, enhance the use of satellite, or
airborne , imagery for caliche detection.

A. Evaluation of Satellite Imagery for Caliche Detection

Recent studies of the southwestern United States have found aerial
imagery to be a useful tool for identifying calichified alluvial
surfaces in Nevada basins (Lattman , 1971; Lenhart, 1974). Lenhart (1974)
used two techniques, the ration and contrast methods, to quantitatively
evaluate the differences in the density of calichif led and non—calichif led
alluvial surfaces. He found the contrast method to be the optimum
technique to separate these fan surfaces, Wells (1976) , using a modified
contrast method , evaluated density differences among various types of
surficial deposits in desert basins of Arizona. The Arizona study differs
from the Nevada study, in that multiple frames were used in Nevada as
compared to single frame in Arizona. Additionally, both black and white

- 
- 

MSS Band 7 and color infrared composites of Bands 4,5, and 7 were used
for the Arizona study as compared to the black and white Band 7 in
Nevada .

The results of the imagery study for Arizona are given in Tables
7 and 8, and are descr ibed below:

(1) The mean of the image density for both càlichified and
non—calichif led surfaces are nearly the same, 0.67 and 0.69 respectively .

(2 ) The variance of the image density for calichif led surfaces
is greater (7.2 x 10 ’) than for non—calichif led surfaces (3.6 x lO~~).
These results support the work in Nevada by Lenhart.

(3) Calichified surfaces are not statistically different from
unc emented coarse grained alluvial fans . Lenhard (1974) was able to
separate these deposits on fan surfaces in Nevada.

(4) Calichif led surfaces can be differentiated statistically
based on image densities from f ine grained alluvial fans and varnished
gravels.

(5) The morphology of exposed caliche on satellite Imagery is
characteristically similar in Nevada and Arizona. Calichified surfaces
appear as light—toned , finger—like ridges (Fig 

~
) .
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Table 7. Variance of Image Densities, Arizona Study.

Calichif led Surface Non—Callchjf led Surface

— ...2 — — 2  3
x ,—x (x,—x) x 10 x ,—x (x,—x) x 10

0.63 — .04 1.6 0.66 —0.03 0.9
0.65 — .02 0.4 0.65 — .04 1.6
0.60 — .07 4.9 0.66 — .03 0.9
0.75 .08 6.4 0.75 .06 3.6
0.89 .22 48.4 0.63 — .06 3.6
0.67 0.00 0 0.67 — .02 0.4
0.93 .26 67.6 0.61 — .08 6.4
0.63 — .04 1.6 0.68 — .0]. 0.1
0.63 — .04 1.6 0.81 0.12 14.4
0.65 — .02 0.4 0.71 .02 0.4
0.67 0 0 0.94 .15 22.5
0.68 .01 0.1 0.72 .03 0.9
0.59 — .08 6.4 0.61 — .08 6.4
0.64 — .03 0.9 0.60 — .09 8.1
0.63 — .04 1.6 0.67 — .02 0.4
0.65 — .02 .4 0.73 .04 1.6
0.75 .08 6.4 0.71 .02 0.4
0.61 — .06 3.6 0.63 — .06 3.6
0.63 — .04 1.6 0.72 .03 0.9
0.68 .01 0.1 0.66 — .03 0.9
0.67 0 0 0.70 .01 0.1
0.64 — .03 0.9 0.70 .01 0.1
0.59 — .08 6.4 0.65 — .04 1.6

Mean: ~— .67 E—172.2 X— .69 Z 86.5

Variance: ~
2. 7.2 x ~~~~~~ a2 — 3.6 x l0~~
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CONCLUSIONS AND RECOMMENDATIONS

Major conclusions of this study are listed below:

(1) Six major types of caliche are typical to alluvial basins
of which calcic and petrocalcic cementation are the most significant.
These two carbonate types are soil—caliches and pedogenic processes are
therefore significant. Calcic and petrocalcic horizons have the greatest
distribution, thickest horizons, and greatest lateral continuity of all
six types.

(2) Calcium carbonate and silica are the two most predominant
chemical constituents in caliche. Concentration of calcium carbonate is
the greatest factor affecting the physical properties of caliche. The
concentration of calcium carbonate is influenced by its solubility .
Temperature, CO2 partial pressure, pH, and the presence of clay
inf l uence CaCO3 solubility. More soluble phases of calcium carbonate
occur in soils than calcite in the presence of clays.

(3) Calcium carbonate cementation is unevenly distributed across
alluvial basins. The degree of induration and concentration of caliche
is highly variable but commonly the well—indurated caliches occur
nearest the mountain front .

(4) Compressive strength of caliche increases logarithmically with
increasing carbonate content. Bulk density increases linearly with
increasing calcium carbonate content . Infiltration rates decrease with
increasing calcium carbonate content . Petrocalcic horizons and lam inar
layers hav e the highest compressive strengths and bulk densities and the
lowest infiltration rates. These properties not only vary with the
distribution of caliche type, but also vary with age of the soil and
depth in the soil profile.

(5) Calcium carbonate cementation of alluvial material reduces its
erodibility and controls landscape develop. Alluvial basins which
display well—developed cementation have multiple fan and terrace
surfaces. Case—hardening cements the banks of streams, and gully—bed
cementation cements their floors. These and other types of CaCO3 cement
reduce the width of channel and increase its depth, and lower channel
sinuosity . Infiltration is minimal on caliches resulting in excessive
runoff and flooding in regions adjacent caliche. Caliche does not affect
the length of stream channels per area (drainage density) but reduce the
number of stream channels per area (drainage frequency).

(6) The following conditions are those mos t favorable for caliche
development; area s having these conditions will have well-developed callche:

(a) Alluvial materials composed of carbonate clasts or clasts
derived from basic igneous rocks. 

-

(b) Alluvial materials situated near a source for fine
grained CaCO3, such as playas , f loodplains , etc . 
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(c) Alluvium adjacent to or overlying gypsiferous deposits.

(d) Coarse, poorly sorted alluvium with low void space.

(e) Older alluvium or older geomorphic surfaces on which CaCO3
can accumulate with time.

(f) Stable geomorphic surfaces which are not subjected to
accelerated erosion and deposition.

(7) Depth to caliche horizons in soil horizons can be predicted by
the equation: Dca 1.63 (Pm—0.45) where Dca is the depth to the
ca]iche horizon and Psi is the mean annual precipitation. The more rainfall
then the farther the CaCO3 can be carried down through the soil profile.

(8) Caliches that are shallowly buried or exposed at the surface
can be detected by densities contrasts on satellite imagery . Caliche
has high variances of Image density . Additionally , caliche affec ts the
morphology of the landscape and this may be useful for its detection.
Commonly~ near—surface caliche areas have drainage densities less than
16 Ian/km’. In addition caliche preserves fan surfaces in the shape of
finger—like ridges which are light toned.
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Recommended Future Work;

It is obvious from the results above that only the most general
factors influencing caliche development has been delineateti. Although
the 4 major factors influencing caliche provide a qualitative approach
to predicting areas with CaCO~ cementation, the mechanics, dyz~amics and
chemica l behavior of cementation in the field are not fully understood .
For example, what is the relative importance of the following variables
in controlling atmospheric (eolian) CaCO3 fines?

Particle size of wind blown detritus
Soil erodibility
Sur fa ce roughness
Mean annual wind velocity
Length of source area parallel to prevailing wind

All these variables may not be important, but their relative importance
has yet been resolved. Thus, the following research procedures are those
that would provide detailed process data on caliche development , and such
data could be used for a quantitative model

(1) Establish a remote monitoring , or instrumentation system to
measure:

(a) Rate of CaCO3 deposition

(b) Wind Velocity and direction

(c) Rainfall amount and intensity, duration of surface wetting

(d) Temperature of surface and up to a depth of 6 inches

(2) Establish these instrumentation station in 3 areas of varying
cementation and in 4 areas without cementation.

(3) Conduct laboratory experiments on rates of carbonate cementation
under controlled conditions. One could vary composition of material ,
texture of sampled alluvium , duration amd amount of wetting .

(4) Conducted detailed field studies on caliche characteristics,
including variations in thickness, calcium carbonate content , horizontal and
vertical relationships between petrocalcic and calcic horizons, textural
characteristics , and compositional characteristics.

(5) Use of multi—var iant statistics to develop a quantitative model
for determining most significant process—variables controlling cementation
and for developing a quantitative model to predict not only occurrence
but physical properties. Chemical studies will provide data on CaCO3
solubility and content which controls major engineering properties.
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RESEARCH REPORTS

1975 USAF/ASEE SUMMER FACULTY RESEARCH PROGRA? 1

Report No. Ti tle Researc h Associate
Design of a Subsonic Combustion Tunnel Dr. L. I. Boebman 39and Expermental Test Program

2 The Effect of Cobalt Hydroxide Copre- Dr. J. T. Maloy . . . 40
cipitation in Nic kel Hydroxide
Electrodes -

3 Overload Protection and Filtering Dr. Thomas A. Stuart . . 41
Requirements for Phase Control Voltage
Regulators

4 A Study on Numerical Methods for Dr. Shu-Yl S. Wang . . 42
Computing Transonic Flows in Turbomachines

5 An Analysis of Varying Material Proper- Dr. Donald C. Stouffer . 43
ties: A Measure of Damage

¶ 6 Continuous Performance Measurement of Dr. Richard A. Miller . 44
Manual ly Controlled Systems

7 Digital Autopilot Design Dr. J. F. Delansk.y . . 45

8 Transient Thermal Analysis of External Dr. Dupree Maples . . 46
Stores

9 Analysis of Missle Control Systems Dr. Michael E. Warren

10 Digital Autopilot Design - Dr. J. N. Youngblood . 48

11 OhmIc Contacts for Transferred Electron Dr. Bruce P. Johnson . 49
Devices

12 A Navigation Algorithm for the Low-Cost Dr. Philip S. Noe . . . 50
GPS Receiver

13 Electro-Optlcal Tracker Analysis Dr. Jerry W. Rogers • . 51

14 A Real Time Terminal Guidance Simula- Dr. Richard J. Wol f . . 52
tion Facility
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1975 RESEARCH REPORTS (continued)

!!~ort No. Title Research Associate

15 FatIgue Crack Propagation In Laminated Dr. J. A. Alic . 53
and Monolithic Al uminum Alloy Panels

16 RPV Ground Impact Attenuator Simulation Dr. Charles E. Nuckolls . 54

17 A Method for Investigating the Angular Dr. Philip C. Rymers . . . 55
Vibration Response of a Structure -

18 AnalysIs 0f Inherent Errors in Asynchro- Dr. Charles Sllvtnsky . . 56
nous Redundant Digital FlIght Controls - -

19 Pattern Recognition Techniques Applied Dr. J. Kent Bryan 57
to Flat-Bottom Holes - -

20 Ultrasonic Techniques for Nondestructive Dr. N. Paul Hagelberg. . . 58
Evaluation (NDE)

21 Fracture of Graphite/Epoxy Composites Dr. Don H. Morris . . . . 59

22 Optical Properties of Europium-Doped Dr. Thomas G. Stoebe . . . 60
Pottaslum Chloride Laser Window
Materials
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1976 USAF /ASEE SUITIER FACULTY RESEARC H PROGRAM

Report No. Title Research Associates
1 

- 

A Near Field Model for Dissolved Oxygen Dr. Barry A. Benedict
and Other Wate r Quality Parameters

2 Ecolog ical Considerations for Development Dr. Lloyd C. Fitzpatrick
of a Water Qual ity Assessmen t ~1odel

3 Dynamic Responses of Aircraft Shelters Dr. Farig-Hui-Chou

4 A Sensitivity Study of Noisemap Power Dr. D. K. Holger
Offset Profi les (DSELs)

5 Determination of Unloaded and Loaded Dr. Willia m H. Highter
Pave~3nt Profi les Used for Prediction of
Dynamic Response of A i rcraft

6 Wind Tunnel Experiment Program for Dr. William 1. Oberkampf
Aerodynamics of Missiles at High Angle
of Attack

7 Analysis of Millimeter Wave Signatures Dr. Irene K. Petroff
of Snow and Ice

8 Configuration Specifications for a Dr. C. W. Caldwell
Digital Guided Weapon Flight Contro l
Module

9 Sensor and Navigation System Processing Dr. Robert A. Higgi ns
Requirements for Digital Guided Missiles

10 Interpretation of Laser Velocimeter Dr. William G. Tiedei-man
Measurements in Transon ic Turbulent
Boundary Layers

11 Methods to Quantify Constituents in Dr. Kent F. Palmer
Binary Component Cryodeposits

12 Engine Test Cel l Acoustics Dr. G. T. Patterson

13 High Angle of Attack Support Interference Dr. Robert C. Nelson

14 Development of a Nested Virtual Machine , Dr. M. M. Drossman
Data—Structure Oriented Software Design
Methodology and Procedure for its Evaluation

15 Real-World Limitations of Radar Signatures Dr. Robert 0. Strattan
for Target Identification

16 Confidence Intervals for Life Cycle Dr. H. A. Wiebe
Cos t Analys i s
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1976 RESEARCH REPORTS (continued)

Report No. Title . Research Associates
17 

- 
Computer Aided Decision of Special Dr. Shreedhar G. ide
Monopole and Dipole Antennas 

-

18 Satellite Based Remote Probing of Dr. George C. Sherman
Atmospheric Visibility : A Bibliography
of Relevant Literature

19 Analysis of Spectroscopic Data for Trace Dr. Louise Gray Young
Gases in the Earth’s Atmos phere

20 Potential Technology Breakthroughs in Dr. John Spragins
Next Generation Radars

21 Pilot Transfer Function Identification Dr. Bruce K. Colburn

22 Model ing of Eye Level Blood Pressure and Dr. James J. Freeman
Flow as a Func tion of Gz

23 Effect of Radiofrequency Radiati on (RFR) Or. Carole D. Hansul t
on Perfo rmance and Retention of a Delayed
Response Tas k

24 Time-Resolved Fluorescence of the a3110’ Dr. John J. Ifright
State of BrCL

25 Dynamic Response of an Aboveground Arch Dr. David V. 1. Wang
Subjected to a Blast Load

26 Optica l Fiber Explosion -Initiation System Dr. Donald A. Smith

27 Density and Temperature Dependence Studies Dr. P. W. Chan
of the Thal lium Mercury Excimer System

28 Signal Processing for Optics Progress as Dr. Craig S. Sims
of July 1, 1976

29 Syntheses and Decompositi on Mechanisms of Dr. William D. Closson
New Nitroaliphatic and Polycyclic Tr iazol ine
Compounds

30 Electrode Erosion in Pulsed Plasma Thrusters Dr. D. 0. Chesak

31 Preparation of Solid Propellant Burning Dr. Pmos J. Leffler
Rate ~lodif iers

32 Electrochemical Studies in Anhydrous Dr John R. Dodd
liquid Hydrazine

33 The Transfer Effectiveness of Platform Dr. Edward 0. McDowell
Motion ~nd Field of View in Training
Selcc ted UPT Maneuvers
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