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1.0. INTRODUCTION. 

The susceptibility to bit errors manifested by different voice 
digitizer systems represents an important factor for test and evaluation, 
since it is a performance attribute that provides a measure of the 
vulnerability of a system to jamming and interference that might be 
encountered in a military communications environment.  Error detection 
and correction, and other coding schemes imposed on the data stream 
generated by a voice digitizer can provide valuable means for reducing 
this susceptibility.  This study, however, was concerned with assessing 
intrinsic vulnerability of two narrowband digital voice communications 
techniques based on linear predictive coding (LPC), apart from any 
additional protection that could be added by special coding schemes of 
bit placement, data smoothing, error detection and correction, etc. 

Two LPC-based voice processor algorithms were evaluated.  One used 
a conventional version of LPC-10, a linear predictive coding arrangement 
in which ten coefficients were calculated from analysis of the speech 
signal and transmitted together with pitch and energy data in a narrow- 
band digital representation at 2400 bits per second. 

The second version was based on a more recent innovation called 
"piecewise" linear predictive coding (PLPC), which also utilized analysis 
and transmission of ten coefficients in a 2400 BPS data stream.  However, 
in this case the LPC coefficients were divided between a low-frequency 
band of speech (six coefficients) and a high-frequency band (four 
coefficients).  Prior tests and evaluation of the PLPC method have shown 
that a PLPC(6/4) processor configuration resulted in highly intelligible 
voice transmission at 2400 BPS.  The speech quality was almost 
indistinguishable from conventional LPC; however, close listening left 
an impression that the consonant sounds were crisper and clearer than 
with conventional LPC processing. 

The earlier studies led to a conclusion that the PLPC innovation 
provided advantages both thru a small improvement in speech intelligibility 
in comparison with conventional LPC, and through relaxing the speed 
and computational complexity requirements levied on a voice processor 
terminal.  It was hypothesized that the improvement in intelligibility 
derived from the fact that piecewise modeling of a speech signal contributes 
to a more accurate representation of a voice than conventional linear 
predictive coding.  The hardware advantages: a lowering of the processor 
speed requirement, and reduction in the total number of arithmetic operations, 
offer a potential for designing a voice processor terminal with slower, 
less costly circuitry, or alternatively, freeing up computational capacity 
in the processor terminal that could be time-shared to support other 
functions such as transmitting and receiving modems, signalling and 
supervision, acoustic noise abatement, etc. 



It was further hypothesized that the piecewise-LPC approach would 
have advantages for reducing vulnerability to bit errors incurred in 
voice transmission over an imperfect channel.  This prediction was based 
on consideration of the added redundancy provided by the PLPC data format. 
Since the LPC coefficients for the separate frequency bands are trans- 
mitted as independent parameters, when a bit error occurs in one of the 
coefficient values it can affect only a limited part of the output speech 
spectrum, rather than affecting the entire voice spectrum as occurs with 
conventional LPC.  With the effect of a bit error segregated to only a 
portion of the output signal, it was anticipated that the PLPC vocoder 
design would establish narrowband speech com Tunications providing 
intelligibility and quality intrinsically less vulnerable to bit errors 
(and hence to jamming and interference) than a conventional LPC vocoder. 
An objective of this study was to test this hypothesis. 

The comparisons of performance of LPC and PLPC techniques assumed 
increased importance because of potential advantages foreseen for the 
PLPC processor in implementation of a multiple-rate processor arrangement 
capable of supporting wideband as well as narrowband digital speech 
communications modes. While the piecewise-LPC approach has not yet been 
investigated in this context, the two prime advantages of PLPC: improved 
intelligibility, and relaxed hardware requirements, would in principal 
carry over to a wideband version that provided an additional data component 
specifying an error signal (residual) for benefits in improved speech 
quality and naturalness, and tolerance to acoustic noise environments. 
A voice terminal based on this approach would include an 8 or 9.6 Kbps 
transmission mode in addition to the 2400 BPS narrowband configuration. 
By embedding the narrowband voice data in the wideband data stream, 
special advantages would be obtained for tandem arrangements of wideband 
and narrowband digital  communications channels. 

1.1. Susceptibility of Intelligibility Features to Bit Errors. 

The Diagnostic Rhyme Test (DRT) used to assess speech intelligibility 
performance provides assessment of intelligibility scores for the separate 
components or features that characterize the consonant sounds of speech: 
voicing, nasality, sustention, sibilation, graveness, and compactness, 
as well as an overall intelligibility score.  An additional objective of 
this study was to assess the degree to which individual features vary in 
susceptibility to bit errors.  Identification of the features having the 
greatest vulnerability to bit errors would provide guidance in devising 
refinements of the speech processing algorithms to minimize bit error 
effects. 

1.2. Susceptibility of individual Speakers to Bit Errors. 

Speech intelligibility testing over the past several years has shown 
consistently that there are large, significant differences in intelligibility 
scores of different speakers.  It was anticipated that different individuals 
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would vary in regard to the effect of bit errors on their intelligibility 
scores. This question is important from the point of view of determining 
confidence limits for predicting the speech intelligibility that might 
be obtained in various bit error environments.  It would be highly 
desirable to be able to make a reliable forecast of the level of speech 
intelligibility that could be expected for 95% or 99% of the population 
of speakers using a digital voice communications channel, both for the 
condition of an error-free channel and at specified levels of bit error 
rates due to jamming or interference.  Tnese tests with six male speakers 
and several bit error rates represented a step towards this objective. 

1.3. Regression Models relating speech intelligibility scores with 
bit error rate. 

Speech intelligibility data obtained in these tests was used in 
calculating linear regression models relating the speech intelligibility 
performance and the bit error rate conditions.  Slopes of the regression 
lines that estimated the intelligibility performance in the presence of 
bit errors can be interpreted as figures of merit estimating the 
susceptibility of particular combinations of voice processor, speaker, 
and intelligibility feature, to the effects of bit errors.  The linear 
regression equations also permitted interpolation and extrapolation to 
predict the intelligibility that could be expected at additional bit 
error rates from those actually used in the tests.  Confidence limits 
were al.so calculated Co? these estimates. 
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2.0. TEST AND EVALUATION PROCEDURES. 

Intelligibility tests followed general guidelines laid down in 
previous formal tests for assessing and comparing the intelligibility 
performance of different voice processor terminals.  The salient parameters 
of the LPC and PLPC voice processing algorithms are summarized in 
Fig. 1.  The voice processor configurations were implemented with 
software running on the CSP-30 Signal Processor in the Speech Processing 
Laboratory at Air Force Electronic Systems Division (MCE).  Recordings 
of intelligibility tests were processed with a version of the computer 
programs that permits random bit errors to be automatically imposed 
on the data stream at 2400 BPS that connects the voice analyser and 
synthesizer. 

VOICE PROCESSOR CONFIGURATIONS 

LPC  at  2400  Bits per  Second 

10th order. 

4 Khz bandwidth; 121 usec. sample rate. 

172 samples per frame, 20.8 msec frame duration. 

Gold-Rabiner pitch extractor. 

Interpolation. 

(Software documented as Version 4-14-77) 

PLPC  at  2400  Bits per  Second 

Two bands: crossover point 20 db down at 2066 Hz. 

10 Coefficients total (6,4) 

121 usec. sample rate with downsampling to 88 samples 

per frame,  21.3 msec frame duration. 

Gold-Rabiner pitch extractor. 

Interpolation. 

(Software documented as Version 3-31-77) 

Fig.   I.   Salient parameters of the voice processor  configurations. 
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In the real world it is more common for bit errors to occur in 
bursts or clusters.  A random distribution of bit errors was judged to 
be a more universal case (among the many probability distributions that 
characterize different combinations of channels, modems, and conditions 
of the channel) but also a worst case, since the random distribution 
causes more serious degradation of intelligibility than one in which 
bit errors occur in clusters.  The intelligibility data reported here 
are conservative, since the intelligibility under typical conditions 
of wire lines and radio channels in which bit errors are clustered, 
will probably be higher than the values reported here in which errors 
were randomly distributed. 

2.1. Diagnostic Rhyme Test. 

The intelligibility test recordings were based on Form IV of the 
Diagnostic Rhyme Test (DRT) of Voiers, Mickunas and Cohen, a test that 
provides both an overall intelligibility score and diagnostic data 
in the form of separate scores for the various intelligibility features. 
The test recordings used as input signals were prepared in an earlier 
program and were originally recorded in a quiet acoustic chamber using 
an Altec Model 659A dynamic microphone fixed in a close-talking 
configuration.  (This microphone was chosen on a basis of uniform 
frequency response and low distortion, as well as minimum tendency for 
blasting effects in connection with the plosive sounds).  Bit error 
conditions included zero errors, 1%, 3%  and 5% bit error rates.  Each 
condition was evaluated by processing DRT recordings from six male 
speakers (kept constant throughout the battery of tests), each speaker 
reading 192-word DRT lists in various scramblings. 

Recordings of output speech resulting from this processing were 
subsequently presented diotically over headphones to listener crews of 
eight naive adults (i.e., unsophisticated with regard to voice processing 
technology); the listening tests were conducted in the ESD sound room 
located in the speech lab. 

Recordings for evaluation of each bit error rate condition and 
each processor arrangement (LPC and PLPC) were presented to the listener 
crew on two different occasions, in a total of sixteen sessions spread 
over a two month period.  (An analysis of variance indicated that the 
replications did not result in significant variations in test scores). 
The various findings reported here were derived from analysis of the 
diagnostic intelligibility data that resulted from analysis of listener 
responses in those sessions. 

2.2. Analysis of variance. 

Various subsets of the data were analyzed with three-way analysis 
of variance (processors, speakers, and bit error rates) to assess 
qualitatively the significance of differences between intelligibility 
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scores.  For overall intelligibility comparisons, each datum was a 
total DRT intelligibility score from a single listener; the eight 
listener scores and two presentations of the recorded test were 
treated as sixteen replications of the data.  Intelligibility scores 
for the separate features voicing,  nasality,  sustention,  sibilation, 
graveness, and compactness were each treated as a separate population 
of scores; in these cases, each datum was an average response of the 
eight listeners in a given session. 

The data groupings were such that the total number of datum 
points in each of the cells in the analysis of variance was equal. 
Consequently any lack of homogeneity of variance could be expected 
to have only small effect on the outcomes of the analysis of variance 
test results. 

Variance ratios were also used in testing for significant differences 
between slopes of regression lines in making comparisons of the 
processors, speakers, and intelligibility features in terms of their 
separate susceptibilities to effects of bit errors. 

2.3. Tests of normality, and of equal variance. 

The linear regression model is based on assumptions of normality 
and homogeneity of variance for the distributions of the dependent 
variable (in this instance, the intelligibility scores).  Conformity 
with these assumptions was tested by means of Lilliefor's test 
(for conformity with a normal distribution) and Bartlett's test (for 
Homogeneity of variance) on various data groups consisting of 
total intelligibility scores, and scores for individual intelligibility 
features. 

2.4. Paired intelligibility scores. 

A useful method for assessing the significance of differences in 
intelligibility scores involves the pairing of scores and an assessment 
of the distribution of differences between the members of the pairs. 
In this instance the differences of interest were those between the 
scores for the LPC voice processor, and the PLPC voice processor, with 
the pairing representing a common speaker and bit error rate condition. 
The pairing tended to compensate for average differences between speaker 
scores, and average differences between scores for different bit error 
rate conditions, which would tend to conceal small differences in scores 
for the processor configurations. 

The formulations of the various statistical tests are summarized in 
Appendix I. 
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3.0. NARROWBAND VOICE PROCESSOR CONFIGURATIONS. 

The two versions of linear predictive vocoders that were evaluated 
were nearly identical in most details, such as the total bandwidth of the 
voice signal, the sampling rate, the pitch extractor algorithm, and the 
duration of a data frame.  The essential difference was that the convent- 
ional LPC algorithm used the linear predictive coding process to model 
the entire voice spectrum, as opposed to the division of the speech signal 
into frequency bands and modeling with separate linear predictive coding 
processes for each band, in the piecewise-LPC configuration.  The version 
of PLPC used in these tests involved a low-frequency band and a high- 
frequency band, with a crossover point 20 db down at 2066 Hz.  The 
technique involves a low-pass translation of the high band prior to 
performing the c alculations on the data to solve the linear prediction 
equations.  After transmitting LPC coefficients for each of the bands in 
a combined 2400 BPS data stream, the two bands are separately synthesized 
at the receiver, followed by a band-pass filtering operation that results 
in a correctly restored high-frequency band signal.  The two bands are then 
added together to reconstruct the output speech.  The method has been 
described by Roberts and Wiggins (1976). 

This sequence of operations in the PLPC processor halves the sample 
rate involved in the calculations for solving the predictor coefficients 
(or reflection coefficients) in the speech analyzer, as well as reducing 
the total number of arithmetic operations in comparison with conventional 
LPC.  In addition to these hardware benefits (for implementing PLPC), 
the piecewise-LPC method has the advantage of modeling a speech signal 
with improved accuracy (compared with conventional LPC) as well as providing 
a new dimension of flexibility for optimizing the assignment and coding 
of the LPC coefficients in order to derive maximum performance of the 
processor. 

The PLPC configuration used in these tests involved six coefficients 
assigned to the low frequency band, and four for the high frequency band. 
There is evidence that the placement of the frequency bands, as well as the 
assignment and coding of the coefficients, could be refined to obtain 
further advantages in improving the intelligibility performance in 
comparison with the scores reported here for the 2400 BPS configuration. 
In any case, even without this refinement, it will be shown subsequently 
in this report that the PLPC processor gave higher intelligibility scores 
than conventional LPC, tending to confirm the hypothesis of improved 
spectrum modeling.  Further refinements of the PLPC algorithm to take 
advantage of the additional degrees of freedom available for optimizing 
performance would be expected to further increase this advantage. 



4.0. EFFECTS OF BIT ERRORS ON LPC-10 AT 2400 BITS PER SECOND. 

Distributions of total DRT intelligibility scores at the four bit 
error rates are shown in Fig. 2.  A detailed listing of total scores is 
given in Appendix H. 

i o 

CUMULATIVE 
PROPORTIO N 

OF 
DATA 

POPULATION 

0.5   - 

60 70 80 90 100 
TOTAL   DRT   INTELLIGIBILITY    SCORE 

FOR    LPC-10   AT    2400    BPS 

Fig.   2.     Distributions  of total  intelligibility scores for  LPC-10. 

In these plots the scores have been ranked and plotted as cumulative 
proportions of the data set,  at each of the four bit error rates.  Normal 
ogives based on the calculated mean and standard deviation of each group of 
data are also shown.  As there were six speakers, eight listeners, and 
two presentations of the test at each bit error rate, there were 96 values 
for each of the distributions.  The Lilliefors test statistic indicated that 
in three of the four cases the data distributions were reasonable approxim- 
ations to normal curves.  The exception was the distribution for "zero 
error rate" condition, which indicated significant deviation from the 
normal ogive.  Consequently the hypothesis of a normal distribution for the 
"zero bit error rate" group of total DRT scores obtained with the LPC-10 
processor was rejected (a = .01).  The point with excessive deviation 
occurred in connection with a score of 92.7, which showed a (normalized) 
deviation of 0.119; the critical value for p = .99 and n = 96 was 0.105. 
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Bartlett's test for homogeneity of variances indicated that the 
hypothesis of equal variances for these four distributions should be 
rejected (a = .001).  However, in regard to the interpretation of analysis 
of variance tests on these data, Scheffe (1959) has pointed out that 
inequality of variances has much less importance (in biasing the results) 
when there are equal numbers of datum points in each "cell" of the data, 
a condition that was satisfied in these analyses. 

These data were combined in calculating the linear regression model 
shown with the scatter plot of scores in Fig. 3.  The regression line 
(the solid line in this figure) presents the expected relationship 
between total intelligibility scores and bit error rate, for the LPC-10 
processor operating at 2400 BPS.  The model yielded an estimated score of 
90.7 (average score of six male speakers) for the origin of the regression 
line, corresponding to zero errors, and a negative slope of 4.45, i.e. 
the intelligibility on the average dropped 4.45 points for each percentage 
point increase in bit error rate.  Standard significance tests (based on 
assumptions of normality and equal variance, conditions not fulfilled in 
these distributions) predict that the 95% confidence limits of the slope 
of the "true" regression line are -4.69 and -4.22.  The value of r^ 
suggests that .778 of the variation in the total intelligibility scores 
was related to the variations in bit error rate. 

The mean square deviation from the regression line was 20.96 for 
this data set.  Using the standard error, confidence limits were calculated 
for the expected value estimated by the regression model, and confidence 
limits for the population of individual datum points.  These estimates of 
predicted performance in the presence of bit errors are summarized in 
Table 1. 

Since the data failed to fulfill the assumptions of normality and 
homogenous variances required for significance tests of the linear 
regression model, it was of interest to compare the values predicted 
by the model with actual values from the data distributions.  This result 
is presented in Table 2.  The expected values forecast by the model showed 
good agreement with average scores at the four bit error rates, estimating 
slightly lower scores than the actual data at zero bit error rate, and 
predicting scores slightly higher than those actually obtained at the 5% 
bit error rate condition.  This pattern may be due to the truncation of 
the range of scores at 100%, or could possibly derive from the fact that 
the intelligibility drops off at high bit error rates more than a linear 
model predicts, i.e. that a non-linear model would be more appropriate. 
The comparison of the values exceeded by 97-1/2% of the datum points 
may also involve these factors, as well as a tendency for the variance of 
the intelligibility scores to show a negative correlation with mean scores. 
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50 

S'90.7- 4  45 R 
-4.69<b< -4.22 
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TOTAL DRT INTELLIGIBILITY    OF    2400   BPS     LPC 
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95% Cont   limits ore shown for the expected score, and for individual points 

Fig.   3.   Scatter plot  of  scores,   and  linear  regression   model 

for total   DRT  intelligibility of  LPC-IO at  2400  Bits 

per  Second,   in the presence of  bit errors. 

AVERAGE    INTELLIGIBILITY     vj.   Bit Error Rote . for   2400 BPS    LPC-IO 

Model: S(LPC)- 90 .66 - 4.454 (BER%)      (Based on    384   points) 

Bit 
Error 
Rote 

Total 
Intelligibility 

95% Confidence   Limits 

Expected Avg Score Individual Points 

0 90.7 89.95 -   9 1  36 8 1.63 - 99.69 

1 86  2 85 65-   8 6.75 77. 16 - 95.22 

2 817 81 28 -   82 21 72.73 - 90.76 

3 77.3 76 80-   7 7 79 68 28 - 86 31 

4 72   8 72 22- 7 3 46 63 81 - 8 1.86 

5 68  4 67 58-   6 9 19 59.35- 77 42 

6 63   9 1 
apolot 
lues 

62.92- 64 94 54 87 - 72 99 

7 

8 

59.5 

55 0 
Ext, •d 58 25-   60.70 

53 57-   56 47 

50 39 - 

45.90 - 

68 56 
64   14 

9 50 6 48 89-   52 25 41   41  - 59 72 

10*/. 46   1 44 20-  48 02 36 91   - 55 31 

Table  I.      Predicted  intelligibility performance of  LPC-IO at 

2400 bits per  second  in the presence of bit errors 

(with  no provisions for error protection). 
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COMPARISON    OF   PREDICTED    AND   ACTUAL  SCORES: 

TOTAL   INTELLIGIBILITY   OF   LPC-IO   AT 2400  BPS   WITH   BIT ERRORS 

Regression Model     S =  90 7- 4.45 R 

Score  Exceeded by 
Bit Error Rate Expected (Avg) Score 97-1/27.  of Speaker/Listener 

Combinations 
Regrtinon Model      Actual   Doro       Reqrtttion Modtl      Actuol    Polo 

ZERO 90 7 90 9 816 (All: low score 83 3) 

17. 86 2 86 0 77.2 76 0 

37. 77 3 77.1 68 3 68.8 

5 7. 68 3 66 7 59 4 56.3 

Table 2.     Comparison  of actual  intelligibility scores  and 

scores predicted by the  linear  regression   model, 

for LPC-IO at 2400 bits per second. 

4.1. Susceptibility of scores for Intelligibility Features to 
bit errors: LPC-IO at 2400 bits per second. 

Trends in scores of individual intelligibility features derived 
from the evaluations of LPC-IO processor performance with bit errors 
are summarized in Table 3.  Scores for graveness, summarized in 
Appendix E, showed the greatest average susceptibility to bit errors, 
with a slope of -6.39 for overall scores for this feature.  The 
scores for sibilation, presented in Appendix D, were at the other extreme, 
with an average regression slope of -2.45.  Separate linear regression 
models for each state of these and the other intelligibility features, 
i.e. with the feature present and absent, voiced and unvoiced, etc. 
are presented in the Appendices, together with cumulative plots of the 
distributions of feature scores at the four bit error rates, and tables 
estimating the predicted intelligibility scores for the features over 
a range of bit error rates.  The regression lines for average scores 
associated with the six features are compared in Fig. 4. 
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LINEAR REGRESSION   MODELS   FOR     LPC 

Intelligibility Score vs. Bit Error Rote, at 2400BPS 
Form: DRT Score = a + b R, where R= B.E.R in percent 

Intelligibility Feoture     Regression Equation     95% Conf. Limits 

VOICING 

NASALITY 

SUSTENTION 

SIBILATION 

GRAVENESS 

95.0 - 5.02 R 

98.6 - 3.73 R 

83.8- 5.70 R 

88.3- 2.45   R 

83.1 - 6.39  R 

COMPACTNESS    95.2- 3.43 R 

-6.37* bs -3.67 

-4.56s bs -2.91 

-7.16s bs -4.24 

-3.56< bs - 1.34 

-7.88 s bs -4.91 

-4.38s bs -2.48 

TOTAL  Intelligibility  90.7-4.45 R •4.69s bs  -4.22 

Table  3.      Summary of  linear  regression  equations  describing 

intelligibility scores for  individual features, 

LPC-IO at 2400  BPS  in  the presence of  bit  errors. 

100 

80 

LPC 60 
INTELLIGIBILITY 

SCORE 

40 

20 

Intelligibility       Linear  Regression 
Feature Equation 

VOICING 
NASALITY 

SUSTENTION 
SIBILATION 

GRAVENESS 

S '95 0-502 R 

98 6- 3 73 R 

838-5 70R 
88.3-2 45 R 

83  I - 6 39R 

COMPACTNESS       95 2-3 43R 

0 I 2 3 4 5%BER 

FEATURE    INTELLIGIBILITY     OF      2400   BPS     LPC 

AS     A      FUNCTION      OF     BIT   ERROR      RATE 

Fig.   4.   Linear  regression   models for  individual   intelligibility 

feature  scores  for  LPC-IO at  2400  BPS  with  bit  errors. 
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ANALYSIS      OF     VARIANCE:   SPEAKER     DIFFERENCES 

Comparison of   Six    Speakers    Regression  Slopes for 

Total   ORT   Intelligibility  Score     vs      Bit   Error Rote 

with    2400  BPS    LPC-IO 

Source  of   Variation d.f Sum of Squares Mean  Square 

Deviations   from  Regression 

Six   Speakers 372 4762754 12  803 

Pooled 372 5 189 617 13 950 

Diff in slopes 5 426 863 85  373 

Testing   Ho' No difference in  slopes,    F =        ''        ° 6  668 

Reject  Ho 

Table 4.     Analysis of variance results comparing the regression 

slopes for total  intelligibility scores of  individual 

speakers,   LPC-IO at  2400  BPS  with  bit errors. 

4.2. Susceptibility of Intelligibility Scores of individual Speakers 
to bit error effects: LPC-10 at 2400 BPS. 

Linear regression models based on intelligibility scores reflecting 
the performance obtained with individual speakers were calculated in 
addition to the regression model for composite performance of all speakers. 
The regression slopes obtained from these analyses were tested for the 
hypothesis: no significant difference among slopes for speakers.  This 
result is summarized in Table 4 and Fig. 5.  The hypothesis: no difference 
between the regression slopes estimated for individual speakers, was 
rejected (a = .001). 

Scores for Speaker CH, a speaker who customarily obtains the highest 
intelligibility scores among this group, resulted in a regression line 
above the other speakers, and at all points more than 2 points above the 
next highest, obtained with Speaker BV.  Speaker JE, a speaker whose scores 
are consistently at the bottom of the range, resulted in the lowest 
regression line and the greatest slope, -5.35. 

The Lilliefors test indicated that distributions for total DRT scores 
of each of the six speakers were reasonable approximations to normal 
distributions. 
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RH 

S    = 89 3-4  17 R 

90 8-4 46R 

CH 93.7-3 70R 
PK 88 9-4 94R 

J E 89 6-5  35R 

BV 91.6-4. 1 1 R 

0 I 2 3 4 57. BE R 
DRT  INTELLIGIBILITY   OF    2400    B PS     LPC 

AS      A      FUNCTION     OF    BIT   ERROR     RATE 

Fig.   5.     Linear  regression  models for  individual  speaker's 

total  intelligibility scores vs.   bit error  rate, 

for  LPC-IO at  2400 bits per  second. 

5.0. EFFECTS OF BIT ERRORS ON PLPC AT 2400 BITS PER SECOND. 

Distributions of total DRT intelligibility scores obtained with the 
PLPC processor operating at 2400 BPS at the four bit error rates are shown 
in Fig. 6.  A detailed listing of total intelligibility scores is presented 
in Appendix H. 

The Lilliefors test statistic indicated that three of the four bit 
error rate conditions resulted in intelligibility scores that were 
reasonable approximations to normal distributions.  The exception was 
the distribution for the 170 bit error rate condition; for this case the 
test indicated significant deviation from a normal curve, and the hypothesis 
of conformity with a normal curve was rejected (a = .01).  The point with 
excessive deviation corresponded to a total DRT score of 90.62, with a 
(normalized) deviation of 0.122; the critical value for p = .99 and n = 96 
was 0.105.  Bartlett's test for homogeneity of variances indicated that 
the hypothesis of equal variances should be rejected (a = .001).  These 
data followed the usual trend in intelligibility scores, with variance 
tending to increase with a drop in scores. 
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CUMULATIVE 
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OF 
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POPULATION 

0.5   - 

50 60 70 80 90 100 
TOTAL   DRT   INTELLIGIBILITY    SCORE 

FOR   lOth-Order  PLPC (6/4)   AT   2400   BPS 

Fig.   6.     Distributions  of total   intelligibility scores for 

Piecewise Linear  Predictive Coding  (PLPC). 

The linear regression model calculated for total intelligibility 
scores associated with the PLPC processor is presented in Fig. 7 in 
relation to the scatter plot of scores.  The model estimated a score of 
92.5 (six-speaker average score)  for the origin of the regression line 
(zero bit errors) and a slope of -4.18.  The standard significance tests 
estimated that the 95% confidence limits of the "true" regression slope 
were from -4.42 to -3.95.  A comparison of the scores predicted from the 
regression model and the actual data values is made in Table 6.  As with 
the scores for LPC-10, there was good agreement between the values estimated 
by the model and the actual data values, even though the data distributions 
violated some of the underlying assumptions of the model.  The comparison 
exhibits the same trends as the LPC-10 data, in which the predicted values 
are higher than the actual data, at the 5%  bit error rate. 
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Fig.   7.     Scatter plot of scores,   and  linear  regression   model 

for total   DRT  intelligibility of  PLPC  at  2400 bits 

per second,   in  the presence of bit errors. 

AVERAGE   INTELLIGIBILITY   vs    Bit   Error Rote   for   2400    BPS     PLPC 

Model.    S(PLPC) • 92.46 - 4.I84(BER%)   (Based   on   364   point*) 

Bit 
Error 
Rote 

Totol 
Intelligibility 

95% Confidence  Limits 

Expected Avg. Score       Individual   Points 

0 92.5 
1 88   3 
2 84    1 
3 79   9 
4 75.7 
5 71 .5 
6 67.3 
7 63  2 
8 59.0 
9 54 6 
10% 50.6 

9175 - 93 16 
87.73 - 88.81 
83.63- 84 55 
79.41 - 8 0.39 
75.10- 76 33 
70.74- 7 2 33 

~T 66.35-68.35 
Eitropolofd     6 1 95- 64  38 

Valuts 57.54- 60.42 
53 13- 56.46 
48.71- 52.51 

83  49- 101  42 
79 31 - 97.23 
75. 13- 93.04 
70.95- 88.85 
66. 76- 84 68 
6 2  56- 8051 
58  35 - 76.34 
54   14  - 72.19 
49 93 - 68 03 
45.70 - 6389 
41.47 - 5975 

Table  5.     Predicted  intelligibility performance of  PLPC  at 

2400 bits per  second  in the presence of bit errors 

(with  no provisions for error protection). 
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COMPARISON    OF   PREDICTED    AND   ACTUAL SCORES! 

TOTAL  INTELLIGIBILITY   OF     PLPC      AT  2400 BPS   WITH   BIT  ERRORS 

Regression  Model:   S  • 92.5 - 4. I 8 R 

Bit Error Rote Expected (A\ g.) Scce 97 

Score  Exceeded by 

1/2%  of Speaker/Listener 

Combinations 

Regression Model Actual   Data Regression Model Actual    Data 

ZERO 92 5 92 4 83 5 854 

1 % 88 3 88 0 793 802 

3% 79 9 806 71.0 729 

5% 715 71.2 626 58 3 

Table  6.     Comparison  of  actual   intelligibility  scores  and 

scores predicted  by the  linear  regression   model, 

for PLPC  at 2400 bits per second. 

5.1. Susceptibility of scores for Intelligibility Features to bit 
errors: PLPC at 2400 bits per second. 

Linear regression equations representing the average trends in 
scores for the individual intelligibility features are summarized in 
Table 7.  The analysis indicated a pattern of susceptibility to bit errors 
similar to that obtained with LPC-10, in which the scores for the feature 
graveness with an average slope of -5.75 indicated the greatest suscepti- 
bility, scores for sibilation with an average slope of -3.35 evidencing 
the least susceptibility.  Regression lines for average scores for the 
six principal features are compared in Fig. 8.  Detailed listings of 
scores for the separate features and cumulative distributions are presented 
in the Appendices, as well as tables predicting feature scores over a 
range of bit error rates. 
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LINEAR REGRESSION   MODELS   FOR     PLPC 

Intelligibility Score vs. Bit Error Rate, at 2400BPS 

Form:  DRT Score = a + b R, where R=B.E.R.in percent 

Intelligibility Feature      Regression Equation     95% Conf. Limits 

VOICING 96.3 - 3.63 R 

98 3- 3.65 R 

84.1 - 4.91 R 

95.6- 3.35 R 

85.3- 5.75 R 

95.1 - 3.82 R 

NASALITY 

SUSTENTION 

SIBILATION 

GRAVENESS 

COMPACTNESS 

-4.66S b<- 2.5S 

-4.48 < bi - 2.83 

-6.33< b<- 3.50 

-4.10 < bS - 2.60 

-7.34 < b< -4.15 

-4.87 5 b^-2.77 

TOTAL  Intelligibility      92.5- 4.18 R •4.42 < b< -3.95 

Table 7.      Summary of  linear  regression  equations  describing 

intelligibility scores for  individual  features, 

PLPC  at  2400  BPS   in  the presence of  bit  errors. 

100 

80 

PLPC 

INTELLIGIBILITY 
SCORE 60 

Intelligibility       Linear  Regression 
Feature Equation 

VOICING 
NASALITY 
SUSTENTION 
SIBILATION 
GRAVENESS 

COMPACTNESS 

S   = 96 3 - 3 63 R 
98 3 - 3 65 R 
84 I  - 4 91 R 
95 6- 3 35 R 
85 3- 5 75R 
95   I - 3.82R 

-i i 1 

0 I 2 3 4 5%BER 

FEATURE      INTELLIGIBILITY      OF      2400    BPS      PLPC 

AS      A      FUNCTION       OF     BIT   ERROR      RATE 

Fig.   8.     Linear  regression  models for individual  intelligibility 

feature  scores  for  PLPC  at  2400  BPS  with  bit  errors. 
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5.2. Susceptibility of intelligibility scores of individual Speakers 
to bit error effects: PLPC at 2400 bits per second. 

Total DRT intelligibility scores obtained with each of the six 
speakers tested in combination with the PLPC processor were utilized in 
separate calculations of linear regression models, tests for normality 
of the distributions of scores, and for equal variances.  An analysis 
of variance testing the hypothesis of no difference in slopes of the 
regression lines of the six speakers indicated that the hypothesis of 
equal regression slopes should be rejected (a = .001).  This finding is 
summarized in Table 8. 

Linear regression models based on total scores for each of the six 
speakers in tests of PLPC are presented in Fig. 9. 

ANALYSIS      OF     VARIANCE     SPEAKER    DIFFERENCES 

Comparison of   Six   Speakers :   Regression Slopes tor 

Totol   DRT    Intelligibility Score     vs      Bit   Error Rate 

with    2400  BPS    Piecewise - LPC 

Source  of   Vonotion d.f. Sum of Squares Mean Square 

Deviations  from Regression 

Six   Speakers 372 4642 071 12  479 

Pooled 372 5487  151 14.750 

Ditt. in slopes 5 845.061 169016 

Testing   H.: No difference   in  slopes,   F.     ffiffij ' 13 544*** 
Reject  H. 

Table 8.     Analysis of variance results comparing the regression 

slopes for total  intelligibility scores of individual 

speakers.   PLPC  at 2400 BPS  with  bit errors. 
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Fig.   9.     Linear  regression   models for  individual   speaker's 

total  intelligibility scores vs.   bit error  rate, 

for PLPC at 2400 BPS. 

6.0. COMPARISONS OF PERFORMANCE OF LPC AND PLPC OPERATING AT 2400 
BITS PER SECOND IN THE PRESENCE OF BIT ERRORS. 

A variety of statistical tests were performed on the speech 
intelligibility scores to test the hypothesis that the LPC and 
PLPC processor configurations differed significantly in terms of 
speech intelligibility performance. 

6.1. Analysis of variance findings. 

Results of a battery of three-way analysis of variance tests 
are summarized in Tables 9.1 and 9.2; the three-way classification 
was by processors, speakers and bit error rates.  Detailed summaries 
with sums of squares, mean squares, and variance ratios are given in 
the Appendices, together with the data tables that were the basis for 
these results. 
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THREE-WAY   ANALYSIS   OF   VARIANC E .'SUMMARY    OF   RESULTS   OF   COMPARING 

2400   BPS   LPC   AND   PLPC    INTELLIGIBILITY   SCORES 

INTELLIGIBILITY 
FEATURE 

SIGNIFICANT      DIFFERENCES 

PROCESSORS 
(LPC 8  PLPC) 

SPEAKERS 
(6   Moltil 

Bit Error Rottt 
(Four   BER'i) 

VOICING 
Pwfit 
Mnm 

NASALITY 
Pet »»/>' 
10»#n! 

SUSTENTION 
Voictd 
UnvoiCllt 

SI8ILATI0N 
Vcicii 
Unvoiced 

GPAVENESS 

VoiCtd 
Unvotctd 

COMPACTNESS 

U n V 0 JC f a 

TOTAL    INTELLIGIBILITY 

X»   IP- 9971 
«**   lp-   9991 

X   (P-.9S4I 

*   (p'.98B> 

«x» IP 9991 
»• (p 998 1 

*»* (p 9991 

* (p 985) 
* (p 961 1 

**»   lp-   9991 

*MM IP' 999) 
««K I»" 9991 

*»» lp- 9991 

»*» tp> .9991 
*»* IP' 9991 

»«* lp- 9991 
- • • lp- 999) 
*#* (P- 999) 

**tf lp- 999 1 
#* (P- 997) 

lp- 999 ) 

• lp- 988) 

»# (p. 998) 

*»» lp- 9991 
#»» (P 999) 
*»» lp 9991 

#*# (p - 999) 
ttffff lp' 999) 

• **    lp-   999 1 

#»» IP' 
*«» (p> 
**»    (p i 

9S9I 

9991 
999 1 

***   lp-   999) 

»»» lp-   999 1 
*»» (p-  999) 
*** (p-   999 I 

*»» (p-   999) 
«*» lp.  999) 
*K* lp-   999) 

*** lp •   999) 
*#» lp-   9991 

*#* lp-   999) 

*** lp- .9991 
»»» lp..999) 
*** lp'   999) 

**X lp-   999) 

Table 9.1.    Three-way analysis of variance  results comparing 

intelligibility scores  for  LPC-IO and  PLPC  at 

2400  BPS  in  the presence of  bit  errors. 

The analysis of variance was predicated on a fixed-effects model, 
from a rationale that the six speakers were common to the entire battery 
of tests, as were the majority of the listener crew.  A case can also be 
made for a mixed-effects model, from the reasoning that the random bit 
error effects involved successive samplings of a randomly distributed 
variable.  The tables of mean squares listed in the Appendices are 
provided in order to permit the option of calculating significance tests 
from this alternative point of view. 

The analysis of variance indicated that about half of the intelligi- 
bility scores for individual features, as well as the total scores, 
evidenced significant differences between the LPC and PLPC processor 
configurations.  All of the feature scores showed significant differences 
due to bit error rate conditions, and nearly all were characterized by 
significant differences between the six speakers. 
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The analysis of variance also revealed that significant interactions 
between processors and speakers were present for the majority of the 
intelligibility features, as well as total intelligibility scores. 
The total scores, and a few feature scores, showed significant interactions 
between speakers and bit error rates, and between processors and bit 
error rates.  These results are summarized in Table 9.2. 

A further group of tests were conducted on total intelligibility 
scores at each of the four bit error rates, testing the significance of 
the difference in mean scores for the LPC and PLPC processors.  These 
results are summarized in Table 10. 

THREE-WAY   ANALYSIS   OF   VARIA NCE I SUMMARY   OF   RESULTS    OF  COMPARING 

2400    BPS   LPC   AND   PLPC    INTELLIGIBILITY    SCORES 

INTELLIGIBILITY 
FEATURE 

SIGNIFICANT       INTERACTIONS 

Processors   and 
Speakers 

Processors   ond 
Bit   Error Rotes 

Speokers  and 
Bit Error Rates 

VOICING 
Pf9S9fll 
Absant 

NASALITY 

Prasanl 
Abaant 

SUSTENTION 
voicad 
Unvoictd 

SIB'L ATION 

Vole ad 
unvoictd 

GRAVENESS 
voicad 
Unvoiced 

COMPACTNESS 
Voicad 
Unvoictd 

TOTAL    INTELLIGIBILITY 

* (p = 956 ) 
*X* (p«  9991 

«*• lp'  999) 
*** lp'.999) 
** (p= 9901 

«« lp'.993) 
*<p>.977> 

**lp= 9981 

*» <p».996l 
K* (p = 996) 

*** lp= 9991 

** (p=.995> 
• »K (p» 999) 

»*» lp' 9991 

*** (p=999) 

# (p- 979) 

**<p*  9941 

* (p-  974) 

*#* (p«999) 

*>* (p*  999) 
X-tttKp'  999) 

*»(p«  995) 
*(p»  965) 

M*« (p = .999l 

Table 9.2.   Significant interactions  revealed in the three-way 

analysis of variance summarized  in  Table 9.1. 
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COMPARISON   OF  MEAN   INTELLIGIBILITY  SCORES 

Six Speakers, Two Replications, per Condition 

LPC 
(I) 

PLPC Diff. F 

(with I a 165 df) 

Zero Bit E rrors 90.92 92 39 1 48 2 1.638*** (p>999) 

1% 85.98 88.01 2.03 20.822*** (p>999) 

3% 77 08 80.58 3 49 44.360 (p>999) 

5% 68.55 71.18 2.63 18.443*** (p>999) 

(I)   Differences in avg   scores  were   significant of the  .001   level 

Table  10.    Comparison  of total   DRT  intelligibility scores 

obtained  with  LPC-IO and  with  PLPC  at  each 

bit error  rate  condition. 

Differences between mean intelligibility scores (six speakers) 
for the LPC and PLPC processors, although small, were highly significant 
at each bit error rate condition.  Distributions of the total scores 
at each bit error rate condition are compared in Figs. 10 through 13, 
with the normal ogive based on the mean score and standard deviation 
of the data in each distribution shown for comparison.  In every case, 
the piecewise-LPC processor obtained a higher intelligibility score 
than the conventional LPC processor configuration. 
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Fig.   10.     Comparison  of distributions  of total   DRT  intelligibility 

scores  for  LPC  and  PLPC  at  2400  BPS  with  zero 

bit error  rate. 
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Fig.   II.      Comparison  of distributions of total   DRT intelligibility 

scores for  LPC  and  PLPC  at  2400  BPS  with  1%  bit 

error  rate. 
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Fig.   12.      Comparison  of distributions  of total   DRT intelligibility 

scores for LPC  and PLPC  at 2400  BPS  with  3% bit 

error rate. 
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Fig.   13.      Comparison  of distributions of total   DRT  intelligibility 

scores for  LPC  and PLPC  at 2400 BPS  with  5% bit 

error  rate. 
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6.2. Pairwise comparison of intelligibility scores. 

The intelligibility scores for LPC and PLPC processor configurations 
were further compared through a pairwise comparison of scores.  The 
pairing involved an LPC intelligibility score, and a PLPC score, for a 
common speaker and bit error rate condition.  The distribution of 
differences in scores, between the members of the pairs, was utilized 
in testing for the significance of the average difference between the 
performance of the LPC and the PLPC processors, over all bit error rate 
conditions and speakers.  The pairing had the effect of normalizing 
against variance due to speaker effects and bit error effects that would 
otherwise tend to mask out the significance of small differences between 
the performance of the processors.  Cases in which the score  for the 
LPC processor was significantly better than the PLPC processor are shown 
in Table 11.1; cases showing a significant advantage for PLPC in Table 11.2. 

COMPARISONS    OF   LPC   AND     PIECEWISE - LPC    AVERAGE   INTELLIGIBILITY    SCORES 

Ztro,    1%,   3%   and  5%    Bit    Error   Rom    ot    2400    BPS 

PART   I.    SIGNIFICANT    DIFFERENCES     FAVORING     LPC 

INTELLIGIBILITY FEATURE FEATURE FEATURE 
FEATURE PRESENT ABSENT AVERAGE 

VOICING M»J ) - _ - 
Frictionot - - - 
Non - Frictionol - 3 0 8* - 

NASALITY (4«( ) - - - 
Grotr* - - - 
Acult - - - 

SUSTENTION tA*g 1 - . - 
VOICtd - - - 
Unniggt - - - 

SIBILATtON   Ml)   ) _ _ _ 
Voictd - - - 
Unvoiced - - - 

GP.AVENESS    (A,g 1 _ _ _ 
voiced — - - 
Unvoiced - - - 

COUPACTNESS   (Aug.) 322" _ _ 
VOICXI 4  43* - - 
Unvoiced - - - 

TOTAL   DRT INTELLIGIBILITY    SCORE: - 

Table  II.I. Results  of pairwise-comparison  of  LPC  and  PLPC 

intelligibility scores:   Differences favoring  LPC-IO. 
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COMPARISONS    OF    LPC   AND     PIECEWISE - L P C    AVERAGE   INTELLIGIBILITY    SCORES 

Ztro,   IV.,   3%  and  5%   Bit    Error   Rates    at    2400    B PS 

PART 2     SIGNIFICANT   DIFFERENCES     FAVORING    PIECEWISE - LPC 

INTELLIGIBILITY FEATURE FEATURE FEATURE 
FEATURE PRESENT ABSENT AVERAGE 

VOICING 1 Avf I 10  9 1*" _ 4  49" 
Friclionol 8   7 9"* - 5  Ol" 
Non • Friclionol 13  02** - - 

NASALITY (Arfl _ _ - 
Gravt 5   14" - - 
Acult - - - 

SUSTENTION Mrj 1 _ _ _ 
VO'Ctd - 6    19* S.ll" 
Unvoictd - - - 

SIBILATION   lAva 1 
MM 9   "«.. _ 52!*** 

votctn 12.57*** - 5   18** 
UflfOictd 7   42" 3 06* 5 24 — 

GRAVENESS   '4»0 / _ 7 00*" 3 86** 
Voictd - - 3.OS * 

Untoictd - 1 1    85*** 4  26* 

COMPACTNESS tAtf  1 - _ - 
Voiced - - - 
Untoictd - - - 

TOTAL    DRT INTELLIGIBILITY     SCORE 
MM 

2   41 

Table  11.2.   Results  of pairwise-comparison  of LPC  and  PLPC 

intelligibility  scores:  Differences  favoring  PLPC. 

As there are nine cases associated with each of the intelligibility 
features, i.e. three scores when the  feature was present  (for example, 
voiced, unvoiced, and total of voiced and unvoiced cases), three for the 
feature absent, and three for the total cases for present and absent, 
a total of 54 diagnostic intelligibility scores are involved in the total 
summary, plus a total score for overall intelligibility.  Thus the results 
of the pairwise tests represented 55 separate assessments resulting in a 
detailed listing of salient differences of intelligibility performance 
for the two processors.  In approx. two-thirds of these cases, the 
difference was not statistically significant.  The significant differences, 
shown in these tables, included three cases favoring LPC, and twenty 
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cases, as well as the overall intelligibility scores, showing a significant 
bias favoring the PLPC processor. 

6.3. Comparison of regression slopes: LPC and PLPC total DRT 
intelligibility scores vs. bit error rate. 

Further comparisons of the LPC and PLPC total intelligibility 
scores were made in comparing their susceptibilities to bit errors 
as estimated by the slopes of the regression lines relating intelligibility 
and bit error rate.  An analysis of variance was made to test the 
hypothesis: no difference in regression slopes.  The test was performed 
with the composite data for all six speakers; separate tests were also 
made comparing the regression slopes calculated for LPC and PLPC on 
a speaker-by-speaker basis. 

The results of testing the composite data are shown in Table 12.1. 
(The basis of the test is summarized in Appendix I.)  The difference 
between the regression slope calculated for the LPC processor scores 
( -4.45) and the slope calculated for the PLPC scores ( -4.18) was not 
significant, either in the original data or after an adjustment for 
differences in speaker means.  However, comparing the LPC and PLPC 
regression lines, speaker by speaker, it was revealed that the scores 
for four of the six speakers showed a significant advantage for the 
PLPC processor.  The difference in slopes for the remaining two speakers 
was not significant.  This result is summarized in Table 12.2. 

ANALYSIS     OF    VARIANCE:  PROCESSOR    DIFFERENCES 

Comparing   2400   BPS   LPC    and      Piecewise - LPC   Regression   Slopes 

for   Total   DRT   Intelligibility  Score    vs       Bit   Error Rate 

Source   of   Variance d.f. Sum of Squares Mean Square 

Deviations   from  Regression 
Proc»»tors(LPC B   PLPC) 764             15902 556 20 815 
Pool«d 764             15953 429 20 882 

Oiff. in   slopes I 50873 50 873 

Testing   H.:  No difference  in  slopes, F = -§§-§y| •  2 444    ( p •   882) 

Adjusted  for Speaker differences: 

Deviations  from  Regression 

ProceuorslLPC S   PLPC)      764 I 120 I.I 5 I 14661 

Pooled 764 I 1252801 14.729 

Diff   in  slopes I 5 i 650 

Testing   H„:   No difference  in  slopes, F =   trflfr * 3 523    ( P =    939) 14.bo I 

Table  12.1.  Analysis of variance summary comparing 

linear  regression   slopes:  total   DRT intelligibility 

scores  for  LPC-IO and  PLPC.     (All   speakers). 
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ANALYSIS     OF    VARIANCE \   PROCESSOR    DIFFERENCES 

Comparing  2400  BPS   LPC    and     Piecewise - LPC  Regression   Slopes 

by   Individual   Speakers   Total  Intelligibility Score  vs    Bit Error Rote 

Testing   H. :    No  difference in  slopes 

SPEAKER b • slope F = Variance rotiolwith  I ond  124 d.f ) 

LL 

RH 

CH 

PK 

JE 

BV -4.1 -4 33 0 459 

Table  12.2.    Analysis  of  variance  results  comparing  linear 

regression  slopes,  total  intelligibility scores 

for LPC-IO and  PLPC,   by individual  speakers. 

b • 
LPC 

slope 
PLPC 

-4 17 -3.18 

-4 46 -3 75 

-3.70 -4 19 

-4 94 -5 70 

-5.35 -3 94 

-4.1 1 -4 33 

9  117"" (P • 997) REJECT   H. 

4 552* IP • 965) REJECT M. 

3 756 (P • 945) 

4 355" (P- 961) REJECT   H. 

16 818**" (P* 999) REJECT H. 

6.5. Comparisons of regression slopes: intelligibility feature scores 
for LPC and PLPC processors, vs. bit error rate. 

Tests of the scores for individual intelligibility features 
revealed that the majority of the distributions of feature scores at the 
various bit error rates failed to meet the requirements of being normally 
distributed, and of equal variances at the various bit error rates. 
Significance tests of the regression data are therefore in question; 
however, the results of these tests may have value in contributing to 
understanding of the nature and degree of difference in intelligibility 
performance of the LPC and PLPC processors in the presence of bit errors. 

Detailed tables of regression equations and estimates of the 95% 
confidence limits for the slopes for the various feature scores are 
contained in Appendix G; tables comparing the feature scores predicted 
by the regression models, and the actual data, are also presented. 
A portion of this data was examined in analysis of variance tests of 
the difference in regression slopes for the LPC and PLPC processor scores. 
The results are presented in Table 13.  Of the eighteen cases that were 
tested, eleven showed a smaller slope for the PLPC scores, i.e. estimated 
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smaller susceptibility to bit errors.  Seven of the comparisons showed 
the opposite bias, favoring LPC.  However, the variance ratios did not 
exceed the critical value in any of these tests; as a result, the hypoth- 
esis of no difference in regression slopes was not rejected.  Speaker 
variability, and the smaller number of datum points involved in these 
comparisons, were factors that influenced this outcome. 

Intelligibility Feoture Scores   vs.   Bit  Error Rote 

Testing Ho i No difference in   slopes 
INTELLIGIBILITY b •  SLOPE F loll P 

FEATURE LPC PLPC 

VOICING (Atg.l - 5 02 - 3 63 2 611 (1,380) 0 893 
Frictionol - 4 4 1 - 358 0 549 (1. 188) 
Non - Frictionol - 5 63 - 367 2 306 1 1. 188) 0 869 

NASALITY Meg.) - J 73 - 3 63 0 019 (1.380) 
Grant -4.01 - 3 57 0 252 (1. 188) 
Acutt - 3 46 - 3 74 0 126 (1.188) 

SUSTENTION (*»« 1 - 5 70 - 4 91 0 565 11.380) 
Voiced - 7 19 - 4 45 3 206 II, 168) 0 925 
Unvoictd - 4 21 -5 37 0 894 (1, 1881 

SIBILATION   <A»«I - 2 45 - 3 35 1  772 (1.3801 0 616 
VoiceU - 2 30 - 2 61 0  1 19 (1. 188) 
Unnoicod - 2 60 - 4 09 2  195 (1, 188) 0 860 

GS4VENESS  lAvg) -6 39 -3 75 0 346 11.380) 
Voiced - 5 26 -4 91 0.151 1 1. 188) 
Unvoiced - 7 53 -6 58 0 501 (1.188) 

COMPACTNESS   lAvo 1 - 3.43 -3  82 0 291 (1.3801 

Voiced - 2 48 - 1 .98 0 583 (1. 1881 
Unvoiced - 4 38 -5  66 I 529 (1. 188) 0 782 

Accept Ho    No   difference in   regression   slopes 

Table 13.    Comparison  of  linear  regression  slopes 

derived from  individual   intelligibility feature 

scores,   for  LPC-IO and PLPC. 
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7.0. DISCUSSION OF FINDINGS. 

Tables of intelligibility scores for the various features, 
cumulative plots of the distributions of scores, and scatter 
diagrams shown in relation to linear regression lines are presented 
in the Appendices.  Some of the salient findings from analysis 
of this data are presented in the following paragraphs. 

The Lilliefors test, described in Appendix 1.2., indicated that 
the hypothesis of a normal distribution of scores should be 
rejected for a majority of the data groupings of intelligibility 
scores for individual intelligibility features.  Deviation from a 
normal distribution appeared to derive from three primary causes, 
singly or in combination: (1) truncation of the range of scores 
at 1007„; (2) significant differences among mean scores for 
individual speakers; and (3) significant differences among mean 
scores for the feature states, e.g. the Voicing scores included 
Voicing Present (frictional and non-frictional) and Voicing Absent 
(frictional and non-frictional), etc.  Total intelligibility scores, 
representing the summation of these effects, were better approximations 
to normal curves, as reported in earlier sections of this report. 

Even with these departures from the assumptions underlying the 
linear regression model, the expected feature scores predicted by 
the regression models for the features on the whole agreed well 
with the actual data; these comparisons are presented in Appendix G.5. 

The distributions of intelligibility scores were also characterized 
by a tendency to show a significant negative correlation between 
mean scores and variance associated with the distributions (as has 
been found generally in intelligibility testing).  In many cases, 
the assumption of homogeneity of variance required for the linear 
regression model tests of significance was not fulfilled in the data. 
A result of these distortions (relative to the model) was a tendency 
for the confidence limits predicted by the model to be conservative 
at zero bit error rate: most or all of the data values were above 
the lower 95% confidence limit for individual scores.  However, at 
the upper end of the range (5% bit error rate) the model was overly 
optimistic: a larger percentage of datum points were below the 
confidence limit than predicted by the model.  The overall scores for 
LPC-10 illustrate this trend: at zero bit error rate, all of the scores 
were above the lower 95% limit estimated by the model.  At the 
5% bit error rate, almost 107» of the datum points were outside the 
95% limits estimated for individual points, an equal number of points 
occurring above and below the limits.  Total intelligibility scores 
including all bit error rates showed a remarkable "global" agreement 
with the model, however, in that 19 out of 384 points (4.9%) were 
distributed outside the 95% limits for individual datum points 
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estimated by the regression models, with each processor's scores 
(LPC and PLPC). 

These departures from the assumptions that underly the linear 
regression model must be kept in mind in interpreting the various 
results of significance tests on the linear regression data, 
in particular the estimates for 957» confidence limits for slopes 
of the regression lines, and 95% confidence limits that have been 
estimated for predicting distributions of individual scores at 
different bit error rates.  Lacking for the present any data base 
or alternative method for estimating these limits with greater 
reliability, these data are presented in order to provide estimates 
for the values. 

7.1. Comparison of LPC and PLPC processor algorithms. 

There were no special provisions in the LPC and PLPC processor 
algorithms involved in these tests that were specifically designed 
to alleviate the effects of bit errors: provisions such as optimum 
placement of bits in the data frame, smoothing of the parameters 
prior to speech synthesis, error detection and correction, etc, 
techniques known to be of value in minimizing effects of bit errors 
on speech intelligibility and quality.  The purpose here was to 
assess and compare the intrinsic vulnerability of the LPC and PLPC 
speech processing algorithms to bit errors, and to perform a 
definitive test of the hypothesis that the inherent redundancy and 
improved spectral modeling provided by the PLPC approach improve 
the intelligibility of the speech signals from a PLPC-based processor 
design, in comparison with a conventional LPC design, with and without 
bit error effects. 

The test results provided clear confirmation of this hypothesis. 
Although the numerical value of the difference in performance was 
in most cases small, its statistical significance was confirmed in 
numerous tests. 

Error detection and correction, and other special coding schemes to 
reduce effects of bit errors can of course improve the performance 
of a conventional LPC processor terminal in comparison with these 
results for which no such provisions were present.  However, these 
test results suggest that the application of these schemes to the 
PLPC algorithm should in every case provide more beneficial results 
in improving speech intelligibility and quality than when applied to 
the LPC algorithm, other things being equal.  This conclusion stems 
from the basic advantages of the piecewise linear predictive coding 
method that have been previously cited: better spectral modeling 
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derived from the piecewise approach, and segregation of bit 
error effects involving LPC coefficients to only a portion of 
the output speech spectrum, rather than the entire spectrum as 
happens with conventional LPC. 

As a further consideration, the PLPC algorithm used in these tests 
was not an optimumdesign.  There is considerable evidence that 
changes in the combination of frequency bands and the coding of the 
coefficients could lead to a further increment of improvement in 
the performance attained in connection with the PLPC algorithm: 
refinements that are possible with the PLPC configuration because 
of the additional degree of freedom provided with the use of multiple 
frequency bands.  These changes would be minor in terms of hardware 
and software, but have a high probability of leading to significant 
results in improving the performance in both the error-free condition 
and in the presence of bit errors.  Similar considerations are 
involved in connection with the acoustic noise problem: the separation 
of the speech signal into frequency bands affords an additional 
degree of flexibility in refinement of the algorithm to combat 
effects of acoustic noise. 

Some details of the contrasts in intelligibility scores for the 
various intelligibility features are described in the following 
paragraphs. 

A comparison of the data distributions of intelligibility scores 
for Voicing Present in comparison with Voicing Absent obtained with 
the LPC processor revealed that the difference in susceptibility to 
bit errors (as estimated by the regression slopes) was significant 
only for the non-frictional sounds, involving voiced and unvoiced 
initial stop consonants.  Here the regression slope was  -8.12 
for Voicing Present, and  -3.14 for Voicing Absent. Although in 
this case the unvoiced sounds were not as susceptible to bit errors 
as the voiced sounds, the reverse was true in the case of the 
voiced and unvoiced states associated with the features Graveness 
and Compactness, as will be described in the discussion of those 
features.  The test words and intelligibility data for the Voicing 
feature are presented in Appendix A; a complete table of regression 
equations relating intelligibility scores with bit error rate 
for the various intelligibility feature states is presented in 
Appendix G. 

In the case of intelligibility scores for the PLPC processor, the 
difference in regression slopes for Voicing Present vs. Voicing Absent 
was significant for both the frictional case (a = .05) and the 
non-frictional case ( a = .001). 
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Intelligibility scores for the Nasality feature, listed in 
Appendix B, indicated that neither the contrast between 
Nasality Present and Nasality Absent, or the contrast between 
Nasality(Grave) and Nasality(Acute) evidenced significant 
differences in values of the regression slope in the case of 
performance data for the LPC processor.  However, the distributions 
of scores for the PLPC processor showed a significant difference 
between the regression slopes for Nasality Present ( b = -2.58) 
and Nasality Absent ( b = -4.73) at the level a = .01. 

The test words and intelligibility scores for the Sustention 
feature are listed in Appendix C.  Scores obtained with the 
LPC processor indicated that the regression slope  for 
Sustention(Voiced) scores with b = -7.19 was significantly 
greater than that for Sustention(Unvoiced) with b = -4.21, at 
the level a = .05.  However, this contrast was not significant 
in the case of intelligibility scores for the PLPC processor. 
The contrast between regression slopes for Sustention Present 
and Sustention Absent intelligibility scores was not significant 
for either the LPC processor or the PLPC processor, suggesting 
that on the average the sustained and the abrupt consonants 
were equally vulnerable to the effects of bit errors. 

Data for the Sibilation feature scores are presented in 
Appendix D.  These distributions indicated that no significant 
difference in susceptibility to bit errors was present for the 
contrast between this feature being present and absent, or for 
the contrast between the voiced and unvoiced states of Sibilation, 
with either LPC or PLPC intelligibility scores. 

Details of Graveness intelligibility scores are shown in Appendix E. 
The data analysis indicated that there was no significant difference 
in susceptibility to bit errors for the feature Graveness Present 
contrasted with Graveness Absent, for either the LPC or the PLPC 
processor scores.  However, the LPC processor scores revealed a 
significant difference in regression slopes for Graveness(Voiced) 
with b = -5.26, in comparison with Graveness(Unvoiced) with 
b = -7.53, at the level a = .05.  This contrast was not significant 
in the case of the distributions of scores for the PLPC processor; 
however, a similar bias was observed, i.e. the unvoiced state 
of Graveness  displayed a greater susceptibility to bit errors 
than the voiced state. 
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The distributions of intelligibility scores and other data 
for the Compactness intelligibility feature are presented in 
Appendix F.  These scores showed a pattern similar to that 
obtained with the scores for Graveness, in that the unvoiced 
state of the feature exhibited a greater vulnerability to 
bit errors than the voiced state, in the case of scores for 
both the LPC and the PLPC processors.  However, as with the 
Graveness feature,  the contrast was significant for the 
LPC processor scores (a • .05) but not significant for the 
PLPC processor.  The contrast between Compactness Present 
and Compactness Absent regression slopes was not significant 
for either processor. 
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7.2. Implications for Digital Voice Terminal Hardware 
Development. 

The magnitude of improvement in speech intelligibility 
obtained by using the piecewise linear predictive coding 
method in preference to conventional LPC is sufficiently small 
that it would be difficult to justify choosing PLPC hardware and 
software for a voice terminal design if there were premium 
hardware costs incurred by using PLPC rather than LPC.  However, 
the nature of the PLPC algorithm is such that a voice terminal 
based on this approach could reasonably be expected to cost less, 
not more, than an LPC design.  The basis for this conclusion 
is that the PLPC algorithm operates at half the sample rate of 
LPC, for performing the speech analysis and synthesis functions. 
The PLPC algorithm also requires less computation: fewer 
multiplications and fewer additions, than conventional LPC 
(this is assuming that the filtering operations at the input 
and output are done with hardware filters or with CCD, rather than 
by digital filtering operations). Inevitably these factors should 
cause a PLPC-based voice terminal to be cheaper and/or more 
cost effective than an LPC-based design.  For example, the reduced 
computational load would free up computational capacity in the 
processor to be available for modem functions, signalling and 
supervision, error correction and detection, acoustic noise 
reduction algorithms, etc. 

These advantages would carry over to a wideband version of PLPC 
operating at 8.0 or 9.6 Kbps, with a residual (error) signal 
representing the difference between the linear predictive model 
and the actual speech signal measured and encoded for transmission 
along with the narrowband data.  In this context the reduced sample 
rate made possible by the piecewise-LPC configuration would reduce 
the computational load involved in calculating residuals, as well 
as permitting more data bits to be assigned in encoding the residuals 
in comparison with alternative methods.  Thus a multiple rate processor 
(MRP) voice terminal design based on PLPC can be expected to offer 
performance advantages as well as computational advantages in 
comparison with other approaches. 

With regard to vulnerability to bit errors, a variety of coding 
refinements are possible that can alleviate this problem, ranging 
from simple rearrangement of the bit pattern per data frame, to 
sophisticated error detection and correction schemes.  These tests 
were made without any refinements of this nature.  However, they 
indicate that coding refinements to reduce susceptibility to bit 
errors should always provide greater benefit for the PLPC algorithm 
than they can provide with conventional LPC, because of the intrinsic 
advantages that are possessed by the PLPC technique: more accurate 
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modeling of the speech signal, and inherent redundancy provided 
by the PLPC technique. 

7.3. Implications for Intelligibility Test and Evaluation 
Procedures and Standards. 

The regression slopes calculated for different speaker's 
intelligibility scores showed significant differences among 
the speakers, suggesting that there are innate differences in 
individual speaker's susceptibilities to bit error effects. 
The trend tended to follow the relative intelligibility rank 
possessed by individual speaker's intelligibility scores under 
ideal conditions (no bit errors), suggesting that some speakers 
speech signals have intrinsic properties causing them to be 
more susceptible to signal degradation in general, whether caused 
by effects of bit errors on the data signals, or by a reduced 
number of data coefficients, etc.  This question deserves further 
study, since a better understanding of the causes of speaker 
variability might lead to improvements in the voice processing 
algorithms to meet the goal of obtaining fully adequate performance 
with a large and varied population of speakers. 

Since the values of the independent variable (bit error rate) 
were equal in each speaker test, the overall regression equations 
(all speakers) involved values of the slope and elevation 
that were the average values of the slopes and elevations 
respectively, of individual speakers.  The reasons for this are 
discussed in Appendix 1.1. 

The analysis of variance findings showed that highly significant 
differences among intelligibility scores for individual speakers 
were present, as well as significant interactions between 
speakers and processors, as well as speakers and bit error rates. 
Conspicuous evidence of these interactions is revealed in 
comparing the regression lines derived from the LPC and the PLPC 
performance data with speakers LL and PK, for example (Figs. 5 
and 9). 

The degree of speaker variability and speaker/processor interactions 
suggests that inadequate attention has been given to this topic. 
While these effects have been commonplace in speech testing over 
the past several years, they have received little attention, in 
part because of the practice of calculating standard errors from 
listener mean scores only. 
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The economics of speech testing would rule against routine 
testing with a large number of speakers.  However, if the 
purpose of test and evaluation is to guide critical decisions 
in comparing the performance of alternative processors, 
to evaluate the significance of improvements in the speech 
processing algorithms, or to predict the performance that can 
be expected with a large and varied population of speakers, 
it is likely that the present practice of testing with six 
(male) speakers is marginal,  and that a reevaluation should 
be made as to an appropriate number and types of speakers to 
be used in speech testing in order to fully meet these objectives. 

For the near-term, it would seem desirable to double the number 
of speakers as a minimum, where critical tests are required. 
With twelve speakers, the idiosyncrasies of individual speakers 
would tend to be averaged out in the data population, 
a result particularly valuable in regard to the data for the 
individual intelligibility features.  Since it is in these 
fine details that the significance differences between different 
processors are found, the proposed change should be of considerable 
value not only for comparing processors, but for clearly 
identifying the intelligibility features that are most deficient 
and where refinements could bring the greatest benefits. 

With regard to further testing in order to assess effects of 
bit errors on speech intelligibility, tests with processors that 
incorporate special coding provisions to reduce vulnerability 
to bit errors should include test conditions at 10% and 20% 
bit error rates in addition to those reported here.  Tests at 
these six rates would result in a mean bit error rate of 6.5% 
(compared with 2.25% in these tests).  The confidence limits 
associated with regression models have the property of 
widening above and below the mean value (see Appendix 1.1); 
the additional rates would give the tightest confidence limits 
for predicting scores in the range from about 5% to 8% bit error 
rate. 

It would be desirable to conduct further tests of bit error 
conditions with two replications of each processing condition 
(Note: replications of processing, as opposed to replication 
of the presentation to listeners). Such a procedure would permit 
a better assessment of variations caused by the algorithm or 
process used to generate the bit errors. 
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8.0 CONCLUSIONS AND RECOMMENDATIONS. 

Formal tests and evaluations were conducted to compare the 
susceptibility of narrowband linear predictive coding (LPC) 
for voice processing, and the more recent innovation of 
piecewise linear predictive coding (PLPC) to the effects of 
bit errors, both processor configurations operating at a 
2400 bit-per-second data rate.  Test results confirmed an 
hypothesis that piecewise LPC voice processors are less 
susceptible to bit errors than conventional LPC. 

Significant differences were found in the susceptibilities 
of individual speakers and individual intelligibility features 
to the effects of bit errors. 

Linear regression models were utilized in constructing tables 
predicting intelligibility performance, and approximate 
confidence limits for the predictions, over a range of bit 
error rates.  These tables include interpolation and 
extrapolation for estimating intelligibility performance that 
might be obtained under specified bit error conditions. 

The findings suggest that the piecewise version of linear 
predictive coding for narrowband digital voice communications 
offers a superior alternative to conventional linear predictive 
coding (LPC), since these benefits are obtained simultaneously 
with a relaxation of hardware implementation requirements for 
speed and number of computations. 

The piecewise linear predictive coding (PLPC) processor was 
shown to consistently give better intelligibility than LPC, 
both under "ideal" conditions and under bit error conditions. 

Further improvement in the piecewise-LPC voice processor performance 
is foreseen with minor refinements of the frequency band 
arrangement, and the parameter coding tables used in PLPC. 

These benefits are foreseen to carry over to a medium bandwidth 
configuration of piecewise-LPC operating at 8.0 or 9.6 kilobits 
per second, adding a residual signal for improved speech quality 
and naturalness and tolerance to acoustic noise environments. 

It is recommended that the research and development on piecewise 
linear predictive coding be accelerated to completion of the 
optimization of performance of the narrowband version, and 
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to include investigations and implementation of a feasibility 
model operating at 8.0 and 9.6 kilobits per second in addition 
to the narrowband configuration.  The investigation should 
also address the feasibility of embedding the 2400 bit-per-second 
data stream in the data stream at the higher data rates. 
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A.4.1.   Cumulative distributions of the  intelligibility scores 

for the Voicing feature,   LPC-IO at  2400  BPS. 
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A.4.2.  Cumulative distributions of the intelligibility scores 

for the Voicing feature,   PLPC at 2400 BPS. 
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AS     A      FUNCTION      OF     BIT   ERROR      RATE 

A. 5.1.   Scatter plot of scores,   and linear  regression  model 

for the Voicing  intelligibility feature,   obtained with 

LPC-IO at  2400  BPS.   Regression lines for Voicing-Present, 

and Voicing-Absent,   are also shown. 
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A.5.2.   Scatter plot of  scores,   and  linear  regression 

Model for the Voicing intelligibility feature, 

obtained with  PLPC  at 2400  BPS. 
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Intelligibility   of     VOICING      vs     Bit   Error Rote,    for   2400   BPS    LPC-IO 

Model      S(LPC) = 94.97- 5.020(BER%)      (Based  on    192   points) 

Bit Intelligibil 'y 95% Confidence  Limitt 
Error of Expected Ava Score Individual Scores 
Rat* VOICING 

0 95.0 90 96-98 97 58.73-131.21 
1 89 9 86  85-93 05 53 80 -126 10 
2 84 9 82  31 -87 55 48 81 -121  04 
3 79.9 77   12-82  70 43 78 - 1 16 03 
4 74 9 71   37-78.41 38 70-1 1 1.08 
5 69 9 65.33-74 41 33 57 -106. 17 
6 64 8 • 59. 15 - 70 55 28 38 -101  32 
7 59.8 Ettropolottd 52 89 -66 76 23.15 - 96 51 
8 54.8 Values 46 60 -63 02 17.87 - 91 75 
9 49 8 40 29 -59 29 12 54 - 8704 
10% 44 8 33 96-55 58 7 17 - 82 37 

A. 6. I.   Predicted  intelligibility  scores  for  Voicing , 

LPC-IO at  2400  BPS  with  bit errors  (with  no 

provisions  for  error protection). 

Intelligibility    of      Voicing      vs      Bit   Error Rote .   for   2400   BPS    PLPC 

Model     S(PLPC)= 96 32- 3 625(BER%)     (Based on    192   points) 

Bit Intelligibility 9! > % Confider ce  Limits 

Error 

Rate 

of 
Voicing 

£» peeled Avg Score Individual Scores 

0 96.3 93 27 - 99 38 68  67- 123 97 

1 92   7 90.33 - 95 06 65 . 12 - 120 28 

2 89. 1 87 07 - 91   07 6 1 .52 -116 62 

3 85 4 83   32 -8 7.58 57   88 -MS 01 

4 81   8 79   14 - 84 50 54 2 1  -109 43 

5 78.2 74  73 - 8 1  66 50 50 -105 89 

6 74 6 , 70 22 - 78.92 46.75 -102 39 

7 70 9 Eitrapoiated 65 66 - 76.24 42 96 - 98 93 

8 67 3 Value* 61   06 - 7 3 58 39   14   -   9531 

9 63 7 56 45 - 70 94 35 28 -  92.12 

10% 60 1 51.83 - 68.32 31  38  -   88 76 

A.6.2. Predicted intelligibility scores for Voicing, 

PLPC at 2400 BPS with bit errors (with no 

provisions for error protection). 
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I   0 

CUMULATIVE 

PROPORTION 

OF 

DATA 
POPU LAT ION 

0  5 

0 20 40 60 80 100 

DRT   INTELLIGIBILITY    SCORE    FOR     NASALITY. 
LPC-IO    AT    2400  BPS 

4.1.   Cumulative distributions of the intelligibility scores 

for the  Nasality feature.   LPC-IO at  2400  BPS. 

I   o 

CUMULATIVE 

PROPORTION 

0F O. 
DATA 

POPULATION 

0 20 40 60 80 100 

DRT INTELLIGIBILITY   SCORE   FOR    NASALITY. 

I0lh-0fd«r    PLPCI6/4)   AT   2400    BPS 

4.2.  Cumulative distributions of the intelligibility scores 

for the  Nasality feature,   PLPC  at  2400  BPS. 
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LPC 
INTELLIGIBILITY 

SCORE       60 
FOR 

NASALITY 
(6   Speakers) 

40 

S (Nasality  Avg )• 98.6 - 3 74 R 

- 4 56<b< - 2 Si 

r* =    294 

0 I 2 3 4 5% B E R 

NASALITY   INTELLIGIBILITY  OF   2400   BPS      LPC 

AS     A    FUNCTION    OF     BIT   ERROR    RATE 

B.5.I.   Scatter plot of scores,   and  linear  regression   model 

for the Nasality intelligibility feature,   obtained with 

LPC-IO at  2400  BPS. 

100 

ao 

iS&S?**^ 

PLPC 
INTELLIGIBILITY 

SCORE 6 0 
FOR 

NASALITY 
(6   Speaker!) 

40 

20 

  

S (Natality: Avg I • 98 3 - 3.65 R 

-4.48 < b < - 2.83 

r* * .285 

0 12 3 4 i%BE.lt 

NASALITY     INTELLIGIBILITY      OF      2400   BPS     PLPC 

AS     A      FUNCTION       OF     BIT   ERROR      RATE 

B.5.2.   Scatter plot  of scores,   and  linear  regression  model 

for the Nasality intelligibility feature,   obtained with 

PLPC  at 2400  BPS.     Regression  lines for Nasality-Present 

and  Nasality-Absent,   are  also shown. 
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Intelligibility   of    NASALITY   vs.   Bit   Error Rote,    for   2400   BPS    LPC-IO 

Model:   S(LPC) = 98 59- 3.735(BER%)      (Based on   192   points) 

Bit Intelligibility 95% Confidence Limits 
Error 
Rote 

of 
NASALITY 

Expected Avq Score ndividuol Scores 

0 98 6 96   14 -101.04 76  42 -120  76 
1 94 9 92 96 - 96 75 72   74 -116.97 
2 91.1 89 51 - 92.72 69  02 -113   21 
3 87  4 85.67 - 89 09 65.28 -109 48 
4 83  6 81   50- 85 80 61   51   -105  79 
5 79 9 77 13 - 82 69 57   70 -102   12 
6 76 2 I 72 69 -79 66 53 87 - 98 49 
7 72 4       E ttropolattd 68 20 - 76.68 50 00 -  94 88 
8 68 7 Values 6368 -73 73 46  10 -   91   31 
9 65 0 59 16 - 70.78 42   18   - 87 76 
10% 61.2 54.62-67 85 38   23   -  84 24 

B.6.I. Predicted intelligibility scores for Nasality. LPC-IO 

at 2400 BPS with bit errors (with no provisions for 

error protection). 

Intelligibility    of      Nasality      vs      Bit  Error Rote,   for   2400   BPS    PLPC 

Model;   S(PLPC) « 98.31 - 3 654(BER%)    (Based on    192   points) 

Bit Intelligibility 
Error of 
Rate Nasality 

95% Confidence  Limits 

Expected Avg Score      Individual Scores 

0 98.3 95 86 - 100 76 76   12-120.50 
1 94  7 92 75 -   96.55 72   52-116 79 
2 9 1.0 89.39 ~   92.60 68   89 - 1 1 3   1 1 

3 87   3 85.64 ••  89 05 65   23- 109 46 
4 83. 7 81  54»  8585 6 1 .53- 105.85 
5 80 0 77.26 -  82 82 57.81 -102 27 
6 76   4 
7 72   7 
8 69   1 
9 65   4 
10% 6 18 

T~ 72 89   -  79 88 54  06- 98 7 I 
Extrapolated    6 8 48   « 76  98 50 27- 95   19 

Values 64.05-74.10 46 46- 9169 
5961    -71   24 4261- 8823 
55   15   -68 39 38  74- 84 79 

J.6.2.  Predicted  intelligibility scores for Nasality,   PLPC 

at  2400  BPS  with  bit  errors  (with   no provisions 

for error protection). 
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I  o 

CUMULATIVE 
PROPORTION 

OF 
DATA 

POPULATION 

0  5 

0 20 40 60 60 100 
DRT   INTELLIGIBILITY    SCORE    FOR   SUSTENTION . 

LPC - 10    AT    2400    BPS 

C.4.I.   Cumulative distributions  of the  intelligibility scores 

for  the  Sustention  feature,   LPC-IO at  2400  BPS. 

CUMULATIVE 
PROPORTION 

°F 0 
DATA 

POPULATION 

0 20 40 60 80 100 
DRT   INTELLIGIBILITY    SCORE    FOR    SUSTENTION. 

lOth-Ordtr   PLPC(6/4)AT    2400    BPS 

C.4.2.  Cumulative distributions of the intelligibility scores 

for the  Sustention feature,   PLPC  at  2400  BPS. 
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80 

LPC 60 
INTELLIGIBILITY 

SCORE 
FOR 

SUSTENTION 
(6   Speakers ) 4Q 

20 

 1 * 
• 1 

^^.:.:--.. 
-^•?55sg^ ..:.; ""^•i 

• ^^"^Nl'i  
*• *»:-v^^: 

:      - H»*^ 
  * T 

• f 

•         i                             i 
S (Sutfntion:Avg) •          $ 

83.8 - 5.70 R   
- 7 .16 <   b   <  -4  24 

r! = .237 

0 2 S                  4                  3 5%B.E.R. 

SUSTENTION    INTELLIGIBILITY      OF      2400   BPS     LPC 

AS      A      FUNCTION      OF      BIT    ERROR      RATE 

C.5.I.   Scatter plot of  scores,   and   linear  regression  model 

for the  Sustention  intelligibility feature,  obtained 

with  LPC-IO at  2400  BPS.     Regression  lines for   the 

Voiced and  Unvoiced conditions  are also shown. 

IOO 

PLPC 
INTELLIGIBILITY 

SCORE 60 
FOR 

SUSTENTION 
( 6   Speakers ) 

40 

20   ft S (Sustention: Avg I • 
84 I  - 4 91   R 

- 6   33 <b<-3 50 

198 
4-- 

SUSTENTION     INTELLIGIBILITY      OF      2400    BPS      PLPC 

AS      A      FUNCTION       OF    BIT   ERROR      RATE 

C. 5.2.   Scatter plot of scores,   and   linear  regression   model 

for the  Sustention   intelligibility feature,   obtained  with 

PLPC  at  2400  BPS.     Regression  lines for the Voiced 

and  Unvoiced conditions  are also  shown. 
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Intelligibility   of    Sustention    vs.    Bit   Error Rote ,   for   2400   B PS    LPC-IO 

Model:    S( LPC) =  83.75 - 5 700(BER%)     (Based on    192   points) 

Bit Intelligibility 95% Confide nee  Limits 
Error 
Rate 

_                                    Expected Avg Score 
Sustention 

Individual Scores 

0 83 8 79 43-88 08 44 58-122 93 
1 78   1 74 70-81  41 38 98-1 17 13 
2 72   4 69 52-75. 19 33.32-11 1  39 
3 66  7 63.64-69 67 27 60-105.70 
4 61   0 37   15 -64 75 21 .83-100.07 
5 55  3 50 34-60 16 16 01 — 94.49 
6 50 0                  \ 43 39-55 72 10 1 3— 88 97 
7 43 9      Extropolatad 36 35-51   35 4.20- 83 30 
8 38 2          values 29 28 -47 02 - 1   78 — 78 08 
9 32 3 22   18—42 72 - 7 81— 72 71 
10% 26 7 15  07-38 43 -13 90—67 40 

C.6.I.   Predicted  intelligibility  scores for  Sustention,   LPC-IO 

at  2400  BPS  with  bit  errors  (with  no provisions for 

error protection). 

Intelligibility   of      Sustention    vs     Bit Error Rote ,   for   2400   BPS    PLPC 

Model:   S(PLPC) = 84.08-4.9I2(BER%)   (Based on    192   points) 

Bit Intelligibility 
Error of 

Rate Sustention 

0 84.1 
1 79 2 
2 74.3 
3 69 3 
4 64 4 
5 59 5 

95% Confidence  Limits 

Expected Avg Score     Individual Scores 

80 00 - 88 26 
75.93 - 82.41 
71.52 — 76.99 
66.43 - 72.26 
60.76 - 68.1 I 
54 78 - 64.26 

46.23 — 121 93 
4 I .4 I —I 16.93 
36 54— I I 1.97 
3 1.61- 107.08 
26 63- 102.23 
21  60-   97.44 

6 54 6 ~i~ 48 65-60.57 16.52-   92 70 
7 49 7 Extrapolated   42 45-56.94 11.39-8801 
8 4 4.8 Valuei 36.22 » 53.36 6.20-83.37 
9 39 9 29 93-49.80 0.97-78.78 
10% 3 5.0 23.68-46 25 -4.31-74.24 

C.6.2.   Predicted  intelligibility scores for  Sustention,   PLPC 

at  2400  BPS  with   bit  errors  (with  no provisions  for 

error protection). 
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I   0 

CUMULATIVE 

PROPORTION 

0F 0. 
DATA 

POPU L ATION 

0 20 40 60 80 100 

DRT   INTELLIGIBILITY     SCORE    FOR    SIBILATION . 

LPC- 10   AT   2400   BPS 

D.4.I.   Cumulative distributions  of the  intelligibility scores 

for the  Sibilation  feature.   LPC-IO at  2400  BPS. 

CUMULATIVE 

PROPORTION 

OF 

DATA 

POPULATIO N 

0 5   - 

0 20 40 60 80 100 
ORT   INTELLIGIBILITY    SCORE   FOR   SIBILATION . 

lOth-Ord.r    PLPCI6/4)   AT   2400    BPS 

D.4.2.  Cumulative  Distributions of the intelligibility scores 

for the Sibilation feature,   PLPC  at 2400 BPS. 
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100 

LPC 
INTELLIGIBILITY 

SCORE 
FOR 

SIBILATION 
(6   Speakers) 

0 12 3 4 5%B.E.R. 

SIBILATION    INTELLIGIBILITY      OF      2400   BPS      LPC 

AS      A       FUNCTION      OF     BIT   ERROR     RATE 

D.5.I.   Scatter plot of scores,   and linear regression  model 

for the  Sibilation  intelligibility feature,   obtained  with 

LPC-IO at 2400  BPS.   Regression  lines for 

Sibilation-Present  and  Sibilation-Absent  are  also  shown. 

100 

PLPC 
INTELLIGIBILITY 

SCORE tn 
FOR 60 

SIBILATION 
(6   Speaker« ) 

0 12 3 4 5% B.E.R. 

SIBILATION     INTELLIGIBILITY      OF     2400    BPS     PLPC 

AS      A       FUNCTION       OF     BIT   ERROR       RATE 

D.5.2.  Scatter plot of scores,   and  linear  regression  model 

for the  Sibilation  intelligibility feature,  obtained with 

PLPC  at  2400  BPS.     Regression  lines for 

Sibilation-Present and  Sibilation-Absent  are also  shown. 
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Intelligibility   of    Sibilalion      vs..    Bit   Error Rate,    for   2400   BPS    LPC-IO 

Model:    S( LPC) " 88.33 - 2.446(BER7.)    (Bated on    192   points) 

Bit Intelligibility 95 7. Confidence  Limits 
Error 
Rate 

of 
Sibilation Expected Avg Score Individual Scorn 

0 88.3 85  04—91  62 58  58 — 118 08 
1 85 9 83.34 — 88 43 56.21 —115.56 
2 83.4 81 .29-85 59 53  80—1 13.08 
3 61.0 78.70-83 28 51   34—1 10.64 
4 78.S 75 66 — 81 .43 46  84 —10823 
5 76   1 72  37 — 79.83 46.30 — 103.90 
6 73.7 1 68 97-78 33 43 72—10359 
7 7 1.2      E, trapolated 65 51 —76 90 41   10 — 101.31 
8 68.8 Values 62.02— 75 50 38 44— 99 08 

9 66.3 58 52— 74 II 33.74— 96 89 
10% 63 9 35 00—72.74 33 00— 94.73 

D.6.I.   Predicted  intelligibility scores for  Sibilation, 

LPC-IO at  2400  BPS  with  bit  errors   (with  no 

provisions for  error protection). 

Intelligibility   of     Sibilation    vt     Bit  Error Rote .   for  2400   BPS    PLPC 

Model:   S(PLPC) • 95.58-3.351 (BER7.)     (Baiedon   192   points) 

Bit Intelligibility 95 7. Confidence  Limits 
Error 
Rate 

of 
Sibilalion E xpected Avg Score Individual Scortt 

0 95.6 93 33 - 97 80 75 48- 113.67 

1 92.2 90.50 - 93.94 72. 17- 112.27 

2 88.9 87.42 - 90.33 68.84- 108 90 

3 85.5 83.97 - 87.07 65.49- 103.56 

4 82 2 80.22 - 84. 12 62. tO- 102.24 

5 78 8 76.30 - 6 1.34 36.68 - 98.95 

e 7 5.5 i 72.30 - 78.63 33.24 - 93.69 

T 72.1      EM Irapololed 68.27 - 73.96 31.77 - 92.46 
8 68 8 /aluet 64 2 1   - 73.32 48.28 - 8925 

9 654 60  14  - 70.68 44 75 - 86.07 

107. 62.1 36.07 - 68 06 41.21 - 8 2.92 

D.6.2.  Predicted  intelligibility scores for Sibilation, 

PLPC at  2400  BPS  with  bit errors  (with  no 

provisions for error protection). 
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CUMULATIVE 

PROPORTION 

OF 
DATA 

POPULAT ION 

0  5 

0 20 40 60 80 100 

DRT   INTELLIGIBILITY    SCORE   FOR   GRAVENESS. 
LPC- 10   AT    2400   BPS 

E.4.I.   Cumulative distributions of the intelligibility scores 

for the Graveness feature,   LPC-IO at 2400  BPS. 

CUMULATIVE 

PROPORTION 

0F 0 
DATA 

POPULATION 

Error 
Rale 

Mean Vor    SO. 

Ztro 86  8 185.5   13.6 
1 % 77.7 320 8    179 
3% 68 2 713 8   267 
5 7. 56 9 638 2   25 3 

5X     / 
BE R/, 

O 20 40 60 SO 100 

DRT  INTELLIGIBILITY   SCORE   FOR   GRAVENESS. 

lOth-Order    PLPC16/4)   AT   2400    BPS 

E.4.2.   Cumulative distributions of the intelligibility scores 

for the  Graveness feature,   PLPC  at  2400  BPS. 
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LPC 
INTELLIGIBILITY 

SCORE 
FOR 4° 

GRAVENESS 
(6   Speokers) 

SIGraveness: Avg )  •   83. 

-  7  88 < b <   -  4.91 
2 

r 

0 I 2 3 4 5%8 ER 

GRAVENESS    INTELLIGIBILITY     OF      2400   BPS      LPC 

AS      A      FUNCTION       OF      BIT   ERROR      RATE 

E.5.I.    Scatter plot of scores,   and linear  regression  model 

for the  Graveness  intelligibility feature,   obtained with 

LPC-IO at  2400  BPS.     Regression  lines for   the 

Voiced  and  Unvoiced conditions  are also shown. 

Intelligibility    of     Graveness    vs      Bit   Error Rate,   for   2400   BPS    PLPC 

Model:   S(PLPC)=  85.31 - 5.746(BER%)    (Based   on   192   points) 

Bit Intelligibility 

Error of 

Rate Graveness 

95% Confidence  Limits 

Expected Avg Score      Individual Scores 

0 85 3 80 60 - 90 0 1 42   68 - 12793 
1 79 6 75   91   - 83.2 1 3 7   04 - 122 08 
2 73 8 70   73 - 76 90 31    34-116.29 
3 68  1 64   79 - 71   35 25   58-1 10 56 
4 G2 3 58   19 -66 46 19   76 — 104 89 
5 56 6 51   24 -61   92 13  88 -   99.27 
6 50 8 1 44   12 -57 54 7 94 -   93 72 
7 45. 1 Extrapolated 36.93 -53.24 1 .94 -   88 22 
8 39.3 Values 29 69  -48 99 -4.11-   82.79 
9 3 3. 6 22.42  —44 77 -10   22 -   77.40 
10% 2 7.8 15   14   -40 56 - 1 6   38 -   72 07 

E.6.2.   Predicted  intelligibility  scores  for  Graveness,   PLPC 

at 2400  BPS  with  bit errors  (with  no provisions 

for error protection). 
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Intelligibility  of    Graveness     v±.    Bit   Error Rote.   for  2400  BPS    LPC-IO 

Model:   S(LPC)= 83.10 - 6.394(BER%)     (Based on    192   points) 

Bit Intelligibilit r 9 5'/.Confide nee Limits 
Error 
Rate 

of 
Graveness Expected Avg Score Individual Scores 

0 83.1 78 72-8749 43 39-122 82 
1 76.7 73 31 -80 12 37  09-116 33 

2 70.3 67  44-73   19 30  74-109 89 
3 63.9 60 86 -66  98 24 33-103 51 
4 57  5 53.67-61 .38 17.87— 97.19 

5 51.1 46. 16-56.11 1 1 .35— 90 92 
6 44 7 1 38 49 — 50 99 4  77— 84 70 

7 38 3      E ltrapolaHd 30 74 —45 94 - 1  85- 78 54 

8 3 1 .9 Valuet 22.96—40 94 - 8 54— 72 43 

9 25  6 15  14—3597 -15 27-66 38 

10% 1 9  2 7.32-31 00 -22 05—6037 

E. 6.1. Predicted  intelligibility  scores for  Graveness,   LPC-IO 

at  2400  BPS  with  bit  errors  (with  no provisions for 

error protection). 

80 

PLPC 
INTELLIGIBILITY 

SCORE        KO 
FOR 60 

GRAVENESS 
16   Sp«ak*rt) 

40 

"~     -X0,e«<l 

^      
S IGravnttt: Avg >   • 

85.3 - 5.75 R 

-7.34 <b< -4.15 

r*«   .211 

r  —1 

•••• 

0 12 3 4 5%BER 

GRAVENESS     INTELLIGIBILITY      OF       2400   BPS     PLPC 

AS      A      FUNCTION      OF     BIT   ERROR      RATE 

E.5.2.   Scatter plot of scores,   and linear regression  model 

for the Graveness intelligibility feature,  obtained with 

PLPC  at 2400 BPS.     Regression lines for the 

Voiced  and  Unvoiced conditions are also shown. 
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CUMULATIVE 
PROPORTION 

OF 

DATA 

POPULATION 

0.5   - 

o zo 40 60 ao 100 
DRT   INTELLIBIBILITY     SCORE   FO*   COMPACTNESS. 

LPC- 10   AT   2400   BPS 

F.4.I.   Cumulative distributions of the intelligibility scores 

for the Compactness feature,   LPC-IO at 2400 BPS. 

CUMULATIVE 
PROPORTION 

OF 
DATA 

POPULATIO N 

0 5 

0 20 40 60 80 100 
ORT  INTELLIGIBILITY    SCORE   FOR   COMPACTNESS. 

lOth-Ord.r    PLPC(6/4)AT   2400    BPS 

F.4.2.   Cumulative distributions of the  intelligibility scores 

for the Compactness feature,   PLPC  at  2400  BPS. 
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AS      A       FUNCTION      OF      BIT    ERROR      RATE 

F.5.I. Scatter plot of scores, and linear regression model 

for the Compactness intelligibility feature, obtained 

with LPC-IO at 2400 BPS. Regression lines for the 

Voiced   and  Unvoiced conditions  are also shown. 
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COMPACTNESS     INTELLIGIBILITY     OF     2400   BPS     PLPC 

AS     A     FUNCTION      OF    BIT   ERROR     RATE 

F.5.2.   Scatter plot of scores,   and linear regression  model 

for the Compactness  intelligibility feature,   obtained 

with PLPC at 2400 BPS.    Regression lines for the 

Voiced and  Unvoiced conditions  are also shown. 

-103- 



Intelligibility   of     Compactness  u   Bit  Error Rote .    for   2400   BPS    LPC-IO 

Model:    S( LPC) » 95.19 - 3.432 (BER7.)     (Bosedon    192   points) 

Bit Intelligibility 95% Confidence Limits 
Error 
Rate 

of 
Compactness Expected Avg Score Individual Scores 

0 
1 

95.2 
9 1 .8 

92 38 — 98 00 
89  58 -93 93 

69 73-12064 
66  36 -II ?   15 

2 88 3 86.48 -90 16 62.96-113.69 
3 84 9 82.93 - 86.85 59. 52 -110 27 
4 8 15 78.99 m 83.93 56.04-106.88 
5 78 0 74 84 -81.22 52.53-103.53 
6 74 6 t 70.59 - 78 60 48 98 -100 21 
7 712 Extrapolated 66.29  - 76.04 45 40 - 96 93 
8 67 7 Values 61.97 - 73 50 4 1 78 - 9 3.68 
9 64 3 37 63 - 7097 38 14 - 90 46 
10% 60 9 53.28 - 68 46 3443 - 87 28 

F.6.I.   Predicted  intelligibility scores for Compactness, 

LPC-IO at 2400  BPS  with  bit errors  (with  no provisions 

for  error protection). 

Intelligibility   of     Compactness   YS    Bit Error Rote, for   2400   BPS    PLPC 

Model:   S(PLPC) ' 95.13- 3.819 (BER%)    (Bated on   192   point*) 

Bit Intelligibility 95% Confidence  Limits 
Error 
Rate 

of 
Compactness 

E> •peeled Avg Score Individual Scores 

0 
1 

95. 1 
91   3 

92.02 - 98 24 
88.90 - 93.72 

67.00-123 26 
63   23 -119 37 

2 87  5 85.46 - 89 53 59.46-115.52 
3 83  7 815 1 - 85 84 55.63 -II 1.71 
4 79 9 77   12 - 82 58 51 .76-107 94 
5 76.0 72 51 - 79.56 47  86 -104 21 
6 72  2 i 67.79 - 76.64 43 91   -100.32 
7 
8 

68 4 
64 6 

Extrapolated 
Values 

63.01  «• 73 78 
58 21   - 70.95 

39 93 — 9686 
33 90 — 93.25 

9 60 8 53 38 - 68 13 3 1  85 - 89 67 
10% 56 9 48 55  - 65 33 27 75  - 86.12 

F.6.2.   Predicted  intelligibility scores for Compactness, 

PLPC  at  2400  BPS with  bit  errors  (with  no provisions 

for  error protection). 
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LINEAR     REGRESSION    ESTIMATES   OF    INTELLIGIBILITY   v<   BIT    ERROR    RATE 

LPC-IO   AT    2400   BITS   PER   SECOND 

FORM:   DRT   INTELLIGIBILITY    SCORE-   o  +   bR,   whin    R  •   BE R   in   ptrctnl 

INTELLIGIBILITY 
FEATURE 

VOICING (Arf I 

Fnctionol 
Noo - Fnclionol 

NASALITY IA»g I 
Gravo 
A Colo 

SUSTENTION   (Avl I 
Voictd 

Uovoicod 

SI8ILATI0N    lAvgl 
Voicod 
Unroicgd 

GRAVENESS    (Aril 
voicod 

Unroicgd 

COMPACTNESS (*<g I 
Voicod 
uniotctes 

FEATURE 
PRESENT 

FEATURE 
ABSENT 

93.7 - 5 70 R 

87 3 -  3 28 R 
.00 0 -   8 12 R 

99.2 - 3 78 R 
97. I -  4.48 R 

101 .3 -   3 08 8 

86.8 -   6.79 R 
86 2 -   9 29R 

87 4 -   3.29R 

82 I - 3.32 R 
8 1 8 - 2.S0R 
82.4 - 4. I4R 

82.8 - 6 03 R 
92.6 - 6 06 R 
72  9 -  6   04R 

97.3 - 3.07R 

99.6 -  2. 19 R 

95   0 -   3   96R 

FEATURE 
AVERAGE 

96.2 - 4 34R 93   0- 9 02 R 
93   9- 9 33R 90  3- 4 41  R 
98   7- 3   I4R 99  4- 3   63R 

96  0- 3 69 R 98   6 - 3   7 J R 
97.8- 3 34R 97   4- 4.0 1 R 
98   2 - 3  83R 99    8- 3  46R 

80  7 - 4.6 IR 83   8- 3   70 R 

73  3- 6  09R 79. 7 - 7. 19 R 

86.2 - 3   1 3R 87   8 - 4   21 R 

94.6- 1 .S7R 8 8   3- 2   43R 
95.5- 2   09 R 8 8   6- 2. 30 R 
93.6- l.OSR 6 8.0- 2   60R 

83   3- 6   74R 83    1- 6   39 R 
97   2 - 4  46R 94   9- 3   26 R 
69   7- 9  02R 7 13- 7  93R 

93   1 - 5.79R 93   2 - 3  43 R 

99.9- 2  78R 99   6 - 2.48 R 
66   2 - 4 80R 90   6 - 4. MR 

TOTAL  DRT INTELLIGIBILITY    SCORE: 90.7 - 4.49* 

G.I.   Summary of linear  regression  equations  relating 

intelligibility scores  and bit error rate,   for  individual 

intelligibility feature states;  LPC-IO at 2400 BPS. 

LINEAR     REGRESSION    ESTIMATES   OF    INTELLIGIBILITY   >•   BIT    ERROR    RATE 

I0th-0rd«r       PI ECEWISE - L PC   (6/4)    AT    2400   BITS   PER    SECONO 

Form:  DRT   INTELLIGIBILITY   SCORE-   a +  bR,    wh«r.    R-   BER   in   ptrctnr 

INTELLIGIBILITY 
FEATURE 

FEATURE 
PRESENT 

FEATURE 
ABSENT 

FEATURE 
AVERAGE 

VOICING   lAvg.l 93 6 - 1   71   R 97   0 -   5 54R 96.3- 3   63 R 

Friclionol 9 3. 1  - 1   94 R" 943-9 23R 93.7 - 3   58 R 
Non - Fnctionel 98. 1  - 1  49 R 99.9 -  9 93R 98   9- 3   67 R 

NASALITY (At, 1 98 9- 2 56 R 97. 8 - 4  73R 98   3 - 3   63 R 
Gtgtt 9 7.3 - 2 29 R 97.6- 4  85R 97   4- 3.57 R 

Acult 100 3 - 2 86 R 99    1 - 4.6IR 99   2 - 3   74 R 

SUSTENTION IA,g 1 8 3 1- 4.56 R 95. 1 - S.26R 84. 1  - 4. 91 R 
Voictd 80 2 - 3.83R 77  2-  5  08R 78. 7 - 4.43R 
Uffoicta 83 9 - 5  30 R 93.0-   5  44R 89  3 - 5   37 R 

SIBILATION   lAvg ) 94 6 - 4  52 R 9 6.3- 2  18 R 95 6 - 3   33R 
Voicmd 93 3 - 2   91 R 93   7-  2.31 R 94.5 - 2. 61  R 
Utivoictd 94 3 - 6   I3R 99.0-  2   03R 96.6 - 4   09 R 

GRAVENESS    (Arf.J 84 6 - 6   73R 86.0- 4   76R 83  3 - 5.75 R 
¥*lc»4 9 7.9- 7  38R 96.5 -  2  45R 97.2 - 4   9 1 R 
Uttvoictd 71.4- 6.08 R 75.5 -  7   08R 73.4 - 6  58R 

COMPACTNESS   (A*g 1 98. 1  - 4  85 R 92.2-2. 79R 95. I   - 3  82R 
Voiced 96.6 - 2. 82R 97.6 -   1. 1 3R 97.1    - 1    98 R 
UnrotCdd 99  3 - 6   86 R 86.8 -  4 45R 93. 1   - 3   66R 

TOTAL   DRT INTELLIGIBILITY SCOSE 92.5   - 4. 1 8  R 

For   trtu   cot*. Iho   voluo 01  Iho   $lopo   wot  not  tigniticont. 

G.2.   Summary of linear  regression  equations  relating 

intelligibility scores and bit error rate,   for individual 

intelligibility feature states;  PLPC  at 2400  BPS. 
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EXPECTED   VALUES  AND  95%  CONFIDENCE  LIMITS 

FOR  BIT-ERROR   REGRESSION  COEFFICIENTS 

LPC-IO   AT   2400   BITS   PER   SECOND 

INTELLIGIBILITY 
FEATURE 

FEATURE 
PRESENT 

FEATURE 
ABSENT 

FEATURE 
AVERAGE 

VOICING M»o I -8.l4<(-3.70)<-3.27 - 5.50 <(-4.34 ) <-3. 17 
Fricfionol -6.02<(-3.28)<-   .54 -7.20 <(-5.53 I < - 3. 86 
Won - Friclionol - I 2. I 7<(-6.12 l<-4 .04 -4. J I <(- 3. 14 I < - I. M 

NASALITY I AY, I -302<(-3.7BI<-2 54 -4.8 I  <(- J 69 I < -2.56 

Gro»« -6 58<(-4 48)<-2.S9 -5 12 <(-3.34 I < - I .97 
4cuH -4.24<<-3.0S)<-l .92 -5.31  <(-3.83 ) <-2.15 

•4 37<(-3.02l<-3.67 
•3.99<l-4.4l)<-2.82 
•7.81 <(-5 6S)<-3.45 

•4.56 <l-3.74)<-2.9l 
•5 30 <l-4 0l lS-2.72 
•4 49 <<-S.46><-2.43 

SUSTENTION IAyg I      -S 76<(-6.79)<-4 82 
Voictd - I I 26<l-8.30)<-5.32 

-7 B2<(-5 29)<-2 77 Unvoiced 

SIBILATION   (4»o ) 
Volcdd 

Unvoiced 

•6 80 <l-4 6l I <-2 42 -7.16 <(-5.70><-4.24 
•9 25 <(-6.09> <-2 93 -9.36 <(-7.19 ><-S 02 
-5.17 <(-3.13 I <- I 09    -5.84 <(-4.2l )<-2.59 

A»j  I 

-5 04<<-3.32l<- 1.60 
-5. l6<(-2 50)<- .16 
-6.40<<-4  I4)<-|89 

-7.71 <(-6 05l<-4 38 
-7 6«<l-6.06)<-4 29 
8 00<l-6 04)<-4.07 

COMPACTNESS   f4»» J-4.0B<l-3.0'l<-2.07 

volcid -3.03<(-2.l9l<-l.34 
unnoic.o -355<(-3 96)<-2.38 

-2 29 <(- 1.57 ) <- .85 
-3 10 <<-209 I <-l 08 
-2.10 <(- 1.03 1 <-002 

-3.56 <(-2.45 )<- 1.34 
-3.89 <(-2.30 )<- .70 
-4.18  <(-260)<- 1.01 

CRAVENESS    I 
Vo.cod 

UflvOrCtd 

-9.24 <(-6.74 ) <-4.24 -7.88 <l-6.39 I <-4 91 
-5.91   <l-4.46l <-30l -647 <l-5.26l<-4 05 
II 49 <(-9 02) S-6 54 -9 18 <l-7.53l<-5.87 

-5 36 <l-3.79l <-2.2l -4 38 <(-S43 I <-2 48 

-3.88 <(-2.78 I <-l.68 -3 17 <(-2 48) <- I 80 
-7.05 <(-4B0) <-2 54 -5 84 <(-4 38) <-2 92 

TOTAL   DRT INTELLIGIBILITY    SCORE: - 4 69<(- 4.45) < - 4.22 

G.3.  Estimated confidence limits for  regression  slopes: 

LPC-IO at 2400  BPS. 

EXPECTED   VALUES   AND   95%  CONFIDENCE  LIMITS 

FOR  BIT-ERROR   REGRESSION  COEFFICIENTS 

10th   ORDER   PIECEWISE- LPC   (6/4)    AT   2400   BITS   PER    SECOND 

INTELLIGIBILITY 
FEATURE 

FEATURE 
PRESENT 

FEATURE 
ABSENT 

FEATURE 
AVERAGE 

VOICING I An, I 

Frictional 
Nen - Frictionol 

-3.00<(- l.7l)<- .42 
-4 I6<l-I 94)< ttf'' 

-2.75<l- l.44)S-   .22 

N4S4U7Y It,, I       -3.52 <(-2.5»)<- I 64 
Gr.w -3.60<<-2.29)<-   .99 
«»ll -4 24 <t-2.86 ><-l 47 

SUSTENTION   (A;.)   -6.76 <(-4 36 )<-2 34 
vo.cod -6 64 <l-363 ><-  .78 

Unroicod -6 60<(-3.30)<-2 00 

SIBUATION I A,, I   -5 66 <(-4.52 )< -3 38 
Vo/cod -4 l» <I-2.9I )<-! 43 

Unroicod -7 72 <(-4.l3 l<-4 55 

G44VEHC5S   <«»•) -8 90 Sl-6.73 )<-4 34 
voicod -9 15 <<-7.38)<-S4l 

Unrwcod -9.23 Sl-6.08)<-2 83 

COMPACTNESS (4rt.)-4J2<(-489)<-3.M 

voicod -487^-282) <- .77 
U o ro icod - 8 T»<( 6 841 <-4.87 

-8 8»<l-5.»4)<-4 0» 
-7 26<(-5.23)<-3. I» 

-7.97<(-3.85)<-S.74 

-6.01 <(-4.73)<-3.45 
-6.74<l-4.65)S-2.94 
-«.44<<-4.«l )<-2 78 

- 7.04 S(-3.24 )<-5.43 
-6 04S<-S.06><-2.0« 
-6.43 <l-5.44)<-3 96 

-2 94<(-2 14 )<-l.3S 

-3.34 <l-2 SI )<-l.08 
-2 93<I-2.0S|S-I   17 

-7.08<(-4.T«><-2.44 
-3.81 <l-2 45)<-l.08 

-••2 <<-7.04))S-424 

-424 S(-2.79)S-I.28 

-200 S<-IISI<- -2* 
-6 52   <<-443l<    2 14 

-4 44<«-3 43l<-2 St 
-S.IS<t-S.36)<-2.04 

-3.02<t-S.47)<-2.»l 

-4 48<<-J4»l<-2 83 

-4.7«<l-l37lS-IJI 
-4 82 <(-3.74)<-2.S4 

-4 33 <l-4 9l )<-3.30 
-6 57 <t-4.46)S-I.»4 
-7.17 <(-5.37)<-S.S7 

-4.10 S»-S.S3)<-2.60 
-3.48S«-24I1<-I.74 
-3.32 <l-4 0»)<  I 67 

-7»4St-S.T5)S-4.l» 
-6 22<(-4 4l l<-3 60 

-8.65 <l-4.54l<-4 50 

-487 <(-3.82 )<-2.77 

-3 10 <|-l.94)<- .88 
-7.11  St-S.64)S-4.2l 

TOTAL  PRT INTELLIGIBILITY    SCORE:        -4. 42 St-4. ISIS - 3.9S 

'"'For ihit  finaia  coft, tti» 95% corrfidonco infer**! ineluf* "itn'tfp*; ACCEPT H*V 

G.4.  Estimated confidence limits for regression  slopes: 

PLPC  at 2400 BPS. 
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INTELLIGIBILITY      FEATURE    SCORES:   LPC-IO   AT   2400  BPS 

Comparing   Expicttd   Scorat   RtQr»»»ion   Modal   and    octuol   doto   voluti 

FEATURE Zerc B.E.R 1% i% 5% B.E.R. 

Predicted Actual Predicted Actual Pr«dicttd Actual Pradictod Actual 

VOICING 95 0 94 S 899 90 1 79 9 80 9 699 69 3 

NASALITY 98 6 97  0 94.9 99 5 87 4 900 79 9 78 2 

SUSTENTION 83 8 86  5 78 1 76 6 66.7 62 8 55 3 57 9 

SIBILATION 88 3 SB 6 85 9 85 8 8 1  0 79 7 76 1 76 4 

GRAVENESS B3  1 83 3 76 7 76  7 63 9 63 5 5 11 514 

COMPACTNESS 95 2 95 7 91   8 91   1 84 9 84 B 78 0 78 2 

G.5.I.   Comparison  of actual  scores for  individual  intelligibility 

features,   and  scores predicted by linear regression  models; 

LPC-IO  at  2400   BPS. 

INTELLIGIBILITY     FEATURE   SCORES      PLPC    AT   2400 BPS 

Comparing Exptcttd Scorei    Regression   Mode)     and       Actual   Data 

FEATURE ZtroBE-R 17. 3% 5%BER 

Predicted Actual Predicted Actual Predicted Actual Predicted Actual 

Voicing 96 3 95 4 92 7 932 854 866 78 2 77 4 

Nasality 98 3 97 2 94 7 96 1 87 3 872 80 0 79 8 

Sustention 84   1 84 6 79 2 79 2 69 3 680 59 5 60 3 

Sibilation 95 6 96 0 92 2 91 0 85 5 870 78 8 78 2 

Graveness 85 3 86 8 79 6 77 7 68  1 68 2 56 6 56 9 

Compactness 95   1 94 3 91   3 90 9 837 865 760 74 4 

G.5.2.  Comparison  of  actual   scores for  individual   intelligibility 

features,   and  scores predicted  by linear  regression   models; 

PLPC  at  2400  BPS. 
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INTELLIGIBILITY    FEATURE   SCORES:   LPC-IO   AT  2400 BPS 

Comparing  Predictions  from   Regression   Model,   and     actual   data: 

Intelligibility  Scores exceeded  by   97-1/2%  of  the data   population 

FEATURE Zero B E.R. 1% 37. 5% B.E.R. 

Predicted Actual Predicted Actual Predicted Actuol Predicted Actual 

Voicing 58 7 625 53 8 53 .i 438 344 336 -2 19 

Nasality 76 4 81  3 72 7 78 1 65 3 62 5 57 7 40 6 

Sustention 44 6 59 4 39 0 34 4 276 188 160 1 2 5 

Sibilation 58 6 46 9 56 2 46  9 5 1 3 563 463 2 1   9 

Graveness 43 4 46 9 37 1 40 6 24 3 1 5 6 1 1 4 3   1 

Compactness 69 7 81   3 66 4 59  4 59 5 53 1 525 469 

G.5.3.  Comparison  of  intelligibility feature  scores predicted  by 

confidence  limits,   with  actual  data distributions; 

LPC-IO at 2400  BPS. 

INTELLIGIBILITY     FEATURE   SCORES     PLPC     AT   2400  BPS 

Comparing   Predictions  from   Regression   Model,   and     actual   dota: 

Intelligibility Scores exceeded   by   97-1/2%   of the   data    population 

FEATURE Zero B.E.R. 1% 3% 5% 3.E.R. 

Predicted Actual Predicted Actual Predicted Actual Predicted Actual 

Voicing 68 7 78.1 65  1 68 8 579 56 3 505 28 1 

Nasality 76 1 78 I 72.5 8 1   3 65 2 53.1 57 8 46 9 

Sustention 46 2 34 4 4 1  4 40 6 3 1  6 1 5.6 21 6 1 2 5 

Sibilation 75 5 78. 1 72 2 75 0 65 5 68 8 58 7 34 4 

Graveness 42 7 53  1 370 37 5 25 6 9 4 1 3 9 - 6 3 

Compactness 67 0 68 8 63 3 71   9 55 6 62 5 479 28  1 

G. 5.4.  Comparison  of  intelligibility feature  scores predicted  by 

confidence limits,   with  actual  data distributions; 

PLPC  at  2400  BPS. 
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CUMULATIVE 
P ROPORTION 

OF 
DATA 

POPU L ATION 

0.3 

SPEAKER   LL 

Ptrlormance   at   2400 BPS 
Ztro   Bit   E'ror   Rata 

.    LPC 0     PLPC 

Mton      89 9 

Vononct 7.6 

S   0 2 8 

70 80 90 100 
TOTAL    ORT   INTELLIGIBILITY    SCORE 

H.3.I.   Comparison  of distributions of total   DRT  intelligibility 

scores of  Speaker  LL:  LPC-IO and  PLPC  at  2400  BPS. 

CUMULATIVE 
P ROPORTION 

OF 
DATA 

POPU LATION 

0 5   - 

70 80 90 100 
TOTAL    DRT   INTELLIGIBILITY    SCORE 

H. 3. 2.   Comparison  of distributions of total   DRT  intelligibility 

scores  of  Speaker  RH:  LPC-IO and  PLPC.   at  2400  BPS. 
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CUMULATIVE 
PROPORTION 

OF 

DATA 
POPUL ATION 

0.5 

SPEAKER   CH 

Performance   al    2400 BPS, 

Zero   Bit   Error   Rail 

«    LPC o   PLPC 

Meon     93   2 

Voric-nct        2   5 

SO 16 

95 7 

2 7 

I   6 

70 80 90 100 
TOTAL    DRT    INTELLIGIBILITY     SCORE 

H.3.3.  Comparison  of distributions of total   DRT intelligibility 

scores  of  Speaker  CH:  LPC-IO and  PLPC,   at  2400  BPS. 

SPEAKER   PK 

Performance   of    2400 BPS, 
Zero   Bit   Error   Rate 

0    LPC                    I    PLPC 

Mean     914                       9 19 

Vononco       7  2                          5  4 

S  D         2  7                          2   3 

CUMULATIVE 
PROPORTION 

0F         05 
DATA 

• 
POPU L ATION 

TO 80 90 100 
TOTAL    ORT   INTELLIGIBILITY    SCORE 

H.3.4.  Comparison  of distributions of total  DRT intelligibility 

scores of  Speaker  PK:  LPC-IO and  PLPC,   at  2400  BPS. 
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I. 0 

CUMULAT IVE 

P ROPORTION 
OF 

DATA 
POPU L ATION 

0  5 

SPEAKER   JE 

Prjrformanco   ot    2400 BPS, 
Ztro   Bil  Error  Ratt 

1    LPC 0    PLPC  

Moan      89   6 

Variant*       4.4 

SO.        2.1 

ee 7 

7. S 

2   T 

70 80 90 100 
TOTAL   DRT   INTELLIGIBILITY    SCORE 

H.3.5.  Comparison  of  distributions  of total   DRT intelligibility 

scores  of  Speaker  JE:  LPC-IO and  PLPC,   at  2400  BPS. 

CUMULATIVE 

PROPORTION 

°F        01 
DATA 

POPULATION 

SPEAKER   BV 

Porformonc*   01    2400 BPS 

Zoro   Bit   Error   Raft 

»    LPC o    PLPC 

Mian     92 0 

Vananco       5 2 

S  D 2 J 
PLPC 

70 80 " 90 100 
TOTAL   DRT   INTELLIGIBILITY    SCORE 

H.3.6.   Comparison  of distributions  of total   DRT intelligibility 

scores  of  Speaker  BV:  LPC-IO and  PLPC,   at  2400  BPS. 
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100 

INTELLIGIBILITY 
FOR 

SPEAKER LL 
70 

60 

50 

S= 89.3 - 4 I7R 

•4 60<b<-3.73 

r' =   . 855 

0 1 2 3 4 5% B.E.R 
DRT INTELLIGIBILITY   OF    2400   BPS    LPC 
AS     A     FUNCTION   OF   BIT ERROR    RATE 

H.4.I.A.  Scatter plot of scores,   and linear  regression  model  for 

the total  DRT intelligibility scores of  Speaker  LL,   with 

LPC-IO at 2400  BPS.   The 6-speaker  regression  line is also 

shown. 

57. B E R 

DRT INTELLIGIBILITY   OF    2400   BPS    PLPC 
AS     A      FUNCTION    OF   BIT   ERROR    RATE 

H.4.I.B.  Scatter plot of scores,   and  linear  regression  model  for 

the total   DRT intelligibility  scores  of  Speaker  LL,   with 

PLPC  at  2400  BPS.   The  6-speaker  regression  line is  also 

shown. 
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LPC 
TOTAL 

100 

90 

80 
DRT 

INTELLIGIBILITY 

FOR 

SPEAKER RH  -,. 

60 

50 

S • 90 8-4  46 R 

-495< b<  - 3 98 

0 I 2 3 4 5% B E R 

DRT INTELLIGIBILITY   OF    2400   BPS    LPC 
AS     A     FUNCTION    OF   BIT  ERROR    RATE 

H.4.2.A. Scatter plot of scores, and linear regression model for 

the total DRT intelligibility scores of Speaker RH, with 

LPC-IO at  2400  BPS. 

PLPC 

TOTAL 

DRT 

INTELLIGIBILITY 
FOR 

SPEAKER RH     70 

:i%BER 
DRT INTELLIGIBILITY    OF    2400   BPS   PLPC 
AS     A     FUNCTION    OF   BIT  ERROR    RATE 

H.4.2.B. Scatter plot of scores, and linear regression model for 

the total DRT intelligibility scores of Speaker RH, with 

PLPC  at  2400  BPS. 
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LPC 
TOTAL 
DRT 

INTELLIGIBILITY 

FOR 
SPEAKER CH 

80 

70 

60 

50 

S=937- 370R 

-4 09<b<-3.3l 

0 I 2 3 4 5%BER 

INTELLIGIBILITY   OF    2400   BPS    LPC 

AS      A     FUNCTION    OF   BIT   ERROR    RATE 
95% Confidence Bonds are shown for the Expected score, and for individual points 

H.4.3.A. Scatter plot of scores,   and linear regression  model 

for the total   DRT  intelligibility scores of  Speaker  CH, 

obtained  with  LPC-IO at  2403  BPS. 

PLPC 
TOTAL 
DRT 

INTELLIGIBILITY 

FOR 
SPEAKERCH    70 

60 

50 

S = 95 4-4   19 R 

-4.52 < b <- 3.87 
2 

t     •    .9 15 

4- 
0 I 2 3 4 5V. B E R 

DRT  INTELLIGIBI L ITY    OF     2400    BPS    PLPC 

AS       A      FUNCTION     OF     BIT   ERROR      RATE 
95% Confidence   Bands  are shown for the Expected score, and  for individual points 

H.4.3. B. Scatter plot of scores,   and  linear  regression   model 

for the total   0?T  intelligibility scores of  Speaker CH, 

obtained  with   °LPC   at   2400   BPS. 

•118- 



100 

LPC 
TOTAL 6 

DRT 

INTELLIGIBILITY 

FOR 
SPEAKER PK 70 

60 

» • • • •  

S'88.9-4 94 R *"•••.] *^>sl'" 
- 5 51 < b< -4 37 "•., "»ij*( 

2 * • . 
r    "     827 ••#< 

'••••• 

 1 * i * • 
0 I 2 3 4 5% B E R 

ORT INTELLIGIBILITY   OF    2400   BPS     LPC 
AS     A      FUNCTION   OF   BIT  ERROR    RATE 

H.4.4.A.    Scatter plot  of  scores,   and  linear  regression   model 

for the total   DRT  intelligibility  scores of  Speaker  PK, 

obtained  with   LPC-IO  at   2400   BPS. 

100  •• 

PLPC 
TOTAL 

DRT 

INTELLIGIBILITY 

FOR 
SPEAKER PK   70 

0 I 2 3 4 5% B E R 

DRT INTELLIGIBILITY   OF    2400   BPS   PLPC 

AS      A     FUNCTION    OF   BIT   ERROR    RATE 

H. 4. 4. B.    Scatter plot of scores,   and linear  regression   model 

for the total   DRT  intelligibility scores  of  Speaker  PK, 

obtained  with  PLPC  at  2400  BPS. 
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FOR 
SPEAKER JE    ro 

50 
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I 2 3 4 5% B E R 

INTELLIGIBILITY   OF    2400   BPS    LPC 

AS     A     FUNCTION    OF   BIT   ERROR    RATE 
95% Confidence Bands  are shown for the Expected score, and for individual points 

H.4.5.A.    Scatter plot of  scores,   and  linear  regression   model 
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APPKND1X 1. STAT 1 ST 1CAL FORMU LATIONS . 

1.1. Linear regression. 

Given an esnemble of paired measurement  data Xi,  Yi 
(l*l,2,....n )     where the Xi   are values of an independent 
variable (in this report, bit error rates expressed in 

percentage points) and the Yi   are associated values of a 
dependent variable (here, intelligibility scores obtained 

at the specified bit error rates), the n values of X and Y 

can be characterized by sample means 

x = -f- I xi     ,    Y * •+- ZYI 

estimating the "true" mean values fix , fly  of the sampled 
populations.  Given the mean values, the datum points can 

be expressed in terms of deviations from the mean values: 

x,   =   (Xi -X)       ,      yj  *   (Yi  - Y) 

and sums of squared deviations from the means can be calculated: 

I,2 =   Z(X -   X)2 , Ty2-- I(Y - Y)Z 

:Zx2-(Zx)*/n --     ZY2-(lY)2/n 

Sums of products of deviations can also be calculated 

Zxy  =  2(X -X)(Y -Y)   = ZXY   - (IX)(ZY)/n 

leading to a determination of a sample regression coefficient 
expressing values of Y expected per unit of X: 

b   -  Z xy / 2 .2 

The sample regression equation estimating values of Y in 

terms of X is expressed 

Y    = Y    +   bx 

or, in terms of deviations from the mean, 

y    =  bx 

In terms of the original units, 

Y   -   Y  = b (X - X) 
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The sum of squared deviations of values of the dependent variable Y 
from the regression line can be expressed 

Zdy.x2   =    Zy2-   [<Zxy)2/Zx2] 

leading to an expression for the mean square deviation 

Sy.x2     =     Zdy. x2 / (n - 2) 

and an estimate of the standard deviation of the regression 
coeffic ient 

Sfc  = Sy.x /«/~Zx2 with (n-2) degrees of freedom. 

A test of significance of the slope b is given by 

b /Sb with (n-2) degrees of freedom. 

The sample regression coefficient b, an estimate of the "true" 
population regression slope J3    can be used in estimating a 
confidence interval for the "true" regression slope, based on 
the fact that 

lb  - /8 ) / sb 

follows Student's t-distribution with (n-2) degrees of freedom. 
Consequently a 957, confidence interval for the "true" regression 
slope can be expressed 

b     ~   *OS Sb    S      &    *     b   + *08 Sb 

Based on an assumption that errors in estimating the elevation and 
the slope of the regression line are independent, their errors are 
uncorrelated, and the variance of the sum of the two errors is 
the sum of the two error variances.  Consequently 

^y2  • *y.x2  f'/" + *Z/Zx2) 

and the standard error in estimating the expected value Y    is 

Sf    « Sy_x^/l/n    +(x2/Zx2) 

with (n-2) degrees of freedom. 

As a consequence, a confidence interval can be estimated for any y 
estimating the "true" expectation p,   \ 

* " .*«} n-2 *j     <    f     <     *   +     ^a,n-2 SC 
A confidence interval for estimating individual values of Y, given 
values of X, can also be established, based on an assumption that 
the mean square error in predicting individual Y' can be expressed 

Sy.x      x2Sy.x2 

Sy 
•y.x- 

2x2 -t- s y x 

leading to a standard error for this prediction: 

VI    +     l/n      + S?    = >y.x 
1x2 
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The corresponding 957, confidence interval for predicting individual 
datum points is 

Y    -   t05   S'9    <      r'     £      Y    +    tQ5   S'f 

In comparing regression lines obtained from different sample 
populations, the question arises whether the regression lines can 
be considered to be equivalent, in terms of their slopes, elevations, 
and/or residual variances (mean square deviations from their 
regression lines). 

The residual variances of two regression lines can be compared with 
the two-tailed F-test, or for more than two regression lines, 
can be compared with Bartlett's test. 

Assuming homogeneity of residuals, the slopes can be compared 
by means of the variance ratio of the mean squares: (Diff. between 
slopes)/("within" slopes), in conjunction with the F-test with 
1 and k degrees of freedom, where k is the sum of the d.f. for 
deviations from regression, for the individual regression lines. 

The meansquare for "difference between slopes" is expressed 

MS("di({")    = I,   Iz    (b, -   bzf / (I,  +•    Iz) 

where E ^E^are the values of Xx for two regression lines. 

With more than two regression lines, 

MS(diff. between slopes) = EWJ  (b; - b ) 

where   w,   '      I /Zj ,      b     -     2 w, b{ / £w, 

(The sum of squares of deviations of the b's is a weighted sum, 
because the variances of the b^, namely oy^^-depend on the 
values of Ex). 

The linear regression model assumes the existence of populations 
of intelligibility scores related to specified bit error conditions, 
the relationship being such that average scores at each bit error 
rate condition lie on a straight line, the population regression 
line, defined 

fx    -     a +  /3( x  - x)    =    a  + /3x 

where a    and /3  are parameters. 

The parameter a    is the mean score at x = 0, specifying the 
elevation of the regression line when X   •    X 

The value of j9   ,the slope of the regression line, is negative for 
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these data, since an increase in bit error rate caused a 
decrease in intelligibility scores.  In this context, the 
slope parameter  b  has the nature of a figure of merit that 
estimates susceptibility of a processor/speaker/intelligibility 
feature combination to the effects of bit errors. 

The linear regression equations for total intelligibility scores 
as a function of bit error rate represented the composite average 
relationship based on intelligibility scores of all of the 
speakers, and all of the intelligibility features.  The data for 
individual speakers involved identical numbers of sample points 
at each bit error rate, for each speaker.  Consequently the value 
of Zx*   was identical in the normal regression equations for each 
speaker's scores.  The result of this identity was that the values 
of slope and elevation in the regression equation for the average 
performance of all speakers were the average values of the slopes 
and elevations respectively of the individual speakers. 

A similar effect occurred in regard to scores for individual 
intelligibility features (averaged across all speakers).  Here 
also there were identical values of £x*   in the equations for each 
intelligibility feature;  this identity resulted in the values of 
slope and elevation in  the regression equation for total intelligibility 
being the averages of the slopes and elevations respectively of 
regression equations for the individual feature scores. 

The linear regression formulation is based on 

Y   *   a + /9x +  * 

with values of the dependent variable expressed as a linear sum of 
three terms, the error term * representing a normally distributed 
random variable, independent of x, with zero mean and standard 
deviation a~y x   . 

For any x, Y     provides an estimate of the "true" expectation 
corresponding to the given x value.   Since 

f • /i  ••  ( f • ff J  + ( b   -   0 )  x 

it is seen that difference  between the estimate and the "true" 
expectation ft   has two sources, both due to the random term * 
a difference of elevations, and a difference of slopes. 

Thus the model is based on assumptions that the variance or spread 
of the distribution of values of the dependent variable (here, the 
intelligibility scores) is the same at every value of the independent 
variable (here, the bit error rate), and that the distribution of 
values of Y at each value of x is normal.  These assumptions can be 
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tested with tests for homogeneity of variance, and tests for 
conformity with a normal curve.  Where the data distributions 
fail to conform with these assumptions, results of significance 
tests are in question.  However, such results, taken in combination 
with an examination of the actual data distributions that occurred, 
may provide insights as to the nature and degree of relationship 
between the variables under examination. 
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1.2. Lilliefor's Test for conformity with normal distribution. 

The Lilliefor's test for goodness of fit is a statistic of the 
Kolmogorov-Smirnov type, in which a random sample from some 
unknown distribution is tested in order to test the null hypothesis 
that the unknown distribution is in fact a known, specified 
function, in this case, normally distributed. 

The data population consisting of a random sample xt  X«....X„ 
of size n is used to compute the sample mean: 

for use as an estimate of the "true" mean fj. 
standard deviation:       ,—; 5- , 

as an estimate of the "true" value of  cr 

and the 

Sample points are converted to "normalized" sample values 
defined by _ 

Xi - x 
Zi  -- f-2y*-J        »-- 1,2,...   n 

The test is computed from the Zi 's     rather than the original 
datum points.  The normalized data, the Zi'%     defined above, 
are used in constructing a cumulative distribution function. 
The normal cumulative distribution is also constructed, based 
on the values of p.   and a     .  The magnitude of the difference 
between the (normalized) data distribution and the normal ogive 
is calculated for each datum, to determine the maximum difference. 
This difference is the Lilliefor's test statistic, defined by 

T2   -     Sup I F*(x) - S(x) I 

The decision rule in Lilliefor's test is to reject Ho at the 
approximate level of significance a if T2 exceeds a critical 
value set forth in Lilliefor's tables, which are published in 
Conover (1971) (see Bibliography). 

For n > 30   ,   the critical value for p 
and for p= .99 is  1.031/./n~ 

.95 is  .886/y^" 
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1.3. Bartlett's Test for homogeneity of variance. 

Where more than two independent estimates of variance are to 
be tested to determine whether there are significant differences, 
a test has been provided by Bartlett, as follows. 

If there are  g estimates S/'2, each with the same number of 
degrees of freedom f, the test criterion is 

M= L f (g Log S2 - I Log Si2 ) 

where L is a constant  2.3026 = Ln(10). 

On the null hypothesis that each S/2 is an estimate of the 
same a2 , the quantity M/C       is distributed approximately 
as X with  (g-1) degrees of freedom, where 

0 + ' 
C -    I  + 

3 g f 

It has been observed that this test is sensitive to 
non-normality in the data, particularly to kurtosis. 
Data populations with a long "tail" to the distribution, 
i.e. with positive kurtosis, tend to result in biased 
results towards decisions of heterogeneity. 
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1.4. Comparison of two data populations by paired samples. 

In a pairwise analysis, the data to be analyzed is converted 
to a sample of n differences in measurement (in this case, 
differences between intelligibility scores taken pairwise). 
The members of each pair have one or more factors in common 
(in this analysis each pair were intelligibility scores 
from the same speaker, and at the identical bit error rate). 
Pairing has the effect of normalizing for average differences 
(such as the average differences between speaker means, 
and between  mean scores at the various bit error rates) 
that might otherwise tend to obscure differences between 
the two entities under comparison (here, the LPC and PLPC 
voice processors). 

The analysis of paired data involves assumptions that differences 
Dj   between individual pairs are distributed about a mean LLQ 

which represents the "true" average difference between the 
entities being compared. 

The deviations Dj - JJ.Qare  assumed to be normally and 
independently distributed with population mean zero. 

When these assumptions hold, the sample mean difference D 
is normally distributed about Atowith standard error G~Q vTl 
where (TQ is the standard deviation of the population of 
differences. 

The value of <TD is estimated from SD   =  ^(Di-D) = y^^P'2~t^Djl/n 

and    Sg  =  Sn /v n 

provides an estimate of (75 based on  n-1  degrees of freedom. 

As a result, the quantity 

t = (D- ^D)/SD 
follows Student's t-distribution with n-1  degrees of 
freedom, where n is the number of pairs, thus permitting 
confidence limits to be constructed for the mean difference, 
and tests of the null hypothesis (that the mean difference 
is zero). 

0 " fa,y s5   ~  f-Q-     °    + *a,v SD 
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