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Modern radars may incorporate pulse-to-pulse carrier frequency modulat ion to increase
probabil i ty of detection , to reduce vulnerabi l i ty  to j amming ,  and to reduce probabili ty of inter-
ception.  However , if coherent processing is used for c lut ter  rejection , the frequency of N
consecutive pulses must be held constant for N-pulse clut ter  cancellation or doppler fil ter ing. If
M pulses are t ransmi t ted  dur ing  the time the an tenna  i l luminates  a target , there are M / N  coherently
integrated echoes available for noncoherent integration in the computer or the  operator ’s display 
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to further improve the signal-to-noise ratio ( SNR).  in this report , ana lytica l and simu lation m ethods are
em ployed to deter min e t he ba la nce betwee n coheren t and noncoherent in tegratio n t hat yields the
greatest SN R improvement. Attention is focused upon three models which include FF1 doppler
filtering and different systems of combining and noncoherent ly integrating doppler filtered signals.
Curves of detect able SNR as a fun ction of M and N are presented for a ll t hree models .
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FREQUENCY-AGILE RADAR SIGNAL PROCESSING

INTRO DUCT ION

Modern radars sometimes incorporate pulse-to-pulse changes in carrier frequency (a) for
the  sake of increasing detection probabi l i ty ,  (b) to reduce vu lne rab i l i ty  to j amming ,  and (c) to
reduce probability of intercep t ion . However , coherent processing such as a coherent  moving-
target indicator  (MTI) is often necessary to suppress c lut ter  echoes , which  means that , dur ing
the period of time coherent processing takes place , the carrier frequency should be held con-
stant. It is possible, in principle, to perform coherent integration of a t rain of frequency-
hopped echoes. However , the response of such a system to small  changes in range and
doppler frequency causes problems beyond the  scope of th is  report. Thus , we consider a
frequency-agile radar that transmits groups of N identical pulses , where carrier frequency is
fixed within a group (block) but is varied from bloc k to block.

In this  report we address the  problem of choosing the op t imum value of N (t he n u m b e r
of pulses in a constant-frequency block) , assuming random frequency modulation from block
to block. The total  number  of pulses M transmitted dur ing the an tenna  beam dwell  t ime is as-
sumed to be fixed. The method explored here shows tha t  a subs tant ia l  improvement  in re-
ceiver sensi t ivi ty results from an opt imum choice of N, especially for large values of M.

Fundamenta l  detection theory is reviewed in the  next  section and is subsequent ly  applied
to three receiver models , which  are defined and analyzed.  The appendixes provide needed de-
tail  to just ify the  melhod of calculat ing the performance of the receiver models.

PROBLEM DEFINITION

Here we consider the problem of selecting op t imum processing for a sequence’of M radar
echoes , which are divided into M/N blocks of N pulses per block. The carrier frequency ‘Il’
(see Fig. I )  is assumed constant  w i t h i n  a block; random changes in carrier frequency are as-
sumed from block to block. M and N may take any integer value. An op t imum processor is
defined as one that  m i n i m i z e s  the  i n p u t  signal-to-noise power ratio ~~ required for given proba-
bil i t ies  of detection 

~~ I/ 
and false alarm If no f u r t h e r  cons t ra in ts  are added , the  op t imum

processor wi l l  be the  we l l -known matched fi l ter  ~I 1. Since the  waveform .s( ) is k n o w n  exact l y
(except for t ime  of ar r iva l ) , a l inear  f i l t e r ,  h av ing  an impulse  response / i (t )  = ,~ .s( —, + T0 ) ,
would maximize  the  si gnal- to-noise ratio at its ou tpu t  and , hence , m i n i m i z e  detectable power , S
(the constant , To ~ pulse wid th , and S is somet imes termed receiver s e n s i t i v i t y ) .

At present , d i f f icu l t ies  in implemen ta t ion  prevent  coherent  in tegra t ion  of f requency-agi le
echoes. Such a processor is known to have been implemented  in software [2 .31, but  not , to the

Manu’~cri pt suhniitied June 2 , 977. — 
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BLOCK 1 BLOCK 2 BLOCK M/N

AMPL
~~~

DE f f ~~~~~~~fj f ~~~~~JT~~~~hjjL

t 2 t p~ t N~.1 t 2N t M

TIME -°

Fig. I — Block-to-bloc k frequency-agile radar signal (J , — carrier frequency)

best of our knowledge , in hardware. Hence , we consider coherent integration of each block of
N pulses and noncoherent integration of M/N blocks. We wish to find a specific value of N
which minimizes the input  signal-to-noise rat io~~ required for detection.

PROCESSOR MODELS

Figures 2a and 2b represent examples of the processors examined in this  report. The
processor of Fig. 2a is optimum under the above constraints , whereas the second processor
(Fig. 2b) has the advantage of simplicity since only one output channel is required.

SWITCHING THRESHOLD

TOR MATRIX DETECTORS

SOT) + ~~~~~~~~~ MF FF1 0BS

REFERENCE Os) CHANNEL
SIGNAL INTEGRATORS

DETECTORS

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

REFERENCE
SIGNAL Ib)

FIg 2 — Block-to-bloc k radar signal processing syslems

A filter matched to a single doppler-shifted block of N pulses is ident i f ied by an Impulse
response m a t c h i n g  the  rec tangular  block of N pulses (Fig. I ) .  Since the  dopp ler frequency is
u n k n o w n , it is necessary to provide mu l t i p l e  f i l ters to span the  in t e rva l  between doppler an ih i-
guit ies.  This leads to the  incorporat ion of the  we l l -known fas t  Fourier t ransform (FFT ) as II-
lustrated in Fig. 2~ both processors are ident ical  up through ‘s m agn i tude  detectors opera t ing
on N outputs  from the N-point  FF1. It is assumed that  the filter block , labeled MF , is matched
to the  waveform of each pulse.
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Detection theory [1 ,41 defines a m a x i m u m - l i k e l i h o o d  detector for the  case of a s ignal  ha~-
ing one u n k n o w n  parameter to be a bank  of matched fi l ters , w h i c h  span the  range of uncer-
t a i n t y  ( in  th i s  case doppler f requency ) ,  followed by threshold detectors opera t ing  on the  f i l te r
output  magni tudes .  From th i s  point of view (m a x i m u m - l i k e l i h o o d  detect ion ) , an N-po in t  FFT
processor is o p t i m u m  for detect ing a target  on th e  basis of a single block of pulses. We there-
fore incorporate , in the  models of interest  (Fig. 2 ) , op t imum N-pulse cohere nt processing.

Constant- Velocity Target Detector

It can be argued that  the processor of Fi g. 2a is opt imum for the signal specified in Fig. I .
An echo from a target of velocity v will be integrated in dopp ler filters identified by the
rela tion 

‘C/I 
= 2 / 1 v/ c . whe re 

‘(II 
is th e doppler frequency corresponding to the carrier frequency

./ of the ith block. Since the echo will  appear in different doppler channels  as j  changes ,
a swi tch ing  matrix is required to deliver all M/ N coherently integrated blocks to the appro-
pria te “ vid eo” integ rator correspon ding to target velocity v. It is noted that  ~ V/~~v_ ve locity
channels  a re req u ired , wher e ~ V is the range of target velocities and ~ v = c/2 NT~, f ~ =

A/ 2NT r is the mean velocity resolution of the FF1 doppler channels .

Altho ugh we do not prove opt ima l i ty ,  th i s  p rocessor integrates all echo energy over an
M-pulse dwell t ime of the an tenna  beam on a target prior to combining with noise-only chan-
n els. Thus , t his processor is expected to be more effici en t~ than that of Fi g. 2b , which  com-
bi nes doppler channels  prior to video integration in the peak selector. The integrated ouputs
form the basis of an estimate of target velocity; i.e., all M/ N outputs  ( I y  I )  due to a target  of
v elocity v will  be connected via the switching matrix to the corresponding velocity channel  in-
teg rator , say v . . Hence , the th reshold detectors , set to select the largest response , will  most
p robably select the one containing the target signal. In this  sense , th e processor of Fig. 2a may
be referred to as a velocity estimator , whe re v .  is an estimate of target velocity v.

R eference Processor

Here we define a reference processor which is identical to that  of Fig. 2a except that only
one velocity channel (hence , one video in t egrator ) is required since we assume that  target
velocity i s known.  The effect of this assumption is to avoid the need to correct calculated SNR
values for dopp ler uncertainty.  If the dopp ler frequency is unknown , the threshold val ues
must be increased , as .~~ V/ ~ v i n creases , to main ta in  a constant false alarm rate.

Peak Fif ter Output Integrator

The advantage of processing block-to-block agile signals , using the system of Fig. 2b
rath er than that  of Fig. 2a , is obvious; no switching matr ix  and just one integrator  are required.
On the other hand , a disadvantag e stems from the fact that  no doppler information is available
from the peak output  integrator. Wh en samples of noise only are added to samples con ta in ing
si gnal plus noise , the  sig nal becomes more dif f icul t  to discern from noise , and the  increase in
sig nal power required to main ta in  a given detection re l iabil i t~ (P 1, and P,1 ) is refe rred to as
collapsi ng loss. However , as wil l  be shown late r , the pe rformance for Fig. 2b is only sl ig h t l ~
worse than  tha t  for the  reference processor defined above.

This term IS used to expre ss  cftica ~~ of s i g nal-to .noise rail o improscmCnL e tilcIe nc ’. in niathemalIca ) s t a t i s t I c s  l a K e s

on a di f f e ren i mea nIng fbI inle nded her e.

3
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DETECTABLE SNR FOR REFERENCE PROCESSOR

We now develop, for the above-defined reference processor , an expression for 9~, the  in-
p ut SNR required for specified detection and false alarm probabilities. To obtain this  expres-
sion , we assume that  SNR is improved linearly wi th  N in the coherent integrator (FFT) , and
we make use of the standard curves of needed (fo r different combinations of P11 and P10 )
at the input  to the magnitude detector as functions of I = M/N, the number  of noncoherent
integrations. The calculation of �3~ ~~~ 

= 0.9 , 
~fa 0.7 x 10 — t O ) is plotted in Fig. 3, based

upon the five statistical models defined by Swerling [5] for targets with f luctuat ing cross sec-
tio n. Probably, the most frequently used is Case I , which corresponds to Rayleig h scan-to-scan
fluctuations (all I pulses correlated ) . Cases I and III differ only in the statistical distr ibutions
assumed. The results in Fig. 3 clearly illustrate the greater penalty inflicted by the Case I
scan-to-scan fluctuations as compared with the Case II pulse-to-pulse fluctuations for large
val ue s of I, the number  of integrated pulses. Note that for I = 750 , Case II noncoherent in-
tegration (N Cl) is more efficient than Case I NCI by about 8 dB.

I I I I I

CAS EII  —
~ 20

CASE I

< 15 —

\ ‘•5

\ \ CASE III
z \ \

“• \ “ -

~ CASE II~ \
CASE O 

~

:i
COHE RENT \ \

.5 — NONCOHERENT

\ \
\ \

~10 I 1 I I I
1 2 5 10 20 50 100 200 500 1000

NUMBER OF PULSES INTEGRATED , I

Fig 3 — Comparison of coherent and noncoh erent integration of
ra dar returns from Swe rli ng -mode l targets (for P~, 0.9 . I~ 0. 7

10.10 ) (a f ier Rivers . SEMCOR Rep i. S D- 752 l 3 - l )

The curves of Fig. 4 were developed from Swerl ing Case II curves ( frequency ag i l i t ~
block-to-block ) ,  making use of the following procedure and def ini t ions .  The detectable SNR at
the  i n p u t , 9~, is improved by coherent  integrat ion so that  ,

~~~~~
, = N~~, neglecting losses; hence,

a value of ~~ may be found from Eq. ( I ) :

4
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< 0 -  M=100 -

~ -2~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
M=200 

M=500

I I l u l l )  I I I
2 3 4 6 8 tO 20 30 40 60 100 200 300 400 600

COHERENT BLOCK SIZE, N

Fig. 4 — Required signal-to-noise ratio (for P~ ~~0.9. I’,~ ~~0.7 x lO
_ 10 )

vs N for fixed values of Al (pulses/dwe lltime)

( 1/ N)  
~~ 

(MIN) . (I)

For example , not e that  for Case II (Fig. 3) , gp~ ( 100/10 )/ 10 8 — 1 0  —2 dB =

DETECTABLE SNR FOR PEAK FILTER OUTPUT INTEGR ATO R

Th e curves of Figs. 4 and 5, cor responth ng to the  processor of Fig. 2b , required a more
complex calculation because of’ the necessity of accounting for the collapsing loss encountered
whe n noise-only channels are combined with a channel  contai ning both signal and noise.
Thus , we make use of the fact that a portion of this processor has been analyzed for M-ar y
comn lun ica ions [4]. In this case, the block diagra m up through the peak selector is identical
10 the opt imum detector for a communicat ions signal consis ting of any one of N orthogonal
signal waveforms. The probabi l i ty  of error (i.e., the  probabil i ty tha t  the output  of at least one
nois e-only channel  will  exceed the  ouput of the channel  conta ining the signal ) is computed us-
ing th e relation of Eq. (2), which is furth er illustrated by the graph of Fig. 6;

+.-
~ 

[x — (2 E/ N0 )~~
2 1 2

P, (~
) = I — f  dx -

~~~~~ =- exp 2

- 

~~~~ 
-
~~~~

=- exp ( — y 2/ 2 )  dvI (2)

where Eand  N0 are sig n al energy and noise power spectral densi ty ,  respectively.

Re turn i ng to Figs. 3 and 4, note tha t  the  min ima  exh ib i t ed  by the  curves of Fig. 4 occur
because of ’ t he  change  in slope of the  Case II curve (solid l ine )  in Fig. 3 , as I = .%l/ -\ changes
from small  to large values. I ts  slope exceeds tha t  of the  corresponding coherent  in tegrat ion
curve  (dashed l ine )  for small  I becoming smaller for large I. As N approaches ,%I (Fig. 4) , 1
decreases to small  values caus ing t he  value of .~~~~ (Fig. 3) to rke sharp l y , overcoming the  de-
crease due to greater coh eren l processing.

5
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Fig. 6 — Error  probability. N orthogona l signals
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h ence , if we consider a sequence of I ou tpu t  samples from the  peak selector , on the  aver-
ag e, P~I samples wi l l  be due to noi se on l y :  cle~lr l )  ( I  P, ) I  wil l  be due to st gn a l  plus  noise.
Collapsing loss is well  known  [6] to be a l u n c t i o n  of the  collapsing ra t io  

‘ l 
where ,  if m tS the

n u m b e r  of noise-onl y samples and ii is t~ n u m b e r  of s ignal -plus-noise  sample s ,  t hen

,n+ ,~ P~I+ (1 “1 ~r ) 1  I
Pc = 

( 1 
~r~ ’ 

= 
I —

~~~~~

Although  Marcum [7] calculated collapsing loss L~ as a funct ion  of th i s  ratio p 1.. his  curves (re-
pr inted by Berkowitz [8]), were computed for the  case of a n o n f l u c t u a t i n g  target . The approxi-
mat ion (L ~~~l — as discussed in Appendix  A , is therefore used below to derive Eq. (4 ) .

Since L is a funct ion  of 
~~r ’ which is a funct ion of 9~ and .\ , we are led to the  fol lowin g

equation which  must  be solved by successive approximations:
R , ( M/ N)

~~~ = 
~~~~~, (M / N) / L ~ = 

I 1~r~~~
, ’

Equation (4) is obtained from the defini t ion of , and approximation (‘or , collapsing loss (see Ap-
pendix A) and the relationship ~~~~~ 

= N~~ for coherent integrat ion . Note that  L1 is defined to
be a number  less tha n one.

SiMULAT iON OF PEAK SELECTION PROCE SSOR

A simulation was implemented to compute the detection performance of a processor us-
ing peak selection of doppler channels. For comparison , the simulat ion was also run for a pro-
cessor using only a single doppler channel .  Figure 7 is a diagram of the s imula t ion  showing
the processors and the signal ani noise generators .

k=0 DETECT LARGEST
SIGNAL OF

GENERATOR INTEGRATOR

I=Acos~~~ 
OFT 

~
/
~
i 2  1fto ~~M C

O=.Asin~~ i!~ 

I

N
k= ? T

I +

k=0 DETECT

k - 7  

f ~~ . Q 2

MEASURE OF
RMS NOISE
IN P UT

Fig, 7 — SinI Via l ID~ VI Ii .1 it - (te tcc 1(11 and si l l  f lc drut ’ pl
~ . la nfl ci k~~i i
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The processor of interes t  consists of a doppler f i l te r  b a n k , i n h i l l en l en t e d  ~s i t h  an eig h t -
po in t  discr ete Fourier  t ransform (DFT ) . E i g h t  i n p u t  samples conipose a coheren t  process ing
in te rva l  (CP I )  and produce e ight  dopp ler ou tp u t s .  The o u t p u t s  are detected , t h e  one w i t h  t he
largest a m p l i t u d e  is selected , and the  o u t p u t s  from 10 CPls are summed in a noncoheren t  in-
tegra t or.  F ina l ly ,  t he  ou tpu t  of the  in teg ra tor  is compared to a fixed threshold  and  the  detec-
tion decision is made . The detection decision is based on a t otal  dwel l  t ime  of if = 80 samples.
The second processor is then  implement ed  as a reference. This processor , ident ica l  except t h a t
a single doppler o u t p u t  is used , represents a case where  the  target doppler is k n o w n  and no col-
lapsing loss is suffered.

The i n p u t s  to both processors are ident ical  and consists of in-phase and qu adra ture  ( / a n d
Q) components  of si gnal plus noise , The signal  components  are

2rr / ’kI~ = A c o s  (5a)

and

= A sin 2~~j k  
, ( Sb)

where  j  is t he  doppl er f requency ,  k the  doppler fi l ter  n u m b e r , and N the  n u m b e r  of poin ts  in
the  DFT. The addi t i ve  noise has a un i fo rm phase d i s t r i bu t i on  at ~d an ;t pprox i m ate ly  Gauss ian
ampl i tude  d i s t r i b u t i o n  giv en by

I~, = Bcos 2ir R , (óa)

Q~. = Bsin  2ir R , ( 6b)

and

B =~~~~~~ ( R — 0 . S) .  (6c )

where  R is a un i fo rm ly  d i s t r ibu ted  random n u m b e r  between 0.0 and 1 .0.

The first step in the  s i m u l a t i o n  is to de te rmine  the  th reshold  se t t i ng  T for var ious  false
a larm rates. The results  shown in Fig. 8 were obtained by s e l l i n g  the  i n p u t  s ignal  to zero and
measur ing the  p robab i l i t y  of false alarm as a func t ion  of the  th resho ld  s e t t i n g .  Nrnv , we can
use th resho ld  se t t ing s  at ~ destred P,~ and measure P 1 by r u n n i n g  the  s i m u l a t i o n  w i th  var ious
val ues  of sign ~: t an i p l i t u d e .

The resul t s  i t  t h e  s ’r n u l a t i o n  of both processors are shown in Fig. 9, where  the  i n p u t
SN R is p lot ted I’ ,l F u l . c ~~~l l - 0! P 11 (III ‘~.lrI ous P ,11 . For a P , = 0.9 and 1’, .  = l 0 ’~ , t he  t~roces-
sor se l ec t l :h g  ~hc largest  t i l e r  o u t p u t  req uires 2.3 dB hi gher  SN R t h a n  the  reference p r ( ICCsSOI
For greater  P 1 ari d sn i aI ~er i ’,~,, t he  pe r to rn i ance  of the  ‘ larges t of” proce ssor approaches  t h a t  of
the  s ingle  l i f t e r  ca~c.

CO~~C l t S l O N ~ AM) RE COMME N DA 1 IONS

W~ have shown tha t  t he  choice 1F block si . ’e in a block-to-block l’requenc y-ag ii~’ r , ld ,1 r  t ’
t m p o r t a n t  tl m a x i m u m  r ece ise r  s e n s i l i s  lv Is to be rea l i,ed . The cu rves  of ! I g  4 e~ h i b t t  dI s
t inc t  n l i n i m a  in signal-t o-noise rat io  required for rel iable detect ion , the  locat ion s  of w h i c h
depend upon the  total n u m b e r  of puls es avai lable for coherent and noncoher en t  processing.
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These data correspond to a reference case in wh ich  it is presumed t h a t  the  doppl er  f requency
of the  target  is known , so tha t  col lapsing loss is zero. The col lapsing loss corresponding to t h e
ve loc i ty -e s t ima to r  processing (Fig.  2a is easily de t e rmined  l’rom the  rel ’erence case (to a good
approx ima t ion )  by c o m p u t i n g  the  n u n ib e r  of doppler resolut ion cells required to span the
range of target  velocities. If t h i s  n u m b e r  is grea ter  t h a n  N, t hen  t h e  col lapsing loss I S equal to
the  SNR increase needed to reduce P ,1, by the  factor ,-V Here , col lapsing loss arises from the
fact tha t  more than  one c h a n n e l  may c o n t r i b u t e  a false alarm , requ i r ing  an increase in thres-
hold and SNR to ma in t a in  a desired false alarm rate.

Figure 4 also conta ins  data corresponding to peak select/ integrate processing (Fig. 2b )  in
wh ich  mul t ip le  doppler channe l s  are combined by selecting only the  largest ou tpu t  for subse-
quent  video integrat ion . Table I compares the  th ree  processors for two values of total  dwel l
t ime , .~1 = 100 and M = 200. where  in each case the  op t imum N was selected.

Table I — Comparison of Processor Performance
(P 1, = 0,9 , p,~ = 10 —8 )

Processor M N~~ SNR (dB) Lc: (dB)

Reference 100 17 —3 .6 0
200 33 —6.8 0

Velocity Est imator  100 17 —2.75 0.85
(Fig. 2a) 200 33 — 5.15 1.65

Peak Select/integrate 100 20 —2.1 1.5
(Fig. 2b) 200 50 —5.1 1. 7

It should be noted tha t  the  SNR penal ty  for using the simpler system i n v o l v i n g  just  one
integrator  is ess ihan 1 dB for M = 100, and less than 0.1 dB for M = 200. However , we
must  consider t he  effect of the  approximat ion  used in calculat ing performance of the  la t ter  sys-
tem. Basically, the  approximat ion involves two assumptions discussed in greater detai l  in Ap-
pend ix  A:

I .  We assumed 3~ ~~~~ 
in der iving Eq. (4) used to compute  SN R for the  peak

select / integrate  system.

2. The effect of the  peak selector on signal and noise d i s t r ibu t ions  was ignored: i.e.. P11
and P,11 were assumed to depend only on 

~~~ 
the  SNR at the  threshold.

Table 2 compares the  data  ca lcu la ted  from Eqs. ( I  ) and (4 ) w i th  Monte  Carlo s imu la t i ons
of the  reference and the  peak select / integrate  processors. No ap p r o x i m a t i o n s  are i n v o l v e d  in
l . q .  ( I )  except tho se used by M a t c u m , and the  s ignal  in the development  of Table 2 s

n o n f l u c t u a t i n g .  The results  clearly indicate tha t  the  s imulat ion and the  calcuial i on t or  t h e  r e t e ;
e f lc c  proces sor agree w i t h i n  0.2 dB: the  s imula t ion  for the  peak selector is h i g h e r  by 0.~ 11 14-
t h a n  the __computed  l e s u l t  i n v o l v i n g  L1 = I — 

~~r’ 
and 1. 1 dB for the  ease t n v o h i n g

L1 = ..JF— P, . These col laps ing loss expressions , described in A p p e n d l  s .-\ - hold for la r gc
and small  SNR , respect ively.  I t  m i g h t  be inferred From Table 2 t h a t  the  effect of the  second
assumpt ion  (ment ioned  above) is to yield opt imis t ic  results ; hence , L1 = I — P~ provides a

10 
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more accurate est imate  of S N R .  This woul d tend to agree wi th  the  expected in f l uence  ol ’ t he
peak selector upon the noise statistics; i.e., it is reasonable to expect the  d i s t r i bu t i on  change  w
increase P10 . It has been suggested that  L~ depends more heav i ly  on N than on M , the  total
number  of integrated pulses [9].

Table 2 — Comparison of Performance Estimates Obtained from
Eqs. ( I )  and (4) and Corresponding Monte Carlo Simu lat ion *

Processor Method SNR (dB)

Reference Eq. (1) —4.9

Reference Simulation —4.7

Peak Select/Integrate Eq. (4) (L
~ = I — P,) —3.3

Peak Select/integrate Eq. (4) (L 1 = .J1 —

Peak Select/Integrate Simulation —2.8

P
~ “= 0.9, P1 ,=,to-4 , M “- 80, N —8

In concl u sion , it sho uld also be noted that the processor of Fig. 2a provides an estimate
of ta rget doppler as well as nearly optimum sensit ivi ty.  Further  at tention should be given to
this  technique.  For example , a measu re of rel iabi l i ty  of velocity data for targets of various
speeds and accelerations could be defined and tested. Al though the u t i l i ty  of f requency-agi le
systems depends on the range of frequencies available and interference wi th  other users of mi-
crowave bands , doppler ambiguit ies are reduced and b l ind speeds are eliminated by this tech-
nique , so that  an estimate of radial velocity is available on each scan of the  an te nna .  Velocity
data should tend to reduce track-while-scan errors and the  hand-off delay to weapons systems.

REFERENCES

1. G.L. Turin , “An Introduction to Matched Filters ,” IRE Trans. 11-6, 31 1-329 ( Jun.  1960).
2. P.N . Marinos and W .M. Waters , “A Proposed Coherent Integration Scheme for Use in

Frequenc y-Agile Radar Systems ,” IEEE Div. [[I Conf. , (Apr. 1974) .
3. K. Ruttenberg and L. Chan zi t , “Hig h Range Resolution by Means of Pulse-to-Pulse Fre-

quency Shifting, ” EASCON (Electronics and Aerospace Systems Convention ) 1968
Record , pp. 47-51.

4. H .L. Van Trees , Detection , Estima tion , and Modula tion Theory, John Wiley and Sons. Inc.,
New York , 1968.

S. P. Swerling, “Probabi l i ty  of Detection for F luc tua t ing  Targets ,” Rand  Corp. Research Memo
R M - 1 2 I 7 , Mar. 1954 (reprinted in IRE Trans. 11-6, 269-308 (Apr. 1960).

6. F E .  Nathanson , Radar Design Principles , McGraw-Hil l  Book Co., 1969.
7. J .l .  Marcum , “A Stati stical Theory of Target Detection by Pulsed Rada ’ ” Rand  Research

Mem o RM-754 , 1 Dec. 1947 and RM-753 , July 1948 (reprinted in IRE ~ -u, ts. 11-6 (No. 2 ) ,
59-267 , 1960).

8. R.S. Berkowitz , Modern Radar, John Wiley and Sons , Inc.. New York , 196 5 .
9. Dr. G.V. Trunk , Radar Division , Naval Research Laborator y , p l iva t e  communicat ion .

I I



~

Appendix A
COLLAPSING LOSS ASSOCIATED WITH PEAK OUTPUT

SELECTION AND INTEGRATION

I n this appendix , we are interested in finding the value of ~~ needed to provide the re-
quired detection reliability measured by 

~d and 
~f a  (detection and f~lse alar m probabilities ) for

the system illustrated in Fig. Al.  Since N- i  noise-onl y channels are combined with the chan-
nel containing the signal in a peak selector , the SNR delivered to the integrator is degraded; to
compensate , .9~ must be increased by an amount defined here to be the collapsing loss L~.
The necessary increase in £P ,~ may be approximated by introducing the diagram of Fig. A2.
Here , 

~~~~~ 
is the SNR needed if all integrated pulses contain signal plus noise and we define col-

lapsi n g loss as

L~ = ‘~~.)
/
~!1’~ 

(A l)

Note that  the output SNR , 
~~~~~~~ 

is the same for both diagrams (Figs. A l  and A2) .
Altho ugh it is known that , in general , equal detection reliabilities 

~~~~ “Jo ) will not be
achieved by makin g .Q0 the same in Figs. Al and A2 because of the differin g statistical distri-
butions caused by the effect of the peak selector (Fig. Al ) , comparisons of data computed from
the results of the following analysis indicate that this effect is small.

DEMODULATORS

NOISE THRESHOLD

I OUTPUT

Fig. A l  — Noncoherent integration of peak-selec ted doppler filtered signals

SNR= 
~ i ~ I

o~q
’
~ = ( 1— P~ ,-~~2

Ib)

Fig. A2 — Single channel model with equivalent output SNR
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We assume tha t  SNR improves l inear ly  w i th  I , because of ’ video in tegra t ion , so that , in

Fig. A I ,. -~90 = ~~ sf , . A signal is assumed to be present in just  one of the N doppler chan-

nels  and SNR is assumed to be ~~~ Equal amounts  of noise are assumed in all channels .  On
the average , Pr / in t egra t ed  pulses are due to noise only  (i.e.,~~ = 0)  where 

~ r is the so-called
error probability described in the foregoing sections and in Appendix  C. Hence , if 

~~ 
is as-

sumed constant  for / pulses , then . = 
~~~ . for the  remaining ( 1 — 

~~~ 
terms , and 

-

t I  — P ,li
= .~~~ 

= (1 — Pr ) 191 . (A2 )

In Fig. A2 ,~~~ =~~~/ I  (I — 

~ r )
~~~:’ 

since~~0 is the same (Eq. (A2 ))  as in Fig. Al and ~~~~.

is assumed to be constant.

Now , to evaluate L1 ~~~~~~~ we int roduce an expression connecting ~~ wi th  
~~~Equation (A3) , given by Davenport and Root , makes clear the nonlinear dependence of ~~~~. on

~~~ The same expression connects 
~~~~
. and

= k~ 1 + 
(A3)

whe re /~ = 1 for a rectangular sine wave signal envelope. Equation (A3) holds for Gaussian
n oise , a squar e law detector , an d whe re .

~~~
. is defined as the ratio of output signal and noise-

only powers. Although the equation for ~ va ries with assumptions regarding detector law and
SNR definition , we are dealing here with a mechanism affected only slightly by the functional
dependence of ~l’ on ~~~~~, . In the following paragraphs , this is demonstrated by comparing
values of L~ obtained by calculatio ns based upon two assumptions: (a) 

~~~~ 
-

~~ ~~~~, and (b) 
~~~~
. as

give n by Eq. (A3) . -

Let ~L = f (
~~

) , where an example of the function f is given in Eq. (A3) . Note that
the collapsing 

, 
loss L~ may be expressed in terms of the inverse function j  ~~~~. Since

= j 1 (a) , we may substitute this expression into Eq. (A l) ,  and we have
j — l  

~~~ f ~~
1 [( I  

~~r~~~~~~
1

L = 
= 

= 
- 

, (A4)
C 

f~~
l (,

~~~
)

where the r igh t -hand  side of Eq. (A4) makes use of the subst i tu t ion ~~~~. 
= ( 1 —P ~) :~~,

derived from Eq. (A2 ) .

If we let -
~~ .~~~~ the n Eq. (A4) reduces to the form introduced in the text  in Eq. (4 ) ;

i.e., L1 = I — P,. If w~e require greater accuracy (especially for ~~ < < 1/2 ) , we mus t  use
Eq. (AS ) obtained from Eqs. (A2 ) and (A4 ) .

~~~ 
( I ~~Pr ) [‘I + 2 . -~~L = - — 1 +  V - 

. (A 5 )
I + ~~~ ~

‘ ( 1  p ) .

W . B. Davenport , Jr. and \~/ . L. Root , tn l?:trolIu(’l,o,l to the T’heoo o/ R a i l ’  .5.C,i,fi an d 5 , , - . McGraw -11111 . New
Y ork , 1958 . p. 266.
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In solving Eq. (A3) for ~~~~~~ two roots result; the root leading to negativ e values of .~~ was dis-
carded. -

Equation (A5) is plotted in Fig. A3 for several values of 
~~r ’ Note that  the approximation

— L~ holds for small values of~A~ < < 1/2 wi th  L1 — ‘~r 
for~~~ > > 1/2.

1.0 I

0.8 - -

P, =0 .5

::~~~~~~~~~~~~~~~~~~~~~~~~~~~~
t !t

~~~~~~~~~~~~~~~~~~~~~~:

0.01 0.05 0.1 0.5 1.0 5.0 10.0

Fig. A3 — Collapsing loss (Eq. (AS)) vs. signal-to-noise ratio
and error probability P
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Appendix B
SIGNAL-TO-NOISE RATIO CALCULATIONS

FOR SWERL ING CASE II

Original works by Marcum s and Swer lingt have been discussed by many authors. A re-
port by L. F. Feh lner ~ includes calculations for the pulse-to-pulse fluctuation case , Swer ling
Case II (SW-2) . All five of their statistical models are illustrated in the curves of Fig. B i .  The
purpose of this appendix is to present expressions for 

~~ d 
and P10 for SW-2.

I I I I I I I

CASE II
~ 2 0 -

~ 15 — 

CASE I 
—

(0 \ \ CASE III
\ \
\ “ “‘ —

CASE IV \ \ \
CASE O 

~5 -  \ \ -

4 ‘I-
C-,

\
a -  \ \ \ -

\ \
COHERENT 

\ \ \
- NONCOHERENT \

S
\ ‘•5\ \

.10 I I I \ I ‘s.
1 2 5 10 20 50 100 200 500 1000

NUMBER OF PULSES INTEGRATED . I

Fig. Bl — Comparison of coherent and noncoherent In-

tegration of radar returns from Swerling-model targets (for

~~a 0.9, P. — 0. 7 x I0’~
) (after Rivers , SEMCOR Rept.

SD-752 13-l)

“J. I. Marcum , ’A Statistical Theory of Target Detection by Pulsed Radar , Rand  Research Memo RM.754 . Dcc. 1947 ,
and RM-653 , July 1948 (reprinted in IRE Trans. 11-6. (No. 2), 59-267 (1960).
t P. Swerling. ‘Probability of Detection for Fluctuating Targets ,” Rand Corp. Research Memo RM. 121 . Mar 1954 (re-
printed in IRE Trans. 11-6, 269-308 (Apr. 1960).
IL. F. Fehlner , “Target Detection by a Pulsed Radar ,” Johns Hopkins Applied Physlcn Laborato rt Report TG 451 . Jul.
1962. 
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Equation (B !) expresses the probabil i ty of detection P~ and false alarm Pf tj for SW-2 in
terms of .~~~ and the number of noncoherent integrations , I.

= — f  
[ ( / i)

~ 
d~ , (B I )

where = 

~
‘d when ~ = 0 and where the parameter T equals the detection threshold level

normalized to the rms noise at the detector input.

Note that the SW-2 curve in Fig. Bl was obtained from Eq. (BI )  with Ps.,, — 0.9 and T
such th at

= 0.7 x 10 -10 
= I — 5 [ e i _ i ! )  d~~, (B2 )
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App endix C
COLLAPSING RATIO CALCULATIO N

Van Trees discusses “M-ary ” detection of signals in additive , white Gaussian noise. The
expression is presented in Eq. (Cl) (also in Eq. (2) in the text ) for error probability I ’, (d.
This quantity, used in this report to compute the collapsing ratio P~ and collapsing loss L~, is
given as

(x— (2E/N0 ) U212
I’, (e)  — 1 — f  dx —

~~~= exp 2

- 

If—: 
—~~=- exp ( _y 2/2 ) dyl . (Cl)

The double integral in Eq. (C l) has been evaluated extensivel y by Urbano. t Tables of
values from his report were utilized in our anal ysis as follows:

Urbano ’s tabulated function P11 (a) is identical to the second term of (Cl) if substitutions
for N and a are made and if the variable of inte gration is changed appropriately. Thus ,

I 2 ~~~ e ’
2
~
’
~ ~P~ (a) — 

~y=- f  e —z a f 
- ,~~~~~

_ dy dz. (C2)

Letting z — x — a results in
________ ~ N — I

PN (a) —-7~=-f e 2 f  e~~~’2 dx. (C3)

By inspection of (C l) and (C3), we may write ,
— I — P~~(a) (C4)

i f we let a — ..,,[2E/ N0, where E is the energy in each input signal waveform and N0 is the in-
put noise power density.

H. L Van Trees , Detection . Estimation , and Modulation Theory, Jo hn Wiley and Sons, Inc , New York . 1968.
t R. H. lJrbano , “ Analysis and Tabulation of the M-Pos iti o ns Es periment Inte gral and Related Error Function In.
t egrals .’ AFCRC Report TR-55-l0 O , Apr. 1955 .
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