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{.  INTRODUCTION

Greater understanding of the theory of digital signal proces-
sing coupled with dramatic advances in hardware technology and software
engigeering has led to improved remote sensing capabilities for military
and civilian applications. Nowhere has the impact of theoretical con-
cepts and hardware/software technological advances been felt more than in
the fielc of radar remote sensing. This is due to a large extent to the
inherent difficulty of the basic radar signal processing problem,

Radar signal processing differs from other signal processing pro-
blems in that very high data throughput rates as well as wide dynamic
ranges are often simultaneously required. This unfortunate coincidence
results directly from the physics of the remote sensing problem where
noncooperative (evasive) target detection using primary radar is hampered
by partically correlated noise in the form of ground, weather, and chaff
clutter. As a consequence, radar signal processors must be fast (capable
of high data throughput rates) and intelligent (capable of executing
algorithms which can distinguish between correlated noise and targets
of interest). The challenge, then, is to define a radar signal processor
which can execute the resulting complex algorithms in real-time with
arithmetic precision adequate to allow differentiation between small
cross-section targets and large cross-section clutter.

A. Study Objectives

The objective of this study is to investigate the use of micro-
processors and other currently available large scale integrated (LSI)
circuitry for radar signal processing and to define a structure which is
capable of executing algorithms in real-time. A processing throughput
objective is provided by the Advanced Sensors Directorate's Quiet Radar
parameters [1]. The general processing requirements of this radar serve
as a baseline for the present study. While the study is theoretical in
nature, the use of these real-world radar parameters tends to anchor the
results in a context which can be meaningful in the near-term. In parti-
cular, it is envisioned that this study will serve as the basis for the
later design and fabrication of a high speed, flexible radar signal pro-
cessor with a broad range of applications in remote sensing.

A great deal of attention has been focused in recent years on the
application of microprocessors to various data processing and control
applications. More recently, advances in microprocessor technologies
have presented apparent opportunities for increased data throughput and
processing flexibility. As a consequence, various processors designed
especially for high throughput have been proposed [2-6]. The present
task has considered the application of microprocessors as well as other
state-of-the-art LSI potentially suitable for use in high-speed signal
processing applications.




B. Study Scope

The scope of this work encompasses the basic elements of
a radar signal processor architecture analysis at the block diagram level.
Tradeoffs are made between candidate approaches as they apply to remote
sensing in general and to the Advanced Sensors Directorate's Quiet Radar
in particular. It is envisioned that the futher reduction of these system
level descriptions to fundamental logic circuit diagrams will be accom-
plished in a related follow-on effort,

C. Study Approach

The approach taken in this study was to investigate signal
processor hardware architectures to determine their applicability to the
radar processing problem. A basic assumption throughout this study was
that existing state-of-the-art LSI including microprocessors and special
purpose LSI hardware would be used as the processor building blocks.
Analysis of candidate architectures was carried on in light of the
baseline signal processing throughput requirements of the Advanced Sensors
Directorate's Quiet Radar program but was not restricted to consideration
of these parameters only. Consideration was also given to modular archi-
tectures which offer flexibility in terms of expansion through replication
of constituant components. Such architectures have certain cost advantages
as well as robustness in terms of hardware and software reliability and
maintainability.

The following discussion presents the study results in a top-down
fashion. Candidate classes of signal processor architectures are first
discussed. Desirable attributes as well as shortcomings of microprocessor-
based signal processors are then considered in relation to the high-speed
radar signal processing problem. Succeeding sections relate candidate
processor architectures to the baseline radar parameters of interest.
Finally, a specific radar signal processor architecture is proposed as
a candidate for later detailed design and fabrication.

Il.  CANDIDATE CLASSES OF SIGNAL PROCESSOR ARCHITECTURES

It is desirable to define a radar signal processor architecture
which achieves maximum data throughput and flexibility with a minimum
investment in hardware and software. Candidate processing elements to be
used in this study are provided by the families of LSI circuits presently
available. Of these classes, the following have been considered:
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a) Eight-bit metal oxide semiconductor (MOS) microprocessors.

b) Four-bit slice microprocessors.

c) Eight-bit microprocessors + special purpose arithmetic
unit,

d) Special purpose arithmetic hardware,

The performance-related characteristics of devices of this nature
are as follows:

a) Instruction cycle time,
b) Data word width.
c) Instruction set,

d) Small scale integration/medium scale integration (SSI/MSI)
overhead required.

e) Bus structure,

f)  Input/Output (I/0) capabilities.

The performance characteristics were considered for each of the previously
listed classes of microprocessor architectures. The following sections
consider three specific classes of processor architectures.

A. Single Mircroprocessor Architectures

Previous works on multiprocessing systems have defined
single central processing unit (CPU) computers as '"Single-Instruction
Single Data (SISD)" machines [7]. The majority of the general purpose
computers presently in use are SISD architectures. SISD architectures use
a single-control unit to route data into and out of the CPU. As a result
only one arithmetic process such as addition, subtraction, multiplication,
or division can occur at one time, Furthermore, the movement of data is
usually accomplished by means of a single data bus in such designs.

The primary advantage of single-instruction single data architectures
is the simplicity of the hardware and software structures. These machines
require little in the way of hardware and are straightforward to program.
Unfortunately, these attributes are achieved at the expense of data
throughput and flexibility as demonstrated in later sections of this
report. However, the SISD class processor remains important because it
is the primary building block of more complex processors.

) Non-Bit Slice Processors

A micorporcessor which illustrates the SISD architec-
ture is the Intel 8080A, 8-bit machine. For purposes of this study, the
8080A has been chosen as the baseline architecture to which other designs
may be compared. Specifically, the 8080A was chosen for the following

reasons:
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a) It is the most widely used microprocessor.
b) It is low-cost and readily available.

c) It is reasonable to consider an array of such
machines in more complex architectures.

Unfortunately, the single data bus structure permits only limited data
flow. Obvious variations of this basic structure therefore include
multiple operational and resultant buses to permit increased flexibility
in terms of data management alternatives.

2 Bit-Slice Processors

Attempts to achieve higher data throughput rates with
programmable LSI have resulted in the creation of bit-slice microprocessor
devices, The primary advantage of these devices is their faster instruc-
tion cycle time. Their major disadvantages include increased part counts
due to support circuit requirements and the fact that they are generally
harder to program. Bit-slice microprocessors have been used in two pri-
mary application areas as follows:

a) As instruction set emulators where microprogram-

med bit-slice machines are made to look like other

processors.

b) In moderate speed signal processing applications
where advantage can be taken of their micro-instruc-
tion power and faster instruction execution time.

Bit-slice processors using the Motorola M10800 have been designed
by Motorola [8], Raytheon [9], and others, These machines have instruc-
tion cycle times on the order of 100 nsec,

Another bit-slice microprocessor is the Advanced Micro Devices (AMD)
AM2900, 4-bit-slice device. This processor uses Schottky bipolar LSI
technology and executes instructions at a rate of approximately 250 nsec,
Although the AM2900 cycle time is slower than the M10800, it is generally
easier to program because the AM2900 is a 2-bus structure while the M10800
is a 3-bus design., Thus, more options and potentially more powerful
instructions are available with the M10800.

At the present time, greater software support is available with the
AM2900 including a cross-assembler, However, Motorola is in the process
of developing a software support package for the M10800 which should be
available by the end of the calendar year.,*

*Balph, Tom, Motorola, Inc., Phoenix, Arizona, September 1977 (Private
Communication)




Finally, a third bit-slice microprocessor has recently become
available, This machine differs from the others in that it is an8-bit=-
slice device, The part has been introduced by RCA and is known as the
ATMAC microprocessor, Unfortunately, this device is not available as a
commercial component but may be purchased only from RCA as a part of a
system, On the positive side, RCA does have extensive documentation and
software support available [10-12], The ATMAC is attractive to the
signal processor designer for the following reasons:

a) It combines low power with high speed by using complementary
metal oxide semiconductor/silicon-on-sapphire (CMOS/SO0S)
technology to give a very low speed-power product,

b) It is an 8-bit-slice (versus a 4-bit-slice) device and therefore
requires fewer components to realize a total system,

c) It has provisions for a peripheral special function unit (SFU)
which can be a high-speed multiplier device, for example.

Unfortunately, the ATMAC 8-bit-slice microprocessor data throughput
is limited by the incorporation of only a single bus I/0 structure, This
appears to be its greatest architectural weakness. Discussions with
RCA personnel generally confirm this limitation.*

B, Multi-Microprocessor Architectures

Arrays of low-cost microprocessors performing multiple
computational tasks in parallel have been considered as an alternative
for achieving higher data throughput rates in radar signal processing
applications, The obvious advantage of such an approach is the redundancy
inherent in such a design which can lead to a more survivable processor
in case of component failures., The obvious disadvantage of this apprcach
is the difficulty in programming such a structure,

Arrays of 8-bit MOS microprocessors are potentially more attractive
than arrays of 4-bit-slice bipolar designs because of the lower parts
count and generally lower cost of the 8-bit processors, Unfortunately,
the 8-bit devices have a single I/0 bus while the 4-bit parts have one
or two operand buses and a resultant bus,

Cq Task-Allocated Processor Structures

In radar signal processing, various tasks of differing
complexity and speed must be performed. One possible way to arrive at
a radar signal processor architecture is to determine the needs of each
processing subtask and to create the required computational resources
necessary to accomplish those tasks, This approach will be referred to
in this discussion as ''task-allocated'" signal processing,

*Helbig, Walter, RCA Advanced Technology Laboratories, Camden, New
Jersey, August 1977 (Private Communication),
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At the crux of the radar digital signal processing problem are the
high data throughput requirements, Therefore, a logical place to begin
in defining a task-allocated structure is with those subtasks which have
the most demanding throughput requirements, In most coherent radars,
filtering operations require the greatest number of arithmetic operations
in the shortest time interval, These operations generally consist of:

1) High-pass filtering = Moving Target Indication (MTI),
2) Low-pass filtering (clutter maps).,
3) Band-pass filtering (Doppler filtering).

The high-pass and low-pass filters may be synthesized using well-
known finite impulse response (FIR) and infinite impulse response (IIR)
techniques [13-15] . The band-pass filters required for Doppler processing
are usually realized with the fast Fourier transform (FFT) algorithm
[ 145 15].

The top-down approach taken in this study was to determine how fast
various microprocessor and special purpose hardware structures could
perform the required computations necessary to accomplish these filtering
operations, Filter order (weights) and transform length were used as
parameters of interest, A priori knowledge of the Quiet Radar performance
requirements were used to determine approximate filter orders and trans-
form lengths of interest, Arithmetic precision was initially assumed to
be 16-bits, It is expected that further work will be performed to
determine the validity of this assumption,

The first task to be considered is that of MTI filtering, Such
filters may be realized as either conventional N-pulse cancellers which
require that

P " 0k T 0BT Nt 0 1)

where Xn = Nth input data word. In the simplest case, the coefficients,
a;, are unity. Thus, the simplest two-pulse canceller requires only a
single subtraction for each return pulse.

More sophisticated MTI filters may be realized using FIR synthesis
techniques, Furthermore, FIR designs can be high-pass, low-pass, or
band-pass, depending upon the coefficients selected, Figure 1 presents the

computational requirements of an FIR design, The structure depicted
in this figure computes

K
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Figure 1, FIR digital filter,




The structure depicted in Figure l(a) may be redrawn as shown in Figure
1(b), The usefulness of this representation will be shown later in this
discussion., The coefficients for these representations can be determined
using well-documented design techniques [15, 16].

The second filter realization technique to be considered is the
IIR filter, The recursive nature of this design is clearly illustrated
in Figure 2, Basically, this structure computes

Yn T xn + alxn-l % aZXn-Z £ blyn-l S ben-Z 1 (3)

The coefficients for this second-order filter section may be determined
from existing IIR filter design programs [17],

The recursive filter has the advantage of requiring lower orders
to achieve sharper cutoff responses than the FIR designs, Its major
disadvantages are its nonlinear phase response and the generally greater
coefficient word sizes necessary to insure stability (i.e., to minimize
limit cycle and overflow oscillations),

As in the case of the FIR filter, the IIR representation shown in
Figure 2(a) may be redrawn as illustrated in Figure 2(b). Again, the
usefulness of this exercise will become apparent in the later discussion,

The third filter to be considered is the band-pass filter, Band-
pass filters for radar Doppler processing are frequently realized using
the FFT algorithm, The heart of the FFT process is the basic computa=-
tional element depicted in Figure 3(a)., This structure solves the
following equations:

a' =a+ccosd -d simd
b' = b+ d cosd + ¢ sind
c' =a-ccosd +d simd
d' =b -dcosd +d sim® (%)

As in the case of the FIR and IIR structures, the FFT elemental com-
putations may be redrawn as shown in Figure 3(b),

The redrawn filter computational structures depicted in Figures
1(b), 2(b), and 3(b) can now be compared, The similarities are quite
apparent, These structures represent the most computationally demanding
algorithms found in coherent radar processing, The properties evident
here can be exploited to serve as a rational basis for a high-speed radar
signal processor design as shown in the following discussion,

10
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Figure 2, IIR digital filter (second-order seetion).
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The arithmetic elements .common to the redrawn FIR, IIR, and FFT
structures are four multipliers and several adders, Therefore, taking
the union of the three configurations shown in Figure 1(b), 2(b), and
3(b) and minimizing the functional arithmetic elements results in a basic
signal processing structure which can accommodate the high throughput
algorithms required by coherent radars, Two important questions are
(1) how to route the data efficiently to and from the high-speed computa-
tional elements, and (2) how to store and buffer I/0 and partial result
data effectively,

The approach taken to data routing in the proposed special purpose
processor is to use multiple parallel data buses to avoid the common
problem of bus-limited data transfers, Such an approach has the potential
for achieving 100% computational efficiency by supplying data continuously
to the arithmetic computational elements,

The problem of special purpose processor data storage can be met with
high-speed, distributed memory capable of accepting data in parallel from
multiple buses, An important advantage of distributed memory, in addition
to having multiple I/0 ports available to accommodate pipelined data, is
the ability to do data steering (switching) by clever memory addressing
techniques, If the special purpose processor arithmetic unit is envisdaned
as a miniswitching system, the data storage elements can be used in much
the same way as in large electronic switching systems such as the Bell
System's Electronic Switching Systems (ESS) machine.,

The final important concept to be discussed briefly in addition to
arithmetic, data-bus, I/0, and memory is that of special purpose proces-
sor control, To achieve maximum flexibility and to guarantee that the
resulting structure will compute the FIR, IIR, FFT, and other signal
processing algorithms efficiently, it is proposed that the basic control
be microprogrammable, In a signal processing structure such as that
proposed here, the microprogram object code may be thought of as data
switch enables/disables, Thus, the data steering function is controlled
by the processor microprogram, The microp -ogram itself can reside either
in Read-Only-Memory (ROM), assuming that all processing algorithms to be
executed are known a priori or it can reside in Random Access Memory
(RAM) which can be loaded by a more intelligent machine such as a micro-
processor or minicomputer,

The union of all the ideas briefly outlined in the preceding
paragraphs have been incorporated in a proposed radar signal processing
structure which is illustrated in Figure 4, It is proposed that the
special purpose arithmetic unit be constructed of computational and
memory components which will permit a 200-nsec pipelined throughput.
Under the assumption that such a processor can be constructed, the
resulting FIR, IIR, and FFT data throughput rates as a function of filter
order and FFT transform length can be determined,

13
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Ill. BASELINE PROCESSING REQUIREMENTS

The baseline processing requirements for this study are pro-
vided by the Advanced Sensors Directorate's Quiet Radar, This is a
phase-coded continuous wave (CW) radar with the following characteristics;

a) Code shift rate = 5 MHz,

b) Code length = 63 bits,

c) Antenna dwell time = 2 msec,

d) Number of Code Periods per dwell = 150,
e) Doppler Coverage = + 25 kHz,

f) Number of Doppler lines = 100,

A number of specific Quiet Radar processor configuration alternatives
have been carefully considered by the US Army Missile Research and
Development Command (MIRADCOM) and therefore will not be iterated here,
The important parameters to note are the code shift rate (5 MHz), the
antenna dwell time (2 msec) and the Doppler cutoff frequency (25 kHz),

Based upon a processing interval of 2 msec and 63 range cells/dwell,
the per range cell computation interval is 31,7 usec complex or 15,8
pusec per real channel, This computation interval may be compared to the
times required to compute various orders of FIR, IIR, and FFT transform
lengths discussed in the following sections,

IV. REQUIREMENTS VERSUS SIGNAL PROCESSOR
ARCHITECTURE TRADEOFFS

With the Quiet Radar processing requirements as a reference
point, the signal processor architectures described earlier may be con-
sidered, The following sections discuss single processors, multiproces-
sors, and the task-allocated signal processor approaches,

& Single Processors

The single microprocessors considered in this study were
the 8-bit MOS, 4-bit-slice bipolar, and 8-bit-slice CMOS/SOS devices,
To determine their suitability for computing the signal processing algo-
ithms discussed earlier, i,e., the FIR filter, IIR filter, and FFT, these
algorithms were either encoded and implemented to provide benchmark
timing requirements or, where possible, were taken from the literature,

The Intel 8080A, which has become an industry standard 8-bit micro-
processor was chosen to provide a baseline upon which the other approaches
may be compared, This is a reasonable choice because many versions of
the 8080A exist in the form of high-speed bipolar emulators as well as
software upward compatible, higher speed devices such as the Z-80
microprocessor,

15




Figure 5 depicts the 8080A baseline throughput capability for three
possible configurations, These configurations are as follows:

1) 8080A with software multiply,
2) 8080A with the AMD AM9511 arithmetic processor chip,

3) 8080A with a high-speed peripheral multiplier such as the TRW
single chip devices,

As could be anticipated, the 8080A with software multiply only is by

far the slowest configurations, For example, this configuration requires
approximately 10 msec to compute a l6-weight FIR filter, The details

of the 8080A configuration and the software used establish this benchmark
are given in Appendices A and B of this report,

Figure 5 shows that a half-order magnitude speed-up can be achieved
using the 8080A augmented with the AMD arithmetic unit (AM9511). The
configuration used is described in detail in Appendix A.

The third 8080A configuration considered was the 8080A coupled with a
high-speed multiplier, This configuration results in a throughput
increase which is close to an order of magnitude faster than the 8080A
with software multiply, It is significant that the increase in through-
put achieved by the 8080A with the high-speed multiplier relative to the
8080A with the AMD device is not as great as expected, The fundamental
reason for this is that as the peripheral devices become faster, the
basic throughput limitation becomes I/0 bound, This is true in the 8080A
case even with memory mapped I/0,

It should be pointed out that faster versions of the 8080A would
shift these curves down in a corresponding manner, Additional speed-up
could also be achieved with an expander instruction set such as that
available with the Z-80, However, as seen later in this discussion, the
overall throughput increase would not be consequential relative to most
coherent radar processing requirements,

Two additional single processor architectures were considered for
reference, The first of these is the Motorola MOD System which is
basically an 8-bit processor composed of two-slices of the M10800
microprocessor [8], Its performance, assuming the use of Booth's
algorithm to perform the software multiplies is shown in Figure 5,.,*%

It can be observed that for the FIR algorithm, the throughput can be
increased by a factor of 10 over the baseline 8080A using Booth's
algorithm, However, it is important to recall that this increased
throughput is achieved at the expense of the much higher component parts
count required by bit-slice microprocessors as well as more complex
software,

*Balph, Tom, Motorola, Inc,, Phoenix, Arizona, September 1977 (Private

Communication),
16




COMPUTATION TIME (usec)

104

108

R

-
o
-

100

107!

———

8080A W/

SOFTWARE

MULTIPLY

(16 x 16)
BOOTH'S ALG

8080A W/

AM9511

(16 x 16)

8080A W/
*1/ HARDWARE

MULTIPLIER

// (16 x 16)

— — MOTOROLA

MOD SYSTEM

LA lALl

(16 x 16)

— BOOTH'S ALG

M10800

COMMON ELE-

MENT PROC*

| (RAYTHEON)
*100 ns CYCLE

QUIET
RADAR

SPECIAL PUR-
POSE PROCES-
SOR (LSI)

200 ns CYCLE

7/

4 8 12 16 20 24
FIR FILTER WEIGHTS (MOVING WINDOW)

Figure 5, FIR filter throughput,

17




Because the Motorola MOD system is basically an 8-bit processor and
the arithmetic precision of interest here is 16-bits, it is reasonable
to exploit the bit-slice microprocessor technolgoy data width expansion
capability, Raytheon has done this in their "Common Element" approach
processor which is composed of multiple slices of the M10800 4-bit-~slice
microprocessor [9], In addition to the increased throughput achieved by
doing single precision arithmetic, Raytheon has configured their machine
to do single instruction-per~bit multiplies, Inthis case, the multiplies
are 12-bit x 12-bit,) Again, this illustrates the power of micropro-
gramming coupled with fast cycle times achievable with bipolar bit-slice
microprocessors,

In the case of the FIR algorithm, the Common Element processor
achieved nearly three orders of magnitude increase in throughput relative
to the baseline 8080A with software multiply, This is illustrated with
number of filter weights as a parameter in Figure 5,

B, Multiprocessors

An idea of the throughput achievable with arrays of micro-
processors assembled in a multiprocessor configuration can be inferred
from the performance curves of the single processors given in Figure 5,

A simplistic view of this approach is simply to divide the processing time
for a single processor by the number of microprocessors in the assembled
array, This view, while indeed simplistic, does infer something about

an upper bound on multiprocessor throughput performance,

Continuing with this idea, it could be postulated that ten 8080A's
in a properly configured array could achieve the same throughput as a
single Motorola MOD System as seen from Figure 5, Based upon the same
reasoning, two 8080A's with AM9511 arithmetic processors could also
achieve the same throughput as the Motorola MOD System and probably at a
much lower parts count,

Based upon this same reasoning, it can be concluded that an array
of nearly 300 8080A's with software multiply would be required to achieve
the same throughput as a Common Element processor, It can be quickly
seen that the number of slower processors required to achieve nearly the
same processing speed as a single, faster machine rapidly becomes very
high, Consequently, it can be concluded that multiprocessors composed
of low-speed processing elements are not likely to be very efficient
in high data throughput applications,

The following section considers a variation of the multiprocessor

approach, where a mixture of high-speed LSI and intelligent microproces-
sor logic is used to achieve flexible, high-speed processing.
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C. Task=-Allocated Processing

The lower bound on data throughput for purposes of this
study is achieved by the special purpose radar processor described in
Section II,C, Figure 5 illustrates that such a design can potentially
realize data throughput rates which are four to five orders of magnitude
faster in computing the FIR algorithm than the baseline 8080A processor
discussed earlier (Section II,A and Appendices A and B), The fact that
the proposed special purpose processor is approximately two orders of
magnitude faster when computing the FIR algorithm than the M10800 Common
Elements approach proposed by Raytheon is illustrated in Figure 5,
Viewed another way, this says that if 100 Common Element processors are
required to achieve the necessary data throughput, only one special pur-
pose processor can replace all 100 Common Element processors,

The central issue here is obvious tradeoff between processor data
throughput and processor flexibility, However, a great deal of flexi-
bility can be achieved with a special purpose arithmetic unit through
the use of programmable control, The control structure of the processor
shown in Figure 4 essentially performs a data routing role, Thus, by
making these operations microprogrammable, the special purpose unit can
be made to perform a large number of different algorithms and thereby
overcome processor flexibility limitations, It is proposed that
additional work be undertaken to define specifically the nature of this
control structure, One possibility which should be studied further is the
incorporation of a microprocessor to perform such control functions,

A second potential application for a microprocessor in a task-
allocated structure is as a post-processor, That is, after the high-
speed algorithm processing has been accomplished by the special purpose
LSI (i.,e,, the multipliers, adders, high-speed memory, etc,) more
sophisticated, but lower throughput, processing is usually required,

For example, Constant False Alarm Rate (CFAR) processing with associated
thresholding and clutter map generation may be accomplished in a
moderate-speed microprocessor. This area is also identified as one
where additional work is needed,

Figure 6 represents the same benchmark approach to processor
comparison illustrated in Figure 5 except that Figure 6 is for the TIR
algorithm, The two figures are similar, but results are given for
different filter orders, A comparison of the FIR and IIR algorithms
shows that the basic memoryaccess required for each is first-in, first-
out (FIFO), In addition, it has already been shown that the computational
elements themselves are similar (Figures 1 through 3), Therefore, it
is reasonable for the benchmark throughput results to be similar,
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The most computationally demanding coherenc radar processing
algorithm is the band-pass Doppler filtering often accomplished using
the FFT algorithm, Figure 7 presents the results obtained using the
signal processor configurations described earlier, The length transforms
considered were from 8 to 256 points, Earlier work has shown that
realistic transform lengths for the Quiet Radar are from 64 to 256 points,*

It can be observed from Figure 7 that for a 128-point transform,
for example, the special purpose processor is nearly four orders of
magnitude faster than the baseline 8080A processor with software multiply,
As in the case of the FIR and IIR algorithms, the bit-slice processors
fall between these bounds, One additional interesting FFT benchmark
shown in Figure 7 is the RCA 8-bit~-slice ATMAC processor with SFU [18],

The throughput achieved with the RCA device is comparable to that
achieved with the Raytheon Common Element approach in the case of the
FFT algorithm, However, this throughput is achieved with a lower parts
count because the ATMAC represents a higher level of circuit integration
(i.e., 8-bit-slice versus 4-bit-slice), Details of this processor are
given in References 6 and 10,

V. RECOMMENDATIONS AND CONCLUSIONS

The general problem of realizing a flexible, high throughput
signal processor for cohereut radar applications has been considered.
The approach taken in this study has been to investigate various micro-
processor configurations and to evaluate their capabilities through the
use of benchmark radar signal processing algorithms, As a baseline con-
figuration, the popular 8080A microprocessor was chosen, Various con-
figurations of the 8080A with software multiply only and versions of
the 8080A augmented with special peripheral arithmetic hardware were
considered. The signal processing algorithms of interest were programmed
on these machines and their throughputcapabilities determined. Both the
AMD AM9511 arithmetic processor and a high-speed peripheral multiplier
were used to augment the basic 8080A.

The ability of bit-slice microprocessors to process the benchmark
coherent radar algorithms was evaluated as a part of this study, The
particular 4-bit microprocessor considered was the faster cycle time
device currently commercially available, namely, the Motorola M10800,
The two configurations evaluated and compared to the baseline 8080A
processor were the Motorola MOD System and the Raytheon Common Element :
processor, Where data were available, the RCA 8-bit ATMAC processor was 7
also considered,

*Burlage, Don, US Army Missile Research and Development Command, Redstone
Arsenal, Alabama, September 1977 (Private Communicatiom),
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Finally, a high=speed arithmetic unit comprised of special purpose
LST circuitry was configured and its throughput capabilities evaluated,
The vatfonal basis for this design was the similarity of the coherent
radar signal processing algorithms of interest, The throughput perform-
ance of the single processors, multiprocessors, and tagk-allocated pro=-
cessors were consfdered with filter order and transform length as
parameters,

The major conclusion of this study is that a carefully configured
combination of high=speed, special purpose LSI ccupled with distributed
intelligence in the form of microprocessors can effectively meet the
throughput and flexibility requirements of coherent radars, More
specifically, it has been determined that such an embodiment can meet
the processing needs of the Quiet Radar, It {s therefore recommended
that additional work be undertaken to answer remaining performance
questions and that following this effort, such a processor be constructed
and interfaced with the Quiet Radar,
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The equation solved by the FIR class of digital filters is

= z hk xn-k (A-1)

where hk are the filter coefficients and x are the samples, From this

expression, it is seen that two tables are required: one for storing the
coefficients hk’ and one for storing xn K The table for the coefficients
could be ROM or RAM; however, the table for Xk is RAM and as will be
shown later, preferably a K level circulating FIFO, If RAM is used, then
this FIFO is implemented by software,

The coefficients are stored as 1l6-bit two-complement numbers, The
samples are 8-bit two-complement numbers, Hence, the need for a 16- by
8-bit multiplier, This multiplier will be implemented presently by
software,

The algorithm necessary for the computation of . is straightforward,

A flowchart is given in Figure A-1l, The software multiply algorithm
chosen for implementation in the 8080A processor is the well-known
Booth's algorithm, While more efficient mechanizations may be known,
this algorithm is representative., The following discussion briefly
describes Booth's multiplication procedure,

In two-complement form, X can be represented as

n-1

m
X = -2n + 2 Xm
n jz

m=0

and Y can be represented as

m-1
Y= -2y + 2 ?.jyj
§=0
or
m-1
Y= (y, 1"Y)2 + z 2'1(yj_1 U5 PLL B
3=0
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START

>

SET UP INITIAL CONDITIONS
X(N)=0FORN<O

FIR1 -

SUM + 0 (HL +0)
C+KTHUSK=K-C

GET A SAMPLE X

PUT IN ACC, REG A
PUT IN F1FO.
DUMP X, 1

Y

A <X,k

i

| STACK « HL ]

LwﬁH

HL < A x DE (X, hy)

N

DE « STACK
INTERMEDIATE SUM

r

HL < HL + DE (2 + X hy)

T
; C«<C1
f ACTUALLY k= K-C

NO

Figure A-1, FIR filter algorithm flow chart,
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then,

mm m-1 n-1
n J m fe
= - - 2 - - -
Mo Gy "X, ", 22 Fyey = Ty - 3y, ") jz 2t
=0 k=0
-1 n-1
jok 3
v ) -t
3=0 k=0

Therefore, to multiply X by Y,

1) 1f yj-l

accumulator is negative; a 1 must be shifted into the most
significant bit),

2) If yj_1

= Yy the accumulator is shifted right (not if the

1l and y = 0, the X is added to the accumulator,
3

3) 1f yj_1 = 0 and yj-l’ then X is subtracted from the accumulator.

An Intel 8080 assembly language routine was written to implement
the algorithm depicted in Figure A~2, 1In one routine, called MULT, x is
stored in the register pair DE and y is in the 8-bit accumulator, A,

The 16-bit accumulator is the register pair HL where the result is
obtained. After the multiplication process, yj-l is saved in the carry

bit. Therefore, multiple byte multiplication is possible, The routine,
MULT 16, multiplies the 16-bit two-complement numbers in DE and BC and
forms the result in HL, That is,

HL«< DE x BC.

The seven least significant bytes of the results are truncated
using MULT. Therefore, the actual result of the multiplication is

xy = HL X 27 = HL x 128 .,
The routine was tested and the following results were obtained:

x = CPPP Hex - 4PPP Hex = -1638410
y = 55 Hex = + 85,

HL = D58fQH = -2A80H; HL x 128 = -1392640
Check: 85 x (~16384) = ~1392640
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START

\

HL (16 BIT ACC) — 0000

A (8-BIT ACC) —y
DE (16-BIT REGIAT

ENTRY FOR
MULTIPLE BYTE
MULTIPLICATION

NO

Y_1=0

CLEAR AWAY

L c=8

HL+HL +X

I

SHIFT 16-BIT
ACC HL, TO THE
RIGHT

c-C-1

Figure A-2,

| TSN

Multiplication algorithm (16 x 18),
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The preceding multiplication required 500 .sec

x = COOOH = -4000H = -16384
y = AAH = -56H = -86

Xy = (-86 (-16384) = 1409024

HL = 2BOOH

HL x 80H = (2B00)H *(80)H = 1409024 (Check)

To accomplish the data manipulations required by FIR filters, it
is convenient to define an FIFO memory file, The FIFO routine accepts
a sample from the accumulator and stores it at the top of a table shifting
all samples in the table one location down, The last sample into the
table when FIFO is called is dumped into a garbage collecting location,
The operation of the FIFQ is 1illustrated in the Figure A-3,

X ~ A
ACC —>| n+1 < TOP FF —1 ra
X, < TOP FF ? X1 | A
X, X, ;?’A
—
f Xn-1 A
L] K * 1
. .
1]
BOTTOM 5| X, _, Xn—K+1 A
OF FIFO * X ’—/>
n

Figure A-3, FIFO operation,

The operation is best understood by referring to the source listing
given in Appendix B, It is sufficient to say that to move each sample to
the next lower position, it is first moved from memory into the accumu-
lator and from there it is moved to the next location. There are two

pointers HL and DE, HL points to the sample and DE points to the next
location,

The IIR filter may be described by :

z z
g Z 8 xm-k o Z bk yn-k ek
k=0 k=1

where ak and bk are coefficients and X are samples,
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To evaluate the preceding expression, it is expanded as

L 9 xn + a, Xn_1 + a, Xn_z - b, ¥y 7 b2 yn__2 (A=-3)

where a s al, ay, bl’ and b2 are stored in ROM or RAM as 1l6-bit two~

complement numbers, The results y, are also 16-bit numbers. x, are

8-bit two-complement numbers, It is seen that both 16- by 16-bit and
16- by 8~bit multiplication is required. Also, care must be taken when
adding the elements., Scaling must be taken into account because the

results of 16-

by 8-bit and 16~ by l6-bit multiplications are added.

It is assumed that the coefficients are scaled such that the elements
can be directly summed,

To store X

XN2 are used,

to XNl and XN1

sample x is
n=3

a1’ and xn_2

When a new sample is given, then the sample in XN@ moves
to XN2 while the new sample is stored in XN@. The third
dumped, The IIR routine evaluates the expression according

n? X three locations called XNP, XN1, and

to the flowchart given in Figure A-4,

On entry to the IIR after initialization by calling IIR1l, BC must
contain Yp-2 and HL, Y1 This condition is true when the IIR routine

returns to the

calling program, Therefore, care must be taken not to

destroy these registers,

1. PROCE

SSING TIME

The processing time of each routine is given in terms of clock

cycles. For the Intel 8080A standard package, a typical clock cycle is
500 nsec. (K =K' + 1) where K' = order of filter.

Routine

MULT
FIFO
FIRD
FIR1
IIRP

IIR1
FIR W/AMD 9511
W/0 DMA

Clock Cycles
MIN = 928 MAX = 1143
88 + 42 K
171 + 195 K + MULT X K where MULT 114§
150 + 170 K + MULT X K

502 + 2 X MULT 16 + 3 X MULT where MULT 16 =~ 2300,
MULT ~ 1149

427 + 2 X MULT 16 + 3 x MULT
171 + 388 K
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@Erans)

DE « STACK
INITIALIZE HL < HL + DE
NNy ¥q.ty=0 OR HL “aghy g + 21 Py
GET A SAMPLE DE « STACK
XNO < n HL < HL + DE OR
XN1 « L HL « N, 2 +taqn. 4 + agn,
XN2 « ﬂn_z '
DE « STACK
HL<byy, 2 HL < HL + DE OR
STACK « HL HL a0y 2 +agn,q +agn,
=b4¥p.1 —b3¥p2
OR e HL
HL « b1 Y“_«‘
DE « STACK
(RETURN)
HL <« HL + DE

OR
HL<by vy q+bav,2

HL < -HL
STACK +HL

Y

HL *np "

STACK <« HL
HL “'.1 l‘n_1
STACK <« HL
HL “agn. o

Figure A-4, IIR filter algorithm,
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Routine Clock Cycles
AM9511 requires 92 clk cycle multiply

FIR W/AMD 9511 + 101 cycles load
W/DMA 400 + 345 K + FIFO
IIR W/AMD9511 1238 cycles
W/0 DMA (Total)

2, FIR, IIR FILTER TIMING

The following are the times in cycles required to process each sample

t
for K i order FIR and IIR filters,
a, FIR Filter
T = 55 + FIFO + (135 + MULT) K (A=4)

where FIFO is a software first-in first-out routine, (FIFO = 88 + 42K).
MULT is the multiplication time, The 8-bit by 16=bit multiplication time
depends on whether it is implemented in software or hardware, The follow-
ing table gives the multiplication time in cycles for the configuration
listed,

Configuration MULT Cycles
Software 8- by 16-bit 1140 average
Memory mapped hardware with 58

hardware multiplication of
(11 cycles or 5,5 pusec)

9511 APU Memory mapped=-no 172
interrupt

b, IIR Filter
T = 82 + [761 + 5% MULT 16] (A=5)

where MULT 16 is a 16~ by 16-bit multiplication

Configuration Cycles
Software (16~ X 16-bit) 2300
Hardware memory mapped 58
APU memory mapped-no interrupt 172
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3 16= x 16-Bit Multiplication Hardware Multiplication Alternatives

The purpose of this discussion is to outline briefly the
hardware requirements of a memory mapped 16-x 16-bit hardware multiplication
scheme, In addition, the advantages of memory mapped versus isolated
I/0 are explained by comparing the software necessary for moving data
to and from the multiplication unit for each configuration, Hence, the
software required for the operation HL = HL*BC for each configuration are
examined first,

d a, Isolated I/0

An isolated I/0 configuration is considered where data
are sent to and received from an I/0 device through the accumulator,
Figure A-5 shows a block diagram of a 16~ by 16-bit hardware multipli-
cation unit, The I/O ports XL, XH, YK, and YH can be either isolated
I/0 ports or memory locations (memory mapped I/0), The necessary soft=-
ware and the corrsponding cycles per instruction required to perform
the operation HL ¢« HL*BC are given in Figure A-5,

Cycles/Instruction

5 MOV A,C

e

10 OUT XL s XL =€

5 MoV A,B ;

10 OUT XH H

5 MOV A,L s XL = B

10 OUT YL H

5 MOV AH ; YL =L

10 ouT YH %

10 IN YL ; Yo = H

5 MOV L,A 3 Y =Y* + HL *BC
10 IN YH ; HL = Y

HL = HL*BC

: 5 MOV H,A

In the preceding routine, XL is the address of the lower 8-bit latch
of X and XH is the address of the higher 8=-bit latch of X, The same
applies to Y2 and YH. Assuming that the hardware multiplier has a
multiplication time of less than eight cycles (this is the time in cycles,
between which YH is loaded with H by the instruction OUT YH and when YL

must be put on the data bus during the instruction IN YL), the program
requires 90 cycles of executior. In the light of the preceding discus-
sion, memory mapped I/0 is examined next.
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b. Memory Mapped 1/0

In this case XL, XH, YL, and YH are actually locations in
memory. In storing data to and from these locations, they are treated
as memory locations, Before the software necessary for performing
HL = HL*BC is presented, a comment should be made about the addresses
XL, XH, YL, and YH, The 8080 microcomputer has convenient instructions
for 16-bit data transfer between memory and the H and L register pair,
These instructions are '"SHLD address'" and "LHLD address,'" Using the
LHLD (Load Hand L Direct) instruction, the location pointed to by
"address" is loaded into the "L'" register. The location in memory
pointed to by "address + 1" is loaded into Register H, Hence, XH must
equal XL + 1, Also, YH = YL + 1,

In the following routine, X = XL and Y = YL, The routine performs
the operation HL « HL*BC.

Cycles Code
16 SHLD X ; X = HL
MOV L,C ; HL = BC
MOV H,B ; Y =HL
16 SHLD Y ; Y = Y*X = HL*BC
16 LHLD s ; HL = HL*BC
58

The time between when Y is loaded with the contents of HL (when multipli-
cation starts) and when YL must be present on the data bus, during LHLD

Y, is 11 cycles, The multiplication unit can also have a multiplication
time of up to 5,5 psec.

Isolated and memory mapped I/0 are compared in the following table,
The advantages of memory mapped I/0 are obvious:

OPERATION: HL = HL*BC

Software Time¥* Hardware Multiplication
Configuration in Cycles Time in Cycles
Isolated 1/0 90 8
Memory Mapped 58 11

*Software time is the total execution time of the routine,
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¢, Hardware Implementation for Memory Mapped I/0

Figure A-6 presents a basic circuit necessary for storing
the contents of the H and L registers into the latches (or shift registers)
XL and XH using the "SALD X" instruction. The address X is actually

the address of XL and X + 1 is the address of XH. For complete grouping

of the hardware requirements of output and input operations, reference
is made to pages 3-8 and 3-9 of the INTEL 8080 Microcomputer Users
Manual for information of memory mapped I/0, and to pages 2-16 and 2-17
for a complete description of the cycles necessary for the execution of
the SHLD and LHLD instructions.

Figure A-7 shows the circuit for input and output to locations
YL and Yu. In these circuits, the address X is defined as Al5 = 1,

A7 =1, Ap = . The rest of the address bits are "don't cares" for XH‘=X

+ 1; Al15 =1, A7 =1, and AP = 1.

The address of Y is defined as Al = 1, A7 = @, A® = @, The

remaining address lines are "don't cares' (assuming that no other memory
mapped I/0 devices are present).

4, MEMORY MAPPED VERSUS ISOLATED I/0 MULTIPLICATION USING THE
Am 9511 APU

a. Introduction
The following is a comparison between memory mapped versus

isolated I/0 configurations of the AM 9511 APU in performing the following
operations:

1) Two~-complement 8- by 16-bit multiplication, That is,
HL = DE*A.

) Two-complement 16- by 16-bit multiplication. That
is, HL = HL¥BC.

b. Hardware Configuration:
Figure A-8 shows the hardware configuration of a memory
mapped APU unit, Figure A-9 shows the configuration for an isolated I/0
configuration,

¢, Memory Mapped I/0 Software, Operation HL = B * HL

The 8-bit two-complement number in A is multiplied by the
16-bit two-complement number in HL. The result is placed in HL.
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SYSTEM o— —
CONTROL
(8228) e =
V ) 1/OR (MM)
>~ nor _ ﬂ
USED
i 1/OW (MM)
SRR S
Al5
A7
Ad
e
gl :
XL
2
a : LATCH/
SR
E &
F
-
g Y
XH
:> LATCH/ TO MULTIPLIER
SR

AN

Figure A-6, Memory mapped hardware configuration for latching
H and L from the data bus into the XL and XH latches.
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1/OR (MM)

1/OW (MM)

MECT

~d l
= c

YH

PORT

DATA BUS

ADDRESS

YL

¥ >
(K e
i

YH

INPUT START MULTIPLICATION
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Figure A-7, Hardware configuration for latching H and L and load-
ing YH and YL into H and L using the instructions SHLD Y, LHLD Y,
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Figure A-9, 1Isolated I/0 APU,
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Cycles

—
o

B x)osl KA sl AR sl s s e P

Total number of cycles =

MULT) .
method No. 1

d.

(96)

LXI D, APUAD
XCHG

MOV M, E
MOV M,D

MOV M,B

MVI M,0

INX H

MVI M, SMUL
DCX H

MOV E,M
MOV D,M
XCHG

This method has less code and also is 5 cycles faster than
. APUAD, the address that sets CID low, and APUCM, the
address that sets CID high, cannot be consecutive.

169 (77 program, 92 MULT).
is put in the address bus, total number of cycles =

; LOAD DE WITH APU ADDRESSES
; DE HL or HL = APUAD

; TOS = DE
; TOS = B, NOX = DE

; POINT TO COMMAND ADDRESS
; STORE MULTIPLY COMMAND

; POINT BACK TO DATA ADDRESS
; DE = DE*B

]

.
bl

; HL = HL*B

When APUAD + 1
164 (72 program, 92

Isolated I/0 Software Operation HL = HL*B

Cycles

5
10
4
10
5
10
)
10
10
5
10
5

(92)

MOVE A,B
OUT APUAT
XRA A

OUT APUDAT
MOV A,L
OUT APUDAT

MVI A, SMUL

OUT 'APUCM
IN APUDAT
MOV H,A
IN APUDAT
MOV L,A

; MOVE B into A

|
; Clear A j
|
; TOS = HL, NOS = B (16-bit) |

; MOVE MULT COMMAND INTO A

; SEND IT TO APU, CID = HIGH ‘
; MOVE TOS TO HL
; REGISTERS C/D = LOW |

. |
’ |

; HL = HL*B

Total number of cycles = 190 (106 program, 92 MULT).
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Operation HL = HL*BC

The software is the same as for Operation HL = HL*B except that
"XRA A" which was used to clear the accumulator is replaced by 'MOV A,C"
so that TOS = BC, Hence, onecycle is added to the previous program,
Thus, for HL = HL*BC, total cycle time equals 199 (107 program, 92
MULT), The CID line must go high indicating that the data on the data
bus are a command (multiplication in this case)., When APUAD is put
on the address bus, CID must be low,

Operation HL = HL*BC

The two-complement 16-bit numbers in HL and BC are multiplied. The
result is placed in HL in the Memory Mapped Configuration.

Cycles Method No, 1

10 ILXI D, APUAD ; LOAD DE WITH APU ADDRESS
4 XCHG ; DE HL

7 MOV M,E ; MOVE DE (OLD HL) INTO APU
7 MOV M,D ; STACK

7 MOV M,C ; MOVE BC INTO APU STACK

7 MOV M,B ; BC = TOS, DE = NOX

5 INX H ; CID = HIGH

7 MVI M,SMUL ; SEND MULTIPLICATION COMMAND
5 DCX H ; CID = LOW

7 MOV E,M :

7 MOV D,M 5

4 XCHG ;3 DE HL or HL = HL*BC

Total Number of Cycles = 169 (77 program, 92 MULT).

Cycles Method No. 2

10 LXI SP,APUDAT ; LOAD STACK POINTER WITH
11 PUSH H -3 APU DATA ADDRESS

11 PUSH B ; HL = TOS

2 MVI A,SMUL ; BC = TOS, HL = NOS

13 STA APUCM ; TOS = NOS*TOS = HL*BC
10 POP H ; HL = TOS REVERSED

MOV A,L ; L H
5 MOV L,H H
5 MOV H,A ; HL = HL*BC
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4,  SUMMARY

The results obtained for each operation using memory mapped
1/0, or isolated I/0 are tabulated with the cycle time and necessary
memory storage for each method, as follows:

No. of
Bytes Storage
Operation Configuration Required Cycles
HL = HL*B Memory Mapped, 16 169
Method No. 1
HL = HL*B Memory Mapped, 16 170
Method No. 2
HL = HL*B Isolated 1/0 22 198
HL = HL*BC Memory Mapped, 15 169
Method No. 1
HL = HL*BC Memory Mapped, 14 164
| Method No. 2
1 HL = HL*BC  Isolated I/0 22 199

Because it takes 11 + 10 = 21 (RST + RET) cycles just to service
an interrupt without performing any operation, using the multiplication
feature of the APV with 92 cycles execution time with an interrupt is
unreasonable,
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Appendix B. 8080A MICROPROCESSOR BENCHMARK PROGRAM LISTINGS
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FIR DIGITAL FILTER
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. GBTA HE FIR F
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LA 03834 :

e So e Sone v hoe wo
PR L N R
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L} Edd
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. o - N o
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7
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45%; ity 1 AV bl
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QR 03204
| PR HE PAGE 4H €L§&E COTFF, ARE STORED
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" OFF13H
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oW OFF 744
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20 il L
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49




*

-
x*
\BLE_POINTER _

ER IN YTABL IN MEM,

(N)

"

I.BC_AND DE__

L.

0PY

RARARARARRANARARARF AR RRRANRARCARAANARNARARA

~
&

T T AL
FE. 1L Tt R

R AR RAR R AR AR AR R AN R RARANARR R AN RR R AR AR R AR AR

e

ARARRARANANARRAIAARNARRANARARRA AR RN AR N AR

MUuLTie: MUV

MENT NY
ﬂfﬂRCSU
D 1IG

R

I

v e d ah i i e
2 C

U

-F.

Ayl
MuLte

: ;HI? ROUTINE MULTIPILIES TWO 16=R]T
W
* AN
-
CaA
HU%L
Ca
SEF-

L]
~
L
]

o

AR AR AR R R AR AN ANRARA A ARA RN R AR AR AN
caLlL

-

X Hx &y

*n ou Pu Thon o Saoy

FE«.

IN REG, 9

£ 2' act eurs
ACC*VE

02 J~ xTw
OTOIXWWET. —
a Jw x+-+~u'n
1 X=DNT— UM oAl e N
OT =N T X I IT rwa X Ui
=, AT Ch-W ATV
TENT |TUXXAT T ZTu = AT O~
TZ NTOXY AXWLCY = u-ZXICT— OF
1 O uu AN
AT U Z-aw OO
WA= O~ NZOTT = OT+—Z
] [ =

UNMTIL END QF FIFQ

T I=xY Ml <

50

‘ =7 Dxxw

277 Wl - DD DI DX

=D > N

s qWOIAX>> NCOACDW 47 ITha—

UC TL'OCXONo Kt 10T 0 TarTe
-

oe ra sneqrnourany

IR| FOR Sl
s
QUTPUT

F

4

AV
IR
MUV

ZERO:




IIR DIGITAL FILTER

51




b
|
|
] | M 1 a
{ ~ -
| % T D=
 » vt o
. { { Zz — 2 “w
AR ERE R R R R R R R R R P R I T ey P P R R R L O D  «ssaxsee>n = a
L ) | ] = 8 | Q@ _ | . - D w — a
« . L] 1IoTewa - = ¢ x « U ~ xx - o
« wua i w - ZuxCxIX W - W X | 42 W - F 4 av o - -
« Ca | “ o] ~mxad v «x~X Z | - e - w - < - o -
| O -~ | w w eCxxaQ 2 | IO > «®— 2 . > o> Ccr 7] Iwx
. ez N C Wu2Z WweZzZzz W 2 r-at | - +8Z - Z a - - x2
s DO 'l ONZWE LU e I AW JZO = Z <« e O X w0 2w - X Ouax
« 2uLu Z a 0O 3J€T» WuwZ - NZXxTwZOVU C A « D b = > - -
3 « C W s o ZwO OrWIaIZZO WU X - sQ o . . « - w a z>n
« Qwn > W QI U0 =T2 Z X w - £ .sou U N o z 2 C —wIx
# WL s & FOWOWHUY | CC D WeO s~ <« W s ey T Z o — a xT
* Wr-ad® Y <« N WAZY Wt Owr . XONTT o O Cwmd J T - o> o ——
« @ £ o | - WO~ T —TUr~Q ~Zx=-~IZD T 0 er-rua —c -~ ac b= Des &
- e ) - ZHNACZOxt w [ 'S B . X -~ EZ 1= ZrrX — z D D
S Wme=R ~ A W e ~gnunc i N> v | 2 —2uZ 1o = - CZ<Xx
& XZT I3 - H —Ju A=0ZD-T ZZO weuk 00 Z W +O—— Dux z O Z ~AZ— 2
€« =ezd 0 - ORI A~aZ+ IO T 1w Chrd w o« 4AxXZ ~OM | ~C —_ - N> >
. XTOQ Z e T Zara X QUOUXND) =T 2 = * w oz - > I > j= | ..
® % sl wr W s-Cuw O+-< = Cwz=C cOJ Poer w LU . T a a 2I?m -
o Exbe - ol -“w oL [ D> A AUNAL W e | WX 4 JNU X ZTOO0 —_ > x - C~X
£ TOLVW ¢ - wCac aovix N = 2CCT ~Z O+ * D o 2 N axx wa o >TCa—2
€« CAWT - oy CTwWZeaD— TWZUld €12a9~2—~ DOW e<Du O=«<x (e - s0 — -0 >
' « >V o « O-FFXC U W T2 L 4 —-wX e _u  Z+wWwo Z - az2 o C 252
. = ' .~ —OD —IAD>=Z D I DU 2 A —UTH— ~ >rs Toa X b )
= $ N IO A m e ZOAEOWAR> - WX O W UNWZ [T £>>0 TWIZ >> x Ne— | ww  Z>Z
- f WIOW N AV T INOETI X daY O ST~ Dz €>X O DN < - B - i
.U ® (==stis § kx OX whear s O <eDTH>2 8 e « o '@ Z w IC TX Zx g
- r €« wed Z oy | wwna VAWD —LJ | J W swWOW (LW ~ WD e | eI S s
v ¢ D0 J v 4o NI we - WIS~ VaX s |(u Z2Z20 ANCN aNnnZ oW —— W Oawz<aid o~
® (O 2 X X A CIQ AW I~ IZZNQADI>TN oW Bt | e a9 XY +Z  a>O~ 29 v
« U U & D ex OIC0 J am> o2 EIX0 —w >0 l~g X <3 W dw © XA>UCwC
1 ®« X223 N ez DZ s A~ A ZULFIN wmfl@ZIU I taua [ Zav > | JIX (e>N | Z>
- € ALT A @« w OCH Wl [ F-AU~ O AUIO 3T > U - & e | o » T Sw | o x 0
i « U= ¢ R O e <1 | ziAa L0 Lt R t-a - |~y b Ox | T—0ca W
= 2 ~ AZ wdw s ~C> _IZanc Wt e OGN nCom Aot o | Han - o U NGt <€<at
: bl Bt - W o | SO X DD D coa>>r-ea -0 €202 | e c A% <Z | D> 0C2
- ‘ . < ' X Zwacrnz LR ~ EONw. x ——— | T e —— (=] Qe [ TTXU 0 =
¥ s ladx v =z @< X<i0%w MRC SO AT I ¢ O < >3 H v
¢ O M v ey ZREFZrelI<OSCWWTLC (O (S o= L5 & vemonthon tnom wa P e e e e e b
. € |Saz | x a Uﬁ (fW.TCE.&DSH ZmAD w x> | |
~ « (XX o« I s> >U TA X - emn : - - TN a ¢ { |
o W e Q —BX s =} x ~xZZIT Ul P B o © {
. . SO « U Gy Z WO Z i az C la - - w @ x| |
= « O+ WD e O 2 Wi o T —ur oz I = -] = led =N -
5 s | ZD- ~ [l o) il —ESHEWU>RNT 4D »xa xQ — a |4 x |«<a £ & (& &
¢ o j = z —Z E)%lIA ST P> - o ~ 7o~ > | W | > zZ T2 2
¢ Faw | v S0 IF w2 (ST xgI<e - IXT < %) > ez % _1x VNYJXHX
« | Swr x £ U O w Zouv —OANN Juld w
« |0 w .« - «AZ I XN CIuZwW ZXg av« > |
« | Jdxra o wIe o s 0 -3z =} |
3 « O0Ca - - L™ e CZQO | WX o D |w X v
« lu T " el - WXOUSZ ZX v o Dudu uO ol o o oo o
« X o -~ T ON D <Y 38 _r-dqdIr< —_p—t _J > SISO > 0 ur
. we- z ' 24D 0> =HODDUIN [ NDOURY W W XL WL LT > w ZTADOZADT ODTIDTLOT
« [Tvn - O e X <A4qX IO wo Iqxr N X v @ T @I anaravav
W e » - N> PR e e 7 Y e a | ]
c..ota,ott -taha-t seaxderad s drax totLt-. wlasadax ,
| _ “ - o e -
\ | . - > | =
d __ _ _ _ .H _ .H S | w | =
—- 1 ] - |
_’,' ’,:‘ ’l"v",,lﬁ"’c'lr,’ O N L ,’Ll “ 7} ”,’_,lp " \Z
| H | i \
{ | | |
! ! ’~ | | _ _ _ _ { | { [
i

. -




-.-.--.- ‘ao 5;* .i s ey ™ POPY
AVA E*f"\u [ L

s -
‘ * Ernnv MOVES THE COEFFICIENTS FOR THE SECTION TO BE *
] * CALCULATED FRON CFTBL T3 LOCATIONS B2,B1s44s .
v . i g
érnov; LHLD CFPTR  3MOVE CFPTR WHICHM POINTS ru COEFFICIENYS
SPHL $FOR sEcrbpnrgg BE CALCULATED
AD ia 3 EA E LATE HL3MHL*30
fzé zixrz ? INEREHENT H IF CARRY
__uLxx3+——l0¥——_—-A7L—————£——H¥-ue&;e
SHLD CFPTR sMODIFY P?INTER TO POINT TO MEXT SECTION
POP H : Sgcgkgc grnoio INTO Locatxous B2 BI
puB H : ST atﬁéiN%égéig%ﬁ 3 —Ht_‘Ng: = -
SH},0 B1 } 0SED Y0 & ALCULATE ?3 ég Sugi —
PO H ]
qur_\; Lz '
52’0 N ;
Pok H ;
SHD——AY- 1 =
1 * .
1} * N
1] bod TNE FObLOHING EAkCUbAY Slmé?) FOR AN IIR SECTION *
7 t YONYZACAXCNYsALaX(N=T) ¢ A2AX(Na2)=B1#Y(Nal)=B24Y(Nad) =
[ *Y (N=2) , Y(N=U) ;X (N=2) , X(N=1),AND X(N) MUST BE IN [[OCATIONS»
3 AT LRI bt Y Rl e S e Rt S 0 T E TS T S
S +5Y§L2- ,Ao Y(N}—LS-CALCU%LTED AND—PUT— ol g
; “f TRE H AND L REGISTERS, B2s/Bi,rev. ARE DES .
f1rs:® | x1 SR, %3———+—81&GK—PO}NIS—¥U—B?—hHICH—CUNF‘INS—COEF B2—
PUP B 3 BC=82
LHLD YNM2 3 HL=Y(N=2)
CalL MULL6 3 Nkzut-ec, HL=Y (N=2) B2
lcue ; h ==
POP B 3
thE _YNM{ bl H :Y N-l;
A MulL 16 3 HL=Y(N=]1)=B}
XCHG
DAD D ; HLSBl2Y(Na1)eB2nY(N=2
XRA A : CtFAé ACC, i e
S8 b, i k==L TR
gg :,o t CAREFUL NOT TO DESTROY CARRY
§
MQv He A 3 HL==ML
igh' 5 +RESaHi=aB et Nal}aBRaV(N=2)—
LHLD XHM2 ] HL:X(N-Z)
ALL MUL16  jHL=X(N=?)*B2
2aN (Nwd Y=Y (Nwt I # By — —— — o
XCHG 3 DE=HL
POP B 3 BC=A
HLD XNM s HL=X N;t S o ) el
: ML= - - -
269 8 ] 6&:2&.x‘ )0... B1*Y(Nei) !
EHLD XNMO : NL:xSN&eN
DAD D 3 HL=vtni=Auax(N)oll'X(N-l)’...-thV(N-l)-

-

53




|
| | t { '
N Z i | M
" O @ i | , !
- ttté. > 4 Z - : !
(=] O |~ - < i
- - 0| > v a |
0N e - - W i
<o n unNzZz| ~ 0 (3 _ ! |
- Z [ W | - w ' w :
DOD zZ | =8 - - _ | | ! i
w0 - e | x n i ! ;
>N 0O YXue—a| - w — " _ i
xD< a UTXIu|> 2 > ‘ !
_ - 2CW - Zuw | | j
w I - worw 2 Oa |
IOY O Oux «X " AI — :
[ - -ro ~l 0 WO 2
O x EZP.(C [T s 1
- X2 IANIDOW ~ WO
- wsZ| D ZZZNZ _
et ax x o 1XCfe ~OS «
w Wy Z2Zux > Y-
ot 2 ~uCwx ©<Q *Oounx _
« Za! M-I Z0OW «
) I S a It Wz
X Qn s -l* I
d o= a ~&x]
- | o "Dn —aQ, TI\J
- Wi
Li g o ) _NEH..rtE(
HT ] @z EA ~I XX nw>
. ). z <«Q BU YI )
p bt = - b <
{ > m o Zdbzom &
~>0 >0 Q) Z Wi A
- (=] Zxw WOLCX>4Tr =
ZzZ |~ oavw wn | wyx
. < >w U0 | ~Zuwxo-
& n>-02) W2 OFuw—
- o |Wex UWwDnE g x
. ~ |OXTWEITH >T ow
- & -
L ] a0 ta fu raom tu fu Su Pu tudu duta oe
« N
AL~
>
- [+ 4 4
~ - Lol - -
N a b < X (8]
' > = = w
z > IXID>T Pa
A d
Z>
-
—
wo IDITTOIV
< 8 x JxT b JNTH XN
Z |OTATDTIOPTIOVUPLUZ T
~ X ja soad JaXPom
.
‘- ...A‘
n
z
<
x «
- «_ - = ~




R P P Ay

FFT ALGORITHM

55




|
CExssxERERNEER NN R« _,

[ .
i '
| ~ >
EHRExryraeasn TR | l “w <
« | w s | « i o ol -
« | = n _ - w | v a >
- -l i - - I ¥ L] X
- - - X | « @ ! | < (] %) < o
« 1 Az = _ - L 4 | | ! . | 7] W o9 [, N} -
« Z Tuw O« ! - az | = | _ ao | & w - w < - 0
®« | = <T QN i « (=} ! W | | ¢« w an e« - w
« 1w xo * _ > | x | oo j = zZ W o . A b > I
« | 2 b i b xr- I - ! zZx« | =3 * BT X O L X .. > ac A
L3 = (- cu . = - - > N We— C «a C - . SW Zw rw '
« | = O w | 2z = G e | W @- ol > u <3 @ <
« | - <O TO - - | Za | w wo n W Tes e W - una~C za Of Nw
. < we ~<a i « | oa o —0 » > w 0 wz >a VWD ) >z = woe XL - "
« X ' —-a - i - <« w o - o D — cT ZOOV axxo SZOoa Sw= - -5
® ! e wn 1A | - rw - —unc = | g o az Ia A0 FTOUS s Cwaa >0 +—=2Dn >
® QO - ITI= | ® | X | n | @ | ne—x X 0 O ww «dAaxr L MIITr Zw z wen
- w @D =Uv . - - LR §¥ b 1o ] %) < w WwWu>m " a *T IMmaAay X —T0O - 4
- o «<x 14z o * | o O axm w Ol - TS Nnwe ”maQ T Twor 1Z O-» n
« - ZU— N | e @l w - wox _ z Z xxxa = TO L @ A AT cw
« | a x cx2n N b ar x| JIOo > N x 'x ~ O Wl > 22w tLO+L T Ze -
. S e = = 0 14 -« z <) o axul = «Z >>2DuW Wl “M>O0-C woex 2O a
® | LICc— ~Oow ~ ® | e o w0 wan ety — W o o Cuaay - D =z w3
Vl.. « '  cuz «Z0 « . ua | XxT¥? e« = >aw x 3 +~a axx xauwxr X @Yy >UM e <
mtu, _ « 4y T «aC b & .« Zuw Z | Oww 2D W | & = o> Dwlw _An,, e o Xl T
o . wJo =~ X = « |mxT - LXXO O @x a jwx o2 =ITwWo W - Q UDW U aw )
= « | Na~ L sa 9 Lol L | e vu tax | CO sawwat C wWewooa OSTHxXWD | oz
ﬂ«.su -, zu w®n (] € | Dw>- - A —-ul T o U DdDI2wWaxa D -4 U4 Ccadu Muxa |
« | 4 I OoHa « OxXo | = woa1zZr-u v < - XWoOvor ANa O e e
n.itb « &um— < ® |- - —Z | aA>r Qx —a Bl & Qe JEB IZ 20U ZrNZ e | X )
« | r—_p Tdz= s o« ol O| >« ® Wi [ D e suZzanow — A=A 0 cHqwLDWo | O W
£« < 2 <Jo « leuny (] 0 02 w w>0 (] aa  AA —I>T | wai X=T —xaxld O Tula
1 3 - axx< x dee ®« |Z>0n 4o a. ] ol - e =MT ZAVLYIY - ZwWIre quicO VW w2
o « | ourax =»>mn ® (=C®n w =gt D0 «xo Al e 4T T il et =T s  JTOW ™ Nz ©°
& - O— W oJd €« T w ~ i Lt =) 19 DTWOB D QuIrra =xa ZC a Twa «cr-oz I v ey
« | @x<n =34 « u @ — xe<yzTul Ao —T 0w oW b= 0 Ta wontz suz Z e -
t - €D =T uwd« « luOC =) —adw - [t s ZIer] T WoTwan < waCw <Ouww> I~
- CZD = — ® | OO < woOlrox 244D — - WDOAr- QN & ¥ OXFT KN~ T XX o +*
- SuHTCW | « T « — T |wWCex . |2 C @XMMJ X L NA T ATOCuW - o -OoCuYW |
« < =X > ® |na - wohyruu Twadrz e cwui'wow!  n oZuuwec— Affw =) T ool
" « O O - - LW - >SuHO W (Ve oW} S ® W TS >>>a> LL: DO UC—>OMm = nuuw
" - W< o « | z QUITOXT I 201 O [nuuda< TO0X A0~ ODWw wZe=d JT
. « JARLPm * n nAo.uw -t T Ao T.AT T I OUWOL TC—— Uit TN I T K =z IO
- TuwqQa
» « < =X > 7] ® | XU . PTNTTNRY Qe eapea wzZwn u In e o P ra Su q Suta Su e B e tataon on Sa T4 e S Sa td ta sa Sa 54 Su Bu Sa 04 Su B Su B4 Sute Su e
= ad - = Wy RS J
. * o u<oljoc ® |I> ab o = x
* —ay ZagQl & s crr D oc a a
L L (o) =) « |la> d - LY < Wi - L b 3
« La <) Ty « | 13O w CQua — alt uiad Wl wl
« Z <n « 1 Xu e = > = D¢ = 1 < = -S> a > = > >
« - TE fo L L B | - ~ o - o .~ o -~ =) =, LS o [ m -
~ x - 4 - ® ICowT Q o lalS) 4 Tl TN <y @ Wz NHDﬂHLHHDH qre = IowrorgrIo
v -] w |< « =C o - 2 o
« 4 Qo ® e e " .
- SNGXZTZYD ® O~ N §:]
L4 o C« w « | «€Dw CHOW
« | wre x )z « | Jox >x L wAary ATT A - R [ -4
. @) _JuQle— « laxe- — Dax >xx~N @ s s > > | T B+> OO _JarT 4 OG0 3> M
14 w. 3 <u ¥ « |'D > T=% TOZu alt > > 7] D |ZNLADIXCPB DI 1 daD <Ixuq DOZICDZZZZV
- ra ZnUUA< ® |Z2w T ) e Q=0 Tz 2 d & T |95 dawrronoa daaxd aa T rtrd e )
« —x X L =] =t .
. - oo \
IEEE R EIEER EREEE EEEEESER RE I FEN LA R E TR REE (7] oo o
o -— L
w ) mo "
> | > : - m
| = 3 'z T
L R e L T L Y N e o 3 L N ) w I
| | | ]
1




|

L E L B R R E LRI R R TR EREE R

|
{
@ W ' | _ | ! | |
o ! T ! =
[ 4 [ | | —
w ot | =W | | <«
co- > 'z _ _ D
Twoz > - ) : za z
Sng rn e v i z A cz <«
Z2320 | - o — | o<
O _ [ 4. L0178 TS 2 ' e
o n wa Tw z Q -~ won =
wosx | TTZea ! O 3 ~ | w
NITZu | IX - | = o - : cxr o
x> b= =1 Y] | —— c w Zw
W W | TSewxr —— e - ar- -
>TOax (== < ] S n z
w W o3> v A | |22 w - o~ W
xwlZe ww-aeo | 0 DNE X a (L
§ I N - 1w - Q- - - oul oW
=D | axcuwx - Q [ - i = : @y
.o | WU IS w O w e = w - w_ @
- R~ >><4Sw W @ oz | Q= = ) w -z X
£ x T wwun> 3 a o o a | I ~ i “= O
-l - _ x@E~ L = I (¢ -~ | -
fa = 1 tous—~ o = <« zo 2 - o
wel - | =-OIX I « «| - z | w w we ©n
n v Zranse ——_ =) = oN T ~< =3 - h e = |
(LN} con vt ab [N o N < ~ x C
wiunug wuza w na N\~ > ——ad _ - x
i X DujxoCrH > x« | @z < a - -0
r.,L - ‘Az 2L [« =~ w WE [ N == ] ~ el | = _Ire
d 0 | GFé = > | oo 2z c )SNL«V - -
el 0N la o - xn U wo = el u! oD =~ * -
i z T > Dcy - xz Q| e Iz «)=3 el vw o
e - (L} WINIT2Z [ v aqT o W =t At~ Z3 1t
-l <= xCQ—o O < 1o (& L o L B ] a !
J =] ax @ - Zur4u nxnoy P s e
e @ %) wwl - - o] VY SEN QY x>0
& = (=] ) [Sle) AETe o] o @ T Do~ v N\ edr nez g ow !
- - w e > =X « (L) - (g o oCuwax>
"k wuleox OFJwIdxg +— ™) WO + ¢ JZ.... -yl ~ O
L - 2 ce S~JqT7wal o < @ [>re w —n Mo X
e x~— ~ Jual | COA| ~ "0
p— P e Ia <« *n caod al."nfll’,!clo:-l-f oo vaoq o!otul!ﬁ” S JATO0O -~ 3 ”L"-Is
<den iz (I Iw]
Q a2 cozawd
g xdi<T z 1 —_NTRXT
 — z3 = - |z H e
g o 13 (L8 3 @ =~ d e > v —x=>
J z - o < |IDZ TOL J duv < Xl <
§ ¢ u -~ TV T - e — i - - 0 - .flu - >
e = XCJ n | a0 &Inoc - Ldox o) = w
.3 ol aw a
' JujZzax wa
20— 3z "W ¥
OF = - wv o
w k4 x <« U
— > e 3 > « o >0U4A3>a — x| ~-
wIno o> NJT>ayTer>d N e gy ds m i X ~ a<
= (%] ¥ T XY OOXFETY XY™ - 'IﬁJELH
’ ~ulte — i = N 3@
L
yaeElae v ga> . . i x -ktLtQ L.nattinaﬁt
w F=ve edve 0o ae 2]
[+ 4 QC 2 34 > > ¢ 4
- D o o .
— Lo, = o Ju 6 4
SN ’,,lﬁé S'RRRRRQLR e #4900 9% ou 0d o Sa ou Susa 0a ba o"-lL -~
: | \
Y
1

57




s ! ) !
“ { { = { LA R
- . .
_ _ Wl o |
- | _ |
fes . o
] g . >
; | a | >
i [~ o e
@ . Pz | o @
w | = ' woo
- * [ e } ' * 72 {518 ]
< | - U2l R0 §
- c ¢ s \ | wom
w w ol
- — | = ; ! ' Yot
" t ~ ! ACKH—~
w < _ Charod o L
- ~X _ (LY |
—_ja o _ o e
na_umn b4 ow> f Wiet _9—
i - Dw — | S0 i w me x
ey azo- - ! o ] _ | I O
& -0 w . O _ —— - ] D>
).} —<J = _ - | o ; ww x x| Zaax
U3 Tw < | a za o - x oS~
0 -a O ox _ ) -c C > S 1A -Ww | T o
- J — «x | WIXo 2 D | - pr = b LI e
n U XCr<a >k wd | © (S]] w - T [ er ] — ~axia
Q0 D I T —x | = wrx Hew AD lar «
a " u | e o . o ans | ww 0D z o» - T ez
ox = wos - | . QD - [ Gemd Ll wes | O Oc —a
[AL O 0 2« (1 - X i~ - -ED -lpax -—-0 v o
TE! -4 e t=] o | - _0 wl - - x =) nxs
§ - -l = o~w x Do | aunN =T e W -0 W edew w>C- ®©
] [ o+ | T - DT OCh—t- (== J ZX-4+ ‘O & m il s
- C=uz zOou -~ e O ¢ gy~ X .!r.)HAI wor- - w = —>14
-4 - e x —~THOD g~ = A X JIN JO0 X Tes T 4~
.u Zu % | XxEA— W O DN NC - € (D e 3] » Sa
= =M |7 & NUQY QA O Tl L= >0 HTwal-> _ia. D> weaIm
» - o= UG IaC VaY | AX=le T @ _d= S A= = [T« —_—~TR
) T LI n TXTRNC— VO~UNa W NCu TN 0— ) a— )
) OO Q<L K" ADCT U -AdaUtU- AU T= 0T a
S L [t 6o W
- > sncdonraca |susnsuntgratace [sususa titnsure od s tasa sl ta ta e PP 0a sn e 0d 0a Sa Bu oy Sa sa 0 -
- T Xz
Ty “Cula
o W
x =t @ (& - « an
| w T puwaH I > a |x > AT -
" - - X< [tOwW N t—qd1 —-Jw «© < W T+ e
- s s Do |y emtd Osse L d O 02 T O —_— N
i i < <<aluav = o I T<ad BTACNSJIDA negdd Q xTH (n
- L~ = 14
Sows ..J b |
@ -t
(s, V]
oq - - L L |
= —C XN YD) il IS O e Ql i Q< a JnaT
> >0UUZIAIXITENI Y <«>J02«alds3aafa” Traziaat wa
T T 1QODTT Jnnm a0 orFAL eufaus4o~ 4T D Tu
P i T
.. . " drxn o«
s 4 band N
o LI Rl P P
< mc - ~
o < x x
_ \




' [}
i _ 5 “ | I EEER R R R R
_ _ | | @ ! \ ]
@ - 4 - 3 -
| 1) i ! a _ n ) « _
1 <O | - ) | a = lax -~
| - ' - | a D o tad < . ~
—2 < 7 - - « —
_ - H w x s =] 1) a | -
w i x_ i - x | weol e - ~— P \ C«<
t - « -< 9 L) + ) @
' ) W - . v W o w a wo
L ! = x Q - w @ o -
@ -8 - 2« C O X > ' = [
<« | € o ~a « WO o (3] « i ad
a LN na xd<x x (3 ~ i zz
| 4 o -4 >4 x o= +* i
=3 W w T < won u-No (] o -~ <
B (=] R_ . ] e SN @[X - - - Q. -0
w _® w Oox auw <zZz Z oo o™
S X ZJ DO« a ! Ix Oa0— - ‘- & (=]
+ ! —I «x — " - CO (= a ! am =]
- Ix ! [l XU O Z ésa <« . e
- wz o = ar < —ax . <« 4+C, ax
) ~ Ve 2% W a a> o <s~s< OO | saa« | <
x w < (= WY a - SE XX we —-TT X ¥
< L > wx = « X = < = lxx « ¢ i ~D
»wv [=] w>n —~« Ca <« < . Wt r~ qaCa~ i -
¥ ouw DL @x3d 21 wo o ~00oa an annn ! ~ .
e 1.4 ww «C I@ <t —~a ax e« [ P T e a>
| (= o _ (=] ol <« SxoOJ q« -+ ZT ' JTT ® o ™
. ol © s Hlee T LS vro*sx avidax O T T v o>
s - ox 2N e << Zra— Dud -  Ox wxax w Zr
ne <= I U xn <t “aa (=} axlox - -
N e a. w <D =) -2 a are o) o) < +~ U
oz’ axax - ape m (P — D> wo o Qe > o o = ey
= o <4 <pun o > NELT« Xaj<g |=0 e Lu<t w ~+01 -
— ou QAR+ = D Q] D > jwx IO® |(Woo.) — )~
e < (P2 {21 ] LU wo e Xeuw dxe+» Dy
- s wee | ow *- -xawd 2aaloan < & aax—
= cx > x I XO<CY WZWW «T<TB—-TT ANt -
e ] < N> wn < <u O > [>> nnKENNN e s
Ol jn2 (8] g =3 [ K A D310 W e —a ~Qu
Lo 0 aXIra® IT 0 S_n....s IIVnC orcIjaer=x HI! .F.m
oqden va on oa on ’.Oo'i tasnsccdrntscsnsitnvasacd tnon suchonse va od ontn such 0n = & (T e]
- NMH
% -
] 0 v, o ac
X - X o - - e
F T TIlOI F =T W 4C <« U L |TXT T ¥ 3 g a "
! i = .- = WD |- sJD e de .l OV -a - L D 3 D =1 |
UZTTTeT pPIc ALJAHN < A&CBHJBCH\ £ d4mTo -t
—
rx
Wi
-l
[ 3Q_r3)| Jdoae x 10q o =]
X >XT 3 LT P x> >EI>Dm> T IT > > 2NN > X AT IT Ja Ir —
Zo2AVT <D T D AUU\M_UBOCHCHUUOHN 2DZTIUCVL DA agL) X0
FMIHITLC.X.“IH TOET MY X IXNAT Teda T =IO X _{auO)or .H..n..w
< . x ane F LR &
_ oo ou :’,H’,,
! _ | :
| P\

59




e

- e s e W

£ COPY

Ve

i\‘l\i—a“

L iaed B

BUTTFLY:

H ) 1
| i : ! '
ATEEx € ! _ m {
__ . b 8 _
| i 2 m | |
x | - ! ] |
| w — ; “
! - a i |
i = ﬁ _
| < _ ~— i ¢
B < i & >
| ! o " wa @
: (8] | OTw <«
! w Q - ‘
\ i - « . o i \
Y} — towcy ! ..
n ! . . AT +
r \ zZu  x = - =>x | . ! ] :
- < \ -m Y ~Zh e ) - - o
! < > ar Z @ { w~— (23
;| e e B R © ~ N2OX—Cuw | « O« = |
= - w a ~aQ =TI i a. e~ " <« !
-~ ! i ~ = a0 o - i —_——
= ~ a o | 2 A “~ wm~awo > y R - 7]
f — - — w m N - Lo X o g~ x @
i -~ ~ - ! - ~A— OO < | Cad e <« w
| o Juw < <t «a ~n ' w0 ~ L Tl = w |~ i a -
| Q+e e xk — 0 Q.  Caw =ne— —- | o iq ; o
I Q <wuI 20 N Q ~x | w . - Zuta Ow (L] _ az | i > i -
2 N OO0 BN - <0 | @ w - Nu—C=<caZ -, nw—~ C | @ | ]
| € X2d D o 91 !l 8 |Q@ 9 @«a N3 "xz 3 X nx- - < LW
’ xxT il XX » | C« Q -« - W gm0 - w <« |2z ! 2 @
| 4 T Twoexr TCam [ = o« O oM a —EX s~ —!
| —EE e~z ek n o FL anSanemn o Y=t ) -
C =HODIZtd DOT [ I wal - DO CW IO DYt o | ~O=0 | X « -
- > Cx +0 - a z MYrDax.J - H (S & S S | = o~
z s a g | ZTx |- & - o INa W U - T |a — !
- X0 e Sy -0 | - | Z XWLUQUC~_uE qQuiu o -
ITXANZINT T <Y O | « b —x w S0« - nxx 4 ax
w o |w e Jsj«~c | ax OICO bauT o e < ~ACT - |u c no
ANUXULIZ T X Z T | w ag-—u~ @O - . arcx | w —~—
= UL < njun Q. > TNOD>aw oWy =g |C L
> LLLMCO A o> < ACWaUT-I>uaTa AT |- (=] —ul
a EXX - IExCe x | v TOUX X CaC -0 <x o (0 c ax
."lj aan S o on oy "’J’!" )% AL u rarn *ats 0 cl.'IIJ BN P8 Fu 74 S S Su 0y Ta on Sa TR Su B P shPn e l'JrQ".llv"’QD b Sata #u ¢4 on se a4
b (%) J # 1 4
~X
~
<z -
- 2 . d [+ 4 -
= i« o o B R o o x
[ XX qane — V) |7 Q 9 w
BDAPHLJHHDQCLHHHD C | coTaD2a jurorgac snomoliemne “SNgerTgrdnird odon <] oo sTtad ]
L o .
<
z3
-~
XX 3r (L] oF b d=talo 10 W) TO X >q x [ A x ~ m axX [ X w X O x ¥ x
DTN D> s QOO N> et QYD OX a> no o LP?SLABAXXALAX!LAHAXXAB PLAmAlACAt Qaxdyanal
DDII>OHe <« O P> <<« <L O | DOOTTTIICIONTAINZ 2= ZYAO D= 2 7OMHOAT Q=2 DG =T T OO~ A0 5D Ts
PP?PSHLQDDHHMHOUDX MC aa KNI PLLSSIXLJSIILLSSJILS\PLLJSILASILIASIL&3999
<
TR W
oy Sn Sutu twa —
_ .
i

60

RETURN

3




DISTRIBUTION

Defense Documentation Center
Cameron Station
Alexandria, Virginia 22314

Commander
US Army Materiel Development and Readiness Command
Attn: DRCCG
DRCRD
5001 Eisenhower Avenue
Alexandria, Virginia 22304

Commander

Ballistic Missile Defense Systems Command
Attn: BMDSC-HR

P, 0, Box 1500

Huntsville, Alabama 35807

Director

Ballistic Missile Defense Advanced Technology Center
Attn: ATC-R

P, O, Box 1500

Huntsville, Alabama 35807

Commander
US Army Electronics Research and Development Command
Attn: DRSEL, Mr, Fishbien
DRCPM=-MALR
Fort Monmouth, New Jersey

Superior Technical Services, Inc,
Attn: T, Ward

4308 Governors Drive

Huntsville, Alabama 35805

DRCPM-MDE, Mr. Evans
-HAE, Mr. Ams
-TOL, Mr. Bishop

DRSMI-LP, Mr. Voigt

DRDMI-X

-T, Dr. Kobler
Mr. Fagan

61

No, of
Copies

12

e

—

o

o L




-TE, Mr. Lindberg
Mr. Pittman
-TEO, Mr. Currie
-TEG, Mr. Cash
-TER, Mr. Low
Mr. Owen
-TG, Mr. Huff
-TD, Dr. McCorkle
-TBL
-TBD
-TI (Record Set)
(Reference Copy)

62

No. of
Copies

w
HHWWURREOKRRE -




