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I. INTRODUCTION

Greater understanding of the theory of digital signal proces-
sing coup led with dramatic advances in hardware technology and software
engineering has led to improved remote sensing capabilities for military
and civilian app l ications . Nowhere has the impact of theoretical con-
cepts and hardware/software technological advances been felt more than in
the field of radar remote sensing . This is due to a large extent to the
inherent difficulty of the basic radar signa l processing problem.

Radar signal processing differs from other signal processing pro-
blems in that very high data throughput rates as well as wide dynamic
ranges are often simultaneously required . This unfortunate coincidence
results directly from the physics of the remote sensing problem where
noncooperative (evasive) target detection using primary radar is hampered
by partically correlated noise in the form of ground , weather, and chaff
clutter . As a consequence , radar signal processors must be fast (capable
of high data throughput rates) and intelligent (capable of executing
algorithms which can distinguish between correlated noise and targets
of interest). The challenge , then , is to define a radar signal processor
which can execute the resulting complex algorithms in real-time with
arithmetic precision adequate to allow differentiation between small
cross-section targets and large cross-section clutter .

A. Study Objectives

The objective of this study is to investigate the use of micro-
processors and other currently available large scale integrated (LSI)
circuitry for radar signal processing and to define a structure which is
capable of executing algorithms in real-time . A processing throughput
objective is provided by the Advanced Sensors Directorate ’s Quiet Radar
parameters E l i . The general processing requirements of this radar serve
as a baseline for the present study . While the study is theoretical in
nature , the use of these real-world radar parameters tends to anchor the
results in a context which can be meaningful in the near-term. In parti-
cular , it is envisioned that this study will serve as the basis for the
later design and fabrication of a high speed , flexible radar signal pro-
cessor with a broad range of applications in remote sensing.

A great deal of attention has been focused in recent years on the
application of microprocessors to various data processing and control
applications. More recently, advances in microprocessor technologies
have presented apparent opportunities for increased data throughput and
processing flexibility. As a consequence , various processors designed
especially for high throughput have been proposed [2-61 . The present
task has considered the application of microprocessors as well as other
state-of-the-art LSI potentially suitable for use in high-speed signal
processing applications.
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B. Study Scope

The scope of this work encompasses the basic elements of
a radar signal proces8or architecture analysis at the block diagram level .
Tradeoffs are made between candidate approaches as they app ly to remote
sensing in general and to the Advanced Sensors Directorate ’s Quiet Radar
in particular. It is envisioned that the futher reduction of these system
level descriptions to fundamental logic circuit diagrams will be accom-
plished in a related follow-on effort .

C. Study Approach

The approach taken in this study was to investigate signal
processor hardware architectures to determine their applicability to the
radar processing problem . A basic assumption throughout this study was
that existing state-of-the-art LSI including microprocessors and special
purpose LSI hardware would be used as the processor building blocks.
Analysis of candidate architectures was carried on in light of the
baseline signal processing throughput requirements of the Advanced Sensors
Directorate ’s Quiet Radar program but was not restricted to consideration
of these parameters only. Consideration was also given to modular archi-
tectures which offer flexibility in terms of expansion through replication
of constituant components. Such architectures have certain cost advantages
as well as robustness in terms of hardware and software reliability and —

maintainability.

The following discussion presents the study results in a top-down
fashion. Candidate classes of signal processor architectures are first
discussed . Desirable attributes as well as shortcomings of microprocessor-
based signal processors are then considered in relation to the high-speed
radar signal processing problem. Succeeding sections relate candidate
processor architectures to the baseline radar parameters of interest.
Finally, a specific radar signal processor architecture is proposed as
a candidate for later detailed design and fabrication.

II. CANDIDATE CLASSES OF SIGNAL PROC ESSOR ARCHITECTURES

It is desirable to define a radar signal processor architecture
wh ich achieves maximum data throughput and flexibility with a minimum
investment in hardware and software. Candidate processing elements to be
used in this study are provided by the families of LSI circuits presently
available. Of these classes, the following have been considered:
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a) Eight-bit metal oxide semiconductor (MOS) microprocessors .

b) Four-bit slice microprocessors.

c) Eight-bit microprocessors + special purpose arithmetic
unit.

d) Special purpose arithme tic hardware .

The performance-related characteristics of devices of this nature
are as follows :

a) Instruction cycle time .

b) Data word width .

c) Instruction set.

d) Small scale integration/medium scale integration (SSI/MSI)
overhead required .

e) Bus s t ruc tu re .

f) Input /Output  (I/O) capabi l i t ies .

The performance characteristics were considered for each of the previously
listed classes of microprocessor architectures. The following sections
consider three specific classes of processor architectures.

A. Single Mircroprocessor Architectures

Previous works on multiprocessing systems have defined
single central processing unit (CPU) computers as “Single-Instruction
Single Data (SISD)” machines [7] . The majority of the general purpose
computers presently in use are SISD architectures . SISD architectures use
a single-control unit to route data into and out of the CPU. As a result
only one arithmetic process such as addition , subtraction , multip lication ,
or division can occur at one time. Furthermore , the movement of data is
usually accomplished by means of a single data bus in such designs .

The primary advantage of single-instruction single data architectures
is the simplicity of the hardware and software structures. These machines
require little in the way of hardware and are straightforward to program.
Unfortunately, these attributes are achieved at the expense of data
throughput and flexibility as demonstrated in later sections of this
report . However, the SISD class processor remains important because it
is the primary building block of more complex processors.

1. Non-Bit Slice Processors

A micorporcessor which illustrates the SISD arch itec-
ture is the Intel 808OA , 8-bit machine. For purposes of this study ,  the
8080A has been chosen as the baseline architecture to which other designs
may be compared . Specifically, the 8080A was chosen for the following
reasons:
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a) It is the most wide ly used microprocessor .

b) It is low-cost and readily available.

c) It is reasonable to consider an array of such
machines in more complex architectures.

Unfortunately, the single data bus structure permits only limited data
tlow . Obvious variat ions of this basic structure therefore include
multip le operationa l and resultant buses to permit increased flexibility
in terms of data management alternatives.

2. Bit-Slice Processors

Attempts to achieve higher data throughput rates with
programmable LSI have resulted in the creation of bit-slice microprocessor
devices. The primary advantage of these devices is their faster instruc-
tion cycle t ime . Their major disadvantages include increased part counts
due to support circuit requirements and the fact that they are generally

• harder to program. Bit-slice microprocessors have been used in two pri-
mary app lication areas as follows:

a) As instruction set emulators where microprogram-
med bit-slice machines are made to look like other
processors.

b) In moderate speed signal processing app lications
where advantage can be taken of their inicro-instruc-
tion power and faster instruction execution time .

Bit-alice processors using the Motorola M10800 have been designed
by Motorola [8], , Raytheon [9], and others. These machines have instruc-
tion cycle times on the order c’f 100 nsec.

Another bit-slice microprocessor is the Advanced Micro Devices (A}fD)
AN2900, 4-bit-slice device. This processor uses Schottky bipolar LSI
technology and executes instructions at a rate of approximately 250 nsec~
Although the AM2900 cycle time is slower than the Ml0800, it is generally
easier to program because the AM2900 is a 2-bus structure while the M10800
is a 3-bug design. Thus, more options and potentially more powerful
instructions are available with the M10800.

At the present time, greater software support is available with the
AN2900 including a cross-assembler. However, Motorola is in the process
of developing a software support package for the M10800 which should be
available by the end of the calendar year.*

*Balph , Tom, Motorola, Inc., Phoenix, Arizona, September 1977 (Private
Coumsinica t ion) ,
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Finally, a third bit-slice microprocessor has recently become
• availabLe . This machine differs from the others in that it is an8-bit-

slice device . The part has been introduced by RCA and is known as the
ATMAC microprocessor . Unfortunately, this device is not available as a
commercial component but may be purchased only frcm~ RCA as a part of a
system . On the positive side , RCA does have extensive documentation and
software support available 1 10-12]. The ATMAC is attractive to the
signal processor designer for the following reasons:

a) It comb ines low power with high speed by using complementary
metal oxide semiconductor/silicon-on-sapphire (CMOS/SOS)
technology to give a very low speed-power product.

b) It is an 8-bit-slice (versus a 4—bit-slice) device and therefore
requires fewer components to realize a total system.

c) It has provisions for a peripheral special function unit (SFU)
which can be a high-speed multiplier device, for example.

Unfortunately, the ATMAC 8—bit-slice microprocessor data throughput
is limited by the incorporation of only a single bus I/O structure. This
appears to be its greatest architectural weakness. Discussions with
RCA personnel generally confirm this liniitation.*

B. Multi-Microprocessor Architectures

Arrays of low-cost microprocessors performing multiple
computational tasks in parallel have been considered as an alternative
for achieving higher data throughput rates in radar signal processing
applications. The obvious advantage of such an approach is the redundancy
inherent in such a design which can lead to a more survivable processor
in case of component failures. The obvious disadvantage of this approach
is the difficulty in programming such a structure.

Arrays of 8—bit MOS microprocessors are potentially more attractive
than arrays of 4—bit-slice bipolar designs because of the lower parts
count and generally lower cost of the 8-bit, processors, Unfortunately,
the 8-bit devices have a single I/O bus while the 4-bit parts have one
or two operand buses and a resultant bus.

C, Task-Allocated Processor Structures

In radar signal processing, various tasks of differing
complexity and speed must be performed. One possible way to arrive at
a radar signal processor architecture is to determine the needs of each
processing subtask and to create the required computational resources
necessary to accomplish those tasks. This approach will be referred to
in this discussion as “task-allocated” signal processing.

*Helbig, Walter, RCA Advanced Technology Laboratories, Camden, New
Jersey, August 1977 (Private Communication).
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At the crux of the radar digital signal processing problem are the
high data throughput requirements. Therefore, a logical place to begin
in defining a task-allocated structure is with those subtasks which have
the most demanding throughput requirements. In most coherent radars ,
filtering operations require the greatest number of arithmetic operations
in the shortest time interval, These operations generally consist of:

1) High-pass filtering — Moving Target Indication (MTI).

• 2) Low-pass filtering (clutter maps).

3) Band-pass filtering (Doppler filtering).

The high-pass and low-pass filters may be synthesized using well-
known finite impulse response (FIR) and infinite impulse response (IIR)
techniques 113—1 51 . The band-pass fil ters required for Doppler processing
are usually realized with the fast Fourier transform (FFT) algorithm
[14 , 15].

The top-down approach taken in this study was to determine how fast
various microprocessor and special purpose hardware structures could
perform the required computations necessary to accomplish these filtering
opera tions. Filter order (weights) arid trans form length were used as
parameters of interest, A priori knowledge of the Quiet Radar performance
requirements were used to determine approximate filter orders and trans-
form lengths of interest. Arithmetic precision was initially assumed to
be 16-bits. It is expected that further work will be performed to
determine the validity of this assumption.

The first task to be considered is that of MTI filtering. Such
filters may be realized as either conventiona l N-pulse cancellers which
require that

• y aoXn 
- a

lXn_l~~
.II

~ 
a
~÷1

X 1 ~ (1)

where X
n 

— N
th 

input data word. In the simplest case, the coeff icients,

a ., are unity . Thus, the simplest two-pulse canceller requires only a

single subtraction for each return pulse.

More sophisticated MTI filters may be realized using FIR synthesis
techniques. Furthermore, FIR designs can be high-pass , low-pass , or
band-pass, depending upon the coefficients selected. Figure 1 presents the

• computational requirements of an FIR design. The structure depicted
in this figure computes

— a
k
Xn_k . (2)

k0
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The structure depicted in Figure 1(a) may be redrawn as shown in Figure
1(b). The usefulness of this representation will be shown later in this
discussion. The coefficients for these representations can be determined
using well—documented design techniques [15 , 16].

The second filter realization technique to be considered is the
h R  filter. The recursive nature of this design is clearly illustrated
in Figure 2. Basically, this structure computes

y = X + a1X 1 + a2Xn 2  
- b

lY 1 
- b

2y 2 
. (3)

The coefficients for this second-order filter section may be determined
from existing IIR filter design programs [17].

The recursive filter has the advantage of requir ing lower orders
to achieve sharper cutoff responses than the FIR designs. Its major
disadvantages are its nonlinear phase response and the generally greater
coefficient word sizes necessary to insure stability (i.e., to minimize
limit cycle and overflow oscillations).

As in the case of the FIR filter , the IIR representation shown in
Figure 2(a) may be redrawn as illustrated in Figure 2(b). Again, the
usefulness of this exercise will become apparent in the later discussion.

• The third filter to be considered is the band-pass filter. Band-
pass filters for radar Doppler processing are frequently realized using
the FFT algorithm. The heart of the FFT process is the basic computa-
tional element depicted in Figure 3(a). This structure solves the
following equations:

a’ = a + c cosO - d sit~

b’ — b + d cosG + c sire

c’ = a - c cosO + d site

d’ = b - d c o s e + d s in e  • (4)

As in the case of the FIR and h R  structures, the FFT elemental corn-

• putations may be redrawn as shown in Figure 3(b),

The redrawn filter computational structures depicted in Figures
1(b), 2(b) , and 3(b) can now be compared, The similarities are quite
apparent. These structures represent the most computationally demanding
algorithms found in coherent radar processing, The properties evident
here can be exploited to serve as a rational basis for a high-speed radar
signal processor design as shown in the following discussion.
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The arithmetic elements -common to the redrawn FIR, IIR, and FFT
structures are four multipliers and several adders. Therefore, taking
the union of the three configurations shown in Figure 1(b), 2(b), and
3(b) and minimizing the functiona l arithmetic elements results in a basic
signal processing structure which can accommodate the high throughput
algorithms required by coherent radars, Two important questions are
(1) how to route the data efficiently to and from the high—speed computa-
tional elements , and (2) how to store and buffer I/O and partial result
data effectively.

The approach taken to data routing in the proposed special purpose
processor is to use multiple parallel data buses to avoid the conm~on
problem of bus-limited data transfers, Such an approach has the potential
for achieving 1007. computational efficiency by supplying data continuously
to the arithmetic computational elements.

The problem of special purpose processor data storage can be met with
high-speed, distributed memory capable of accepting data in parallel from
multiple buses, An important advantage of distributed memory, in addition
to having multiple I/O ports available to accommodate pipelined data, is
the ability to do data steering (switching) by clever memory addressing
techniques, If the special purpose processor arithmetic unit is envisioned
as a miniswitching system, the data storage elements can be used in much
the same way as in large electronic switching systems such as the Bell
System’s Electronic Switching Systems (ESS) machine.

The final important concept to be discussed briefly in addition to
arithmetic, data-bus, I/O, and memory is that of special purpose proces-
sor control. To achieve maximum flexibility and to guarantee that the
resulting structure will compute the FIR, IIR, FFT, and other signal
processing algorithms efficiently, it is proposed that the basic control
be microprogrammable. In a signal processing structure such as that
proposed here, the microprogram object code may be thought of as data

• switch enables/disables, Thus, the data steering function is controlled
by the processor microprogram. The micro~~ogram itself can reside either
in Read-Only-Memory (RON), assuming that all processing algorithms to be
executed are known a priori or it can reside in Random Access Memory
(RAN) which can be loaded by a more intelligent machine such as a micro-
processor or minicomputer.

The union of all the ideas briefly outlined in the preceding
paragraphs have been incorporated in a proposed radar signal processing
structure which is illustrated in Figure 4, It is proposed that the
special purpose arithmetic unit be constructed of computational and
memory components which will permit a 200-nsec pipeli~isd throughput.
Under the assumption that such a processor can be const ructed , the
resulting FIR , IIR , and FFT data throughput rates as a function of f i l t e r
order and FFT transform length can be determined,
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III. BASELINE PROCESSING REQUIREMENTS

The baseline processing requirements for this study are pro—
v Lded by the Advanced Sensors Directorate ’s Quiet Radar, This is a
phase-coded continuous wave (CW) radar with the following characteristics;

a) Code shift rate = 5 MHz.

b) Code length = 63 bits.

c) Antenna dwell time = 2 msec.

d) Number o[Code Periods per dwell = 150.

e) Doppler Coverage = t 25 kHz.
f) Number of Doppler lines = 100.

A number of specific Quiet Radar processor configuration alternatives
have been carefully considered by the US Army Missile Research and
Development Creimand (MIR.ADCOM) and therefore will not be iterated here,
The important parameters to note are the code shift rate (5 MHz), the
antenna dwell time (2 msec) and the Doppler cutoff frequency (25 kHz).

Based upon a processing interval of 2 msec and 63 range cells/dwell,
the per range cell computation interval is 31.7 ~t sec complex or 15.8
.isec per real channel. This computation interval may be compared to the
times required to compute various orders of FiR, IIR, and FFT transform
lengths discussed in the following sections,

IV. REQUIREMENTS VERSUS SIGNAL PROCESSOR
ARCHITECTURE TRADEOFFS

With the Quiet Radar processing requirements as a reference
point, the signal processor architectures described earlier may be con-
sidered, The following sections discuss single processors, multiproces-
sors , and the task-allocated signal processor approaches.

• A , Single Processors

The single microprocessors considered in this study were
the 8-bit MOS, 4-bit-slice bipolar , and 8-bit—slice CMOS/SOS devices.
To determine their suitability for computing the signal processing alga-
ithms discussed earlier , i.e., the FIR filter , h R  filter, and FFT , these
algorithms were either encoded and implemented to provide benchmark
timing requirements or , where possible, were taken from the literature.

The Intel 8080A, which has become an industry standard 8-bit micro-
processor was chosen to provide a baseline upon which the other approaches
may be compared. This is a reasonable choice because many versions of
the 8O8OA exist in the form of high-speed bipolar emulators as well as
software upward compatible, higher speed devices such as the Z-80
microprocesscr.

15 



Figure 5 depicts the 808OA baseline throughput capability for three
possible configurations. These configurations are as follows:

1) 8080A with software multiply,

2) 8080A with the AND AN9511 arithmetic processor chip,

3) 8080A with a high-speed peripheral multiplier such as the TRW
single chip devices,

As could be anticipated, the 8080A with software multiply only is by
far the slowest configurations, For example, this configuration requires
approximately 10 msec to compute a 16-weight FIR filter. The details
of the 8080A configuration and the software used establish this benchmark
are given in Appendices A and B of this report.

Figure 5 shows that a half-order magnitude speed-up can be achieved
using the 8080A augmented with the AMD arithmetic unit (AN9511) . The
configuration used is described in detail in Appendix A.

The third 8080A configuration considered was the 8080A coupled with a
high—speed multiplier, This configuration results in a throughput
increase which is close to an order of magnitude faster than the 8080A
with software multiply. It is significant that the increase in through-
put achieved by the 8080A with the high-speed multiplier relative to the
8080A with the AND device is not as great as expected. The fundamental
reason for this is that as the peripheral devices become faster, the
basic throughput limitation becomes I/O bound. This is true in the 8080A
case even with memory mapped I/O.

It should be pointed out that faster versions of the 8080A would
shift these curves down in a corresponding manner, Additional speed-up
could also be achieved with an expander instruction set such as that
available with the Z-80, However, as seen later in this discussion, the
overall throughput increase would not be consequential relative to most
coherent radar processing requirements.

Two additional single processor architectures were considered for
reference, The first of these is the Motorola MOD System which is
basically an 8—bit processor composed of two-slices of the Ml0800
microprocessor [8]. Its performance, assuming the use of Booth’s
algorithm to perform the software multiplies is shown in Figure 5,*
It can be observed that for the FIR algorithm, the throughput can be
increased by a factor of 10 over the baseline 8080A using Booth’s
algorithm. However, it is important to recall that this increased
throughput is achieved at the expense of the much higher component parts
count required by bit-slice microprocessors as well as more complex
software,

*Balph, Tom, Motorola, Inc,, Phoenix, Arizona, September 1977 (Private
Co~~ znicat ion), 16
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Because the Motorola MOD system is basically an 8—bit processor and
the arithmetic precision of interest here is 16-bits , it is reasonable
to exploit the bit-slice microprocessor technolgoy data width expansion
capability. Raytheon has done this in their “Common Element” approach
processor which is composed of multip le slices of the Ml0800 4—bit-slice
microprocessor [9]. In addition to the increased throughput achieved by
doing single precision arithmetic, Raytheon has configured their machine
to do single instruction—per—bit multiplies. In this case, the multiplies
are 12-bit x 12-bit.) Again , this illustrates the power of micropro-
gramming coupled with fast cycle times achievable with bipolar bit-slice
microprocessors,

In the case of the FIR algorithm , the Common Element processor
achieved nearly three orders of magnitude increase in throughput relative
to the baseline 8080A with software multiply. This is illustrated with
number of filter weights as a parameter in Figure 5.

B. Multiprocessors

An idea of the throughput achievable with arrays of micro-
processors assembled in a multiprocessor configuration can be inferred
from the performance curves of the single processors given in Figure 5,
A simplistic view of this approach is simply to divide the processing time
for a single processor by the number of microprocessors in the assembled
array, This view, while indeed simplistic, does infer something about
an upper bound on multiprocessor throughput performance,

Continuing with this idea, it could be postulated that ten 8080A’s
in a properly configured array could achieve the same throughput as a
single Motorola MOD System as seen from Figure 5, Based upon the same
reasoning, two 8080A’s with AN9511 arithmetic processors could also
achieve the same throughput as the Motorola MOD System and probably at a
much lower parts count.

Based upon this same reasoning, it can be concluded that an array
of nearly 300 8080A’s with software multiply would be required to achieve
the same throughput as a Common Element processor. It can be quickly
seen that the number of slower processors required to achieve nearly the
same processing speed as a single, faster machine rapidly becomes very
high, Consequently, it can be concluded that multiprocessors composed
of low-speed processing elements are not likely to be very efficient
in high data throughput applications.

The following section considers a variation of the multiprocessor
approach, where a mixture of high-speed LSI and intelligent microproces-
sor logic is used to achieve flexible, high-speed processing,
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C. Task-Allocated Processing

The lower bound on data throughput for purposes of this
study is achieved by the special purpose radar processor described in
Section hI,C, Figure 5 illustrates that such a design can potentially
realize data throughput rates which are four to five orders of magnitude
faster in computing the FIR algorithm than the baseline 8080A processor
discussed earlier (Section £I.A and Appendices A and B), The fact that
the proposed special purpose processor is approximately two orders of
magnitude faster when computing the FIR algorithm than the Ml0800 Common
Elements approach proposed by Raytheon is illustrated in Figure 5.
Viewed another way, this says that if 100 Common Element processors are
required to achieve the necessary data throughput, only one special pur-
pose processor can replace all 100 Common Element processors,

The central issue here is obvious tradeoff between processor data
throughput and processor flexibility. However, a great deal of flexi-
bility can be achieved with a special purpose arithmetic unit through
the use of programmable control, The control structure of the processor
shown in Figure 4 essentially performs a data routing role, Thus, by
making these operations microprogrammable, the special purpose unit can
be made to perform a large number of different algorithms and thereby
overcome processor flexibility limitations. It is proposed that
additional work be undertaken to define specifically the nature of this
control structure, One possibility which should be studied further is the
incorporation of a microprocessor to perform such control functions,

A second potential application for a microprocessor in a task-
allocated structure is as a post-processor, That is, after the high-
speed algorithm processing has been accomplished by the special purpose
LSI (i.e., the multipliers, adders, high-speed memory, etc.) more
sophisticated, but lower throughput, processing is usually required.
For example, Constant False Alarm Rate (CFAR) processing with associated
thresholding and clutter map generation may be accomplished in a

• moderate-speed microprocessor. This area is also identified as one
where additional work is needed,

Figure 6 represents the same benchmark approach to processor
comparison illustrated in Figure 5 except that Figure 6 is for the hR
algorithm, The two figures are similar, but results are given for
different filter orders, A comparison of the FIR and IIR algorithms
shows that the basic memoryaccess required for each is first-in, first—
out (FIFO), In addition, it has already been shown that the computational
elements themselves are similar (Figures 1 through 3), Therefore , it
is reasonable for the benchmark throughput results to be similar,
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The most compurationail y demand i ig coherenL radar processing
algorithm ~s the band—pass Dopp ler filtering often accomplished using
the FFT a]~~ rithm , Figure 7 presents the results obtained using the
signal processor configurations described earlier , The length transforms
considered we re from 8 to 256 points . Earlier work has shown that
realistic transfo rm lengths for the Quiet Radar are from 64 to 256 points,*

It can be observed from Figure 7 that for a 128—point transform,
for examp le , the special purpose processor is nearly four orders of
magnitude faster than the baseline 8080A processor with software multiply,
As in the case of the FIR and h R  algorithms , the bit-slice processors
fall between these bounds. One additional interesting FFT benchmark
shown in Figure 7 is the RCA 8—bit-slice AThIAC processor with SFU [18).

The throughput achieved with the RCA device is comparable to that
achieved with the Raytheon Common Element approach in the case of the
FFT algorithm. However, this throughput is achieved with a lower parts
count because the AThAC represents a higher level of circuit integration
(i.e., 8—bit-slice versus 4-bit-slice). Details of this processor are
given in References 6 and 10.

V. RECOMMENDATIONS AND CONCLUSIONS

The general probler.~ of realizing a flexible, high throughput
signal processor for coherent radar applications has been considered.
The approach taken in this study has been to investigate various micro-
processor configurations and to evaluate their capabilities through the
use of benchmark radar signal processing algorithms. As a baseline con-
figuration, the popular 8080A microprocessor was chosen. Various con-
figurations of the 8080A with software multiply only and versions of
the 8080A augmented with special peripheral arithmetic hardware were
considered. The signal processing algorithms of interest were programmed
on these machines and their throughput capabilities determined . Both the
AMD AN9511 ar i thmet ic  processor and a h igh-speed peripheral multiplier
were used to augment the basic 8080A .

The ability of bit—slice microprocessors to process the benchmark
coherent radar algorithms was evaluated as a part of this study. The
particular 4—bit microprocessor considered was the faster cycle time
device currently commercially available, namely, the Motorola Ml0800.
The two configurations evaluated and compared to the baseline 8080A
processor were the Motorola MOD System and the Raytheon Common Element
processor. Wher e data were available, the RCA 8-bit AThAC processor was
also considered.

*Burlage, Don, US Army Missile Research and Development Command , Redstone
Arsenal, Alabama, September 1977 (Private Communicatiou),
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F’ inn I l y , a Ii Lgh—~; jt ’o~I a r I Lhna’ tie unit comprised I special  purpose
LS I c i i c u  it i.y was con II gitred and I t S t l i  roug h put  c apab f l i t  ics e v alu a t e d

- i t  l o n a l  h a s  Is or L i i i  d e s ig n  wan t he s [ml 1 an t y of  the colic rent
s [gu n I process lug :11 gor I thins o I [ni t’ r e s t  • The hrough put pcr form—
I t i u t ’ S lug It ’ processors , m u l t ip r o c e s s o r s , and task —allocated pro—

cessors were cons Ldenud with I lit e r order and t r ans form length as
paramete r s ,

The major conclusion ot  this  study is that a c a r efu l l y conf igured
comb [nat Ion o I high—speed , special purpose LSI coup led wi th  d i s t ributed
intel I ig’nce In t he turin ot uuuicroproceasau-s can effectively meet the
throughput and I lexiblilt y requirements of coherent radars , More
s pec if i c a l l y ,  I t  has been determined tha t  such an embodiment can meet
the p roce ss ing  ticeds of  the Quiet Radar, It is therefore  recommended
that ad d it  b u n  I work be undertaken to  answer remaining performance
questions and that  tollow ing th is  e f f o r t , such a processor be constructed
and in te r faced  wi th  the Quiet Radar 1
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Tne equation solved by the FIR class of digital filters is

— h~ X
f l k  

(A-l)

k—0

where h are the filter coefficients and x are the samp les. From this
k n

expression , it is seen that two tables are required: one for storing the
coefficients hk~ 

and one for storing X
k
. The table for the coefficients

could be RON or RAM ; however , the table  for  x is RAN and as w i l l  be
n-k

shown later , preferably a K level circulating FIFO. If RAN is used , then
this FIFO is implemented by software.

The coefficients are stored as 16-bit two-comp lement numbers. The
samples are 8-bit two-comp lement numbers . Hence , the need for a 16- by
8-bit multip lier . This multip lier will be implemented presently by
software.

The algorithm necessary for the computation of y is straight forw ard.
A flowchart is given in Figure A— i . The so f tware  multip ly algorithm
chosen for implementation in the 8080A processor is the well-known
Booth ’s algorithm. While more efficient mechanizations may be known ,
this algorithm is representative. The following discussion briefly
describes Booth ’s multiplication procedure .

In two-complement form, X can be represented as

n-I

X = _2
~n 

+ 
m

m 0

and Y can be represented as

m- 1
m j

Y = _ 2 Ym
+ 2 Yj

j—0

or

m_l~~~m
)2m + ~~~~ 2i(~~_1 - 

~~~ y_ 1 0

j—0
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Figure A-l . FIR filter algorithm flow chart.
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then,

mI-rn rn-i n-i

XY = 2x 
~
‘m-i 

- 

~~ 
- 2x ~~ 23(Y

~~i 
- 

~~~~ 
- 2(~~~ 1

-~~~) >
j—0 k=0

n-I n-I

+ 
~~ 

2 2 (Y j_i - 

~i~~k
j=0 k—0

Therefore, to multiply X by Y,

1) If Y3_ 1 = yj
, the accumulator is shifted right (not if the

accumulator is negative ; a 1 must be shifted into the most
significant bit).

2) If y. 
~ 
= 1 and y 0, the X is added to the accumulator.

1? 
3- 3

3) If Yj...1 
= 0 and y. 1, then X is subtracted from the accumulator.

An Intel 8080 assembly language routine was written to implement
the algorithm depicted in Figure A-2. In one routine, called MIJLT, x is
stored in the register pair DE and y is in the 8—bit accumulator , A.
The 16-bit accumulator is the register pair IlL where the result is
obtained. After the multiplication process, Yjj  is saved in the carry
bit. Therefore , multiple byte multiplication is possible. The routine,
MULT 16, multiplies the 16-bit two-complement numbers in DE and BC and
forms the result in I-IL. That is,

RL~— DE x BC.

The seven least significant bytes of the results are truncated
using MULT. Therefore, the actual result of the multiplication is

xy .. HL X 2~ “ ILL X 128

The routine was tested and the following results were obtained:— c000 Hex - 4000 Hex — _l6384joy — 55 Hex — + 85
~~

ML — D580H -2A8011; I-IL x 128 — -1392640

Check: 85 x (-16384) — -1392640
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HI (18 BIT ACC) — 0000
A (8-BIT ACC) — y
DE (18-BIT REGIAT

Y 0  RETURN

NO

CLEAR AWAY
— 0

ENTRY FOR
MULTIPLE BYTE
MULTIPLICATION c - 8

— YESV1.1 V 1

NO
SHIFT 18-BIT
ACC HL.TO THE

YES > ,
~~

• RIGHT

NO

HL+-HL + x
H L— H L — X

c — C — i

YES NO
RETURN C 0

Figure A-2. Multiplication algorithm (16 x 18).
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The preceding multip lication required 500 ,.sec

x = C000H = -400011 = -16384
y = AAII = -56H = -86
xy = (-86 (-16384) = 1409024
ML 2300H

HL x 8011 = (2800)
11 *(80) 

= 1409024 (Check)

To accomplish the data manipulations required by FIR filters , it
is convenient to define an FIFO memory file . The FIFO routine accepts
a sample from the accumulator and stores it at the top of a table shifting
all samples in the table one location down. The last sample into the
table when FIFO is called is dumped into a garbage collecting location .
The operation of the FIFO is illustrated in the Figure A-3.

ACC —‘ ~n+l ~~ TOP FF —1 
__________ 7 

A

X,~ ~ TOP FF X~+1 7 A
X~ 7A

_ _ _ _ _  

7A
K + 1

BOUOM ~~~~~~
_ _ _  ~~~~~~ / A

Figure A-3. FIFO operation .

The operation is best understood by referring to the source listing
given in Appendix B. It is sufficient to say that to move each sample to
the next lower position, it is first moved from memory into the accumu-
lator and from there it is moved to the next location. There are two
pointers I-IL and DE. HL points to the sample and DE points to the next
location.

The h R  filter may be described by

= a
k ‘tm-k 

- b
k in-k 

(A-2)

k-O k—I.

where a and b are coefficients and x are samples.
k k n
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To evaluate the preceding expression, it is expanded as

Yn 
= a

0 X + a, X 1 + a2 X~_2 
- b, 

~n-l 
- b2 y 2 

(A-3)

where a0, 
a1, a2, b1, and b2 are stored in ROM or RAM as 16—bit two-

complement numbers. The results y~ are also 16-bit numbers. x~ are

8-bit two-complement numbers. It is seen that both 16- by 16-bit and
16- by 8-bit multiplication is required. Also , care must be taken when
adding the elements. Scaling must be taken into account because the
results of 16- by 8-bit and 16- by 16—bit multiplications are added.
It is assumed that the coefficients are scaled such that the elements
can be directly summed.

To store x , x , and x three locations called XNO, XN1, andn n-i n-Z
XN2 are used. When a new sample is given, then the sample in XNO moves
to XN1 and XNI to XN2 while the new sample is stored in XNØ. The third
sample x~_3 is dumped. The h R  routine evaluates the expression according

to the flowchart given in Figure A-4.

On entry to the h R  after initialization by calling IIR1, BC must
contain y 2 and ML, ~n-l

’ This condition is true when the h R  routine

returns to the calling program. Therefore, care must be taken not to
destroy these registers.

1. PROCESSING TINE

The processing time of each routine is given in terms of clock
cycles. For the Intel 8080A standard package, a typical clock cycle is
500 nsec. (K = K~ + 1) where K’ order of filter.

Routine Clock Cycles

MULT MIN — 928 MAX = 1143
F1FO 88 +4 2 K
FIRO 171 + 195 K + MIJLT x K where MULT 1140
FIRI 150 + 170 K + MIJLT x K
IIRØ 502 + 2 x MIJLT 16 + 3 x MULT where MULT 16 2300,

MULT 1140

I1R1 427 + 2 x MULT 16 + 3 x MULT

FIR W/AN D 9511 171 + 388 K
W/0 DMA
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STACK ~

- HL
HL ’-.2 n52

Figure A-4. h R  filter algorithm.

3L~



-~ 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~ 

-
~~ 

—i- - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~

Routine Clock Cyc les

AN9SL1 requires 92 cik cycle multip ly
FIR W/AM D 9511 + 101 cycles load

W/DMA 400 + 345 K + FIFO

h R  W/AMD9511 1238 cycles

W/O DMA (Total)

2, FIR, IIR FILTER TIMING

The following are the times in cycles required to process each sample

for K
th 

order FIR and IIR filters.

a, FIR Filter

T 55 + FIFO + (135 + MULT) K (A-4)

where FIFO is a software first-in first-out routine, (FIFO = 88 + 42K),
MULT is the multiplication time. The 8-bit by 16-bit multiplication time
depends on whether it is implemented in software or hardware, The follow-
ing table gives the multiplication time in cycles for the configuration
listed.

Configuration MIJLT Cycles

Software 8— by 16—bit 1140 average

• Memory mapped hardware with 58
hardware multiplication of
(11 cycles or 5.5 ~xsec)

9511 APU Memory mapped-no 172
interrupt

b. h R  Filter

T = 82 + [761 + 5* MULT 161 (A—5)

where MULT 16 is a 16- by 16—bit multiplication

Configuration Cycles

Software (16— >~ 16— bit) 2300

Hardware memory mapped 58

APU memory mapped-no interrupt 172

IL ________________________________ 
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3. 16— x 16—Bit Multip licat ion Hardware Multiplication Alternatives

The purpose of th is  discussion is to o u t l i n e  b r i e f ly the
hardware requirements of a memory mapped 16- x 16—bit hardware mu 1 ti plication
scheme. In addition , th e advantages of memory mapped versus isolated
I/O are explained by comparing the software necessary for moving data
to and from the multiplication unit for each configuration. Hence, the
software required for the operation HL = HL*BC for each configuration are
examined first.

a, Isolated I/O

An isolated I/O configuration is considered where data
are sent to and received from an I/O device through the accumula tor.
Figure A-S shows a block diagram of a 16— by 16-bit hardware multipli-
cation unit, The I/O ports XL, Xli, YK,and Yll can be either isolated
I/O ports or memory locations (memory mapped I/O). The necessary soft-
ware and the corrsponding cycles per instruction required to perform
the operation ML i— HL*BC are given in Figure A-S.

Cycles/Instruction

5 NOV A,C
10 OUT XL ;XL C

5 NOV A,B
10 OUT KM
5 NOV A,L ;X L = B

10 OUT YL
5 MOV A,H ;YL L

10 OUT YR
10 IN YL ; Y 4 11

5 NOV L,A ; Y - Y*X + }fl~ *BC

10 IN YR ;HL Y
5 NOV H,A ; ILL - HL*BC

In the preceding routine, XL is the address of the lower 8-bit latch
of K and XI1 is the address of the higher 8-bit latch of X, The same
applieB to Y2 and YR. Assuming that the hardware multiplier has a
multiplication time of less than eight cycles (this is the time in cycles,
between which YR is loaded with H by the instruction OUT YR and when

must be put on the data bus during the instruction IN YL), the program
requires 90 cycles of executior’. In the light of the preceding discus—
sion , memory mapped I/O is examined next .
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b, Memory Mapped I/O

In this case XL, XII, YL, and YH are actuall y locations in
memory. In storing data to and from these locations, they are treated
as memory locations. Before the s o f t w a r e  necessary  f or p e r f o r m i n g
ILL — HL*BC is presented , a comment should be made abou t the addresses
XL, IN , YL , and YR. The 8080 microcomputer has convenient ins t ruc t ions
for 16-bit data transfer between memory and the H and L register pair ,
These instructions are “SJILD address” and “LILLD address.” Using the
UILD (Load Hand L Direct) instruction , the location pointed to by
“address” is loaded into the “L” register . The location in memory
pointed to by “address + 1” is loaded into Register H. Hence, XE must
equal XL + 1. Also, Yll = YL + 1.

In the following routine, X = XL and Y = YL, The routine performs
the operation ML ~— HL*BC.

Cycles Code

16 SHLD X ;X HL

5 MOV L,C ;HL BC
5 NOV H,B ; Y HL
16 SHLD Y ; Y - Y*X HL*BC

16 LHLD Y ; ML - HL*BC

58

The time between when Y is loaded with the contents of ilL (when multip li-
cation starts) and when mua t be present on the data bus, during LHLD

Y, is 11 cycles. The multiplication unit can also have a multiplication
time of up to 5,5 ~sec,

Isolated and memory mapped I/O are compared in the following table,
The advantages of memory mapped If 0 are obvious:

OPERATION: ILL — HL*BC

Software Time* Hardware Multiplication
Configuration in Cycles Time in Cycles

Isolated I/O 90 8

Memory Mapped 58 11

*Software time is the total execution t ime of the routine.
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c• Hardware Imp lementation [or Memory Mapped I/O

Figure A- 6 presents a basic circuit necessary for storing
the conten ts  of  the H and L registers into the latches (o~ s h i f t  regis ters)

and 
Ku 

using the “SALD X ” i ns t ruc t ion . The address X is actually

the address o f X
L 

and X + 1 is the address of XU. For comp lete group ing

of the hardware  r equ i remen t s  of  o u t p u t  and input  opera t ions , r e fe rence
is made to pages 3-8 and 3-9 of t h e INTEL 8080 Microcomputer Users
Manua l [or information (‘f memory mapped I/O , and to pages 2-16 and 2-17
b r  a comp lete de sc r i p t i on  of  the  cycles  necessary for  the execution of
the SIILD and LHLD instructions .

Figure  A-7 shows t h e  c i r c u i t  [or input  and output to locations
and Y

11
. In these c i r c u i t s , the address X is defined as A15 1 ,

A7 = 1, AO = 0.  The rest  of the address bits are “don ’t cares” for X11
X

+ 1 ; A15 1, A7 = 1, and AO = 1 .

The address of Y is defined as A 15 
= 1, A7 = 0, A0 = 0. The

remaining address lines arc “don ’ t cares” (assuming tha t  no o ther  memory
mapped I/O devices are present).

4~ MEMORY MAPPED VERSUS ISOLATED I/O MULTIPLICATION USING ThE
Am 9511 APU

a. Introduction

The following is a comparison between memory mapped versus
isolated I/O configurations of the AN 9511 APU in performing the following
operations:

1) Two-complement 8- by 16-bit multiplication. That is,
HL DE*A.

2) Two-complement 16- by 16-bit mul t ip lication. That
is, ML = HL*BC.

b. Hardware Configuration :

Figure  A-8 shows the hardware conf igura t ion  of a memory
mapped APIJ unit . Figure A-9 shows the configuration for an isolated I/O
configura t ion.

c. Memory Mapped I/O Software , Operation ILL = B * ML

The 8-bit two-comp lement number in A is multiplied by the
16-bit two-comp lement number in ML. The result i~ placed in ILL.

39
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‘~. NOT( USED 

____

I /OW (MM) 
___
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115

A7 
___________

—IA LATCH/ _____

V SR
I,

TO MULTIPLIER

Figure A-6. Memory mapped hardware configuration for latching
H and L from the data bus into the XL and XII latches.
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I/OR 1MM) ______

I/OW 1MM) 
_ _ _ _ _ _ _  _ _ _ _ _ _ _  _ _

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

~~~j 3UTPUT F ‘ —

YH 
_ _

w OUTPUT ___________________________

PORT
04

\r[ RTJ(\1 SIGNA L

Figure A-7. Hardware configuration for latching H and L and load-
-

I ing T
H 

and into H and L using the instructioni $IILDY,LHLDY.
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Figure A-8. Memory mapped APIJ.

ADDRESS BUS X

I E  
_ _ _  

4
~~~~~~ ~~~~~ C/D cS

i~~ 
)— a—C. WR

c~u CLK C/K 
— 

9511

ROY -
~~~ 

—C PAUSE

8 
8

SYSTEM DATA BUS 3
Figure A-9. Isolated I/O AP1J,
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Cycles

10 LXI D , APUAD ; LOAD DE WITh APU AI)DRESSES

4 XCHG ; DE HL or ILL = APUAD
7 MOV M , E

7 MOV M,D ; TOS =DE

7 MOV M ,B ; TOS = B, NOX = DE

7 MVI M,O

5 INX H ; POINT TO COMMAND ADDRESS

7 (96) MVI M, SMIJL ; STORE MULTIPLY COMMAND

5 DCX H ; POINT BACK TO DATA ADDRESS

c 7 NOV E,N ; DE = DE*B

7 MOV D,M
4 XCHG ; ML = HL*B

Total number of cycles = 169 (77 program , 92 MULT). When APUAD + 1

is put in the address bus, total number of cycles = 164 (72 program , 92
NULT). This method has less code and also is 5 cycles fas te r  than
method No. 1. APIJAD, the address tha t sets  CID low , and APUCM, the
address that sets CID high, cannot be consecutive .

d. Isolated I/O Software Operation ILL = HL*B

Cycles

5 MOVE A ,B ; MOVE B into A

10 OUT APUAT

4 XRA A

10 OUT APUDAT ; Clear A
5 NOV A ,L ; TOS = ML, NOS = B (16-bit)

10 OUT APIJDAT

7 MVI A, SMUL ; MOVE NULT COMMAND INTO A

10 (92) OUT APU CM ; SEND IT TO APU , CID = HIGH

10 IN APUDAT ; MOVE TOS TO ML

5 MOV H,A ; REGISTE RS C/D LOW
10 IN APUDAT
5 MOV L,A ; ML = HL*B

Total number of cycles = 190 (106 program , 92 MULT).
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Operation h-IL HL*BC

The software is the same as for Operation h-IL = HL*B except that
“XR.A A” which was used to clear the accumulator is replaced by “MOV A ,C”
so that TOS — BC. Hence, one cycle is added to the previous program .
Thus , for ML — HL*BC , to ta l  cycle time equals 199 (107 program , 92
MUtT). The CID line must go high indica t ing tha t  the data on the data
bus are a command (multiplication in this case). When APUAD is put
on the address bus, CID must be low .

Operation HL HL*BC

The two-complement 16-bit numbers in ILL and BC are multiplied . The
result is placed in ML in the Memory Mapped Configuration.

cycles Method No. 1

10 LXI D , APIJAD ; LOAD DE WITh APU ADDRESS

4 XCHG ;DE HL
7 NOV M,E ; MOVE DE (OLD IlL) INTO APU

7 MOV N ,D ; STACK

7 NOV M ,C ; MOVE BC INTO APU STACK
7 NOV N , B ; BC = TOS , DE = NOX

5 INX H ; CID HIGH

7 MVI M,SMUL ; SEND MULTIPLICATION COMMAN D

5 DCX II ;CID L~ J

7 MOV E ,N

7 NOV D,N
4 XCMG ; DE HL or ILL = HL*BC

Total Number of Cycles = 169 (77 program, 92 MUtT).

Cycles Method No. 2

10 LXI SP ,APUDAT ; LOAD STACK POINTER WITh
11 PUSH H ; APU DATA ADDRESS

11 PUSH B ;H L = T OS

2 MVI A ,SNUL ; BC = TOS , ILL = NOS

13 STA APUCN ; TOS = NOS*TOS = HL*BC

10 POP H ; HL = TOS REVERSED

S MOV A,L ; L H

5 MOV L ,H

5 MOV H ,A ; ML = HL*BC
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4. SU~~1ARY

The results obta ined for each operation using memory mapped
I/O , or isolated I/O are tabulated with the cycle time and necessary
memory storage for each method , as follows:

No. of
Bytes Storage

Operation Configuration Required Cycles

ML = HL*B Memory Mapped , 16 169
Method No. I

ML = HL*B Memory Mapped , 16 170
Method No. 2

ML = HL*B Isolated I/O 22 198

ML = HL*BC Memory Mapped , 15 169
Method No. 1

ML = HL*BC Memory Mapped , 14 164
Method No. -2

ML = HL*BC Isolated I/O 22 199

Because it takes 11 + 10 = 21 (RET + RET) cycles just to service
an interrupt without performing any operation , using the multiplication
feature of the APV with 92 cycles execution time with an interrupt is
unreasonable.
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R ET RET u R N 10 CALL ING PROGRA M
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;MOV~ CCCII COUNT INTO MEG , L

?acOE~ ~~~~~~ c ~~~~~~~~~~~~~~~~~~~~HR C : P.1141 10 lu ST SIG BYTE OF CI1EFF .
MUV l, M 1 P4D VE IT IHTU 0

I . P~~ IP4~~ TU ~E XT  COEF F .u4OV ~ ,I. SA~~ E COIFF COUNT IN REG 5
MUL T MULTI¼IES DE BY ACe Pu TS

; RE~3UL T iN HI. HL :ACC*UC
CALL IULT H~~ X (N—KK) *H~ KK)?J P  0 ~~JT IMTCRM IOIATC 5) 1  FMO~~ ST ACK
DAD 3 I I~iTU DC REGISTERS AID ADO Ti) ‘IL

C ; ,4L SUH~~~Ct4_ ,~.K)*H(KK) DECRE;4FMT COUNT
-liZ START ; CHECKjF K ~~EMENTS ~UIIMEDP,J-p ;Q ~~

Y’UPN Al)DREjS NO.! ON STAC K
CA l L OUTPUT 2 STORE Y(N) IN TABLE
RE t

SO 

-~ 
-,— -— ‘ —~~~———- -.~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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- : T HE FOL L EJWI I4 G P R O G R A M C A L C U L A T E  S Y ( ~ I) ,  T HE RE S PON S E  flF A :

• ~~~~ ORDER ~ n;IT~ L Eli TEW TO A N I N P U T  X C N )  TH E I I L T F P  a

• IS IM~ LEME .1 TED !N S E C T I r ) ~~S. E A C H  S E C T ! i J N  T~ A SEC O ND a
__ 3_ __~~~~~~ )jk ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ TM [ F O L L W I P 4 L I

* *
I * ,C P d z A O *X (N )+ A 1 * X (N 1 ).A2*X (N..,~)~~R 1a y ( N — 1  )—A,!aY (N ..2) a
a a S

~
_a__ -N) _ X ( I -~ f ,-.- ,-v- $~+-)T-..-.-- rAO ,A t , A2, —I3l,4I?,- AR E A l L---—- - .- - —

* j b 8 ~~ T ThO ’S C OM P L IM E N T  N U MB E R S . *
t a a

* SINCE EACH S EC TI O N NEEDS ITS OWN COEF F ICI ENTS AND a

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - FR1)~~RA s - H A S  T W O  T A B L E S ,  TH E COEI- F . *
I * TABLE AND TH E X V  TA B L E . I N  THE L A T T E R  THE P R EV I O U S  a

* VA~~U~~5 X ( N — j ) , X ( N — 2 ) , .  • A PE STOREO ~$C T A B LES ARE *
* O I Y ID E D  IN T O  S E CT ION S ,  ~~A C M  s EC T I ON  C O N T A I N I N G  CUE FF ,’S *

. .~~~~~~ _ _-* AND ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ SEC TION 5

* TPQ CIThTENTS OF THE X V  T A A L F .  A RE M O D I F I E D  A T  THE FN~ *
a OF EACH ~~ CT I O N C A L C I ) L A T I P N  T H A T  IS ,  X ( N )  B ECOMES X ( N — I ) a
* A~ D X (N 1) UCCUNES X ( N — ? )  L~~C , THE X V  T A M L E  IS R E FE RR E D *

j  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ X Y P T M  PO I N 1S  TO THE A PPRU *
J a P Q~~4~~( S EC T I O N  A D P R F S S  IN T HE T A b L E  A T  T HL B E G I N N I N G  (~~ *

* ~~A~~N T IM F I L T ER  SECTI (’N C A L C U L A T I O N .E A C H  SE C T IO N  IN THE *
a T AB L E  C O N T A I N S  THE F ,OLLO~.lNG P RF .V ICU S  C O ND I T I ON S  TN 11 11 a

— — a
• p41 COEF FICIENTS FOR EaC~t S E C T I O N  A PE S T O R E D  IN THE *

5 • FO LL L,W ING o RDER: 92 ,91  42 * 1 A D  *
J * A SIN GLE RI) U T INF IS u ’~Cr~ ~o C A L C U L A T E  Till T I M  R E SPON SE  *

_7
~~ —*—444 A~ OUTPUT F~ W$ ~~~ PE~~In U S- S L C T I u N . TH IS R OUTI NE - *

7 * A S S UM ES T H A T  THE PML v ’ O u ,S  V A L U E S  AN D CU( FF . ’S FOR TH AT a
* SE CTION HAV E BEEN ~‘ov~~o FRO M THE T A B L E S  TO THE FOLLOWIN Ga
* LOCAT IONS : Y C N 2 )  INTO V N M2 ,  V ( N 1) 11410 Y N M I ,  X(N 2) *

—r-—-——-~ iNTO XNM2~ ~— 1 }—PiT
_V

~M l—AND~-X (N) - IN TO- -XNM O- AP4G- -TNF - -- a
) * COt.Fp , .B~ IN TO LO.C . A2 , CaLIF . A l  IN T O  LOC B 1 , IT C , *
I * a

a THE U U T PL T  F R O M  E A CH  S E C T I O N  15 ST O RED  IN L O C A T I O N  X N M O  a
_,__ a__tO ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ SECTIO N - - - - .

* TH E F I NAL OUTPU T IS OBT A INED IN THE ML ~ EG IST ER PA IR . *
I * *I * a

- _~~~~ . k aa* *a* *a*a**.*ama*.a~~ aa*~~*a ae* aaa . a a .* aa a ea .a .* . e .* *.* *a*  -

I IR :  L X I  H,X Y T 3 L  IN I T IA L I Z E  XV  T A BL E  PQ I NTE R ,P (JINT ING
SIILD X Y P TR  Ti) P R E VIO U S  V A L U E S S  X (N - 2 ) ,
LX I  H , C FT B L  I INIT IALIZ I CUIFFIC TENT 1*BLC ~OINT ER-__---__——-——5.st.D CF LT-R-___ ~~

———— - - - - -

LHL. D ~~ N L Z X ( N )  A S S U M I N G  X ( i i ) IN LOC . X N , ( A / D  M M)
MV I  A , K[h~ : 7 PUTZ A LIZE SECT ION COUNT

St CTN ~ 51* S E C N T  I~ ,D~~rK,’2 IS NUMHI~. R OF SE CTIONS , SAV E  COUNT
~~~~~ XN~ p ,_~~T0R F,_X -C N)  I NTO LO C .--XNMG -

7 * *
I * a

a pREy MOVES THE PREVIOUS VALUES Y (N—2), Y (N—1 ) .. IN TO a
_ I~~

_.-_-*---~-UC.-L-T4OHS ~N M-1..-Ytuj4-,--,-,. ,— U5CD - BY T IPS TO CA L ~~O IL A tE Y ( N )  *
j a a
I a *PR[’ufz 11110 XY P TR  7 LOA D  HL W I T H  X Y P T P  W H I C H  PO I N T S  TO P R EV I O U S

3 V ~4,U.~,
_.~SECTIOP4 IM - - X Y T B L , ‘lOVE TI) S T A C K  I’O I N T M

A O l  8 ; CALC u L ATE HL :HL+B
NEXT I I N C R E M E N T  H IF C A M P Y  

_ _ _
~_I~~R-_-~-~ —-H i — - - - — -  -- —

H E X T I  ‘lOV L ,A
SHI_ D X Y P TR  NU ll IFY P O I NTE R  TO P O IN T  TO N E X T  SE C T I O N

I X Y P I R I X Y P T R + B
- - -~~~~~~ 4~~~~~~~~~~~~~~~~~~~~~~~ -— - - -~~~ T*CK POI 1~T S TO Y ( N — 2 )  SO Pfl p H

SpsLD Y 14112 ; LOA CS Y(H—fl I N TO  H AN D L
POP H PO PP ING A G A I N  LOADS Y (P4—, 3 INTO HL
SPILD Y N M I  ;STOPC y (N— ~~),Y (N— t ),.., AS ~~EY API ~OPP FD

- - ~ P’iP _ —M s - Z P 4 TO ~~~LOCA -T I (J P. iS Y M M 2 , Y N N I , * IaM2, X N M I .
.SHLD XNPt 2 ~PUP H
SH,D XNI9 

- - -- ~~~- --- ~~~- — - --
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I S *a c FMOV MOV ES THE COEFFICI ENTS FOP THE SECTIO N TO BE *
* CA L CU LATED FROM CFTB L 13 LO CATIONS 82 ,81, . .,  a

5 p
I * *CFMOV & Lu 4LD CIPIP ~Mfl v E CFPTR WHICH POINTS TO COEFFICIENTS

SPIlL. 21CR SECTIO N TO BC CALCULATED TO
MUV L,A 5T*CK PU-t*TER
A DI 10 CALCUL ATE HI ZM L+ 7O
JNC NEXT2 INCRE MENT 14 IF CARRY
INR H

NEII2s MDV A l.
514L0 C F PT R  IMODIFY POINTER TO PO I NT TO NEXT SE C T ION

— CF PTP:CFPTR+t0
POP H MOVE 132 81, • INTO L O C A T I O N S  P2 ,81 . . ,
-3~-sLD 82 ,— -Pc)PP~~ G--ê~ ,B1,.. IN-TO—141.---A 7dD-T $& Pv
PQP H 

~ STORING 111CM INTO LOCATION S 82,81,,.,
SHLO Bi USED TO CALCULATE h R  RESPONSE ,
POP H 1 -

SM LD *2
POP II I
S’ILD A l
POP H
Sr$ l, D A D — -________________ _______

I a a
I * a
5 * THE FOLLOWING A CU AT ES V(N) FOR AN TIP SECTION *

—— 1 ~ A C COR OINC I ~4 O-$- -MG~: 
-_____________

g a Y ( 1 4 ] : A O a X ( N ) + A 1 a X ( N _ 1 ) + A 2 * X ( N _ 2 ) _ B I * V~~N_ I )~~Fl2*Y ( N _ 2 )  a
I * Y ( 1 4 2 ) , Y ( N U) X ( N — ? ) , X ( N — j ) , A;d 05 X ( N )  NU~~T BE IN t .O CAT IONS*
I aYNM2 ,VNM I,X 14I1~ XNPI1, ANO XNM O . THE COEFFICIE NTS MUST BE *

—I ~ IN LUC -~-TIONS (!-2-, -.4.2-rA4-rAO ,-—V-(14 )-—I-5 ---CA LC ULA-T ED AN PL j T a

I *I~ IRE H A ND L REGISTERS , B~~,f31,.,, ARE DESTROYED, a
7 * a
I * - a

—LIPS; LX! SP, 42 ~ ST
ACK-_PO S--3O--B2--Wi4IC$---COP4T-A~INS—COEF.- 8?—

PUP B I 53C :82
— LPILD VNM2 s HL~~Y ( N — 2 )

C A L L  MIJ L 16 I HL ’I L * B C ,  HL : YCN ~~2)*R~~XC ’4 G p D-~~-ML~POP B 
~ 

BC :~~ 1
LHLD Y N M 1  ; Hl.~~Y (N — 1 )
CA LL MuLlo p
XC HC
DAD D ; HL l 3 1a V ( N ~~1) , B?* Y (N— 2)
X R A  A ; C L EAR A C C
S~ B ; A~~O—L

L, A ~~~M V I  A ,0 ; C AR E FU L  P11)1 TI) DESTROY C A R R Y
2— Sb~ if j

NOV Hg A 7 H .HL
- 

$~~~
G B ~~~~~ ~~~

- LHLO XIIM2 
~ 

H L : X ( N— 2 )
CALL MUL I, ;HL :X (N~~~~)a B 2
DAD ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ——-- —

~~~--— ——
X C HG I DE:HL
PUP B BC :A
LHLD X N M I  

~ 
‘-4 = X  N—I ) 

____C A L L  M’JL 1~~ ,—14 X (Pe.-t -) _ - -

IHID XNIIO : HL :XC1 j )
CALL MULIb l—44t-*A+*-X-(-N}-——— — — --- -

DAD D ; HL Y(N~ :AuaX (’~).At.X (N~~l)+ ...—R laY (N 1)~~..., a a

53
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copy 
*

: ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ :
p * V(P4.1),Y(N~ 2),X(N—I), AND X (N—2) THE NEXT TIME AROUND . a

* *5
TRA N SI XCHG i DE~ Y(N)

LHLD XY PTR ; Mrj V~ XV TABLE POINTE R W H ICH POIN’S TO
SPHL J NEXT SECTION TO S T A C K , 

_____Lufl.D KNIIO r —44t .x(N) i3 P t i 3H E f l Y HE STsCc ~~~ 
—

PUSH H HENCE 11 BECOMES X ( N - I )  OF THE SECTION
LP$ L II XUM Z JUST E V A L U A T ED , L IK E W I S E  X (N— l )  IS
PUSH H IS S ORED INTO 1141 X(Nw2) LOCA T ION OF
Pu 814 0 —~~~ ON—f N—*~~ B tj— 3O—A RE
11110 Y NMI Y ( N )  AND Y ( N — 1 )  T H A T  BECOME Y(N— 1),Y (N— 2)
PuSH H TH E N EXT T IM E A RO UND.
XC IIG i-i :DF.:Y N) WH ICH IS  X ( N )  FUR N E X T  S EC T I O N ,
1.0* SECNT G-.--- W -I-T l 4- -S E C T- ION  COUP+T——— —

OCR A ECREMENT SECTION COUNT
JNZ SEC IN ~~ K ~~14

SE~ IF L A S T  SECT ION
6 3 PA IR

54
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*a ** *a  a p a * a  a e a * a * * a a *  a a a .  sea aaaa... a sa a a *5* a a a *a ** a *a a a aa * a a S e a s
— _______________________ — —-- --- — — — — -  —— — -— —

a a
a 1M~ FOLLU WIN( IS All 5t ~I3f~ PR OGR A M Ffl R D E C IM A T X ON .IM TIIIE*

• p~ *~ ~ ~~, IN PLA C E FAST FOURI ER TRANSFOR M . *
~ T’1L_SA~2L~ 3 —P-E ~iIORLO_ IN A TABLE C A LLED XTA B L  - EACH SA IIPLE *- a IS STORES) AS A C .)NPLEX NU IIUER W I T H  I* H I T  TW U ’~~ C O M P L EM E N T  a
• REAL *.lD I M A G I N A R Y  P A R T S ,  a
* REFERENCE IS MADE Tfl THE F O RT R A N  D E C ! M A T T f l N IP1~~T IM E ,  R A D I X  2, a
a T M P L L C F  FIT QO IJTTN F ~ Y ChilLY LLALS - -  AND WEL CHCPA GE 3bJ. _

~~*
* ~~~P~EU A N D  GOLD’S ‘DItilTAL 3!~~N A L  ~~W O CE S SI N G ), *

— a TH ~ MA X IPIIIM NIIMRER Of 3A1IPI. f l ,_j 5JIMAZ, 25b .__ a
a a
a *
• a a a a ap * * * aa * * a * a a a a a * a a * * a * * a a a * a Ca a * a a a a * * a * * * * * a a a a * a a a * * a * a a

— — — -—-- -————---— — —-  -— _______

s * I N — PLA CE Q IT— PIV EI4 3A I SHUFFLING ROY T INI . a
* S IJBR UU TIN E PIUVF IS USED TO NI )VE THE RE *L A N D I M A G I N A R Y  PART a

* * OF THE CCPIL (X cA R I A B L E  A DDR E S S E D  BY IlL IN TO THE LO CATIO N *
— t  • ~D~~~E~~~EO b~ - 

~~~ 
- - - - - - a

I * *1 a *
MO V E :  ‘ lvi c ,a I N I T I A L I Z E  CO’JN r IN C REGISTER
I - — ------- - —--— —--a —-

a a
M DVII; r1~)v ~~,;i : ‘ lOVE F I R S T  B Y T E  OF R EA L  P A R T  INT O

ST ~~~ D A C C U M U L A T O R  AND FRO M THERE ST O RC T HE’ l
ii ; To T C LUC~~TIUU~~A OD RE5S E D BY DE.

I - ~X 0 s IIICREM E PI T HI AND DE.
OCR C I DU FOR FOUR BYTE S .
JNZ N OVEl ; CHECK TO sEE IF FOUR B YTES OOIED .

— RE T — ________ — —  -

~ * a
I a - a

* T’l’.. FOLLO 4I1JI, DOE~5 THE IN—PLACE B t r— R E V C R S E D  SHU FFLI N G. a
_J_ _ ___ C~~~ IS T ’R . .~~~~ COMT&LN-S- T HE_4 LT—REVEHSL D COOL OF THE C O U r ~T PLALEDa —

* I~ ~ Lc~!ST~~R E,~1 IS TH NU MBE R or SaMPLES WHICH IS PLACED a
I a IN RU ISTER U , a
7 a *

~~NPj~ P5 1  L X I  14, X TA d L C ,  ML PO I N TS  TU T Ab l E w ! T w  SAM P I E S X ~ ~~~~ 
- a -

M V !  ~~, N ; 1IUV E NU IHEP OF SA 1I’ LC3 ,  N,  INfO RFL . 0.
7 C L E AR 4 C C .

4t~1 V . .  A C i_t. ARJ1L I~ I. - - --  

F 4 IL L ( ; 0 1 4 T A 1 N  CO UNT ~ ‘5 HE MOVE
; 00 1W THE X T A B L  C O N T A I N I N G  SA M P L ES .

N OV 8,4 : C~~~ E.~~4 B.

~~~~~A 1 L_ ç Q N T A I N  B I T  R(v ERSED NUMBER QF_ D.. - - -
SH FFL : SUB E 4 ;1 3—f • ~ 3> 1 1~lE~ M F v L ~~5l P O S T I T U N S ,

JL HIJNLED : IF 13=1 T~
-
~~ ~ -‘~~1 NEED T I) RE v F U S F .

JC ‘IUIIF.ED ; IF E> B TH EN A L R E A D Y  4~EV E I 1 S E D  M F I O M E.
_ j j. EH1jL~~~P U S N  fl _ *AVL DE RçG I3T EP~~.

P U S H  H 7 S ) A V ~ A~) UP IS3S  Ui CIJ PRINT SAM PLE A D D R E S S
PUSH H S A V E  T W O L FV E L S  DF~~ P ON S T A C K .
XI 0 T~~iP A~ D E W IT H A D O , u f  T F M P O P & R Y  LOC .

~~~~~~L ~~~~~~~~~ ~~~~ E 4~
A~ PLE INTU T~ MP LOC A T i ON . -

• IUV 1, 4
DA D P4 HL:?*A

4 • HL:!4*A -

PAD 0 )4t~~C IJR PEN T S A M P L E  A D D  • aa A •PUS H H 14C NUN Cf l ’ IT A I NS  4o r~~E~~sS o F INC . T~ RI
SH U FF L F .D I N — P L A C E .  SA V I  ML fl N S T A CK

— CA L L MOVE i4UVE SA M PLE T N LOC A D D R E S S E D  13 HI TO
PUP il L O C A T I O N  I~~ DE C  C IJ ~~RE iiT  SA M P L E )
LX I  D, TEM PR , L OA D DC W I T H  AD D R ESS OF T(M P L’lC .
X C MG 3 1 1 1 C M  O)E AN D ML
CA LL iUYE JiL]V.L 3,~tlPLL IN LIX . TL~1l’ IPl if)

L O C A T I ON  t)R TA I ’lID BY B I T —R E V E R S A L .
PQP H Rrsr r ) RE A D D R ESS OF CU RR ENT SAMPLE .
P~~P 0 - R E S T O R E  OF PEGI .~ TE R S

~ ut1CF~~ ~niR F _1NCHC.JIENT .CLJ~JN1LR I to POINT 10 N E X T  S A M P L E
C A LL  p IT NEy B I T .R E V L R3E  F, R E T u RN I IT I 4  1 3 1 1 — R E V E R S E D
NOV 8,4 ~4UPI 8CR IN 4CC. PUT IT IN TO U .
INX H

4.4 — __________ - - -

HLaHL+~4 . HL ;
~oW POI NT S  TO N E X T  SAMP LE IN X T A U L .

DC~ 0 1 C4iE L~ TO SEE IF N S A M P LE S  SHUFFLED.

— - - ~~FE~~~~~~ KEEP Qi4 SI1UFILLNG. - - 
-
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*

~ * THE FQLL.O.&ZNG .~O~JTI NE OBTAI NS THE NEXT BIT—REVERSED NUMBER *_, 
* c

~~
[lj

~ 
THr !REVIIIUS Qi4~ I’4 TM REGISTER THE. ~E1HO~ . ~5~q Y S  a

I * dA~ ED ON TME FLOW C HA RT ON A I 365 OF ~~ BINEU AND guLp-s a
~ • DIGITAL S IG NAL PROCE3SI IIG .Ol E X I T  TIlE B IT — REV E RS ED NUMBER ~

* * Is I~ TJ4E ACCUMULATOR , a
—Z  ~ - _ . :~~~~_ . _ .

* *
~ IT REv ~ say .t ,B iIOVC PREVICUS BIT— R EVERSED 14UMRER

MV ! C , 9— L’4 I t~~TO 4CC THE B IT— REVER 3EI) IIUMB ER MUST NE
L~~~T~~2 ~~~ C I_ 1RM A~~ .L2LD,_ L Nz LO G( BA3 E~~~ t w O ) c  N~~~~~~~~. --

; 14~ 7j cE 8— La AR E t il E NUMB ER CF T IMF S THE
I N U M BE R  MO~~1 61 sHIFTED TO .THE LEn ,

JI S TA R T  E X I T  CONOITII1N ,
RLC ;_!I~t4TE 4CC.,_TQ. rHL LEF T~~ 

-
_ -  - — - - -

LR UT N I -

5 T A R T :  Ny t  C ,N/2 1 S T A R T  f l t T — ! ~EV ERS AL PROCESS
4.J T X :  RA L I_.__R!1r~ J~ ~Si1fif1fi~ ; _____________ 

~~~~~
_ 

~~~~~~~~~~~
__  -

R u T X :  M,J V A ,C
R U T X :  X R A B ; A: a1T REVE RSE D NUMBER . -

R ( j T X :  4,~~ ~—L l< ; *3CG IN D E N Q RM A L IZ AT I IJN.
__j~hO T N ; DCR C _ _ _ - _ . _ - - - - -

I RET URN
SU~~ONF2 ~ ~~~~~~~~~~~~~~~~~~~~~~~~ 

- _____

i~~v ; X u - ( t — ~~— 4 ,, .— - N/ 2 )  BY C A L C U L A T I N G• RR C ;(1—2—4— ,..—N/ 2 ) AND P IITT IN IT IN C
X~~A C
‘DV ~~~ _ _  - - -- - - - - - — -

Wc] V 0,4
R U T X  

~I * *
~ ~~~~~~~~~ 2~

”t~1,Pi L I  -

7 a L~ = ?s*L a
I a L~~l:L~~/2 a

—I  a Ii- 0 B a) - -  -

* W C~~ L~~(~ OSC PI /LE1) , SIPJ (P I/L El) )  *
I a DO j.) ~ = J ,N LI. *
1 * 00 20 J .ii t *a IP L~_LL - - - - - *a ~~~~~ A ( j ) F *
I * Li) A ( I )  : 4 (I )  • T *

a 20 I) aM *
I ‘ ~~~~~~~ rlc_ AT t f lP4 LL CHP-4T A I NS ‘L’ , REGISTERS 0 AND F C O N T A I N  *

* P~~T A M. P 1WSPECTrV ELY. LEI IS KEPT I~I REGISTER B aNt) a
7 * LE IS K E P T  Iu REG I S T E R  C. a
7 * ALL CO MPLEX VA LUES HAVE 16—BIT T W O ’ S  COMPLE MENT NEAl. AND a

* t - ’IAGIJ4ARYfA RTS , - *
* *7 a *
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- V -. p. ‘—
~ ~

. ._ .~;d  I t ~~ IIh a..i~~ .d i_

M V !  4.1 RFGIN 0’) LOOP W I T I 4  ‘14 :1
C DEz STA LL t_ ~ TflHL ’L! IN LOCATIO N LL - - - - - -

MQV C ,A 7 .~4VL. •1’ IN C TO CA I . C U I .A T E LE L A T E R
MVI  4 ,1 ; TH IS PORT ION CALCUL ATES

PO- IIR ; ADD A 7 A 2a* L
RCR _ __

OCR C T IllS IS DONE aY S HIFTI NG A 1  TO -

J.N Z POW ER THC NIGHT ‘LI T IMES.
uluJ V C,A C22**L :LE
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-
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CMP — ~~~~~~~~~~~~~~~~~~ ;ILTh_LEL_ - - - - - - - __- ---—--
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*
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MUV C, M -
MuJ V
lU H MOVE X N EA L PA R T ,A ,  INTO BC REGISTERS

• 
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C, M ‘ lOVE t H A G  PART OF X ,R, IN TO BC REG IST ERS ,
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~~ ~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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* *
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I * --- - — - - —  - — — _  a — - -

* 
— — -  — - a
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SPILD 4CC! I
X L I-$ G LJIL POINT3 TO A (IP) -
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