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ABSTRACT belaw ,ars qu ite diffe rent from those Which have
appeared In  the Geophysics literature (R.fs.l—l.,In this paper we develop time-domain state space for example) . One bi g d i fference is that our modelsmodels  for lossless layered med i a wh i ch are des- are for non—equal one-way trave l times.cr1 bed by the wave equation and boundary conditions.

Our models are for non-equal one-way trave l times; An important use of a mode l of a K-layer media sys-
hence,they are more general than existing models of tee Is to generate synthetic seisuiiograms; i .e.. to
layered media wh i ch are usua lly for la yers of equal generate y(t) for a given m (t). This synthetic
one—way trave l times. Full state models ,whlch in— data can then b. used for prelimina ry testing and
volve 2K states for a K-layer media systee,as well evaluation of si gnal processing techniques (e.g.,
as half-state eodels ,Wh ich involve only K states deconvolut ion). These models may also b. useful
a re deve l oped and related . Certain transfer func— for identifying important parameters ,such as re-
t ions ,Whlch appear In the geophysics literatur e in ?J.ction coefficients and one-way trave l times. **
connection with models of layered media with equal As in Refs .2 and 3,we shall find it convenient totrave l time s,ars gsneral ized to thes ltuatlonof non_
equa l travel times.Our state spaca models represen t a draw ray diagrams with time displacement along the
newclass of equations ,causa l functional equations , horizontal axis , so that th. rays appea r to be at
som.of whoeaproperties and approaches to s imu l a t i on  non-normal incidence and so do not overlap one an-
are discussed , other. Fi gure 2 depicts prima ry and multiple re-

flect ions for a 2—layer med ia system ,and i ll us
I. INTRODUCTiON trates the very complicated internal behavior of

We are interested in lossl ess la yered medI a  which even a 2—layer system. Our state spac. models can
are described by the wave equation and boundary con— not only be used to compute y(thbut can also be
dltions . Specific applications of such media are: used to compute the internal behavior of a layered

(1) horizontally stratified nonabsorptive earthwith med ia System. They are based on ray theory ,whi ch

vert i cally traveling plane compressional waves,and g ives exact results for lossless,horizincall ystra—
tified media.(2) i nterconnectIon of lossless,not necessar i l y

reatched ,transmlssion l i nes. Other application s can The start ing point for our deve lopments is the Fig.
be found in ecoustics .optical thin coatings, EM prob— 3 ray diagram . Symbols u and d~ denote the upgo—l ems,etc. Because our interest is presently in the ing and downgo i ng waves ~n the kth layer ,respec-
seism i c area ,our discussions will be in th. context tivel y ; and ,we adopt the convention that waves at

• of Such models, the top of a layer occur at present time .t. That
A system of K layered media is depicted in Fi g.l.We each layer is characterized by two si gna l s  travel-

• adopt the convention of call ing the layer below l ay- trig in opposite direction s follows directly from
the solution of a loss less wave equat ion . Geophys-er K the basement. Th. basement is assumed to act icists will recognize that Fl g.3 is a lso the start-like an energy sink; l.e.,no energy is returned from ing point for the models which appear in Refs.lthe bau.asnt into the IC layers. Each layer is char- through 4,for example. We s h a l l  return to thisacterized by Its one way t rave l t ime,’r15 ve l oclt y ,vj. point shortly.and normal incidence reflection coefficient rt (i

• l ,2,...,K). Additionally interface—O denotes the As stated by Robinson (R.f.3), “the solution of the
surface and is characterized by reflection coeff l— wave equation at each interface l eads to the defi-
cient r9. In Fig.l ,m( t) and y(t) denot. the input nition of a reflection coefficient rj associated
(e.g.,s.lsmic sourcs si gnature from dynamite ,alrgun, wi th  that interface. . . .the reflection coefficient
etc.) to the l ayered media system which is applied r 3 ,Whl ch must sat isf y r 1 1 < l ,h.s these properties .
at lnterface-O , tnd the output (l.e.,ldea l se is mo- A downgoing wave of amplitude A in layer j.upon
gram) of the system which is observed at the surface, striking i nterface J, Is both reflected and trans-
respectively.’ mitted. The reflected portion Is an upqoing waveof

We shall present state space models for the Fi g.l amplitude r1 A in layer j,so r1 represents the re-
flection coefficient. The transmitted portion ITasystem. These models,as we shell describe sore fully

~(t~ a mar ine  environment ,layer 1 can be taken to be **The reader interested in elements of the seismic
water; but , in tha t case mit) Ii applied and y(t) is prospectin g method and the seis m ic reflection

• observed in the water layer. It is relat i vely technique should see Ref.5 ,Chs .l and 3,and Refs .
straightforward to extend the results of this paper 6, 7, and 8.

• to that case.
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downgoing wave of amplitude (l+r ,)A in layer j+l ,so ated with systems which are descrIbed by time-
l+r j represents the transmission coefficient. An domain state space models. Most recent results ii,
upgolng wave of ampli tude B in layer J+l is both re- estheation and identifica tion theory ,for example ,
flectea and transmitted when it strikes interface j . requ ire a state space model. In fact,our ultimate
The reflected portion is a downgoing wave of ampli- objective is to apply those theories to the layered
tude -r,B in layer j+1 , and the transmitted portion media problem; but,to do so,of course requires
is an upgoing wave of amplitude (l—r ~)B. Hence r~ state space model,. One might argue that it should
and (l—r 3 ) represent, respectively,the reflection be possible to go direct l y from the transfer func—
coefficient and transmission coeffIcien t for the tlons.already devel oped ,to equivalent State space
upgoing wave. These propert ies are suiisnarized in models. in most cases ,this is riot practica l since
Table 1 (2).” closed—form expressions for the reflection trans-

fer function are not available; that transfer func-
Table 1. Reflected and Transmitted Portions tin must be computed from a set of equations wh i ch

are solved in a recl rs ve manner. Add itionally, th.
Reflected Transmitted transfer function results which appear In the Gep-

_____________ 
Portion Portion physics literature are l imited by the equa l travel-

time assump tion.Downgoing wave Upgoing wave D~~~igo ing wave
A r~A (l+r~)A In this peper ,we develo p (see Fi g.1.) a variety ofin layer j in l ayer j in l ayer J+1 state models for the F i g.l system. Full-state mo—

Upgoing wave Oowngolng wave Upgoing wave dels ,whIch are of dimension 2K (i.e.,two states
B -rI B (i—r ,)8 per layer) ,are descr ibed in Sections II and V.A .

i n l ayer j+l in layer Ji ’l In layer j Hal f—state models,whlch are of dimension K (i.e.,
one state per l ayer) are described in Sections IV
and V .B. A number of usefu l transfer function re—Waveform u

~(t+r5
) (FI gure 3) is made up of two la tlonships are described in Section 1 II. Thosa re—parts ,namely the part due to the reflected porti on lati on shlps are obtained directl y from state equa—of d~(t-tk) and the part due to th, transmitted tions .and,not only serve to connect our resultsport ion of 

~~~ Ct) . It sati sfies the equation with the transfer functions found in the Geophys—
uk(trt k) • rkd

~
(t

~
tk) + (l - rk)uk+l (t). ( t)  ics Iitera tur e ,but also represent generalizations

of those results to the non-equa l travel time case.
In a similar manner ,waveform d,~,~~(t) satisfies the Our state equations are continuous tins equat i ons
equation with multiple eime—delays ,and ,ar e referred to as

causal functional equations. Some preliminary dis—
d~,1(t) • (l+r k)d~

(t—rk
) — r

k%+l(t). (2) cussions on simulat ion of such equations is g iven
in Section VI . Sam. new resul ts Wh ich have beenWe refer to Eqs. (1) and (2) as the interface aqua- obtained using our state space models , as well astions. These equations are the start i ng point for di rect ions for futu re research ,are g iven in Sec

T~~~~fer func t ion nodels ,whi ch are very popular in tin V II.the Geophysics literature (Ref.2) ,and ,they are also
• our start i ng point for the development of time— II. A STATE EQUATION MODELdomain state space models (see Fig.J,).

A state equation model for our K layer media sys-• In the Geophysics literature , the assumption of tern is obtained direct ly  from Eqs.(l) and (2).ecual one—way travel ttme s ,t1 , is usually made. Lay— which are applicable for k—l ,2,...,K-l , and comers of different t ravel tInes are built up by in parable equations at the surface and kth interface .serting layers Whose reflection coefficients are At the surface (Fig.5a),we obtainzero. Transfer funct ions Which relate the upgolng
and downgoing s i gna l s from one layer to the next y(t) r0m (t) + (l—r 0)u1

( t) (3)
have been obtained. Because of th, equa l one-way
trave l tins assump tin ,same very clever recurs i ve d~(t) 

a (l+r0
) m(t) — r

0u1 (t); (4)
equations have been developed (Refs.3,k,and 9, for
examole) which simplify the cal culation, of the and,at the Kth interface , we assume* that u,.~ (t).transfer functions relating layers. These t ransfer O,to ob tain (Fig.5b)
Functions are often presented in terms of z—trans- uK(t+tk

) rKd~(tr K)• forms,which is again a consequence of the equa l
trave l t ime assumption. From the transfer functions d~~1 (t) • (l+r K)d~

(t.tk) . 
(6)

rela t ing iayers,it is possible to obtain the so—
called reflection transfer function, Y(s)/Pq(s) (or Signal y(t) in Eq.(3) is the measurable systen out-Y(z)/M(iJJ,wh i ch I s used to generate synthetic sd ,- put . Signa l d ’5,.~ (t) is also a system output; but ,
engram data (Refs.3,4,and 9, for exaevle). Addi tion— s ince I t cannot be measured ,we sha l l  I gnore it ina l l y,Robinson (Ref .lO) has presented a very simple fo l lowing analyses .technique for computing Y (z)/M (z) in a l ayer—recur-
sive manner . Inverse probl ems of reconstructing .the It is convenient to group Eqs. (l),(2),(4) ,and (5)
reflec tion coefficients from knowledge of y(t) and in a l ayer ordering ,as follows : 

— —m(t ) hive been extensively studied. Their solutions 
-~~~~

(R efs . 3 ,4,an d ll , for example) are again quite -

strongly dependent on the equal travel time asstinp—
• tla n ,and use z—transform relationships .

*fl~is assumption is a boundary condition which is
• As is we l l  known ,there is a vast literature associ— compatible with what I s  mean t by the ‘basement .”
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• d (t)s— r 0u1(t).(l+r0)m(t) bered A , b, and c m a t ricss , we do net g ive exp Uc it
A , b , and c structures here for Eqs. (12) and (13) .

• u1(t’.’t1)—r 1d~(t—r 1 )+ (I—r 1
)u
2(t) 

Fro ’ Eqs .(T2) and (13), we see that

• dj (t).(1+rJ..l )dJ_ l (t—T J _ l ) . r J _ l u
J
(t)

~ 
(t)~ (

1
—A) ’

~~e(t) — (I— ~A)~
’1
;~.(t) (~4)

•2 ,3 ic—I and
u
1
(t+T

1
)ar

1d1(t-t1
)+(l-r

3
)u 3,1(t) 5 y(t)-(c~(~~~-A) b+r0]m(t).[c’(%- A)~~;b+r0)m(t).$ d

~
(t).(l+r

~.1
)d1~_1 

(t—t X.,l )—r K l uK
( t ) ( 1 5)

These equatIons provide us (conceptuall y, at leas t )uK (tsT K
).r

KdK(t—V K) ~~ with the solution of the stata equation and w i t h
the output as a functin of the input . The trans—This system of 2K equations Is not in a useful fe,~ function of the K layer media system is ob—state equati on format , yet , since si gnals in  its tam ed directly from Eq.(15), asleft- hand side occur at t and delayed times ,andsig-

nals  on the r i ght-hand side occur at t ,  t-r~.,~ and !.f~.f. c (T’-A)”1b.r0 — c ’(I-~ A) 1
~ b’I.r0 ( 16)t—t~ . In order Co put Eq.(7) into a useful state

equation forest, let
where Is obtained from by setting

d~(t) 
g dJ (t_.t~)

for all j— I ,2 K. Observe.from Fi g.3, that the e . (17)”
downgoing states d3(t )  occur at the bottom of a At this point,,cme c~ ,misnts on the nature of statelayer. Equation (7) b.ccmss equation (12) are in order. In the special case
d1 (t+r1 ).—r0

u1 (t)+(l+r0)m(t) 
when ~~~~~~~ at 5 A t ,,. ZI ,where z denotes the
t sec time dela y and I is the 2KX2K identity ma-
tr lx ;  and ,Eq.(12) can be wrlt ten ,as

d.(t.wr.).(1+r )d (t)-r ~,(t +t) — A~,(t) • ~a(t) . (18)
~ 

j—i ~~, 1..1u~(t) j 2 3  ic—i This equation can be reduced to a vector f inite’

~~~~~~~~~~~~~~~~~~~~~~~~~~ difference equation by choosing tk t ,and ,when m(t)
on ly has values at t.itT. Then,a l l  of the usua l
techniques associated with such equat i ons can be
used to ana l yze our IC-layer media system. We donot

uK(t+rK
).r

KdK(t) (9) choose to follow this uniform trave l time/samp l ed
data path ,because these assumpti ons seen too re-

By m eans of transformation (8) each pair of equa— st r lc t ive .
t ion s in ( 7) now only i nvo l ves two time po ints, State Equation (12) is a dynamIca l equation wi tht+r~ and t. Equations (9) and (3) together repre- mu lt i p le time delays. it is not a differential
sent the state equation model for the output y( t ) .  equatlon ,nor is it a f in i t e—d i fference equa t io n .
Th is model is referred to as the la’~er ’ordered We sha l l  refer to i t  as a causal f unct iona l eaua-(L-O) full-st ate model in the seque tlon . It is linear and time—i nv arian t ,and ,as is the
Equations (9) and (3) can be expressed in more cam— case with delay—t i me systems ,raqu ires initial val-
pact notation by introduc ing the following ZlCx2K ue information over initia l  intervals of time .
matrix operator * : Equation (16) suggests a straightforward way to

com pute y ( t )  for an arbitrary m(t). Fi rst compute
~ dlag(z 1 .z1,z2.z2.....z~,z~). (10) the system ’ s impulse resp cns e, H(s) ,wher e ,obv i ous ly

• where z, is a scalar operator used to denote a r~ K (s). c’(I-~A) ’1 3b+r0sec. ties delay (i.e.,z~ f ( t ) — f ( t—t 1)). Let
then ,convo l ve h(t) with m (t) to obtain y(t). It is• x (t).col(ui(t ),dl(t) ,u2 (t) , d2 (t ),...,uK(t ),UK(t ) ) ;  interest ing to note that h (t) is a sequence of im—

( 11 ) pulse Func tions .since the ri ght-hand side of Eq.

thsn ,Eqs.(9) and (3) can be wrltten ,as (19) is an infinite series each of whose terms
looks like oe~~

8.and,,C~{as ”~8} —

• A1(t) + ~.(t) (12) Since our IC layer medIa system is one with time
deiays,i ts state space is inf inite— d irnenslonal ;bu ty (t) •i ’z.( t)  + r0m(t) (13) in teresting l y enough ,onl y a f i n i te number of states

where the explicit structures of A , b, and c can be (I... ,2IC) are needed to describe the trajector i es

deduced directly from the former aquatlens . lecaus. eaThe r ight-hand side of Eq .(17) is the Laplace
we do not need this information at this point ,and transform of a delay effect . Associating zt with
because other versions of Eqs.(12) and (13) ,wh ich a delay is counson I n the Geophysics ’ and time
we discuss in Secti on V—A ,have more eas i l y remee— series ’ litera tures. In the control’s literature ,

on the other hand ,z~ is usuall y associated wi th‘Thi s idea was first suggestad to us by Mr.M lcha e l
Sta i nberger ,a gra duate student in the Electrica l an advance in which case z1 —e ~~. Clear ly, ou r ;
Engineeri ng Department,at the University of is simply the inverse of z 1 in  the control ’s Ht—
Southern Cal i fornia. erature.

3
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in tha t state apace.

The Important system theoretic concepts of observa— ~j
(s) — W~~( s)G~ (s)~~ _ 1 (s) , J~~.3 

K
; (28)bl li ty,cont ro l l .b i lity,and ident i f iabi l i t y  can be

defined in a var iety of ways,as for diffe rential— ~~~~ 
— W~~( s) G 1 (s) M (s) )

delay equations ,and wi l l  be discussed elsewhere.

The L—O full—state mode l was fir st pres.nted by Ma trix W~~( s )G~(s) Is the layer transfer function
Nahi and Mendsi in Raf.12. matrix wb lch relates layers j - l  and j. Equation

(28) Is si milar to the recursive al goritPves which
I I I .  SOME TRANSFER FUNCTIO NS appear in the Geophysics literature (Rafs.3, 4 and

ft~i le Eq. (l6) Is the transfer function for our K- 9,for example) except that it is a generalization
of those ai gor iehos to non—equal trave l times .layer media system ,i t is not at all a useful form

for computing that quantity . In this section we ore- We conc l ude this paragraph with an example which
sent two alternatives to tq.(16).both of which are ill ustrates the calculation of y (s)/M (s) for K—2 .
recursive in nature and are of interest In their In that case,
o~ i ri ght. • / 1 -r 2z2\

_________________________ 
(29a)A. Layer Transfer Functions — F2 — )Let ~~~s) denote a 2x 1 Laplace transformed vector ,

d.fined For the kth layer , as

r 2
2

— col (U k (s) ,D
k (s ) ) . (20) 

w;’(i ,2) — 
2 (29b)

In Appendix A , we show that i+r1r2z~
• 1

k(s ) — 11 (W~~(s) Q 1 (s)1 M(s) (2 1) — (r 1+r24)z 1iak
and

• ~
±f (l-r

0
)(i ,O)W~~( s)G

1
(s) +r

0 (22) 
w1
_c

1 -H1w;’G2 (r
0z1 

14r 1 r2z~ ) (29c)

where W i (s) is a 2X 2  matrix whi ch is solved In a
backwards recursive manner from the following alger— Cr +r z2)z1 Z z  1 

2 (29d )i thm: W~~(1 ,2) . 
i+r 1r24+r0r1z~+r0r2z~z2

Wic(s) • F
’

(s)
and

a F (5)—H i(1)
~~

’
1G i+1 (5)l  23) 

~~~~ 
r0+ (i—r~

)z 1W~~(1 ,2)
- I • K-1 ,K— 2 I )

where 2 2 2
(30)

F .(s ) • 
( 1 _ r

1 z

i) 

— 
r0+r0r 1 r2z~+r 1z 1+r2z 1z2

(2k) i+r 1 r24+r0
r1 z~+r0

r2z~4

For the special case where r m — z,so that Z~~ 2i•Z ,
((l..r i )z i 

0 simplifies to
2 IN (s). 

~ 0) 
(25) 

Eq.(30 

r0+(r 1+r3r1 r2 )z +r2z
2 4 (3 1 )

•(r0r1+r 1r2 )z +r0r2z/ 0 0
G .(s )  — 1

\O (l+r i 1 )z 1) 
(26) which is prec i sely the same result derived by

Robi nson In Ref .3 .

0 ) I. Recursive Reflection Transfer Function
and 

G 1 (s ) • 
((t+r 0

)z 1 For a K-layer media system ,states u 1 (t) and d1 (t)
(27) Relationship

• have been defi ned at the top and at the bottom,re—In practice, iC is not necessary to compute the four
• elements of W~~~(s),due to the sparse nature of s~~~t 1vdly, of the jth layer (see Fi g.3).L.et A C .)

4 i$~ (s) and G1.1 (s). Onl y the 1-2 element of Hj W ’~~t.1 
denote the transfer function between u1 and d~ !3.
the J t h  In terface; i.e.,is non—zero, and that elemen t depends only on the

1— 2 element of W ’,~,(s). 
‘~(u ( ts~r ) )  si U (a )

During the devel opment of Eq.(21)we obtain X 1(s) as Ri
(s) — 2T~~(t)~ 

— a . (32)
a func tion of ~~~~~~ . -

When jMO ,we obtain the ref lect ion transfer func-
tion between output y(t) and sou rce m (t); Le. .

• k

- • - .  ~~~~~~ - - ~~~~~ - -—-- ~--~~~ - - -



U0
(s) g ~f1f r •z2

* 1 2’ZR0
(s) — e5t 

________ (kla )
since ~~~~ 

N 5 R
1 (s, — 

l+r 1r24and
We shall now develop a simple recursive relation-
ship between R i (s) and ~~~~~~ Conside r our ear— r +z2R 1 (s)11c r state equations for u1 and di.~: R

0
(s) • 

0 1
i+r0z1R 1

(s)
u (twr ) — r d Ct)+ (l r )j 

~ 

- 

~ 
u~~1 (t) (34)

2 2
j  j  J j+l • 2 

2

2

2 

2 2
d~+1(t+r~,1) — (1+r.)d (t)—r 

~ 
(~
) . (35) r

0
+r
0r1 r2z2

+r1z1+r2z1z2 ( 41b)
From the Lapla ce transform of Eq.(34), we find l4r 1r2z2+r0r 1z 1+r0r2z 1z2

A (a) • r +( l— r u (s)/O s (36) I t is much easier to compute the reflection t rans—
j j  j  j+l j  fer function by the recursive reflection transfer

Lap lace t ransform Eq.(35) and solve for 03 (s),to 
function relationship of this paragraph than by the

show that laye r transfer functions of the preced i ng para—
graph; however , detailed informat i on about the up
going and downgoing states cannot be recovered

a [r.U. l~’~” 
~~~ D~,1 (s)]/(1+r

j
) (37) free the relat i onships in this paragraph,whereasJ J• they can be recovered from Eq.(21) in the preced—

Substitute £q .(37) into Eq.(36), and re—arrange ing paragraph.
souse terms in the resul ting expression to see that

IV. A RECURSIVE I4ALF-STATE MODEL
R .( s) (J.~C— l ,It— 2 ,.. . ,l,O) (38) Observ.,from Eq.(38),that operator z.•~ appearsl+r~z~~,R~,,(s) onl y as ~~~ in Ri (s). This suggests that a state

space model ,wh i ch requ i res only IC states ,can be
which is the desired result , deve loped from that equation. We refer to this me-

Equation (38) can be used to computs the output of del as a recursive half-state mode l ,sincs it Is
a K—layer media system in a recursive manner , be— Obtain ed from the recursive reflection transfer

func ti on relatIonship.ginn ing with a one l ayer system (i.e. one l ayer on
top of a basement l ayer) for whi ch we set j—IC-l. Theorem 1. For the IC-layer media system depicted

• We then iterate Eq.(38) backwards,urtlng j.IC-2, in FI g.l ,let
IC—3 ,. . . , l,O. In order to compute ç.4s) we need x(t )  — cel(x i (t),x2(t),...,x~

(t)) , (42)A5(s); but.R,(s) can be Obtained directly from the
very last state equa t ion i n (9),u 5(t+t 5).r5 d5 (t ) ,  2 a d iag(z 1.z2....~z~) ‘as and

R ic
(s) a r~ . (39) T — 

~~~~~~~~~ j1) (44)

where s~ is the J t h  unit vector ,and Is C x l .  Then

travel timn es ,Eqs.(38) and (39) sim plif y to 12
in the sp.cial ,but widely studied case of 

~~!1 
T*(t) • Ax(t)+ bm(t ) (45)

r.+t2A.,1 (s) y(t )  — c ’x(t) +r0m(t) (46)

• A
s

(s) — 
l+r z 2R 

, J_ I(_ l .K_2 ,.. .,l,O)  
where 

col(r~ ,r~.,1 r 1) (4 7)

c .  col (O ,O O , ( i— r ~ )) (li i)
j j+ l 

~ (40)

R
~

(s) . rK 
and

where z—e”~. Equation (40) (or its di screte—t ime A •
counterpart ,in which Laplace tra nsfer functions ar. / r Krk l  ~

rKrK,.Z -rkrk,.3 ~r~(r1 -rKrO \replac ed by a—transform transfer functions) Is a
well-knGei result which can be derived by widely ( (~~~2 ) _r

~~.l
rk_Z _r K.,lrk..3

. . r
~..1ri rK_ l r0di fferent methods (*efs.1O and l3,fer example). Ad—

d ic ionali y ,thes. recursive relationships occur (Ref. 

~-2~ 
.rK Z rK_3

....rK_Zrl -r K_Z rO~~
14) in electric karnal functions, m.gnacotellur Ic 0 (1 r
input i mpedance functlons,and elec tromagnetIc mod l 

o o (1-r~~ 3
) . 

~~~~~~~~ -rK_3 r0 /f i ed kerna l funct ions .

That £q.(40) generalizes to Eq.(3$) for non-equal
trave l times Is bel ieved to be a new result.

I::(lj~) 
~
r 1ri

To illustrate the use of Eqs. (38) and (39) ,we re-
compute Y(s)/M (s).A,(s) for IC—2. In that case,

• ra ,and

(49)

The proof of this theorem, which contains a recur-

S

____________________  _~.4II4
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ft

sive version of Eqs.(45) and (I.6), is given in Ap— A2 — —dia g(r 0,r1,..., rK_ l ) (57b )
pendlx 8. a
The left-hand side of Eq.(45) is a reverse double- A

3 
— diag (r

1 .
r2 rIC) (57c)

delay operator ; i.e.,

(50) 

/ 0  (l-r~) 0 0 ‘‘‘ 0 
xK(t4

~
2r l) ). 1 0  0 (l-r 2) 0 ‘~~~‘ o

( l_ r
3
) ... 0A4 1 0  

.
.

Addlc ionally,metrix T ~s a special permutation ma-tr lx ,with the property T’~.T; hence,~q.(45) canalso be writt an ,as o o o (l_r
~..ij

~~ 
...L(t) — TZ2TAx(t)+TZ2Tbm(t) . (5 1)

In the special case of equal trave l times,Z—zI ,and (57d )
Eq.(51) reduces to

x(t) — Ax(t-2r)+bm(t—2r) . (52) and ~~
— col (l+r0,O,0,...,O) (58)

Finaliy,whereas the recursive half—state model re— h — col (l-r0,O,0,...,O) . (59)
qu i res only IC statss,we at present can give no
physical mean i ng to those states. In SectIon V.8, Matrices Aj,A2,As,and Aa, are KX K ,and matrix oper—
hcwever,ws relate the x—st ates to the upgoi ng ator Z is defined in Eq.(43).

states ul(t ) ,uZ (t ),... ’uk(t ) .  Equations (55a) ,(55b ) ,and (56) comprise the D—U
model. Matrices At ,At,Ai,A,, are easily remembered

V. EQUIVALENT MODELS for this model. The D—U model has found app il ca—
Inth is section we present alternetive ,but equival— tion in Mendel’s Bretmeer series decomposition of

ent .fuIl- state and half—state models. The alterna— output y(t) (Ref.l5) . Tha t decomposition is dis-

tive full-sta te models are useful because they have cussed in Section V I I.

much mere revealing structure s than the L-0 full- 2. Skew Model
stat e model , and one of these models — the skew
model — l eads quite naturally to a skew half-state The skew full-state model is also obtained from the
model. That ha lf-state model whose states are ~~~ 

L-0 full-state model by a reordering or equations.

of the upgolng and some of the downgoinq states Let ~~~~~ and xj t )  both be KX 1 vectors , where
from the L—0 full—state model ,can be related to the * 1(t) — coi(u 1(t) ,d2 (t) ,u3 (t),...) (60 )
Section lv r.cursiv, ha1f -~tat. eod.l. In this way. .nd
we g ive physical mean i ngs to the states in the re— * 2 (t) — col( d 1 (t),u2(t),d3

(t),...). (61)
cursive half-state model.

~~ . Full-State Models When K i s even the las t elements of ~~~~~~ and
are d 5(t)  and u5 ( t ), respectivel y; whereas ,

1. 0—U Model wh*~ K is odd , those elements are u~ (t) and d~ ( t ) .
The 0—U fu l l—st at, model is obtained from the L-O Equat ions (9) and (3) can be expressed in terms of

full—state model by reordering the latter ’s aqua— ~~ (t) and ~,1~~t),as
tion s in such a manner that all dcwngoing states
ar, grouped together and all upgoing states are Z~~x Ct) • Ox ( t )  (62a)— si —s2
grouped together. Let 

Z 1x (t) — Hx 1 (t) +~ n(t) (62b)
d(t) — col (dl (t).dZ(t),...,dIC(t)) (53) and —s

and y(t) — h’ x 1 (t)+r 0m(t ) (63)
u(t) — col (ul(t ),uZ (t),... ,uK(t ) )  . (54) where

Equatio ns (9) and (3) can be written ,in partitioned K — 1 2 3 4 ‘‘

form as: r1 1—r 1 o o ~
f1d(t) - A 1d(t)+A 2u(t)+~~(t) (55a) i+r~ -r~ I ° \ I

and 
Z~~ij ,(t) — A~j(t)+A,~,(t) (5gb) G — 

0 0 r3 
l—r

3 
‘ ‘ ‘  

~
,, 

(64 )

where I
y(t) •~~,‘u(t)+r01u(t) (56) 0 0 l+r

3 
-r
3 i”) J1 0  0 0 ‘‘‘ 0 0

~ 
(ls.r

1) 0 0 0 0

— ~ 
0 (l.r2) 0 ‘‘‘ 0 0

•rI C l )O)

A 1 0 0 (1+r
3
) ... 0 0

— 

(57a)
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f~
j  0 0 I o \ where L 5 and L 5 are permutati on matrices wh i ch de-

• pend on whether K is even or odd. These matrices
0 r2 

l+r
21 

0 ‘‘‘ are also defined in Appendix C.
1 $ —  _______

K — 1 2 ~ ‘‘

~ } 

(65) 

u (t) — (L
~
L.+L~

LbZH)x l
( t ) (68)

0 1—r
2 

•r2 o •..  From Eqs.(68) and (66),one can develop a different
_______________ half—state equation for u(t); but ,that equation

sh.ii omit it here. Clear ly, we can compute u(t) by
0 0 0 r4 

~~

.. 

) 

also does not appear to ~~ terribly useful so we

first computing ~~~~~ and then using Eq.(6~
’).

I t Is also possible to relate u(t) to x(t). Wash—
and j and h are defined in £qs.(58) and (59),re— burn (Rsf.16) has proven the f llowing:
sepctivei y. Matrices C and H are both KxK,and are Theorem 2. Let
g iven above as functions of IC.

j — l
Equations (62a),(62b) ,and (63) comprise the skew
model. It is called a skew eadai because oniycross 

Yj • II (l+r i) (69)
1— 0

• coupling terms appear on the ri ght hand side of the and
state equations; i.e.,the rather unusual ordering j — l

, of our 2K states in x .~(t ) and x ,i(t) leads to a par- 
~
‘(j )  — Z 

~~~ 
0 . (70)

t itloned state aquatTon •.ith bTocks of zeros along 1— 0
the ma in di agonal. Then,
S. Half—State Models 

— —1— u (ts~’(j)) , j—l ,2,...,IC . (71)
1.Skew Model 

xk+1_j(t) 
~
, 

~

Observe,fro.. Eqs.( 63) and (62) that 1(t) depends Proof: The proof of this theroem is inductive in
only on z,~(t),and that ~~~ t) can easily be s l i mi n— nature and algebraically lengthy . The general i dea
ated from the state equations to give the fal low— is to show t~at j (t)—col( C ~ (t ),~~.,.1(t),.:.,~~r( t) ) ,
ing half—state state equation for ~~~ t) :  where ~~~_~~(t)  u5._~ (t+~(K—j))/~1.,3 ,satisfies therecurs i ve hal f-state equati on (45); i .e. ,to showa ZGZMx 1 (t)+ZGZtm (t) . (66) 

that for j(t) as just defin.d ,TrTj(t)—A~,(t)+
Equations (66) and (63) constitute our skew half- ~“(t) . By uniqueness,then,j(t).x(t). Details can

state model. Half—state vector *ss (t ) can be corn— be found in Washburn (Raf .16) . •
pucad free Eq. (62b) once ~~~c) has been computed. It Is useful to express Eg.( 71) in operator note—
It is i nteresti ng to compare Eq.(66) and (51). Ob— tin. Let
serve that the ri ght-hand sides of these state r — dia g(

~K,yK,.i....
,yl ) (72)

K- i
equations involve matrix operators ZGZ and TZ 2T , and f 

1

respect ivel y. If a physica l element existed for
imp l ementing a delay operator eatrix ,then the skew 0 0 0
half-sta te model would need two such elements , i — I

K- 2whereas the recursive half—state model would only ,,~ ~need one such element (for 21). This suggests that o 0 0

In the special case of equal trave l times ,where Z a ~ :.. a ) 
(73)the recursive half-state model is minima l in terms 14 — I — 1

of ‘hardware” requirements. : *

zi ,Eq.(66) reduces to 
0 0 ...

— Gs~~~1 (t— 2 T ) +G2 lI(t—2 T) (67) 

~which is comparable to Eq.(52) . We see,therefore, 
then ,Eq.(71) can be written astha t onl y in the case of equal travel times doboth

the skaw and recursive half—state models have the () — r~ Nu(t) . (74)same “hardware” requ I romsnts, In that they both re-
quire a double delay el.menc,2’r. Theorem 2 Is a very useful resul t; for,not only

does it give us another way to compute u(t) (i.e.,2. tingeing States u(t)—N~~rx (t)] ,but it also p rovides us with mean—
Observe free Eq.(56) that 1(t) depends only on Ing for the mathematically defined half-state vec-
u(t). While it ii possIble to e l i m i n a te d(t) from tor ,x(t) ,in terms of the physical half—state ,u(t).• Tqs.(55a) and (5gb) to obtain a ha l f—state model
for u(t) , that model is not te r r i b l y useful ,due to There i s an Interesting pictorial description of

the relationships between ~~~~ Ct) and u Ct )  (Jits apparent camplexity.* l,2 ,..., K). It is obtained by wri t ing Eq!(71) as
It  Is usefu l to obtain a direct relation ship be-
tween u(t) and ~~~~~ in Appendix C,we show that uj (t) — YJ

xK.T_J(t.T(J)) , j—l ,2,...,K (75)

___________ and is shown in F ig.6, for ICa4. On that fi gure ,we

_____ _  
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— 1 pulses . An alternat e way of viewing Eqs. (3) and (9)
use the fact chat y — t t 1 , where t~ is the ith is to consider what happens to d.(t) and uj(t). A

i — O  carefu l study of these equation s leads to the foi-
transmission coefficient (see Tab le I ) .  Sta tes x~(t) 

lowing transformation rules:
through *..(c) are located at the surfac e of the 4—
layer media system ,as well they should be since 

r0d0(t) ~‘( t) i O

they are associated with an input—output mode l .The d~ (t) r~d~ (t) — u.(t+r.) j_ l ,2 K
dashed lines denote a f i c t i t i ous  ray path linking j

and ~~(t) ; and,of course ,we ~~ow where (l+r )d (t )  • d.~ 1 (t~~.~ 1 ) j—0 ,l ....,K-l
the ~~(c) state s are located ,since they are phys I-
ca l statss .Th. relationship between uj and x,•~

_
~ 

(77a)
is one from ray theory . if ,for example , xz (t )  is

transmission path between *~ (t )  and ug( t ) , it fo l—
applied at the surface then,foi lowing the direct ( l— r 0)u 1(t) — 1(t) J— i

iows ,from ray theory, that u,( t) t~ t t t z * 2 ( t — t t —t 5). u~ (t ) (1—r ~ _ 1 )u
1

(t ) -.. uj 1
(t+.r~~ 1) j 2 ,3 ,...,K

In retrospect ,Fi g.6 provides a heuristic proof of -r uj (t ) - d~ (t +t.)Theorem 2. i—i
(77b)3. ~~~~golng States We search along the time axis for a time at which

• Suppose we des i re information about downgoing an even t (i.e. ,an impu l se) has occurred . At that
states d(t). It is straightforward to show ,that time point ,we map all d 3 and u j stat es accord ing to

d(t) — (L’L +t’L ZG)x Ct) . (76) Eqs.(77a) and (77b). Since the ri ght-hand sides of
b b —s2 these equation s involve two time shifts , a singl e

A procedure for computing d(t) is: (1) compute event branches into two events. We proceed
x ,1( t )  using Eq.( 66); (2) compute ~,a(t) from Eq. . along the time axis looking up values of d : and u.
162b) ; and (3) compute d(t) from Eq.(76). at event points , until we have covered the domain

of interest. To el iminate costly canputation ,we set
a lower bound on state amp litudes ,beiow which we

V I .  COMPUTATION assume it to be ze ro. Add tionall y, if two events
occur wi th in  a prespecified tolerance .we combine

Our full—state and half-state models are causal results for those events. The errors introduced by
• functional equations, a class of equations about these approx i matio n s ,as wel l  as storage require-

which we have not been able to find vary much Inents are currently under investi gation.
either in the system’s or mathematics ’s iiteratura. a. Half-State Models
In this section we give some brief prelimina ry
thoughts on simulation of causal functional equa- Based on very prelimina ry results ,it appears that
tins, the recursive half—state model is computationall y

more attractive than the skew half-state model.A. Full-State Model Coding the skew model is difficul t because we must
Our discussions in this paragraph are directed at expand ZGZH and ZGZ9, in Eq.(66). We do not know
simulation of the L-0 full-state model. They are general formulas for these complicated operator ma—
applicab le , with modifications, to the 0—U and skew trlces. The recursive model,on the other hand ,can be

• fu ii ~ state models, coded directly from Eqs. (45) and (46) ,making use of
the very simple nature of TZ 2Tx(t).as given by Eq.A brute force approach to di g ita l simulation is to: (50). Either of the two approaches ,described above• discretize time (our independent variable), map in Paragraph A can be used to simulate the recur—each t, in some unique manner into a quantum zone sive model. We are presently study ing such ap—along the discretized time—axis, and then solve the

resulting discrete—time system by means of finite—
difference equation techni ques . Appreciable errors V II. CONCLUSIONS
nay be introduced in the T 3 —mapping step, un l ess a
very fine quant izat io n is used. To—date , we have We have developed state space models for lossless
not tried thi s approach; but ,we have not wr i t ten  it layered media wh ich are described by the wave aqua-
off e i ther sinc . it is quite simple to implement. tin and boundary conditions . Our models are for

non-equal one—way travel tlmes,and are thereforeA second approach ,which we have begun to study in -
more general than traditional transfer functionsome deta il ,is one In which the system ’ s Impulse models ,which are usually for layers of equal one—response is computed bye a branching process /table w y  travel times. Our state •pace models represent

l ook—up procedure. Output,y(t).is then computed via a new class of equation s,whlch we call causal func-convolution between 5(t ) and h(t) (see Section II] . tional equations . These equations are iinear ,tiume —The branching process/table look—up procedure is lnvariant ,cont inuous-time equations with muit ip le
based on the observation that the basic operations time delays . The impulse response of our system isrequired to compute the impulse response are shift— a sequence of unequally spaced impulse functions.log and adding of two non—uniform sequences of mi—
*ThIs procedure has been developed by Mr.  Michae l  We have developed full-state modeis ,which requ i re

Chan ,a graduate student in the Electrical En— 2K states for a K-layer media system ,and ,have aiso

gine.ring Department at the Univers i ty of Southern developed half-state mode is ,which require only K

Caiiforni a ,and is  reported on In more detail in s tates . Add it lona i ly ,we have generalized certain

Ref. 17. transfer functions ,wh ich appear in the geophysics

8
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iit.raturs ,free layered media with equal travel last author wishes to thank the Hughes Fellowship
times to layered media with unequal travel times . Foundation for his support.

Now that we have developed state space models for a APP END IX A. Derivation of Layer Transfer Functions
K-layer media syste.,much work remains before us.
Since we have been led to a new class of equations , We direc t our attention at the upgoing and downgo-
causa l functional equatlons.they must be studied • ng states in each l ayer [Eq . (9) ] .  It is strai ght-
not only free a s imulat ion point of v i ew ,but al so forward to show that the comp lete set of 2K Laplace
from a system theoretic point of view . Eff ic ien t transformed state equations can be wr lt te n ,as
computational met hods must be deve i oped .and not i ons
such as observability,conc rol lab i l i ty,and Identifl- F 1~ ,1 — G1M+H1~~

tins. Work is presentl y underwa y in these areas.
ab i l i t y  must be expanded to this new class of aqua- F

2
X
2 

— G2~4+442~,3 J (A- i)
Additional areas of study,which are a l s o underway .
a ll dea l wi th what can be done with the state space 

FK.. l~~..l 
—

models. These studies include: (1) extend Ing the FK~~ 
— 0K~~ I

model to include absorption and non-normal m ci-
dance effects; (2) identif ying reflection coefficl— where expl ic i t  dependence of all quantities on s
ants and travel times us i ng a recursive layer— has been omitted for notational simpl icity. Ma-

• stripping procedure; and (3) developing min imum— trices F1 ,H~,and C1 are defined in Eqs. (24 ) ,(2 5) ,
• variance state estimators. and (26) and (27) , respect ively. From the last equa—

tin in (A-l),we see tha t
In ciosing ,we wish to sunmarizu a very interesting

— decompositIon of output,y(t),wlmich was developed by x — F;’G~~~~1 ~ 
W~

1
G~~~ _ 1 (A Z)Mende l (Ref. i 5) , but is originally due to Brammer

(Re f.l8). This decompo sition was very easy to de— Substitute this equation into the next to the last
ve l op using our state specs models. The decomposi- equation in (A- 1), to show that
tion ,wflich we refer to as a canon i ca l Brmeii.r

• Series deçcmposicion ,is: the complete output ,y(t ) ,
from a K—layer media syst ,wfl i ch is comprised of ~4 ( 1  — (F K_l _N

k l
w ’G K) C

K 1  ~ 
(A- 3)

the superposition of primaries ,secondaries~* ter t I— which can also be wr i tten ,as
• aries ,atc .,can be obtained from a sing le stat.

space model of order 2K — the complete model — or
f ram an inf ini te number of nodels ,each of order 2K , where 

— WK~l GK..!~~_Z 
(A-’.)

th* output of the f i rst  of which is just the pr i—
rmeries ,the output of the second of which is just F -H W ’GK (A- 5)the secondaries,etc. K 1  K-I K 1  K

• By thinking of y( t )  as the superposition of i ts Proceed ing in a s imi lar  rmanner .it is easi ly shown
constituents — primaries ,secondartes ,etc. . — we that Eq .(A-l) can be expressed in terms of matrix
can wr i te  i t  as W t ,as

a
— Z y . (t )  . (78 ) — W

1
1
G~N

3 — I  ~ x —
Equation (78) is the 3re~~er Series decomposition (A- 6)of y ( t) .  Bremmer shows how to compute thu const i tu—
ents ,y~(t),from integral equations which reiate• y~(t) to y,..,~( t ) .  Mendel ,on the other hand ,shcws how ~4( 

—

to compute the y . ( t )  as depicted in Fig.7. Input where U~ is defined in Eq.( 23 ) .
m(t) drives a state space primaries model ,whose up—
going states drive a state space secondaries model , In order to obtain the state transfer function in
etc. The D—U full—state modal is most appropriate Eq. (21), subst itute X 1 into X 2, X2 into X, and
for characterizing the Breimier Series decomposition. ~~~~into ~~,. In order to obtain the re?’lect ion
Further de ta i l s  on the structure of the n—aries mo— transfer function Eq.(22) , f irst express Y(s),from
dcl as we l l  as a proo f of val id i ty  of the decompo— Eq.(3) , in te ”ts of X t ( s ) , as
sit i on are given In Ref.l5. I(s) — (1—r 0)(l ,O)X 1 (s)+r0M (s) , (A—i)

AC KNO’,~LEDG EMENT and then substitute X~ , from Eq.(A4),into Eq.(A 7).
The work reported on in this paper was performed at
the Un i vers ity of Southern Cal i forn ia ,Los Angeles , APPENDIX B. Derivation of Recursive Half-State Model
California ,under Nat iona l Science Foundation Grants For the purposes of deriving the recursive half-
NSF ENG 74—02297A01 and NSF DIG 75-03423,Air Force state model ,it is convenient to use a recursive
Office of Sci entifIc Research Grant AFOSR 75-2797, transfer function comparable to Eq.(38) which iter-Chevron Oi l  Field Research Co. Contract-76,Teled yne ates in a forward direct i on instead of a backwards
Exploration Co. Contract TEC-76 and JSEP through direction . In this way ,a one-layer system wil l  be
AFOSR/AFSC under Contract FI.4620—71—C-0O67. The associated with subscripted ‘one” quantities rather
*n— ar les result from exactly 2n— l reflections from than subscripted “K” quanti t ies ,etc. Consider Eq.
interfaces wi th in  a layered media system. (38) for jO:
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Proof: Our proof,which is by i nduct i on .is based

R — 
r0

i.z~R1 (s) ~~ TF~’e bloc k diagram decomposition of Eq. (8-3) ,d.—
(B 1 ) picted in FI g.9. To begin ,we develop the n i t l a l l —

° l.r ~ z~ R 1 (s) zation In Eq.(8-8) ; then ,we demonstrate the truth
of th theorem for 3—2 ; and ,f .na lly, assunting the

Renumber the laye rs of our K— laye r media system as truth of the theorem for j-1 ,we demonstrate its
dep icted in Fi g.8b.in which the top l ayer is now truth for j. Because the steps for 3 2  and j are
th~ Kth layer. Making the ;ransfoniiations r~ — r 5 , so similar in nature ,we om it the j .2 proof .
z~~— z5. R.( s ) - Ig(s) .and Rt (s )— i ~_ 1~s ) . Eq . ( B—I )  can
be written as ( 1 )  initIalizations (~“l)

r K+z~~
’
K..l (s) 

From Fl g.9,we find ,for j 1 ,that (~
‘
~(s)  — r 0]

(8—2) z 2x 1 (t) — —r 0r1x 1(t)+r 0i51 (t) ( 8— 1 2)— 

l
~~ KzIC~

’
K~I (5) and

Reflection transfer function ~ds) can be obtained y’(t) — (1-r~)x 1 (t)+r1 m 1 (t) . (8—13)-• in a recursive sinner free
Comparing Eqs .(B—l ~ Y and (B—13) with Eqs.(8—6) and

~ — 3 1 3-1 j.l ,2,...,K are as defined in Eq. ( B—8) .
r •z2~

’ (~ (8—7) ,respect ively . it is clear that A ’,b ’,and ct

1+r z2A’. Cs) (8—3 ) (2) Inductive Stepi i i — ’
— r0 . Observe that the model of the (j—1)-layer media

system is embedded in the forward path of the
~ prove Theorem I by first stating and proving the feedback l oop in the model for the 3-layer med ia
truth of a recursive half-state model for the system . We have labeled the input and output
layer-reversed system in F g.8b,and then transform— 

~~~~~ of the ~ _~(s) block as M~.,~
(s) and VJ—L (s),

• ing variables f ree that mode i to the Fl g.Ba s itua- respectively. Obse rve ,that
tin.

-2 3
_______ 

z. x (t )  — HIt)  ; (8—14)Theorem 3. For the K-layer media system depicted
in Fi q.3b, le t

but ,by assumption ,y~~(t) satisfies Eq.(B—7) ; hence
- co i (x

1 (t),x2(t) x.(t)) (8-4) 
2x~ ( t ) - c ’~~~x~~~(t)+r m Ct) . (8-15)and 

3—1 3 — 1
Z. — diag(z ,z z .)  (8-5)1 2 i from F’~g.9,however

where 3.1,2 K. Then,
m3 _ 1 (t) — m .(t)—r.x~(t) (8—16)

Z~
2
~!(t) 

— A~~~(t)+~~m3
(t) (8—6) 

whereupon Eq.(B—15) becomes

— c ’~ x~ (t)+r .m.(t ) (~ —~ ) —2 
~ — ~~~ 

1 ,ç1 1 ( t ) — r
3
r3_ 1 x~ (t)+r . m. ( t )z. x Ct i—I j~1 ( 6— 17 )where ‘5 (t )  and y~(t) denote the input and Output ,

respectivel y,at the surface of a j layer media which is our state equation for x’.
sys tem, and

Next, we must combine Eq.(8-17) with our assumed
A 1 

— -r3
r state equation for x~~~Eq.(B-6); but ,we must re-

p lace nt~
_
~(t) in the latter equation by Eq.(8 16).

b1 
— r3 

(8-8) The equation for x~~ is

I (1 2) ) (t)  — A~~~x~~
1 (t)— r.b~~~x~ (t)+b~~

1 m
3
(t)C —

(8-18)

A~~
1 1 —r b~~

1 

) 

Clearly ncw ,Eqs.( B—l8 ) and (8—17) can be combined

— 

( 

and expressed as in Eq. (B—6) ,where A~ and b~ are
_____________ — given by £qs.(8—9) and (O—IO) ,respectively.
c ’3

~
1 I— r r. Finaliy, from Fig.6,we see thatI J— l

y~(t) — (i—r ~)x~(t)+r.rn .(t) (B-IS)
J J/ b3 1  \

• i 

~ 

__ ) (8—10) and .thls can be expressed as In Eq . (B— 7) , where c~is defined In Eq.(8—ll). I
and While Eqs .(B-9)and (8—ID) are interesting in their

ci — co i (O ,O ,...,O ,( l—r ~))  . ( a — l i )  ~~ r i ght .they do not revea l the in t ri nsicdeta i led
structures of A~ and b~ . I t Is  a stra i ghtforward

3 1  matter to iterate these two equations .using their
starting values from Eq.(B-8),to show that

ID
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b~ — col(r0,r . r1_ 1 ) (5—23) It is straightfo rward to show that
and ti* Ct ) — I. * Ct )  -(c-6)a-s Iand

— 
~~ 2 (t )  — Lb~~Z (t )  (C-7 )

r — r r. —r r/.r r -r0r2 -r0 ~ ~ ~-1 ~

a — 
~~~~~~~~~~~~~~~~~~~~ ~‘~~(/2 ’~~ 

(C- B)
and

L
b 

— 
~~~~~~~~~ 

o,
~~,.z

) . (Cl)

0 0 (1-r~) ~r3
rj ,  ~r3

rj

/(I—r ~) —r 1 r2 
-r 1 r3 

-r 1 rJ_ 1 -r 1 r3 

where L~ and L~ are both K/2xK matrices ,and

For K odd ,

1 0 (l-r ~) -r2r3 
- r r  -r2r1

x*1(t)~
col( u 1(t),u3

(t) u~~t)$ d~ t),d
’.
(t) dK..l(t))

(l-r~~~) ~rj~~rj coI ( u* (t)fd* Ct)) (C-ID)-si -iiand

Proof of Theorem 1: From FIg.8 ,we sue that the x*2(t)~coi (u2(t),u’.(t) uK l (t)Id l(t),d~
(e )  d1~ft))

stats space model for the des i red system ,Fi g. Sa ,
can be obtained from the stat . space model for the ~.coi(u*~(t)Id*2( t) )  . (C- I l )

• layer-reversed system ,Fi g. 8b ,by means of the fol-
lowing transformation of variables : Equations (C-6) and (C-7) are appl icable In this

K-J+l 3— 1 .2 K . (8-22) Case also; but ,now L~ is (~ .L) x ~ and L5 Is ~~~ 4z. z
and K ,and

r i rK_ l i—O ,7 K . (8—23)
• a — ~~~~~~~~~ 9.’!K.I) (C- l2)

In order to Obtain A ,b.and c In Eqs. ( 49) .( i.7) ,and
(48) . respectlve Iy.apply Eq.T8—23 ) to Eqs.( a—2 1) .  and

(8—20).and (B—II), and ,then sat J K . In order to — 
~~~~~~~~ ~~~ . (c-I))

obtain the left-hand side of Eq.(’.5),apply Eq.(B—22)
to Z~~ (i n Eg.(B—6)) and then set 3—K . It is ,of 2
course understood that quantities In Theorem 3 In Eqs.(C-5) and (C-9),e , are ~ x 1 unit vectors ;
which ar. superscripted or subscripted “K” (i.e.,

K+lx” ( t ) l  a re the same as those unsuperscript ud or un— but ,in Eq.(C—12), •
~ 

are 
~F_* l ,and ,in Eq .(C-13),

subscri pted quantities In Theorem I.

- • 
APPENDIX C. D e r i v a t i o n  of Relationships between 

c e  I.

and u(t) Regardl ess of whether K Is even or odd , one can
show that

-Iere,we s hal l  show that there ex i s t  permutation
rnitrlcss L~ and L~ ,whO5u dimensions and structures ~.( t )  — L~~~1 (t)+L~~~1 (t) (C~ iI4 )
depend on whether K is even or odd ,such thatr

u (ti — L
~

La~.gl (t )+L~
Lb~,2

( t )  . (c—i) Substitute Eqs. (C-6) and (C 7) into Eq. (C-lk) to
obtain th. assumed decomposition for u(t) in Eq .

Substitute Eq.( 62b) ,for *,~ t),i rtto Eq .(C-l) to (c 1).
show that
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— Intaflsc, —
/1 

~~~~~~~~~ 
• i • FI gure 4 . Summary of Pist (top path) and Present
/ (lower path) Work. Dashed Bloc k Denotes

Work too Preliminary to be Reported on
in this Paper.FI gure 1. System of K Layered Media
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- Fi gure 8. Syste. of K layered usd1.:

(a) f i r s t layer Is Layer 1 and
the las t leyer Is Layer K.

s4111 *
~
it) suB) 0 ,11) (b) fIrst layer Is Layer K and

j.. r the last laye r Is Layer 1. 
— V ~~~~~~~~ ~.‘ 

. ‘.- .‘u,lt).?~z~fl)
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~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
Fi gure 6. Relationship between x (t )  and u(t).  1~~~~~~~~~~~~~ .. I

Upgo i ng states are l ocated (circles)
at cop of each layer. Oash.d limes
denote transmission paths for x
states. States are separated along
the horizontal axis for purposes of FI gure 9. Block D I a gram Representation of
c la r i ty . R

j (s) for e i— l ayer system ,ju l ,2,

...,K. For 3— 1 . disregard the
and Y°(s) la be ls.

~~~~~~~~~~~~ ~
..•

Fi gure 7. Canoni cal Brenume r Series decompo-
si ti on of a se ismogram s fgna l ,y(t).
Vector denotes the collection

of K upgoing states f rom the n—
aries model.
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