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R E P O R T  SUMMARY

In Section 1 Baxte r and Rushforth review the

atmospheric turbulence deblurring problem. Based on this

review , a research plan is being developed for research in

the area.

In Section 2 Atashroo reports on his mathematical

techni aue s for modeling the “zeros ” in synthetic speech.

This work is continuing so these preliminary technical

results are not yet conclusive.

I n Sect ion 3 Callahan ab strac t s  the f in ished work on

Short Time Spectrum Acoustic Processing.

In Section Ze Inge b re tsen  a bs t ra c ts  his wor k on two

estimation param eters for audio signals.

In Sect ion 5 Chr ist ia n s e n  a b s t r a c t s  hi s met hod for

recognizing words in continuous speech.

I n Sect ion 6 P e t e r s o n and  A t a a h roo dis c us s a no ise

filtering metho d for speech signals.

In Sect ion 7 Done briefly describes an attempt at

linear predictive coding using a glottal waveform model.

This approach did not improve speech quality sufficiently

for reasonable bit rates.
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Sect ion 8 reports an attempt to use more waveform phase

information in a speech synthesis method.

As indicated in Section 9 Newell will report ongoing

efforts in Image Understanding in detail in the next report

of this series.

— 
— ;.-
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S E C T ION 1

R E M OV I N G  A T M O S P I I E H I C  T U R B U L E N C E  BLUR

Brent Baxter Craig Rushforth

1 . Introduction

T h e r e m o v a l  of t h e e f f e c ts of a tm os ph er ic tur b u l e n c e

f r o m o p t ical im a g e s  is a sig n i f ic a n t  p ro b l em of lon g

standing. Recent investigations by Knox and Thompson have

led to the development of’ a restoration procedure which

shows considerable prom ise. This procedure has not been

successfully app lied to real data as yet , ho w e v e r , nor  has

it been sufficiently well analyzed and simulated to provide

a thorough quantitative understanding of their properties .

F u r t h e r m o r e , t h ese p roce du r e s  w ill v e r y  l ik e l y  re q u ire

m odification before they can be practically applied to large

quantities of’ real data. We have begun an investigation of

K n o x ’s method aimed at finding suitable ways to apply it to

real data.

1 . 1. Problem &tatement

One of the most difficult and serious problems

associated with high— resolution optical imaging systems is

the distortion introduced by atmospher ic turbulence. If

images produced in the pre sence of atmospheric turbulence

are simply recorded and processed by conventional methods ,

t he r e s u l t is o f t e n  a loss  of’ e s s e n t ial



Pa ge ~

high— spatial -frequency detail. This problem is serious even

under favorable conditions at a good site , and it is made

w orse by suc h e f f e c ts as w in d , s o l a r  hea ti n g , and

boundary — layer turbulence near a moving object. Much of the

pote n t ial r e s o l v in g po w e r  of a l a r ge t e l e s c ope w ill be los t

unless the received optical field is processed and recorded

properly .

There now exist techniques whose potentials for

reducing the effects of’ atmospheric turbulence have been

demonstrated theoretically and by simulation. However , much

w o r k rema ins to be d on e be f o r e  t he p ro mis e of t hese or

related techniques can be realized with real data. Foremost

among the problems which remain are noise sensitivity and

prohibitive computational complexity . A third important

issue is related to an assumption which is explicit or

implicit in almost all work published to date , namely that

the imaging is isop lanatic; i.e., that the instantaneous

point — spread function of the atmosphere— telescope system is

the same for all points in the object. This will usually be

true only for objects of very limited extent. Thus ,

app ro pria te e x t e n s ions w i ll have  to be cons id ere d i f t hese

techniques are to be applied to objects larger than a single

Isoplanat ic patch.

There is a final issue which often fails to receive the

attention that it deserves , namely the skilled and careful

handling and recording of images using proper technique s and
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‘quipment . Usi n g the wron g type of’ film or developing

process , improper gray scale compen sation , or a careless

scanning and digitizing procedure may signific antly detract

From the effectiveness of a procedure for removing

turbulence blur. Furthermore , it is difficult to assess the

real merit of a technique whose results are presented using

carelessly— prepared photographs . Unfortunately, these

problems occur more often than one might expect.

2. Summary ~~ P r e v ious ~Qrk

In this section , we provide a brief summary of previous

work on the problem of restoring images which have been

blurred by atmospheric turbulenc e. We make no attempt to be

comprehensive , b u t  r a t her r e s t r ic t our  a t t e nt io n to  wor k

which is immediately relevant to our problem. For a more

complete discussion of other work , an d f o r  a com p re h ens ive

bib liography, see [ii.

2.1. Long—Time Ave raging

T h e p ro b l em in wh ic h we a r e  in t e r e s t e d is c h a r a c t e r ize d

by an object intensity distribution which is constant for a

long period of time , during which the conditions of the

atmos phere change appreciably . One obvious approach to

removing the effects of’ random atmospheric turbulence is to

perform a long— time average of the image intensity

distribution . This type of’ avera ging can be effected either
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by exposing film or another recording medium for a long

time , or by averaging many short— time exposures. In either

cas e , the averaging has the effect of removing the random

fl uctuations from the resulting image. Figure 1 shows such

an image.

Unfortunately, this long— time averaging also has the

effect of removing or greatly attenuating the high spatial

frequencies from the image [11]. Thus , although the lverage

image is stable , its spatial— frequency content is limited by

atmospheric “seeing ” rat her than by the imaging system .

Furthermore , o n l y  l imi te d im p rove m e n t  can be ach ieve d b y

a pplying standard restoration techniques to the long— time

ave rage image. As an example of the seriousness of’ this

e f f e c t , consider the 200— inch Hale telescope. The diameter

of the Airy disk for this telescope is about 0.05 arc

seconds , while a typical seeing limit on a quiet night is

about 2 arc seconds . Thus , if long— time averaging is

employed , at mos ph e r ic t u r b u l e n c e  d egra d es t h e r e s o l v in g

power of this system by a factor of about I~Q~ I f

h igh— resolution imaging systems are to reach their potential

in t h e p r e s e n c e  of a t m o s pher ic t u r b u l e n ce , t h e n , i t is c l e a r

that alternative methods whi ch yield statistical stability

while preserving high spatial frequencies are required.

1i,~ 
_ _
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A partial solution to this problem was obtained by

1. :iheyr ie [ 1~~, HI , whose technique has come to be known as

speckle interferometry because of the speckled character of

the images used . An example of such an image is shown in

Figure 5. In this technique , a series of short— time

exposures of the atmospherically -degraded object are taken

through a narrow — band spectral filter. The exposure time is

short enough that the atmosphere is effectively “frozen ”

during the exposure , and successive photographs are

sufficiently separated in time that they may be taken to be

statistically independent for the purpose of averaging.

Instead of simply averaging these short— time exposures

directly, a process which leads to a loss of high spatial

frequencies as we have seen , speckle interferometry requires

some additional operations before averaging. First , the

Fourier transform of each image is taken , either op t ic a l l y

or di c ital l y. The averaging is then performed on the

squ ired magnitude of these individual Fourier transforms.

The process of taking the square of the magnitude

destroys the information regarding the phase of the image.

In this fact lies both the strength and the weakness of

speckle interferometry. Since it is the random phases of

the hi gh— spatial - frequency components which cause their

mutual cancellation in the process of long—time averaging,

the suppression of phase prev ents this cancellation and thus

preserves some high— frequency information which would be
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lost under direct long— time averaging. Unfortunately ,

information about the phase of the object is also

suppressed. This loss of phase information limits the class

of objects to which speckle interferometry can be usefully

applied. For examp le , this technique can yield useful

information about symmetric objects or binary star systems ,

but not about an object with an arbitrary intensity

distribution or arbitrary shape.

Labeyrie and his colleagues have verified

experimentally that speckle interferometry yields

essentially diffraction — limited information about such

objects as binary star systems. In addition , t h e o r e t ica l

discussions of this technique have been provided by Miller

and Korff [1k] and by Korf f [15]. These authors have used

models of propagation in the turbulent atmosphere to explain

why speckle interferometry works and to general ize the

results to partially — coherent objects.
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2.3. The Knox -Thomp son Technicue

The success of speckle interferometry in reducing the

effects of atmospheric turbulence , coupled with its limited

applicability , has spurred a search for generalizations and

improvements of’ this technique. A significant extension of

speckle interferometry was developed by Knox and Thompson in

197L~ [1]. This new procedure uses speckle inter ferometry as

before to obtain amplitude information . To this amplitude

information is added phase information obtained by averaging

the Fourier transforms of the short— time exposures in a

different way.

We denote the Fourier transform of the short— exposure

image intensity distribution by 1(u). The quantity

calculated in speckle interferometry , from which the
— 2

amplitude information can be obtained , is < I I(u) ~ > , wher e

the pointed brackets denote an average over many images.

Knox a~id Thompson use this same procedure to obtain

amplitude information .

Knox and Thompson have shown that differential phase

may be obtained from the quantity <I (u 1
) I  C u 2 )> , where u1

and u 2 are spatial frequencies differing from each other by

Only a small amount , an d t h e as t eris k d e n o t e s  t h e com p lex

conjugate. Differential phases can then be added to produce

an object phase distribution which , together with the object

amplitude (from speckle interferometry) , c h a r a c t e r ize t h e
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object intensity distribution out to the diffract ion limit

of the telescope. This technique thus offers the potential

of greatly improved resolution for objects with arbitrary

intensity distributions .

Unfortunately, the effectiveness of’ the Knox— Thompson

technique has not as yet been demonstrated on real data .

Simulations with data free of sensor noise performed by Knox

[1] , by ourselves , and by others [16] have led to results in

general agreement with predictions , however , and there is

reason to believe that the technique will work reasonably

well on real images , provided that they are of’ high quality

(n o ise fr ee )  an d t hat there a re enou gh of them to a l low

adequate averaging . There are indications that the

technique may be quite sensitive to noise , however [2].

This concern has led to a search for alternatives which are

more robust . One such approach Is discussed In the next

section .

Before we turn to that discussion , we briefly summarize

the results of a one— dimensional simulation of the

Knox— T hompson technique which we performed here at the

Un iversity of Utah . Figure 2a shows a collection of sample

f u nc t ion s of r a n d o m w a v e fr o n t  p hase  in duce d b y a t m o s p h e r ic

turbulence according to the physical model described in [1].

A typical point spread function of’ the atmosphere— telescope

com bination is shown in Figure 2b. Figure 2c shows the

intensity distribution of the object to be imaged , and
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Figure 2d shows the blurred image obtained by convolving

Figu re ?c with Figure 2b.

F igure 3a shows the result of averaging 6~I point spread

functions similar to that shown in Figure 2b . Figures 3b

and 3c show the RMS image Fourier transform and the squared

magnitude of the object Fourier transform. Figures 4a and

~ b illustrate the phase reconstruction process , and finally

Figure 14c s h ows t he es timate of t h e o bjec t  intens it y

distribution obtained using the Knox— Thompson technique.

Note the good agreement with Figure 2c.

The simulation described above did not include the

effec ts of sensor noise. Although we have not as yet

a t tem pt e d to q ua nti fy  the e f f e c t s  of sensor  no ise on th e

performance of the Knox— Thompson method , we have  some

preliminary indications that tend to support Sherman ’s [ 2]

contention that these effects can be quite severe. These

indications were obtained during a preliminary attempt to

app l y the Knox—Thompson procedure to some photographs at the

Kitt Peak Observatory. We believe that our failure to

ac hi eve  sa t i s f a c t o r y  r e s u l t s  in t hi s p r e l im in a r y ex per im e n t

wa s du e i n l a r ge m e a s u r e  to t h e poor q u a l i t y  of t he  d a t a ,

particularly the large amount of’ sensor no ise present .
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FIGURE 2

One dimensiona l simulated atmospheric turbulence blur data.
(a )  Ran d om ph ase a t rece i v i ng a per ture d ue to f luc tua ti ons

atmospheric density. Distance across aperture upward
and toward right. Successive images upward and toward
left.

(b) A single po int spread function. Note the speckle like
c harac ter.

(c) Object Intensity distribution.
(d) Turbulence blurred Image.
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FIGURE 3

Var ious types of averaging on multiple simulated images.
(a) The average of 64 blurred images is similar to a

s i ng le l ong ex posure Image. No te how the d e ta i l Is
los t.

( b ) RMS avera ge of the Four ie r trans form. No te the
presence of energy at spatial frequencies from DC
(center) to the diffraction limit. Cosine fringes
suggest a doub le object.

(c) Object squared magnitude Fourier transform.
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(b) Reconstructed phase.
(C) Object intensity distribution estimated by computing

the inverse Fourier transform of 3(c) and 4(b). 
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I
2.4. Real—Time Phase ~ompensa~~jon

An e n t ir e l y  di f f e r e n t  a pp roac h to t h e  re d uc t ion of

at mospheric turbulenc e effects is to try to deal with these

effects before an image is recorded rather than after. In

m any c ircu ms tances , t h e e f f e c t s  of a tmo sph er ic tu rb u l e n c e

can be modeled as a phase perturbation of the received

wa vef ’ront at the imaging aperture . It th is phase

pe r t u r ba t ion were  k n o w n , or if an accurate estimate could be

obtained , the effects of’ turbulence could be removed by

~t~ase com pe n sat ion . Several investigators have considered

the possibility of implementing real— time phase— compensation

s y s t e m s  [4 , 6). In these  sy s t e m s , m e a s u r e m e n t s  of op t ical

phase perturbation are made over the objective pupil , ei t he r

explicitly or implicitly , with the result being used to

control a deformable mirror or some other phase— correcting

device to compensate for atmospheric turbulence in real time

before the image is recorded. Such systems avoid the heavy

b ur d en of’ digi ta l  com pu t a t ion wh ich we h a v e  d escr ib ed a bove

in connection with the Knox— Thompson and Sherman techniques ,

but on the other hand they require more complicated optical

equipment and control systems. Furthermore , the accuracy of

phase compensation systems is limited by phase— estimation

errors due to the finite wavefront— sensor signal—to— noise

ratio and by fitting errors due to the finite number of’

spatial modes restored by the wavefront corrector [6].

Thus , we believe that further extensions and improvements of
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both phase compensation systems and post—processing

techniques of the type we have discussed above should be

u n d e r taken .

2.5. ~~~ W o r k  ~~~ Shao iro

In an in t e r e s t ing ser ies of pa p er [6 , 9], Shapiro has

established what appears to be a very useful framework for

t he a n a l y s is an d d es ign of o p t ical  ima gi n g s y s t e m s  wh ic h

attempt to remove the effects of’ atmospheric turbulence. In

[ 9 ] ,  he develops a normal—mode decomposition for the

turbulent atmosphere which is similar to that developed

previously for free-space imaging by Rushforth and Harris

[17) and others. He then applies these results to a study

of the ult imate performance limits on imaging through a

tu r b u l e n t  a t m o s phere  [6, 8]. In agreement with others , he

shows that it is possible in principle to achieve

diffraction — limited imaging .

F in a l l y ,  Shapiro in [7] considers the conditions under

which diffractio n— limited imaging may be achieved even when

the extent of the object is such that the imaging is no

longer isoplanatic; i.e., when the atmos pheric point spread

function depends upon the position of’ the point source in

the object plane . Since all the work discussed in Sections

2.1 through 2.5 is based on the assumption of isoplanatic

im aging, and since in many practical situations the imaging

will not be isoplanatic , Shapiro ’s results are of

- . _ .- r -- . - --- --- -
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considerable interest and importance .

In effect , what Shapiro shows is that in many cases of

interest , the object can be broken up into dist inct

isop lanat ic elements such that the contribution of each

element to the image can be separated from the others . In

principle , this enables us to deal with each isplanatic

element separately and then put the individual images back

together to form the total image. In practice , this

procedure may be formidable in its complexity , but it is

nevertheless of interest to know that conditions frequently

exist under which it is possible in principle.

In the process of’ obtaining his results on

nonisoplanatic imaging, Sha piro [7] develops a model for the

atmosphere which we intend to build upon in our work . He

points out that the problem of’ optical imaging through a

turb u l e n t  a t m o s phere  shares  ma n y f e a t u r e s  w ith  t he pro b lem

of  t r a n s m i t t ing an d re ce iv in g in f o r m at ion a t  ra di o

f r e q u e n c ies t h ro ugh r an d om medi a such  as t r o p o s ph er ic

scatter channels. In fact , he shows that  the tur bulent

atmos phere can be modeled as a wide— sense stationary,

uricorre lated scatter (WSSUS) channel , w hi ch in m a n y  res pec t s

is the simplest and most useful scatter— channel model [10].

Sha pi ro mod i f ies an d ap p l ies the  r e s u l t s  of [ 1 0 ) to show

that when the WSSUS channel is underspread (i.e., the

delay— Doppler product is less than one) , the effects of’ the

var ious isoplanat.ic elements can be separated as described
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above. This condition frequently occurs in practice .

Thus , we have an example in which a model from

random — channel communication theory has proven very useful

in the analysis of’ optical imaging in atmospheric

turbulence. In addition , Shapiro has shown that this model

c an b e a pp l ied to o p t ica l  c o m m u n icat ion s y s t e m s  an d to

speckle interferometry. We believe that this model , with

appropriate modifications , will be very useful in the work

which we are proposing . We shall say more about this in the

ne x t  sec t ion , where we make specific proposals to utili ze

this model.

To s u m m a r ize , we h a v e  d escr ib e d in th is sec t ion severa l

methods which have the potential to achieve high— resolution

imaging in the presence of atmospheric turbulence.

Cons iderable work remains before this potential can be

realized in a p rac t ical s ys t e m , ho w e v e r . In particular , the

Issues of no ise sens i t iv i t y ,  computational complexity, and

nonisoplanatjc imaging must be investigated more carefully .

S ince sensor noise will be present in any practical system ,

it is e s s e n t ial t hat we un d e r t s t a n d how th is no ise a f f e c t s

va r io u s re st o r a t ion p roce du r e s , an d t h a t  we know how to

m inimize these effects. The issue of computational

complexity may determine whether a techniqu e is hopelessly

impractical or can be made operational. Finally, a s y s t e m

whi ch is to be of u se  in m a n y  p r a c t ical  s i t u a t i o n s  m u s t  be

a b le to  d eal w i th  l a rge  ob jects  fo r  wh ic h t h e  ima gi n g w il l

_ _  _ _  _
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very likely be nonisoplanatic . We expect the communication

t heor y mode l  desc r ib e d in th is sect ion to be u s e f u l  in t h e s e

investigations as well as in suggesting alternative or

modified procedures with improved p e r f o r m a n c e  an d

eff iciency.
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Si~CTlON 2

~OL E— Zt~z~~ t~&thE L lNG U~~lNG A U TOCO hRE LA TION PH~~D I C T I O N

~t .  A l t  Ata shro o Steven F. boll

Abstract

Tnis paper describes a method for estimating the poles

and zeros of a rational filter whose spectrum matches in the

linear prediction sense , a given prototype spectrum. The

lil ter parameters are calculated from systems of linear

equations that result from linear prediction on

autocorrel ation functions. It is shown that this method is

equivalent to spectral matching by inverse filtering. The

matching process is carried out in tki r~~e steps. In step

one , tti e standard linear prediction analysis proc edure is

mod il ie d to account for zeros present in the matching

f i lter. ‘ihe denominator coefficients (pole—predictors) are

t ren calculated from the resulting system of autocorrelation

equations. In step two , tht~ spectral contribution to these

poles ia removed from the given prototype spectrum by

convolution yielding a residual spectrum. In step three ,

the numerator coefficients , (zero—predictors ) are calculated

r y  first m atching the residual spectrum with a high order

all pole spectrum , then matching the inverse of the latter

with the desirea all—z ero f i l t e r .  This work has been
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expanded and published in t echnical repor t UTEC— CSc—76—27 1 ,

A t ashroo , M . “Pole— Zero Model ing and I’~s Applicati ons to

Speech Processing ” , U. of U . Computer Science Dept.
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Spe c t r a l  M at c hi n g By I n v e r s e  F il t e ri ng

The spectrum of a rational filter , H(z) can be matched

to a given spectrum IS(w )1
2 

by requiring that when

is filtered by the inverse filter , H(z)
1 
, the output

spectrum is flat. That is , the filter coefficients of H(z)

are computed in order to satisfy the requirement that

IS(w )1 2. 1 
2 = 1 (1)

H( w )

This approximati on technique is called spectral

matching by inverse filtering, and defines the frequency

domain interpretation of pole-zero modeling by

autocorrelatio n pre diction.

All — Pole Spectral Matching

Applying this interpretation to the approximation of a

given power spectrum IS(w fl
2 

by an all—pole spectrum ,

gives

tS(w )I 2 IA(~ H
2 

= ( 2 )

-- .- --~~~~~~~~~ 
-_  -

~~
-
~~~

--. -.. — S  -
~~
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The filter coefficients {a
k ) and gain G

A are computed

in order to satisfy equation 2. Expanding gives

2 
_______S(w) A(w) = A * ~~

) (3)

but

R s (n)  : a u t o co r r e la t i o n s

A (~~) +--
~ a(n) pr edictors

——
~~

.---— 

~
--

~ 
G A h( _ n) scaled , all -pole

A (ui ) response

in the time domain , equation (3) imp lies

R(n)*a(n) = GA h(_n) , h(O) = GA (4)

Since the impulse response is causal , values for the

predictors , {a(n)} and gain G
A are computed from the

well — known auto correlat ion analysis equations:

M

~ a (k)R(n-k) = 0 n > 0
k=O

(5)
M 2
~ a(k)R(k) = GA = 0

k= 0
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Po le— Zero Spectral Matching

Consider now matching a given power spectrum 
~S (w)J

2 by

the spectrum of’ a rational filter H(z) , having both poles

a nd z e r o s :

L

~ b ( i ) z ~~Ht z ’ — B ( z )  = 1=0 (6)
‘ / - A ( z )  M

~ a ( i ) z ~~1 = 0

Applying the inverse filtering interpretation requires that

the filter coefficien ts {a(i)) and {b(i)} be computed such

that

2 
______I S ( w ) I  = SI ( 7 )
~B(w)  I

txpanding equat ion (7) and examining the time domain

relation gives

IS( w) 1
2A( w ) = 8 ( w )  ~~ -~~ --~ -~~~~ = B(w)H*(w) (8)

Th us

R(n)*a(n) = b(n) *h (-n ) (9)
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or

M L
R(n) — -

~~~ a(k)R(n-k) + ~ b(k)h( k-n) all n (10)
k—i k=O

For n > L the pres ence of the zeros in equation (10) is

removed by the causality of h(n), thus

M
R(n) -

~~~ a(k)R(n-k) n > L (ii)
k i

The relation given in equation (11) is referred to as

the Generalized Linear Prediction normal equations , which

are solve d to obtain the all— pole predictors (a(k)}.

- - .  - - — -~~~~~~ — - S S , - ,
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P o l e  h e m o v a l By Co nv o l u t ion

before estimati ng the zeros of H(z), th e e f f e c t  of t he

approximated poles as defined by the filter A(z) is removed

from S (w)1
2 

by convolution.

Define

I D(w)1 2 IS(w)1
21A(w)1

2 
( 1 2 )

then

R,~(n) - Rs(n) *RA (n) (1 3 )

where

R~
(n) ~~~~~ IS(w)1

2

~~~~ ~M~~~
1 2

RA (n) — ~ a(k)a(k+n)
k—O

In  a s o m e w ha t  s imp l i f ied s e n s e  I S ( w ) 1 2 
can be described

as being composed of its spectral poles and zeros. With the

removal of the all—pole match to I S ( w ) 1 2 by 1/ IA(w )1 2 
, t h e

spectrum ID (w)1
2 can b e cons id ere d as t h e res id ua l  sp e c t r u m

co ntaining spectral zero information. These spectral zeros

are to be mat ched by the all—z ero filter , b (z).

—------- -- —- —
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All— Zero A pproximation to I D ( w ) 1 2

The all— zero approxima tion is done in two steps , first

I D (w H 2 
is approximated by a high order all-pole filter

G Q / Q ( z ) .  Second , after matching ID(w) 1
2 

by G
~ /IQ(w)

2, t h e

all— zero filter B(z) is computed by matching 18(w )1 2 to  the

ap proximated inverse of D (w)I
2
given by IQ( w) l

2/G~ .

To obtain the coefficients of Q(z), the inverse

filtering relation is applied . Thus

2
2 Q(w)

2GQ

Using the same procedure as with standard Linear

Pre di ct ion , the analysis equations reduce to

N

~ R0(n -k)q(k) 0
k”O

N

~ R,~(k)q(k) - G2

k—O

Finally , the all— zero predic tors {bk } are computed

using the relation

IQ(w)1
21B(w)1 2 —

- - - S .- . ~~~~~~~~~~~~~ - - - - - -~~~~~~ -- -
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T he a n a l y s is e q u a t ion is gi ven by

L
~ b (k)R~(n -k) = 0 n > 0

k—O

L) b(k)R
Q

(k) G~k—0

w h ere

N
R~(k) - ~ q(k) q (n+k)

n-O
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D i s c u s s i on

As is shown in the analysi s block diagram (Figure 1),

t h e an a l y s is m e t h o d u ses s ta n d ar d l in e a r  p re di ct ion to

estimate the zeros and so—called generalized linear

prediction to estimate the poles . Unfortunately, with this

generalized method , stability of the filter cannot be

guaranteed . There are at least two options for guaranteeing

s ta bi l it y ,  one , estimate the pol e—predictors with standard

l inear prediction analysis or two , initially match the

p o l e — z er o  f i l t e r  to t h e  i n v e rt e d  s p e c t r u m , the n use  t h e

reciprocal of the resulting filter.

Some of the advantages of’ this method for spectral

matching are that the analysis is carried out in the time

domain requiring only the solution of linear equations .

More important , since linear prediction can be used , not

only can both poles and zero be optimally coded using

re fl e c t io n c o e f f ic ie n t s , but the filter can be implemented

by si m p l y cascading a normalized lattice filter with an

inverted normal ized lattice filter.
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S E C T I O N  3

Short Time Spectrum Acoustic Processing

Michael Wayne Callahan

The frequency dom a in representation of a time signal

afforded by the Fourier transform is a powerful tool in

acoustic signal processing. The usefulness of this

representation is rooted in the mechanisms of sound

production and perception . Many sources of sound exhibit

normal modes or natural frequencies of vibration , and can be

described concisely in the frequen cy domain . The human

auditory system performs frequency anal ysis early in the

hearing process , so perception is often best described by

f r e q u e n c y  d o m a i n  p a r a m e t e r s .

The published technical report IJTEC— CSc—7 6— 209 , March

1 9 7 6 , “Acoustic Signal Processing Based on the Short Time

Spectrum ” by M . Callahan , U. of U. Computer Science

Dept., investi gates a new approach to acoustic signal

p r o c e s s in g  b a s e d  on the short— time Fourier transform , a

t w o - d i m e n s i o n a l  r e p r e s e n t a ti o n  w h i c h  s h o w s  t h e  t i m e  a n d

f r e q u e n c y  s t r uc t u r e  of s o u n d s .  T h i s  r e p r e s e n t a t i o n  is

appropriate for signals such as speech and music , w he r e t h e

natural frequen cies of the source change and timing of these

~hanges is ir~po rtant to perc eption . The principal advantage

of  t h i s  a p p r o a c h  is  t h a t  t h e  s i g n a l  processing domai n is
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similar to the perceptual domain , so that signal

modifications can be related to percep tual criteria .

The mathematical basis for this type of’ processing is

developed , and four examples are described: removal of

broadband background noise , isolation of perceptually

important speech features , dynamic range compression and

expansion , and removal of locally periodic interfering

signals.
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SECTION 4

Log Spectral Estimation for Stationary

and Nonstationary Processes

Ro bert B. Ingebre tsen

This research is concerned with two log spectral

estimators in the contex t of both stationary and

nonstatio nary signals . They differ because in one ,

smoothing is realized before the logarithmic transformation ,

while the other is smoothed in the logarithmic domain. It

is shown that for stationary signals the two estimators are

similar , differing in expected value by only a universal

constant . The first estimator , however , is smoother. For

nonstationary signals , the estimators are biased by

different amounts dep endent upon the nonstationarity. The

difference between the estimators is shown to be a sensitive

test for non stationari ty . The estimators are used in the

analysis and implementation of two solutions to the problem

of blind deconvolu tion . It is found that the methods are

equivalent for stationary signals , but differ markedly for

nnn stationary signals in the presence of stat ionary

background noise . Recommendations are made for the

pra ctica l . digital implem entation of the log spectral

estimators . This research has been published in the

technical report IJT E C— CS c—75 — 1 1 8 , August 1976 , “Log Spectral
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Estimation for Stationary and Nonstationary Processes” by R.

Ingebretsen , U. of U. Computer Science Dept .

-~ S S .-  S- -~~~~~~~~~~~~~~~ -5 - -
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S E C T I O N  5

Word Recognition in Continuou s Speech

Usln~ Linear Prediction Anal ysis

Richard ~~~ . Christiansen

A promising m e t h o d  of aut omatic word recognition in

~o n t i r ~uou s speech , recently designated as word spotting , has

been dem onstrated. The method uses error residual ratios

Iromn LPC (Linear Predictive Coding) vocoder analysis for

waveform comparison and a dyna m ic p rogramming procedure for

t r .E re g istration between the ir’•com in~ speech and a template

of th r4 k’y word. Usin g a simi l a r i t y  threshold , the incoming

‘e ~’c~r is comp red w ith ~~ vera 1 templates to  a c c o u n t  f o r

v a r i -~. t~i I i t v  in sp ectral shape. This system can work in real

ime us ir~~ a real time vocod er .

~he m u l t i p l e  tem p lates are used in such a way that a

~~al1 number of tem p lat es , three or four , is made to look

j i k i  several hundred or more . This is accomplished by

d i n  i i c a l l y  cons tructin r a composi te template from parts of

~~~~~ sin rl e templ ate as part of the processing of the

i n e o m i r ~i speech. Thus a particular composite template is

co n st ruc t ed for each word bein g recognized.
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An accuracy of 99 percent with no false alarms was

achieved using 205 key words , five different speakers , and

approximately ten minutes of speech text . Performance in

the presence of’ additive white Gaussian noise of

approximately 11dB signal— to— noise ratio was 66 p e r c e n t .

When the speech was processed to account for the noise ,

results improved to 85 percent to 90 percent accuracy.

F i n a l l y  a d i g i t  recognition experiment was performed using

o v e r  1200 d i g i t s  s p o k e n  by  t e n  d i f f e r e n t  p e o p l e  w i t h  a

r e s u l t a n t  a c c u r a c y  of 97 percent . This research has been

p u b l i s h e d  in t h e  t e c h n i c a l  r e p o r t  UTEC— CSc—7 6— 22 6 , August

19 7 6 , “ W o r d  R e c o g n i t i o n  in  Continuous Speech using Linear

P r e d i c t i o n  A n a l y s i s ” by B .  C h r i s t i a n s e n , U .  of U .

C o m p u t e r  S c i e n c e  Dept .
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I n t r o d u c t i o n

The speech is degraded with additive stationary colored

noise. Assuming the speech itself is stationary during

s h o r t  i n t e r v a l s  ( T  30 m s e c ) , a s m o o t h e d  w i e n e r  filter

W ( k T , ) is  e s t i m a t e d  f o r  e a c h  of t h e s e  interva ls. The

s p e c t r u m  of  a r a t i o n a l  f i lt e r  H ( k T , c~~) is t h e n  m a t c h e d  to  t h e

1/lw (kT ,~
) j 2 u s i n g  A u t o c o r r e l a t i o n  P r e d i c t i o n  [ 1 ] .  F i n a l l y ,

t h e  r a t i o n a l  f i l t e r  1/H(kT ,~~) is u s e d  to  filter the

c o r r e s p o n d i n g  i n t e r v a l  of the degraded speech.

E s t i m a t i o n  of the Smoothed Wiener Filter

The smoothed wiener filter for each interval T is

estimated from the following equation .

I W(kT ,~i ) I ~ 1 — ___________ ( 1)

where , ~N
(w) is an estimate for the smoothed spectrum of

t h e  s t a t i o n a r y  n o i s e  a n d  ~s+N ( k T , w )  is an e s t i m a t e  f o r  t h e

smoothed spectrum of the degraded speech during the kth

interval . is obtained by averaging the short— time

Linear Prediction (LP) spectrum of the noise — the silent

portions of the degraded speech during the whole passage.

is obtained by averaging the short— time LP

spectrum of’ the degraded speech during the kth interval.
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SDect~~~ Matc hing ~~ 5~mpot hed Wiener Filter

Equation 1 shows that the smoothed wiener filter has

f l a t p ass b an ds fo r  t hose fr e q u e n c ies w h e r e  t h e sp eech

dominates the noise , and has deep stop bands at. those

frequencies where the noise dominates the speech, In the

c ase w he r e  sp eec h dom in a tes t h e  no ise a t most  of t he

frequencies , this suggests to match the valleys of’ the

smoothed wiener spectrum first, This can be accomplished by

matching the spectrum of a rational filter H(kT ,u) to the

using Autocorre lat ion Prediction . Then , the

rational filter 1/H(kT,w) is used to filter the kth interval

of the degraded speech. In this way , t he com pu t a t ion an d

th e numb er of para m e t e r s  of t h e m a t c hi n g r a t ional  f i l t e r

H(kT ,w) is reduced considerabl y from an all—pole match to

w(kT,~ ) 
2

W h i l e t h e  s t- a b i l i t y  may  n o t  be g u a r a n t e e d  f o r  t h e

rational filter H(kT ,w ), it is guaranteed for 1/H(kT,u) [1].

ImDlementat ion and Results

T h e  r a t i o n a l  f i l t e r  1/H(kT ,w ) is i d e n t i f i e d  by two  se t s

o f the p arco r pa ra m e t e rs  o b t a ine d f r o m  the  A u t o c o r r e l a t ion

Prediction . The 1/H(kT,u) is realized as the cascade of two

l attice filters — inverse and all— pole. To improve the

f iltering process both sets of’ the parcor parameters are

interpolated for each sample of the input degraded speech .
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S E C T I O N  7

L in e a r  P re di ct ive Co di ng W i t h a G lo t t a l W a v e f o r m Mo del

W i l l i a m  D o n e

Speech analysis using the linear predi ction techniqu e ,

based on the approximation of the nth speech sample s(n) as

a sum m at ion of th e  N p r ev ious , linearly—weighted samples ,

achieves good spectral mat ching to the poles in the speech

spectrum . Zeros of the spectrum are not matched as well .

To be t t e r  m od el t h e ze ros , it is a s s u m e d t h at  the  error

signal

e(n) s (n) — s(n)
N

= s ( n )  — 
~~ a(i)s (n—i)

i=l

co u l d b e m ode l l e d as t he e f f e c t  of t h e  gl o t t a l  pu l s e  on t h e

zeros of’ the vocal tract . That is
N

s(ri ) r 
~ a(i)s(fl-j) + e(n)

i=l
N

= 
~ 

a(i)s(n-i) + ~~ b ( j ) g ( n - j ) ,
i=l j = 0

w h e r e  t h e  b ( j )  a r e  the zero coefficients and g (n) is an

a s s u m e d  g l o t t a l  w a v e f o r m  m o d e l .  The a n a l y s i s  procedure is

s u m m a r i z e d  as f o l l o w s : d e t e r m i n e  t h e  { a ( i ))  s e q u e n c ~ u s i n g

t h e  c o v a r i a n c e  technique , calculate the error signal ,

a p p r o x i m a t e  t h e  e r r o r  s i gn a l  by calculating the
M

seque nce so that ~ b (j)g(n—j) approximates e(n) in the
j =0



Page 49

least squares sense. Synthesis uses the coefficient

sequences {a(i)1 and { b ( j ) )  and the assumed glottal waveform

to calculate
N . M

s ( n )  ~ a(i)s (n—i) + ~ b(j)g(n—j)
i=l j=O

Models for g (n) were based on results by Rosenberg [1]

and Holmes [2] — a polynom ial—based model and a triangular

model. Square and triangular doublets were also used.

Initially, th e voco d er s t r u c t u r e  fo r t hi s sy s tem was  a

fixed— frame size for analysis and synthesis. This led to

amplitude modulation of the speech envelope and poor quality

synthetic speech. Changing to a pitch synchronous system

for analysis and synthesis improved that aspect of the

synthesis , but it was evident. that the synthetic speech was

still degraded by spectrum—matching errors. Experimental

data showed that even with the best glottal waveform model

found , the triangular doublet , the synthesis quality was

fa irly insensitive to the number of zeros for a modera te

number of zeros (..20).

Because the goals of research included improvement of

speech qua lity while maintaining reasonable bit rates , th is

project was terminated .
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S E C T I O N  8

S p e e c h  S y n t h e s i s  Using the Complex Cepstrum

The  p h a s e  of vowels is computed , unwrapped and

i n c o r p o r a t e d  i n t o  s p e e c h  a n a l y s is  — s y n t h e s i s  t e c h n i qu e .

This task is to create synthetic speeches containing the

phase information of the original human speech. The careful

comparison between “phased” and “phaseless ” synthetic

speeches could reveal certain insight to the effect of phase

on t h e  v o c o d e r .

The  log  magnitude is obtained by taking the DFT of the

a n a l y s i s  d a t a  b u f f e r  as in an ordinary real cepstrum

h o m o m o r p h i c  v o c o d e r .  H o w e v e r , to avoid the difficulty of

u n w r a p p i n g  t h e  phase of a periodic waveform , the unwrapped

phase is obta ined by unwrapping the phase of’ an isolated

wavelet which serves as a prototype wavelet for the adjacent

w a v e f o r m  w i t h i n  t h i s  d a t a  b u f f e r .  T h i s  u n w r a p p e d  p h a s e  can

be visual ized as if it were obtained through the process of

taking the DFT of this data buffer , which includes several

pitch periods , unwrapping and then smoothing .

A s far as analysis of speech is concerned , the log

magnitude and the “smoothed” phase is then taken as the real

and the imaginary part to calculate the complex cepstrum.

T h e  i m p u l s e  response r e s u l t s  easily after cepstrum

f i l t e r i n g .
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4-
Figure 1 gives an example of an original vowel

w a v e f o r m , a n d  t h e  c o r r e s p o n d i n g  s y nt h e t i c  i m p u l s e  r e s p o n s e

a n d  s y n t h e t i c  s p e e c h  o b t a i n e d  by t h i s  method.
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Speech Synthesis Using the Complex Cepstrum
(a) Original Vowel
(b) Synthetic Impulse Response
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I m a g e  U n d e r s t a n d i n g

M a r t in N e w e l l

The work in image und erstanding is progressing on all

f o u r  t a s k s  o u t l i n e d  in t h e  p r e v i o u s  s e m i — a n n u a l  r e p o r t.

However , no single area has progre ssed to the stage where

s i g n i f i c a n t  r e s u l t s  a r e  a va i l a b l e .  H o w e v e r , no f u n d a m e n t a l

d i f f i c u t i e s  h a v e  b e e n  u n c o v e r e d  so t h a t  a t  t he  end of t h e

n e x t  s i x  m on th s we ex pec t  to have al l t he n e c e ssa ry  p ieces

of t h e  s y s t e m  w o r k i n g  to get her on t h e P D P~~11 /L t 5 facility .

~~ , - - 
5-
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