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ABSTRACT

In this paper we demonstrate that- it is possible to extend Yriedlazid’s

(Ref. 1) bias sit tmation technique, as r.ceutly red.riv.d in a constructi ve aa~~ er

by Mendel and Washburn (Ref . 8), to the problem of estimating dynmiical states and

color.d noise stat es. We have shown how to obtain an exact multis tags decouposi—

tion not only for the stat. •stimation .quations , but also for the associated

error covsxiance equations. Additionally , we have obtain.d a second-order sub—

optimal multistage estimator , using a perturbation technique. Whsrsas a high—order

matrix Riccati squat-ion must- be solved when the exact results are used, a matrix

Riccati equation, of the ~4~~nuio~ of the colored noise states, must be solved when

the ub—optI.~~l results are used. AIR FORCE OffICE OF SCIENTIFIC RESEARCH (AISC)
NOTICE OF TRANSMITTAL TO DDC
This technical report has been reviewed and is
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I • flITRODUCIICtI

In this paper , we extend Friedland ’s (Ref . 1) bias estimation technique, as

recently rederived in a constructive manner by Mendel and Washburn (Ref . 8), to the

important problem of estimating dynamical* states, x(t) , and colored noise states ,

z(t ) ,  for the following system:

I A +Bz # ; £(0) (1)

S é c~~+-q~ ; ~(O) ; O~~~c 5 l  (2)

z(t-) (3)

We do not show the explicit dependence of vector end/or matrix quantities on tim.,

for notational simplicity .. In 5, AaR~, MR~~~, CaI~~~, £*R~, ~~~~ ~eRr , ~~~~~~
y.1 , aak ’~~, ~‘~

5; ~ (O) and ~(O) are independent gaussian random variables ; and,

a, ~~, and. v are gaussian white noise processes, for which

- E(1} Q, Z(i~
} .2. and E{z}~~~O (4)

— — c) (3)

— e2Q26(t — r) (6)

— 0 . (7)

‘(z(t-)~ ’ Ct ) } — Rd Ct — t) (8)

(9)

Colored noise stat es, 1(t), are described by a first-order Markov process which is

not affected by tb. d ’ ~~~4~s1 rstates • Scalar paranster c, which ranges between

* S~~tctly speaking, j(t) and j(t) are both dynamical state vcctors; however,

since it be. bec~~~ ~~stc ry to refer to ~ (t) as colored noise, we shall
distinguish between i(t) — I g~(c) a. indicated.

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ .-~~~~~~~~~— . -
~~~~~~~
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zero and mity, is a useful artifice which permits us to reduce our results to
earlier results for which £ — 0, in which cases , z (t) can be thought of as a bias
(a constant bias if C — 0). It also permits us to make the transition from truly
constant biases to “almost” constant biases . P{n~11y , we wish, to emphasize the
fact that colored noise disturbances are quite comion in practical app liçations.
In a leach vehicls application, for ~~ample , ~ (t) would be a finite—bandwidth wind
process .

In the sequel , we will show that the optimum filtered estimate of 
~~ ,
, ,~~~
, and

• its associated error covariancs matrix P~, can be expressed as

(10)

Px P
zi

+ P 1 + 1~~
+ P l2V +

~~~z~ (11)

where i is the colored—noise—free estimat, of x, computed as if no ~ states wars
present in .5; ~ is the optimum estimate of the colored noise states; 

L 
is the

estimate of an. n x 1. residual random process; and V is a trix which blends the

estimates i and E together with 
j  to give the colored—nois, corrected estimate of

~~, 
~~~
. Matrices P~~, P1, P12, and P are defined in Section II.

The multistag, decomposition in Eqs. (10) and (11) is an extension of the

results present-ad by Priedland (Ref . 1), which were recently r.deriv.d by Mandel

and Washburn (Ref . 8) in a constructive aamusr constructive in the sense that

their derivation can be applied to more diffionlt situations, such as the one

considered in th. present paper.. Friadland considered the case where a -- 0 and

C — 0, so that L is a bias vector. Tacker end Lee (Ref . 2) ~~tendad Friedland’s

results to the ass where jus t a • 0 (i.e., tins—varying biases) . T-~~~~ (Ref . 3)

treats the case vs are considering in this paper, but for discrete—time syst ;

bous,.r, his results ar, stated without proof , and, it is not at all clear how he

obtained t h .  A full-blown gen.raliaaticn of Pri.dla d ‘5 results to psrtitionsd 



dynamical system, whar ~ and z state equations are completely coupled , is given

in Wa hburn (Ref. 4) and will be reported on in a later publication.

Our multistage filtering results , for colored noise and dynamical states, are

given in Section II .. These results are also compared with the less general results

of Tacker and Lee, and Friedland. Suboptimal second—order filtering algorithes ,

obtained via a perturbation technique, are described in Section III . Proofs for

- all theorems are given in the appendices .

II. JZ&CT MULTISTAGE FILTERING RESULTS

O~g aaln results are stat -ed in the following:

Theorem 1.. For system 5, if P
~Z (0) — 0, than the multistage minimum-variance

filter estimetor—Muatious are :

• j i -Vj +~~ (12)

j  C 1# L~~~(t) - R j - R V j - B iJ ; .~(O) (3.3)

k L — r ~ I)j +r~tz(t) -~ L-”i~~ i] ; 1(0) (14)

— (A — L5 I)j + £~~[I
(t) - ~ .1 ; j(O) (1.5)

where the gains are

— ~~~~~~~~~~~~~~~~~~~~ -‘ VC ; V(0) - 0  (16)

(
~ a + P5V’)*’Ft (17)

(
~~i 

+?11V’)B ’r ’ (18)

and

£
*~ ~x1~

’
~~~ 

(19)

Error cowariance matrix 1, where

p -  

~~~~ 

P
121 (20)

~12 ~Z

- - --— -- -.-- - — 

~~~~~ - - - -~~~~~ ~ —-  - - - - -~~~~~~~ - - - -
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•is computed from

— n1~~+ Pu1’ _ P(I J v) ’u’R lu(I J v)p

VQ2V’ —VQ2

-Q2V’ Q - (21.)

O 0
P(O) — ___________

O P (O)

in whieb

A - R E 0xl
El • (22)

O C

The error covarianca matrix, P, for estiaaix~rsj  and j, defined as

P P

F —  (23)

is co.p~tsd, using F , as

(1 ~ i~~~ 
‘yr

P . # + ~~— 
P~~~~~ I 

- 

(24)
~~~~~~~~~~~~~~~~ IhO ti

where

0

(25)
0 0

and

• + P~~A’ — P
~~

a’r lIP2. 1. Q . (26)
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The proof of this theorem, which is patterned after the constructive

derivation of Yriedl.and ’ $ results given by Handel and Washburn (Ref . 8), ii sketched~
in Appendix A.

C~~~ent s: (1.) Equations (15) , (19), and (26) comprise a filtering system for the

estimation of x i S  when colored noise states, ~~, do not exist. As such, with ~ —

states present, i is not opt~tmal in any sense, since the true measurement, 1(t) , which

contains effects due to z, is used to obtain j

(2) Signal ~ is an estimate of an uxi residual noise pro cess, ~~, which

satisfies the following state equation (see Appendix A for derivation ) :

(A — 
~~~~~~ 

— £V~~ ; j(O) — 0 (27)

Observe that for £ —- 0, the ~mique solution for j is

j (t) —~~ ,t ~~~o (28)

This result is motivation. for a sãbop~ima I series expansion of the Theorem 1

equations about e — 0, the details of which are given in Section III .

(3) Observe, in Zqs. (17) and (18) , that and depend on elements

P1 and ~~~ of error covariance matrix L It can be shown that

— p~~+ p ~~ + p ~~ (29)

— 
. 

(30)

where z~ is associated with- the artificial .v.t ~~ ~~ A~i + ~ and z,(t) -

* in which artificial measurement ,x,(t) is noi~.rEstent since it is predi-

cated on the artificial. asa~~~tion that the measurement is not affect ed by 
~~~
.

This notion is extremely uaefu.t for analysis purposes • We wish to emphasize the

fact that i and j~ are quite dif ferent; far during the development of ~ 
we use

1(t) which is affected by j, whereas in the development of 1~ 
vs use z,(t) which

— ~~~~~ ~~~~~~~ ~~~~~~~~~~~~~ ~~~~~ ‘~ ~~~~~~ ~ -~~~~~Tv-~- ,-~~.-- .— - 
~~~~~~ ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~ 

-- - .~~~~~ -

U - - —--.--~~ - -~~---~ — -- ,- -- —- - - - - -  —- - - ---~~~~~.,~~~ -~~~~ . -~~~~~- - -
. 
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is unaffecte d by ~~. The two estimates are related however.

(4) Matrix P is of dimension (n+r) x (u+r) ;hence , we have been led to

the computation of a large—scale matrix Riccati equation, (21) , ju st as we would

have been had we followed the usual procedure for obtaining i and j  by applying the

V.a1
~~

n filter equations to Equations (1) and (2) . This obviously represent s a

serious limitation of our general results , and points out a shortcoming of this

multistage decomposition app roach fqr colored noise states • In Section III , we

obtain a subop timal filter that does not require the computation of a large-scale

P matrix.

(5) For t 0,. we have the case considered by Tacker and Lee (Ref . 2).

It is straightforward to show that, for t — 0

— 0 c t o  
- 

- 

(31)

and

~l2 — 0 ‘ y t > O  (32)

This is a direct consequence of Eqs. (28), (29), and (30) . In this case , vs

obtain: -

Corollary 1. For s — 0 , the Theo rem 1. results reduce to:

a — ax — x + Vz

and 
-

i — Ci*L5tL (t )— IV ;— Rii ; ,~~.j (O) (34)

where the gains are

$ — (L_
~
LzLR)V + B _ V C  ; V ( O ) — O  (35)

and

ç ?(RV)~R 1 
- (36)

The error covariance matrix P~ is computed from

~~~~

-—--—- ____________-

~

-

~~~~

- - 
- 

- _________

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~
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r
— CP + P5C’ — P (HV) ’R 1(RV)p ; P5(O) (37)

and

P — P +VP V’ (38)2 Z

P
22 

— (39)

where P2 still satisfies Eq. (26).

It is of interest to compare our results, in. Eqs. (33 ) — (39) , with those in
Tacker and Lee (Ref . 2). Their results are limited to a constant C matrix; our C

matrix can be time—varying. They also require some extra calculations, which we

do not. Their gain matrix Vb f Eq. (12) in Ref . 2] must be computed and inverted to —

obtain a gain matrix comparable to our matrix V. They also compute a matrix M

[Eq . (13) in. Ref . 2] which has no physical meaning, and from which they can compute

and P .  A complete comparison between these results is found in Washburn

(Ref. 4).

(6) For c 0 and C — 0, we obtain the situation considered by

PtiedlanA (Ref . 1.) aM Mende.t and. Washburn (Ref . 8). In that case, we obtain:

Corollary 2. For r - 0 and C — 0, the Theorem 1 results redu ce to:

- j +V j  (40)

and -

— K~[~i(t) — flV j —~ J ~ j (0) (4].)

where

t — C L - K 2 E ) V + 3  (42)

and

P ( ~~) ‘J .l (HV)P ; P (0) (43)

The equation. for K5,. P~ , and are those given in Corollary 1.

_ _ _ _ _ _ _ _ _ _ _ _ _ _  -—--~~ ______  

— .—-- ----. - ---~ — — —
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These results are identical to those obtained by Triedland and Mendel and

Washburn . 
-

III. A SUB—OPTIMAL SECOND—ORDER MOLTIST&GE ESTIM& TOR

As discussed in Section II, the exact multistage filtering results for adding

colored noise states includes the calculation of (n+r) x (n+r) matrix P , where

n.+r dim 
~~~~~ 

In this section we develop a sub—optimal multistage estimator

by means of a pertur bation technique which can be found in nunerous references

(Jefs. 5 , 6 , and 7 for example) .

To begin , we review the essence of the perturbation technique. Given the

differential equation 
-

A Ct,c) - — f(A ,e,t) ; A (0) (44)

where t ~ [0,!] and 0 e 1,. and, f is analytic in (A,€,t ) ; than, ~~~

sufficiently emall c, the following McClaurin ser ies converges 
- 

to A:

A — ~~ ,. ~~[0 ,T3 (45)

where -

— (46)
dtn. c . 0  -

which can be computed using th. following system of equAtions,

L~1~ — L— f(A ,c,t) , n 0,1,2,... - (47)

It is difficult to quantify what is meant by “sufficiently e.~ii c,” since

the bounds needed for c to be ~~.l1 are function s of the ~~~~~ n — 0,1,2 , . . e ,  and

bess quantities are very difficult to compute a pr iori. An a .~~ ple which

illustrates the rings over which the preceding approm1m~tion is valid is given at 

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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the end of this section .

Applying this perturbation technique to our results in Theor em 1, one obtain s

the following results , which are proven in Appendix B.

Theorem 2 • For system .5, if P
22 

(0) - 0 and € is sufficiently small, then sub—

optimal ailtistage m1~iiaum—variance filter estimator equations are given by

Eqs . (12) — (19) , where now

p1 — t 2P2 (48)

— e2P~2 (49)

and

p — ~ + e 2P2 (50)
S a a

In Eqs. (48) — (50) , P~~, Pa,- ~~~, and- P~~ are computed from the following:-

— (A — K E)P2 +~ P2(A — £ if) ’ + VQ V ’ , P2(0)  - 0 (31)2. X~~ 1 1 x~ 2. 1

— (A — K R)P~ 2 
+ P~ 2C’ — P~ 2A2~ — P~ A

12~ — VQ2 , P~ 2
(0) — 0 (52)

+ ~~C’ — ~~~~~~~~ , P~ (0) (33)

and

— (C — ~5L2)P~ + P~ (C — !~A1
) ’  — P~ 2A12~ 

-

— 4~j~ P~~~ + ,. P~~(O) — 0 (54)

where

A1 — R’1 1E (55)

— R’R~~RV (56)

aM

— (RV) ’I 1RV (57)

/ 

~~--~~ -.- -  -r 

I’— ____________— 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -=-=~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - - - -— ~~~~~~~ --- — —



Figure 1 depicts the order of computations for these equations . Observe , that

we no longer must solve an (n+r) x (n+r) Riccati equation . Equations (51) , (52) ,

and (54) are Lyapunov—type equations, whereas Eq. (53) is a Riccati equation , but

it is only an rxr equation . At each stage, the quantities shown in the boxes, in
Figure 1, can be computed for all e c [0 ,?) using quantities at earlier stages.

We refer to our suboptiaaj . estimator as a second—order subop t ima.1 multista ge

estimator because we have expanded P 1 P12, and P in a three—term expansion, like
- Eq. (45) ; and , a three-term expansion includes e~ terms . Observe that for the

colored noise case, as we have defined it, we must go out to at least a second—

order approximation. There are no c-te~~~ in this expansion. This result is a

peculiarity of our particular problem. Washburn has considered the application of

this perturbation techniqu. to weakly coupled systems, and , In that application

first-order expansions are possib le (Ref . 4). Observe also that we have a sub-

optimal 
~~~~~~~~~~ 

estimator rather than a suboptimal estimator because our

starting point, was Theor em 1. instead of an augmented Y~ linam.Bucy filter .

~~ample. Here we present a numerical example .which demonstrates the accuracy of

our second-order subopt~’~a1 multistage estimator. Our system is:

x - + - z + - u  ~ x(O) (58)

S I — — z + e w -  
- (59)

- 
(60)

wher, all signals are s~~T*r,~~ and , q~ — q2 — 1, and r — 1/3.

In order to evaluate the performance of our subopt4i...l estimator , we computed

the exact steady—stat e error covariances far S and have compared these values with

their theorem 2 counterparts . The exact steady—sta te error covari ances were

obtained by solving the nonlinear coupled algebraic Riccati equations for S using

an xtended Nevton-Raphaon iteration technique . We obtained the following steady-



____

state values for P~ ’ P~~ and P~ , from Eqs . (48) — (54) :

~x _ k ~~~~~ic
2

~~~ 
(61)

p
a 

.-2 E 2

Quantities P , Pxa~ 
and P are depicted. in Pigs. 2 3, and 4. Both the appr~~1~~ te

(solid curves) and exact (dashed curves) results are given as functions of a.

Observe that the second—order results appear to be quite good £ or a as large as 1/2.

Our suboptimat multistage filter equations are: -

i — i + i +~~ (62)

— 
- _

~~~ 2~~ 2t_ 42 i 427(t) ,, ~(O) 
(63) H

— ~~~~~~~~~~~~~~~~~~~~~~~~ , ~(°) - (64)

Of course, i must be computed for the first-ord r T~1m~~-Bucy filter. equations

(15), (19) , and. - (26) . 
-

IV. CONCLUSIONS .

We ha’ce• demonstrated that it. is indeed possible to extend Friedland’s (Ref. 1)

bias estimation techni que to . the problem of estimating dynamical. states and colored

noise states . We have sb.own how to obtain a mui tistags decomposition not only for

the stat e estima tion equationso. but also for- th. associated error covariau ce

equat ions. AdditionsUy~ we have related. our resolts to Frisdiand’ s and Tacker

• Lee ’s (Ref. 2).

Our exact d.cc.position , In theorem- 1, can be viewed from a number of points

of view. As a ~~~~~tura1 result, it shows us how estimates of a lower-order

system (i.e. , 
~~~ ) 

aist be modified when colored-noise states are added to the

--
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description of that system. As such , this knowledge can be used to increase our

understanding of th. interactio ns between estimates of dynamical and colored noise

states • It also suggests p~msibilities for further approximations , ~.hich can be

used to reduce the complexity of the exact results . As a computational - result, it

shows us that th*re does not seem to be any way to avoid having to solve a larger

matrix Riccati equation. As such, the exact decomposition is disappointing; but ,

we- have also shown how to reduce computations (at least with, respect to having to
‘solve the larger matrix Biccati equation) by means of a perturbation technique.

Oue can also view o~zr Theorem ]. results in the context of decentralized

estimation theory. Signal I is estimat ed at one level, then j  and L are estimated

at the second level , after- which coordination takes place at a third level to

provid, us with i. Sandell ,. at al (Ref . 9)~. mention that in decentralized

control, when the coordinator has access to full knowledge (i.e. , at each

instant of time, sack. local subsyetem~ transmits instantly and without error its

measurements and controls to the coordinator, and the coord inator has perfect

recall ) his opt4—.1 strategy is to cancel the locally computed controls and

substitute the global optimal controls. Perhaps this same phenomenon is happening

in our Theorem 1 results. This would explain the need for j  end the resulting

(p+r) * (n+r) Riccati equation for ~~. We are presently studying this conj ecture .

Extensions of our results to much more general partitioned dynamical syst~~~

can be found in Washburn (4)~ . 
- 

— ~~ 
-r~~_ --—-—-~-—-- ..~~~~ . . ~~- - -
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Appendix A. Proof of Thsors~~~

Our proof of Theorem 1 is patternsd after the constructive derivation of

Priedland ‘s results, given in Ref. ‘ 8, and in Washburn’s dissertation (Ref . 4).

Due to page limitations, we give only a brief sketch of the proof , since the details

are lengthy and can be found in Ref . 4.

Our approach is to ass~~~ the existence of the decomposition for ~ 
in Eq. (10) ,

and , to aas~ that -

— BiL~~ 3~~~+ 33j+3i,~(t) ; j (0) (A—i)

and

j  
- c~~~+ c~~.# C 3j+~~i(t) ~(0)- (L-2)

~~ere matrices R L~ 3~~ B~, 3~~ C1, C~, C3, and C~ remain to be dete~~ined. We

than require that ~, j,. and j  be unbiased estimates of !.‘ A’ and 
L~~ 

respectively.

Unbiasednes.- determines the form of V, in Eq. (16) , and it constrains 31’ ~2 and

33 to be specific- functions of ~~ and C1, C2, and- C3 to be specific functions of

Ci,,. As- such., the requirement for unbiased estimates reduces the ~~~ber of unknown

design satricee in Eqs. (10) , (4—1), and (4—2) from nine to two, 3,, and Ci,~..

In order to perform the unbias dness analysis just described , it- is necessary

to obtain the following interestin g dec~~~osition of state vector ~:

A - A~~~~+ A ~~~+~j 
- • (4-3)

where Li, Li,. end 
k 

satisfy certain 1iu. r diffcrential equatioàs and ~~ 
is

associated with th. artificial syst~~ (see co ent 3 after Theorem 1 for further

discussions). 
-

a ~~~~~~~ ; ~~ (O) (4-4)

(4-i)

L ~~~~~~~~~~~~~~~~~~
- - -- - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 



I ~I ~~~~~~~~~ ~~
‘Also needed is the folloving relationship between non—optimal estimator j  and

optimal estima tor of ~~~~~~ ,

- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ (4-6)

where *2, *3, and ~~, also satisfy certain linear differential equations, which are
driven by ~i, A2, and j~~. it is important to understand the distinction between

j  and ii. Estimator j 1  is tr uly optimal; for , it is associated with the

artificial system in (4-4) and (4—5), and that system ~~ovs nothing about the

colored noise states, z. Measurement does not exist , of course , since the real

system’s -aeasur~~~nt is affected by those states even when colored noise states

are suppressed from the real. system’s state equation. Est imate ~ is obtained for

Ry ~~ans of Eqs. (4—3) (4—6) , it is then possible to express A — A

as

- (
~~ -~~

) + V(~~ -.~~ ) + ( L-
~~~~~) 

(4-7)

where , Interestingly enough,’ -

- L L3-~~~ - 
(4-8)

and

V • 42 — 1 2 (4—9)

Each of the estimates in (4—7) ii an. optI~ *i estimate tthis would not be the case

- for ~~~~. Equation (4—7) is. used to study uubiaseduess.

To deter mine gain matrices 3,, and Ci,, th. trace of the error covarian ce matrix -

for j  and j  is ~mntaized, using gradient matr ix calculations • This yields Eqs .

(17) and (18). Using these optimal values, we also obtain the expressions for~~
a~ I P given in Eqs. (21) end (24) .

V. have aemmed , a priori , that our estimators are linear. Thus far we have

* Equation (.27) can be obtaiz~ d from Eq. (4-8) eM the differential equations
(Ref . 4) which d.fin.~~3ard &~ 



~ 
~~~~~

- -
~~~~~~~~~~~

-
~
-- -—-

not used the fact that our noise processes are gaussian. Using this information,.

it follows via uniqueness of solution of the matrix Riccati equation that j  and j,
obtained via Theorem 1, are the optimal estimators of x and z. 

J~ L~

- - - 
-
‘--

~~~~~~~ ,.- . ‘ 
- - - -

- ‘i’- — - -

— —--~~~~ ——-~~
-.-.-—

~~~
-‘—

~~~
—,

— - -



• Appendix 3. Proof of Theorem 2

Equations (48) — (54) are obta ined by apply ing the Eq. (45) perturbation

technique to ~ in Eq. (21) . Our counterpart, to Eq. (47) is:

~l ~~2
— —;j’- ’

~ 
a1P + ~~i~ —~~(I~V) ’R’a”1(I~v)~

p
12

-
. 

-VQ2
+ Ca 

~~~ 

} L - (~~1)

V. truncate the infinite—series expansions for P 1, P12 , and P~ after three terms ,

i.e., *

~ ~1 + d~~# ~~~~ (3-Zn )

+ £P~~ + e2Pf~ (3-2b)

and -

~~ 
+cP 1 + L2P2 (3—2c)

In order to obtain Initial conditions for Eq. (1—1) , we are led to the

following underdeterained sat of equations~

+ cP~(O) + e2P~ (D) 0 

-

P12(0) — P
12

(O) + + c2P2 (O) — 0 (3—3)

— P (0) + at (0) 4. g2P2(0) a a

* Tb. factor of 
* 

which appears in the thir d term of each expansion has been
abeorbsd into the matrix in that term.

_ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _   -— -- - - - ‘ - -

- 
~~~~~--- - -

•

- ________

-.— — ‘# 
——--- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

—
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Many different solutions of Eq. (3—3) are possible . We have found that the follow-
ing solution , which is independe nt of c , is very useful: -

~~(O) — P~ (O) (3—4.)

LU other initial matrices (e.g., P
~~2
(O)) are zero (3—4b )

A direct consequence of- Eq. (3—4b) is, that: 11(t) — 0, P~(t) — ~~ p12(t) —
P~2(t) — 0, and P (t) — 0, Vt 0 [each of these matrices satisfy a homogeneous
differe ntial , equation, and , for zero initial condition, each matrix ii identically
zero for Vt > 0]; hence , Eqs. (3—2*) , ($—2b) , and (3—2c) reduce to Eqs . (48) , (49) ,
and. (50) , respectively. Equations (51) — (54) are obtained direct ly fram Eq. (1—1) .

-~~~~~ 
- - — -  - - -

~~~ I
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