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ABSTRACT 

A summer design study group consisting of twelve participants and a 

technical director studied various aspects of the present and future 

interaction of wind tunnels and computers.  This study was conducted under 

the sponsorship of Air Force Office of Scientific Research at The University 

of Tennessee Space Institute with the support and assistance of the 

Arnold Engineering Development Center and its operating contractor, ARO, Inc. 

Guidance was provided by a government/university steering committee selected 

by AFOSR. 

The study group's procedure on this broad topic was the following: 

A. Technical presentations by specialists from UTSI, 
AEDC, and ARO for basic background information. 

B. In-depth presentations by technical specialists from 

1. The Aerospace Industry 
2. The Computer Industry 
3. Government 
4. Universities 

C. Detailed discussions with these speakers by one or 
more of the three working panels into which the summer 
design group was divided'. 

1. Experimental Facilities Panel 
2. Computational Fluid Dynamics Panel 
3. Computer Design Panel 

D. Extensive literature search and development of a large 
bibliography; collection, review and summary of a 
mass of reports. 

E. Regular discussion activity by the individual working 
panels and the design group as a whole to produce 
a written report of the findings. 

F. Several meetings with the steering group to provide 
review and guidance. 



The scope of the Investigation was narrowed in order to proceed in 

greater depth. The subject of propulsion tests was excluded. Emphasis 

was given to the subsonic and transonic regimes at the expense of the 

supersonic regime and the near exclusion of the hypersonic region. 

Considerable emphasis was given to the following areas: 

A. Understanding the areas of agreement and disagreement 
between theoretical and experimental activity in 
the areas of: 

1. Boundary-layer modeling 
2. Determination of transition location 
3. Separated flow phenomenon 

B. Progress and potentials of new techniques for 
improvements in flow qualities of wind tunnels by 
a synergic application of computer closed-loop 
controls, mechanical adjustments of tunnel 
physical parameters, and new noninterference methods 
of measurements. 

C. The present and future potential for the fast- 
developing field of computational fluid dynamics. 

D. Estimates of computer requirements to support the 
various integration activities and investigation 
of future potentials for advanced high-speed computers. 

In the course of the study a number of conclusions and 

recommendations were reached, and these are summarized in a separate 

section of Volume I and are presented in detail together with the supporting 

information and references within a body of the main report in Volume II. 

It is concluded that this study of wind tunnels and computers was 

very worthwhile, that the activity was of great value to the participants, 

and that the results will be of value and interest to the sponsor. 

ii 



COMMENTS BY THE STEERING COMMITTEE 

This report is the result of an unusual educational experiment: 

a set of young people in academic positions ranging from mathematics to 

engineering spend the summer months at UTSI for the purpose of arriving 

at a common point of view on the interrelations between computers and 

wind tunnels.  Their task was not easy:  they had to become fast experts 

in a field of strongly held and divergent opinions. A large amount of 

factual information presented by lecturers from the engineering and 

computing communities had to be absorbed, put into context, and synthesized 

into a coherent picture. We feel that this task was well accomplished 

and that their report will prove useful to others in understanding the 

relative rolls of, and constructive relationships between, computers and 

wind tunnels. We take this opportunity to commend the members for 

their quick assimilation of facts and philosophies about a complex 

relationship, and for the long hours they devoted to preparing their 

report, resulting in a very respectable contribution. The task would 

have been much more difficult, if not impossible, without Professor Bernard 

Marschner whose untiring efforts to coordinate and guide the study were 

crucial for its success. Last but not least, the contribution of Dr. Robert 

Young, Associate Dean of the University of Tennessee Space Institute, 

should be acknowledged. He was the guiding spirit in getting the study 

under way and in providing the appropriate academic setting for its 

execution. 

Dr. Hans W. Liepmann, Chairman 
Steering Committee 
November 14, 1977 
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1.0  INTRODUCTION 

1.1 STATEMENT OF THE DESIGN PROBLEM 

The design problem that was selected was the general area of the 

Interaction between developments in computers and the obtaining of design 

data from wind tunnels. The rather broad scope of this topic made it 

necessary to restrict the consideration of the study to the following 

areas: 

1. Control of the Tunnel Parameters for Wind Tunnel Tests 

2. Control of Model Parameters 

3. Improvements in Tunnel Similation Qualities 

4. Computational Fluid Dynamics in the Design Cycle 

Even in the consideration of these four elements, certain compromises 

were made since the basic aim was to attempt a rather in-depth review of 

the literature and to study a restricted subset of the problem rather 

than to try to cover all aspects of the field.  Consequently, the 

area of propulsion testing was not covered. The emphasis on the flow 

regimes was directed toward the subsonic and transonic regimes at the 

expense of the supersonic regime and to the almost total exclusion of 

the hypersonic regime. 

The selection of the participants was done by national advertisement 

under the aegis of the American Society for Engineering Education in 

conjunction with programs that the association conducts on an annual basis 

with NASA, and with a complementary program that the association conducts 

with the Air Force and The University of Tennessee Space Institute. 

Abbreviated vitae of the participants and the technical director are 

presented in Appendix IV. 

The individuals in the Summer Study Group came from backgrounds 

ranging from experimental aerodynamics to mathematics. The experience 

level of the participants varied considerably. 



1.2 STEERING COMMITTEE 

The Air Force Office of Scientific Research selected a Steering 

Committee comprised of the following individuals: 

*Dr. Hans Liepmann, Chairman .... Director, Graduate Aeronautical 
Laboratories 

California Institute of Technology 
Pasadena, CA 91125 

*Dr. Gary T. Chapman Aerodynamic Research Branch, Code FAR 
NASA-Ames Research Center 
Moffett Field, CA 94035 

*Dr. Wilbur Hankey   Air Force Flight Dynamics Laboratory 
AFFDL/FXM 

Wright-Patterson AFB, OH 45433 

*Dr. David Mclntyre Air Force Weapons Laboratory/AD 
Kirtland AFB, NM 87117 

*Dr. Richard Seebass   Department of Aerospace Engineering 
University of Arizona 
Tucson, AZ 85721 

1.3 OBJECTIVES 

The objectives of the study were agreed upon between the sponsor, 

the Steering Committee, and The University of Tennessee Space Institute. 

An outline of the objectives is presented below: 

1. To provide a design study experience on a realistic 
and pertinent engineering subject for the faculty participants. 

2. To ascertain the current status of experimental aerodynamic 
facilities and test methods and the current status of 
aerodynamic computational methodologies and computer systems. 

3. To prepare an estimate of future developments in experimental 
and computational aerodynamics consistent with projected 
design needs, with special emphasis on the impact of the 
next generation of experimental and computational facilities. 

4. To explore means of obtaining and improving aerodynamic 
data by developing concepts for integrated use of 
computers and wind tunnels. 

5. To prepare the faculty participants to make future 
contributions in the area of experimental and 
computational aerodynamics 



1.4 METHODOLOGY:  An outline of the methodology is presented below. 

1. A review of current literature in the following three areas 
will be made: 

a. Experimental facilities and methodology for wind tunnel 
testing of advanced military air vehicles 

b. State-of-the-art in computational fluid mechanics 
and aerodynamics 

c. Design trends of computer architecture and computer 
implementation techniques as they pertain to 
computational aerodynamics and wind tunnel testing. 

2. Material will be presented by contributors in the three fields 
under consideration to aid in the understanding of computational 
and experimental aerodynamics. 

3. A brief written assessment of the current status of three areas 
will be prepared. 

4. A written estimate will be made of future trends, capabilities, 
and limitations for the interaction between computational 
aerodynamics, experimental aerodynamics, and advanced computer 
design and implementation. 

5. Study participants will present reviews of current technical 
reports in the three areas. 

Careful understanding of the methodology is important to the under- 

standing of the preparation of the report.  During the report period no 

new research was accomplished.  The basic working method of the project was 

to have presentations from a wide variety of representatives in the field, 

collect a large bibliography, obtain a rather large collection of reports, 

and read, summarize, and review a large cross section of these reports. 

From this activity the write-up was based on 1) a synthesis of remarks from 

many sources, 2) the general impression which was left by a number of the 

speakers, and 3) an overall assessment by the panel. 

The final report of the summer design study is presented in two 

volumes.  The first of these is a summary report, and the second contains 

the details of the work accomplished by the design panel.  The majority 

of the write up of the individual sections of the report was done in a 

concentrated fashion by the use of a working panel arrangement. 



Section 2.0 of Volume II was written by the Experimental Design/Wind 

Tunnel Working Panel, which consisted of: 

1. Frank G. Collins, Chairman - Associate Professor, 
Aerospace Engineering 

2. Salvador R. Garcia - Professor, Engineering Systems 

3. Michael H. Jones - Assistant Professor, Engineering 

4. Carlos Tirres - Assistant Professor, Engineering 

Section 3.0 of Volume II was written by the Computational Fluid Dynamics 

Panel, which consisted of; 

1. Sin-1 Cheng, Chairman - Professor of Aerospace Sciences 

2. Donald A. Chambless - Assistant Professor, Mathematics 

3. James L. Jacocks - ARO, Inc. 

4. Vlreshwar Sahai - Associate Professor, Engineering Science 

Section 4.0 of Volume II was written by the Computer Systems Panel, 

which consisted of: 

1. William A. Hornfeck, Chairman - Assistant Professor, 
Electrical Engineering 

2. L. Eugene Broome - Professor, Mathematics 

3. James R. Cunningham - Assistant Professor, Mathematics 

4. Gregory M. Dick - Assistant Professor, Division of Engineering 
Technology 

Each of the sections 2.0, 3.0, and 4.0 begins with a tutorial type 

of presentation in order to provide the reader with appropriate background 

material which will place each panel's presentation in the proper perspective. 

Readers who are specialists in a given area may skim this material with ease. 

It was felt a review of the present status of wind tunnels was necessary 

in order to ascertain the future role of computers in this field.  Similarly, 

a review of the present state of computational fluid dynamics was conducted 

in order that an assessment of its role in the design cycle could be made. 



2.0 WIND TUNNEL TESTING 

2.1 INTRODUCTION 

2.1.1 Historical Perspective 

Aerodynamic wind tunnel test facilities are used extensively for the 

development of aeronautical systems.  Since the Wright Brothers constructed 

their tunnel in 1901, the development of wind tunnel facilities has usually 

preceded improved flight vehicles (Ref. 2.58).  Wind tunnels are the 

best simulators (analogue) of the Navier-Stokes equations and provide the 

primary data for predicting flight performance.  Furthermore, wind tunnel 

data are very repeatable, and their quality is continually upgraded.  However, 

the existing wind tunnel capabilities are now being taxed to their limits 

as closer design margins are demanded for the development of new aero- 

nautical systems.  Moreover there is in a sense a false confidence in the 

simulation accuracy of wind tunnel data; but this situation can be greatly 

alleviated by integration of computers and wind tunnels. 

Currently computers used with wind tunnels have increased the degree 

of sophistication available for testing new aeronautical systems (Refs. 

2.23, 2.48, and 2.67).  Both quantity and quality of data have been increased 

to meet the new demands.  These current integrated tunnel/computer systems 

are discussed in detail in Section 2.4.  In addition, there is a great 

potential for further integration that should provide significant 

improvements in aerodynamic test capabilities and simulation accuracy. 

This potential is discussed in more detail in Section 2.7. 

In assessing the value of wind tunnel data in the design process, 

one must consider the cost of the wind tunnel test relative to the cost 

of the total system.  For example, the total R&D cost for an aircraft 

can be divided into the itemized costs for airframe design, airframe wind 

tunnel testing, propulsion design, propulsion testing, avionics, etc. 

It is estimated that the cost for wind tunnel tests for the typical 

aircraft is only about 2 percent of the total R&D cost, and this percentage 

decreases compared to the total cost as the number of aircraft produced 



Increases. Although this cost is small relative to the total system cost, 

it is a critical item which plays a vital part during the embyronic stages 

of the new aircraft (see Section 2.2). Therefore, aerodynamic test 

facilities, integrating wind tunnel and computers, will continue to 

provide vital design information for aeronautical systems of the foreseeable 

future. 

2.1.2 Overview 

This chapter will lay the foundation for the requirements and 

recommendations on future integration of wind tunnels and computers. The 

current status, current requirements, planned developments, and future 

needs for integrated wind tunnels and computers are discussed.  Recommenda- 

tions, observations, conclusions, summaries, or position statements are 

given in italics in each section of this chapter when appropriate. Much 

of the material in Sections 2.2 through 2.4 is tutorial and may be omitted 

if the reader is familiar with the current wind tunnel situation. The 

following sections are included in this chapter; 

2.2 Impact of Tunnel Testing on the Design Process 

2.3 Current Status of Experimental Aerodynamic Facilities and 
Test Methods 

2.4 Current Use of Computers in Wind Tunnel Testing 

2.5 Future Developments in Experimental Aerodynamic Facilities 
and Test Methods 

2.6 Calibration and Benchmark Experiments 

2.7 Future Integrated Use of Computers and Wind Tunnels 



2=2 IMPACT OF TUNNEL TESTING ON THE DESIGN PROCESS 

2.2.1 Overview 

Since the time of the Wright Brothers, the wind tunnel has been the 

place where aeronautical systems have been developed.  The number of testing 

hours required in a wind tunnel has increased steadily with the growing 

complexity and sophistication of aeronautical systems (Fig. 2.1). More 

data and test points have been required for each new system.  This trend 

obviously cannot continue unabated or the next generation of aircraft 

will never be developed in time to be useful.  The apparent need for more 

test data will be addressed later in this section.  The fact remains, 

however, that tunnels have been the most important of all tools for aircraft 

design and development. 
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The computer, by contrasts has not had an impact on aerodynamic 

design until recently.  For example, the C-141 was designed with 5,375 

hours of tunnel testing and 1 hour of computer wing, design, and the C-5A 

was designed with 14,000 hours of tunnel testing and 5 hours of computer 

wing design (Ref. 2.141).  In the future however, the computer will make 

a continuously increasing contribution to the design process and will 

have a decided impact by reducing the number of required tunnel tests. 

This will take place as more computational techniques are validated and 

computer speeds and sizes are increased. 

The, tunnel testing coAtA, although ve/ty high, am. &mall composted to 

the. total aJjicAa.lt  R S V oh, filzet co£>£&,    Tunnel aerodynamic (not including 

propulsion) testing costs were 0.4 percent of the C-5A fleet cost (Ref. 

2.193).  The cost of propulsion testing is usually higher than that of 

aerodynamic testing, and the cost of flight testing is higher still.  For 

example, 1,500 flight test hours are required to certify a commerical 

transport (Ref, 2.30). 

Although tunnel testing costs are small compared to total development 

costs, the tunnel tests are of great importance for proper vehicle design. 

The benefits from testing usually far outweigh their cost.  It has been 

estimated that a reduction of one drag count through geometric modifications 

suggested by tunnel tests could save an amount equal to the total testing 

costs for the C-5A (fuel cost savings over the life of the fleet) (Ref. 

2.193). More emphasis will be placed on fuel savings in the future 

(Ref. 2.102), and the wind tunnel will be used to find ways to reduce 

aircraft drag. 

The steady increase in tunnel testing is really dictated by the 

desire of the government to obtain a weapon system with performance in the 

"last 5 percent possible." The possibility of failing to meet initial 

performance goals is therefore great. The survey results of Mitchell 

(Ref. 2.115) reveal a number of important facts concerning the origin 

of the test plan for a system development. 



As shown in the survey, the test plan (number of tests, type of tests, 

models, facilities to be used, measurement accuracy required) is usually 

prepared by a potential contractor as a part of his proposal. Test plan 

details are not emphasized when a bid is evaluated, but a contractor does 

not want to appear deficient by requesting too many tests in an area where 

problems are expected. Those who did respond to Mitchell's survey indicated 

that they thought that a decrease in the number of tunnel tests would increase 

the technical risk of the proposed development, but that the number of tests 

was nevertheless decreased to lower the bid price. However, it was also 

thought that the test plan was not important for awarding the contract. 

This method of determining the test plan leads to an inefficient use of 

tunnel testing; too few tests are run in problem areas which arise as the 

development program proceeds, too many tests are run in other areas, and 

probably not enough testing is accomplished early in the program. 

An additional point of interest is the fact that a company with their 

own wind tunnels was agreed to have a competitive edge over companies 

without tunnels. However, there is a trend toward the use of government 

facilities. 

Mitchell (Ref. 2.115) examined 35 aircraft development programs. 

Eighty-four percent of these aircraft experienced deficiencies in the flight 

evaluation. The respondents agreed that more and earlier testing could 

have prevented these problems. Although the respondents' comments reflect 

the desire to lessen the ultimate design risk, their proposed solution must 

be challenged.  Certainly a more judicious test plan will yield a better 

designed aircraft, but this can be done with fewer tests, not more. Also, 

some of the program failures can be related to a lack of simulation accuracy 

(not repeatability) in the tunnel. The U6e ol ComputeAA  jfOA. teJ>t planning, 

X,nteJULLgent waZJL, and tunnel, cont/ioli uUIZ at>i>ÄJ>thi IQA&enlng the pKobabÄLity 
ol fiailuAe, to meet aAAatafit design goati> In the iata/te. 

The risks involved from poor tunnel test results cannot be over- 

emphasized. For example, uncertain scale effects (lack of Reynolds 

number simulation) such as occurred in the C-141 program (Refs. 2.71 and 



2.185) cause conservative design and limit potential aircraft advances in 

performance and efficiency (Ref. 2.77).  Bowes (Ref. 2.30) comments that 

"...the ability of the designer to promise a performance capability and of 

the airplane to meet this promise has been a dominant factor in the success 

or failure of individual programs." Proper simulation in the tunnel is 

mandatory for a successful program (Ref. 2.185). 'Be.cause. 0& the. impontance. 

o{> tunnel touting in the. zvzntual kuccesi, ofi a pnagnam and the. nelxvtiveZy 
mall testing co&t, evexy eiiont should he made, to continuously Improve, the. 
tunnel Simulation accu/iacy.     Simulation improvement should also assist in 

reducing the number of needed tests. Even with the increasing use of the 

computer for analysis there will continue to be a need for tests in a high 

quality wind tunnel (see Section 2.7). 

Success or failure of a flight vehicle can depend upon how well the 

wind tunnel data can be extrapolated to flight conditions to predict the 

actual performance.  Extrapolation procedures are validated by comparison 

with previous tunnel/flight test correlations.  Therefore, new designs are 

frequently only incrementally different from previous ones where the tunnel/ 

flight correlation is well known. 

An example of the success of incremental testing is the series of 

aircraft that began with the B-47. This aircraft was the beginning of 

a line of aircraft that changed in an evolutionary manner.  Each aircraft 

had a performance greater than the previous, as measured by the transonic 

range parameter ML/D (Ref. 2.30).  Incremental testing is very valuable 

for improving the performance of existing aircraft. Only incremental 

differences from an existing model need to be determined by tunnel tests; 

thus, only tunnel test repeatability (i.e., precision) is required. 

Incremental testing is essentially conservative and can lead to 

the continuation of low design standards, nonoptimal performance, and bad 

tunnel measurement practices (Ref. 2.32). Also often nonincremental 

advances need to be made (e.g., the B-52 to the B-58). In the. {utuKZ theAe. 

will he. less n.e.quineme.nt ion. incAemental testing and mo fie. ion. determining 
absolute. measun.eme.nts.     This will require improvements in tunnel simulation 

accuracy (see Section 2.3.4) and elevated standards of test design, 

execution, and analysis (Ref. 2.32). 

10 



Computational techniques, validated by well performed experiments, 

will play an increasingly important role in the aircraft development 

process.  Computational techniques are particularly suited for optimization 

procedures and can perform much of the task formerly done by incremental 

testing.  This will occur particularly as designers gain confidence in 

the techniques (Ref. 2.42).  This possibility is discussed in Section 

2.7.3. There will be a desire to minimize the design risk by utilizing 

a balance between computations and experiment.  Computations will not be 

able to handle all geometries in the near future, and some important 

design aspects, such as the wing-fuselage interaction, will continue to 

be examined in the tunnel (Ref. 2.139).  In addition there will be an 

ever-increasing need for the use of model/flight test correlations to 

measure the simulation accuracy in wind tunnels. Computation!,,   koW<L\)<Vt, 

will make, a iigni&icawt contribution by allowing mom design by analyAit,. 

2.2.2 Preliminary Design Phase 

The development of an aerospace vehicle can be divided into three 

phases (Ref. 2.139)2  the preliminary design phase, the project definition 

phase, and the flight test phase.  As will be demonstrated, the wind tunnel 

plays an important role in each phase. 

In the initial phase of a vehicle development program, the design is 

presently based primarily on empirical methods resulting from accumulated 

tunnel and flight data obtained on a variety of similar configurations, 

with parametric corrections to account for variations between the configura- 

tions. The tunnel/flight correlation results are highly proprietary and 

become a significant part of a company's "know-how" (Ref. 2.30). 

Fast performance estimates for engineering outlines which are lacking 

in detail are needed at this stage. However, the techniques used must be 

accurate enough to allow correct evaluation of the alternative configurations. 

In particular, this requires very careful and complete flight tests so 

that the effect of various vehicle components and their mutual interference 

can be ascertained.  This type of flight testing is very expensive (see 

Ref. 2.30 for a more complete discussion). 
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Semiempirical numerical codes are sometimes used at this stage, 

especially for supersonic aircraft and hypersonic reentry vehicles 

(Ref. 2.205). The primary design tool is the tunnel and the computational 

results are presently used to verify or extend the tunnel results (see 

Section 2.4.4). Reentry vehicles must be designed to great accuracies 

and are now pushing simulation accuracy improvements in the wind tunnel 

(Ref. 2.205). More complete numerical codes will be used in the future. 

There appears to be a definite need for the development of vehicle 

components (airfoils, for example) and concepts independent of any particular 

weapon system.  Such work would add another source of data upon which the 

preliminary design of a vehicle which is not incrementally related to any 

previous vehicle. 

Although this stage presently relies primarily upon previous tunnel 

tests, and flight test correlations, computational techniques are already 

having an impact on the optimal design of individual components, such as 

wings. Uae ofi computatlonaZ tdchvU.qu.QA wWL tncAzcuz, and th.2A2.by kelp 

eJUmincute. th.2. /tellancz upon oxpoJiitnco, obtaimd {h.om pnzviouA tunnel, and 

{light t£At& on QQjomztnlcjaZly hXmJLxui vehicles. 

2.2.3 Project Definition Stage 

This stage involves intensive computational and experimental research 

and development on selected main design aspects, using models generally 

representative of the proposed design. There is concern with accuracy 

(of the final design prediction) from this point onward in the program 

(Ref. 2.30). Any design modifications tested in the tunnel before the 

vehicle reaches the flight test stage provide benefits usually far exceeding 

the tunnel costs (Ref. 2.193). 

Only a finite amount of tunnel testing time is specified in the 

test plan (see Section 2.1.2), and it invariably happens that the period 

of testing has expired before the design has been optimized.  Because of 

the time required to make model modifications, only several configurations 

can really be examined (Ref. 2.42). Therefore, means must be used to 

optimize the configuration quickly and early in the development program. 
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Also, more flexibility is needed in the text plan. Mistakes found at 

this stage are of much less consequence than those found in the flight test 

stage. In the fiwtu/iz,  computational technique* can a&At&t by determining 
mo&t oi the pen.ionxm.nce ckanRctUhUtia,, le.av.lng the. tunnel to veAiiy 
the computation!) and to examine cnltical pen.{onmance aneah. 

While it is relatively easy to examine various configuration geometries 

on the computer, it is very difficult to do so in the tunnel. An exception 

is through the use of wax models, aided by oil flow visualization, in low- 

speed wind tunnels or water tunnels. Because many aspects of separation are 

qualitatively the same at all Mach numbers (Ref. 2.187), the technique has 

been used with great success for reducing the drag of transonic transports 

and with somewhat less success on fighters. For example, the C-5A drag 

was reduced by 57 counts using this technique (Ref. 2.68). 

The results of the tunnel tests must be corrected for tunnel interference 

effects (wall interference, buoyancy, flow nonuniformity, equivalent Reynolds 

number, etc.) and extrapolated to flight Reynolds numbers to obtain a 

performance prediction for the preliminary vehicle design. The correction 

and extrapolation procedures must be very accurate because the corrections 

are large, and errors in their magnitude will invalidate the comparison of 

the projected vehicle performance and the contracted performance.  (Examples 

of typical wall corrections are given in Ref. 2.131 and Ref. 2^139 shows 

that the extrapolation correction for the drag coefficient, C-Q  , of the C-5A 

was 20 percent of the measured CD). Tunnel and extrapolation corrections 

are primarily obtained from semi-empirical procedures which have been validated 

by careful tunnel/flight test correlations. This again points to the need 

for good simulation accuracy of the tunnel tests. 

The desire to eliminate mistakes at this stage is very great, and it is 

estimated that 15 percent of the tunnel tests are performed to verify data 

of questionable quality (Ref. 2.115). These verification data are obtained 

in tunnels different from the ones which obtained the original data. An 

impnovement oi simulation accuracy oß the tunnelA would eZiminate the necessity 
fan. verification otf previous teAtd, improve the linal product, and reduce 
the development cost and time. 
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The important problem of how to integrate the power plant smoothly 

to the alrframe will not be discussed in this chapter.  However, it is 

recognized to be one of the largest sources of uncertainty for the final 

configuration.  Problems connected with it are discussed in Refs. 2.30, 

2.32, and 2.139. 

2.2.4 Flight Test Phase 

Even after the design has been frozen and the first vehicle has been 

built and tested, the need for wind tunnel tests is not over. There is 

almost always a need for corrective action after the first flight test of 

a new aircraft (Ref. 2.30).  Large, risks are involved with the development 

of new vehicles, and many perform badly during the first test; nevertheless 

the record clearly indicates that the final product is good. 

When problems occur at the flight test stage, then the program goes 

back to the tunnel to find the cause.  Eighty-five percent of the corrective 

tests use flow visulation to discover the flow problem (Ref. 2.69), indicating 

that they are due to interferences (which cannot and will not be capable of 

being computed for many years). 

Some planes, such as the F-lll, had more tunnel tests after the first 

flight than before, whereas some others, such as the C-5A, had very few at 

all.  Commercial aircraft companies immediately initiate tunnel studies of 

the final configuration not only to eliminate any problems that have arisen 

but also to improve the vehicle performance and keep the competitive edge. 

Incremental testing is used especially to reduce drag (and thus increase 

range).  For the Boeing 707, for example, range was increased by 35 percent, 

of which the engine accounted for 19 percent and the airframe for 16 percent 

(Ref. 2.30). 

The tunnel is also used to modify existing aircraft for new missions. 

At times these modifications are needed quickly so that existing aircraft 

can be changed.  Only tunnel testing has been able to respond with the 

needed speed. 

In conc.lui,Zonf the. wind tunneZ px.eAe.ntly <Li> Involved -in all cwpec£6 
oi an aoAonautlaal vehicle, design.    A4 the. vehidieA hzcomz mohjd complex 

and 6 opfau treated and pe/i&onm -in now flight KegüneA, an InoAea&e. In 
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&AMuZütlon aacuAaay £& dmandzd ok tkz wind tu.ym.oZ to reduce the. dulgn 

Kit>k and impAovz the, iln&l vahldit peA&oHmance.. 
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2.3 CURRENT STATUS OF EXPERIMENTAL AERODYNAMIC FACILITIES AND TEST METHODS 

2.3.1 Wind Tunnel Test Facilities 

Experimental aerodynamic data for the design of aerospace systems are 

generated from wind tunnels, aeroballistic ranges, vacuum chambers, sled 

tracks, etc.  However, this report will consider only the wind tunnel and 

its integration with computers for aerodynamic testing.  Furthermore, 

propulsion test cells and thrust stands will also be excluded from the 

report.  Specifically, the following discussion will pertain only to 

subsonic, transonic, and supersonic aerodynamic test facilities and testing 

techniques. 

Wind tunnels experienced a steady growth during approximately the first 

half of the century.  The number of facilities of a given type (i.e., 

subsonic, transonic, or supersonic) fluctuated with national needs, but in 

general a steady growth continued until the mid 1960's.  The number of 

facilities has declined sharply since that time.  It appears that the 

decrease in number of wind tunnels is related to the decrease in the number 

of aerospace companies and the number of systems developed. 

According to Pate (Ref. 2.138), the number of supersonic and hypersonic 

wind tunnels has decreased by about 50 percent since 1965. Consequently, 

an appropriate increase in productivity of the remaining wind tunnels has 

been required to serve system development test needs.  An example of increased 

productivity through facility improvements for AEDC tunnels A, B, and C for 

the period 1960-1977 is shown in Figure 2.2 (Ref. 2.138).  This trend will 

probably continue as the cost of tunnel testing increases.  In addition, 

the number of research wind tunnels of very high quality flow have become 

nearly nonexistent.  The decrease in the number of production facilities 

appears to be a healthy trend because it has forced the remaining facilities 

to become even more efficient.  Furthermore, effective integration of wind 

tunnels and computers should significantly accelerate the improvement of 

both productivity and quality of data (see Section 2.7).  However the trend 

of decreasing research facilities is counterproductive, because these facilities 

are essential for developing wind tunnel testing techniques and computational 
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techniques. Research facilities are needed to provide understanding of 

certain flow fields and benchmark data for the verification of computer 

codes, which are discussed in Section 2.6. 

The most recent inventory of the major aerodynamic wind tunnel test 

facilities is described in Refs. 2.145 and 2.178.  Many of the facilities 

described in Ref. 2.145 are no longer operational. 

2.3.2 Recent Wind Tunnel Facility Improvements 

The demand for improved full-scale vehicle performance and accuracy of 

performance prediction has led to a sustained effort to improve the 

accuracy of test data from existing wind tunnel facilities.  In addition, 

the decrease in number of production facilities has emphasized the need for 

improved productivity.  This has resulted in wind tunnel facility improve- 

ments that have not only improved the accuracy of test data but in many 

cases have also increased facility capability as well as productivity.  Some 

of the major improvements of the past years are summarized herein. 

Model Injection System 

The model injection system permits the insertion and removal of the 

model into or out of the test section without having to shutdown the tunnel. 

The system is controlled by direct computer commands (see Section 2.4). 

Figure 2.3 shows the model injection system used at AEDC in tunnels A, B, 

and C. The system increases the productivity of these facilities by 

allowing faster model configuration changes while maintaining tunnel 

conditions. This is accomplished by a set of interlocking doors that isolate 

the test section from the model installation chamber.  The system also 

provides easier and faster access to model and onboard instrumentation for 

repairs.  The major advantages of the system are increased productivity 

and added test capability and flexibility. 

Captive Trajectory System (CTS) 

The CTS is an electromechanical six-degree-of-freedom model support 

used for separation simulation (Fig. 2.4).  It provides aerodynamic 

coefficient data for online computer generation of the trajectory of a body 

as it is staged or separated from another body.  The primary reason for 

dual or multibody testing is for simulation of flow-field interference on 
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on both the primary and secondary bodies.  The CTS is also used for flow 

field studies where the survey probe is computer-controlled via the secondary 

body (or CTS) support (Ref. 2.138). This capability is available in wind 

tunnels throughout the speed range (i.e., subsonic, transonic, supersonic, 

and hypersonic) (Refs. 2.23 and 2.178). This system provides both added 

capability and increased productivity in existing wind tunnels. 

Captive Aircraft Departure System (CADS) 

The CADS provides information on the maneuver behavior of an aircraft 

in the wind tunnel (Ref. 2.23). With the wind tunnel used as an analog 

data source for the required static aerodynamic data, the Euler equations 

of motion for the aircraft are solved by an online digital computer. The 

solutions of these equations are used to control the orientation of the 

model in the airstream. This system provides added capability. 

Variable Porosity Walls 

Variable porosity walls such as those used in AEDC tunnel 4T (Ref. 2.178) 

are used to alleviate interference.  The test flow environment is improved 

by adjusting the wall porosity and wall angle as a function of Mach number. 

The wall porosity is varied uniformly by sliding the outer wall over an 

inner wall (Fig. 2.5). This improvement provides improved data accuracy. 

Computer and Wind Tunnel Interfacing 

Current use of computers in wind tunnel testing will be discussed in 

detail in Section 2.4. However, it should be noted here that although 

computer and wind tunnel interfacing came into extensive use only within 

the past three years, nevertheless it represents a very significant 

improvement to aerodynamic testing in production wind tunnels. For example, 

the model injection system, CTS, CADS, and variable porosity walls are all 

computer controlled. These improvements and others discussed in Section 

2.4 provide increased productivity, added capability, and improved data 

accuracy. 
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2.3.3 Simulation Requirements 

The primary function of production wind tunnels is to simulate the 

aerodynamic characteristics of the full-scale vehicle in free flight by 

testing a scaled model of the prototype.  The simulation is accomplished 

by using basic aerodynamic similarity variables that relate the tunnel 

model values to flight values.  These variables are Mach number, Reynolds 

number, Prandtl number, stagnation enthalpy, and wall temperature ratio. 

Wind tunnels provide very good information in incremental parametric tests. 

However, existing facilities are unable to simulate all the required aero- 

dynamic similarity variables; therefore, they are unable to predict vehicle 

performance in absolute terms. 

The major factors limiting the aerodynamic simulation are airframe/ 

engine interference, wall interference, low Reynolds number, poor flow 

quality, model deformation, and model support interference.  Other 

factors that could add to the simulation error if not carefully con- 

trolled are poor wind tunnel calibration, poor instrumentation precision, 

and poor model surface finish.  These other factors are mentioned only 

because they continue to surface in the literature; they will not be 

discussed any further in this report.  On the other hand, the major 

factors will be discussed in some detail. 
i 

Airframe/engine interference is of primary concern to the aircraft 

designer, particularly on airplanes having close-coupled or highly 

integrated propulsion systems.  Predicting the proper thtaust minus drag 

requires careful testing in the wind tunnel to determine the interactions 

between airframe and propulsion system (i.e., inlet and nozzle afterbody). 

Current thrust-drag prediction methods are discussed by Bowes (Ref. 2.30) 

and Paterson, et.al (Ref. 2.139).  However, the success of these pre- 

diction methods is not known because, according to Bowes, "The answer to 

this question is a highly qualified one, and since it may perhaps involve 

a legal as well as a technical concern, the data is understandably 

hard to come by." News reports of conflicts between engine and airframe 
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manufacturers indicate that major deficiencies exist in the current 

simulation techniques for airframe/engine interference testing.  There- 

fore, the need Ion. a substantial research e^ort in airframe/engine 

interference is indicated, including correlation studies ofi flight and 

wind tunnel, data.    Perhaps existing test techniques could be improved 

by intelligent integration otf Mind tunnel and compute*, in Mich a May 
that a large data bai>e and mathematical model* are available online 

to improve the quality ofi simulation. 

A major deficiency of aerodynamic simulation in wind tunnels is 

attributed to boundary interference.  This deficiency is of considerable 

concern at all free-stream Mach numbers, but is particularly severe at 

transonic speeds where model-induced normal shocks are reflected from 

the wall back onto the model.  Moreover, when the model is embedded in 

a large supersonic region the flow field is grossly distorted by the 

wall resulting in significantly compromised test data.  The effects of 

tunnel wall porosity on the drag-rise characteristics and on airfoil 

pressure distributions are given by Paterson (Ref. 2.141) in Figures 2.6 

and 2.7, respectively.  These results indicate that wall interference 

effects in transonic wind tunnels could be more detrimental to the aero- 

dynamic simulation than most of the other effects such as low Reynolds 

number, poor flow quality, etc.  Research in this area has experienced 

a modest but sustained effort in three major areas:  (1) wall inter- 

ference corrections for test data (Refs. 2.21, 2.22, 2.74, 2.92, 2.116, 

2.124, and 2.144), (2) modification of existing wall configurations to 

reduce or eliminate wall interference (Refs. 2.20 and 2.132) and (3) develop- 

ment of an intelligent wall for interference free performance (Refs. 2.12, 

2.13, 2.14, 2.50, 2.51, 2.60, 2.61, 2.62, 2.93, 2.100, 2.161, 2.162, 2.164, 

and 2.190).  These results seem to indicate that wall corrections and 

modification of existing walls are not sufficient for all test require- 

ments. The intelligent wall appears to hold the bei>t promise ion. success 

in reducing on. eliminating boundary interference.    This approach will be 

discussed extensively in Section 2.7.2. 
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The problems associated with the low Reynolds number (Re) capability 

of existing wind tunnels are well documented (Refs. 2.11, 2,184, 2,205, 

and 2.211).  Existing Re capability in transonic and supersonic wind 

tunnels and the required values to match flight conditions on specific 

vehicles are illustrated in Figure 2.8.  The planned National Transonic 
8 

Facility (NTF) is the only wind tunnel to approach the Re level of 10 

needed to match the flight values for large transport aircraft.  The 

amount of information for justifying construction of this very high Re 

facility is overwhelming, but most of the data used as evidence in the 

justification are contaminated with the effects of wall interference, 

poor flow quality, and other kinds of interferences.  Therefore, the 

"real" Reynolds number effects are neither quantified nor well known. 

In fact, investigators have observed negligible Re effects on flow fields 

that were previously believed to be Re sensitive (Refs. 2.98 and 2.191). 

However, there is no question of the need for a high Re facility to in- 

vestigate specific flow phenomena sensitive to Reynolds number, such as 

skin friction, shock wave/boundary layer interactions, separated flows, 

etc.  The NTF will provide solutions to these Re sensitive phenomena, but 

it will not be available until the early 1980's.  Consequently, low 

Reynolds number production wind tunnels will continue to accomplish system 

development tests in the foreseeable future.  Even after the arrival of 

NTF, system development tests will probably continue to be accomplished 

in low Re facilities because of their economy, productivity, and efficiency. 

Integration o^ the low Reynolds numbex wind tunnel with a latge dedi- 
cated compute*, could improve the Re simulation significantly by using a 
data hate and appftophJuate math modeJU.    The MTV should be veAy useful ion 
developing the appn.opfu.ato, math models. 

The quality of flow in wind tunnels has been the concern of investi- 

gators since the turn of the century.  For example, the Wright Brothers' 

tunnel was equipped with both wire screens and honeycomb for flow smoothing. 

The major problems associated with flow quality include turbulence, 
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acoustics, flow nonuniformities, and moisture.  Turbulence and flow 

nonuniformities are corrected with screens and honeycomb, but with the 

penalty of pressure losses.  Consequently, most production facilities do 

not use screens or honeycomb, and they suffer from flow nonuniformities 

and undesirable levels of turbulence.  Air driers are effectively used 

to remove moisture from the test flow.  However, instrumentation to 

monitor moisture levels is nonexistent, and unless the moisture is 

visible in the test section, the effects of moisture are not questioned. 

The effects of acoustics on test data have gained importance in recent 

years (Refs. 2.44, 2.46, 2.136, 2.137, 2.194, and 2.195).  Dougherty 

evaluated several techniques to suppress edgetones from perforated 

wind tunnel walls and found methods to effectively eliminate the acoustic 

effects (Ref. 2.45). lhexe{oh.et the technology to Ai.QnlliaantZ.ij improve 

^lou) quality In exÄAtlna wind tunnels iM In mo&t <uU2A well in hand) it 

U> only a matten, ofi allocation o^ ^undi, to cofitect the problem, ii one 

take& into account the i/w.de-o&fa dit>cubi,ed above. 

Model deformation or aeroelastic effects are becoming significant 

in aerodynamic wind tunnel simulation of high Re conditions,  As the test 

dynamic pressures are increased in an attempt to achieve high Re flows, 

the model wings bend and twist under load, resulting in erroneous local 

angles of attack.  For example, the local angle of attack is reduced on 

a swept wing as it bends under load (Ref. 2.77).  The simulation errors 

become more severe as test dynamic pressures increase.  This problem, 

however, is reduced significantly with the NTF because high Re flows 

are achieved with a drop in temperature and no increase in dynamic 

pressure. 

Model support interference can also introduce a significant amount 

of uncertainty, especially to the drag measurements.  Typical model 

support systems are shown in Figure 2.9.  All of these mounting systems 

will introduce interference, and at the higher test Mach numbers the 

errors due to interference effects can be very large.  The interference 
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can be determined by using various mounting systems and dummy struts. 

This technique has been used effectively for correcting interference 

effects caused by the model support system (Ref. 2.210).  However, 

Bowes (Ref. 2.30) gives warning that some uncertainty always exists in 

this procedure because the corrections are determined from small dif- 

ferences of two large numbers.  Perhaps the integration of wind tunnel 

and computer could alleviate this problem with proper modeling of the 

support system. 

2.3.4 Accuracy and Measurement Requirements 

Accuracy requirements for aerodynamic simulation are dictated by the 

mission of the new aeronautical system to be developed and are generally 

established by the successful bidder of the proposal. Wind tunnel testing 

plays a critical role in the development of the new system.  It provides 

the system designers with the information to predict performance, optimize 

the design, determine loads data, and evaluate, identify, and correct 

operational problems with the vehicle.  The wind tunnel data also allow 

the customer (government) to evaluate the performance of competing designs. 

Therefore, the accuracy of the performance prediction for the economic and 

operational aspects of the vehicle is very significant to both the customer 

and the designer.  For these reasons it is highly important that accurate 

wind tunnel data be provided for aeronautical system development. 

The quest for higher accuracies in simulation are motivated by the 

customer's needs.  For example, the average effect of an error of one count 

of drag (approximately 0.4 percent) over all the guaranteed missions for 

a large transport aircraft, such as the C-5A, is equivalent to about 1000 lb. 

of payload (Ref. 2.201).  Its value is estimated at $600,000 per aircraft, 

or $48 million for a fleet of 80 airplanes.  Figure 2.10 shows an example 

of the trend in drag accuracy prediction for a transport aircraft during 

its envelopment cycle (Ref. 2.30).  Note that a +5 percent probable error 

is considered a very good prediction. However, this error is an order of 

magnitude larger than the one count of drag discussed above. Tk<Dl<lloH.<lf 

30 



ENGINE 
SELECTION 

_Z_ 

ROLL-OUT 

CONCEPTUAL DEV      $  PRELIMINARY DESIGN 

ENGINEERING 
GO AHEAD 

g  , z  
#  DESIGN^ CONSTRUCTION#    FtlGHI TEST 

CERTIFICATION 

sr 
STUDIES 

ENGINE CYCLES 
AIRFRAME ALTERNATIVES 

T 
BASEUNE 

CONFIGURATION 
• ALTERNATES 

•g x 
FINAL FKODUCTION 
PRELIMINARY   GO-AHEAD 
DESIGN 

—x ~%  
FUST        GUARANTEE 

FLIGHT     PERFORMANCE 

MODELS   I DRAG HISTORY AND SIMPLE EMPIRICAL DATA 

THEORETICAL STUDIES L 

~s 
EXPLORATORY      PRELIM. 

(WINO, AIRFOIL)   CONFIG, 

WIND TUNNEL TESTS 
INT 

COMPLETE 
CONFIG,, 

FIRST CYCLE 
OF LOW SPIED 

AND HIGH SPEED 

•«8P5ET 
TESTS 
FOR 
CONFIG. 
DEFINITION 

—% 3  
VALIDATION     DIAGNOSTIC 

TESTS TESTS 

55r  » 
m .5 
I 
"oS 
^oS 
O-in    O 

INTTIAL SALES 
ÜfJWOn PERFORMANCE 

t  5%, REPRESENTATIVt 

OF A -VERY GOOD" 
PREDIOION 

Fig. 2.10 Development Schedule for Transport Aircraft 
(Ref. 2.30) 

31 



the. demand {OA ont count oi d/uxg ac.au/iaay on tAam>pont aOicAafit develop- 

ment i& not Ke.atUti.c and <it!> i>pe.ci{iicati.on could &tand a complete. 
n,evim. 

Accuracy requirements in fighter aircraft development also provide 

challenging demands in aerodynamic simulation. The higher accuracy 

demands are motivated by the need to "squeeze out" all the performance 

possible from a new system.  Figure 2.11 shows a sketch of the accuracy 

requirements (or cost) as a function of performance.  The 5 percent band 

is the area where the performance requirements must be met. The sensitivity 

of the fighter's effectiveness (advantage) because of its performance is 

illustrated in Fig. 2.12. These figures clearly show that the demand for 

a high degree of simulation accuracy is well founded. UnfiOAtunately, 

the. existing wind tunnelA fiall i>hofxt o{ meeting the. n.e.quin.e.d capabilities 
to pn.ovi.de. aerodynamic simulation accu/tacy which. IM betteA than the.  5 

pen.ce.nt uppeA band wheAe. the. peAfio/wance. sie.quiAeme.nt!> must be. met on 
llghteA aiAcAalt. 

The best current-measuring capabilities available in wind tunnels 

are given in table 2.1. 

Table 2.1.  Summary of Hardware Component Accuracy (Ref. 2.143) 

Component Standard Deviation 

Stagnation pressure +0.5 psf or +0.1 percent of range 

Test section static pressure +0.5 psf or +0.15 percent of range 

Stagnation temperature +1 to +3°F or +2 percent of range 

Angle of attack +0.06 deg. 

Internal balance +0.35 percent of range 

Model pressures +0.1 percent of range 

Data acquisition system +0.03 to +0.05 percent of range 
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Table 2.2 summarizes the wind tunnel data accuracy.  These accuracies are 

based on regular tunnel calibrations, correlation of data with other 

facilities9 and instrumentation analysis.  The data are taken as one 

standard deviation errors in percent of range except where otherwise 

noted (Ref, 2,143),  The acceptable tolerance levels for a given run are 

shown in Table 2.3.  It should be noted that the tolerance levels given 

for Mach number and angle of attack are nearly equal to the uncertainty 

of their respective measurements.  Also, the drag coefficient is larger 

than the desired one count of drag accuracy for the simulation. 

Table 2.2.  Overall Accuracy Measurements (Ref. 2.143) 

Parameter 

—,             ' 

Standard Deviation 

Stagnation Pressure +0.2 percent 

Stagnation temperature +2° F 

Static pressure (test section) +0.2 percent 

Mach number +0.002 

Dynamic pressure +0.5 percent 

Reynolds number +0.03 x 106 

Angle of attack +0.06 deg. 

Drag coefficient +0.005 

Lift coefficient +0.008 

Pitching-moment coefficient +0.006 
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Table 2.3. Acceptable Tolerance Level (Ref. 2.143) 

Parameter Acceptable Deviation 

Mach number 

Reynolds number 

Dynamic pressure 

Angle of attack 

+0.003 

1 percent of value 

1 percent of value 

+0.05 deg. 

The accuracies and tolerances in these tables are based on instrumen- 

tation precision, repeatability and correlation of data with other wind 

tunnels.  They are not, however, a measure of the aerodynamic simulation 

accuracy. 

The information presented in this and the previous sections shows 

the need for improved simulation accuracy and some possible solutions to 

achieve this goal.  It appears that a new emphasis for upgrading wind 

tunnel facilities is urgently needed if our desire to keep abreast of 

the simulation accuracy demanded by current and future aeronautical 

systems is to be met.  Integration of computers and wind tunnels should 

provide .some solutions to these needs. HoWZveA,  moh.z d{^0Kt In JiZAZOAch 

and dzvzlopmtnt ofi Inttghatod wind tunnnU and compivteA laoÄZÜblu U clzoAly 
n&zd&d. 
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2.4  CURRENT USE OF COMPUTERS IN WIND TUNNEL TESTING 

With the advent of the modern electronic computer, it has become 

possible to automate numerous tunnel and model controls and to automate 

the data acquisition/reduction and data verification techniques.  At the 

same time that computers have become available for use in wind tunnel 

testing, the demand for improving the performance of air vehicles has 

created higher test data requirements.  These requirements dictate an 

increase in the accuracy of the aerodynamic parameters measured in the 

wind tunnel.  Ultimately, these test data requirements must translate 

into increased accuracy of similitude.  Figure 2.13 illustrates how the 

quality of the data has been improved in a particular test where con- 

tinuous data were taken. 

Normal -Force 
Coefficient 

Pitching-Moment 
Coefficient 

Continuous Data 

0 12 3 4 5 6 

Vertical Separation Distance, in. 

COMPARISON OF CONTINUOUS DATA WITH DISCRETE POINT DATA, ON A WEAPON 

DEPLOYED FROM THE B-l BOMBER AT MACH NUMBER 2.26 

Fig.   2.13    Data From the Computer-Programmed Position Control 
System  (PPC)  in AEDC-VKF Tunnel A 

(Ref.   2.138) 
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The productivity of wind tunnel testing has been increased over the 

last few years as more controls have become automated. Data handling 

effort has been reduced by an order of magnitude as a result of the con- 

cise, pertinent, and intelligible data points provided.  As the cost of 

operating wind tunnels continues to increase, the demand for more and 

better use of computers in wind tunnel testing becomes paramount (Refs. 

2.77 and 2.125). 

The areas where computers are currently being used in wind tunnel 

testing include: tunnel controls, model controls, data automation, and 

data verification.  The majority of controls in wind tunnel testing are 

direct command systems (open-loop), and these type of controls have been 

available for many years.  Only a small number of controls are closed- 

loop and these are available in only a few facilities. However, these 

latter systems are still under development. Future improvements can 

be made by applying closed-loop techniques to more model and tunnel 

controls and to test planning optimization. 

2.4.1 Tunnel Controls 

With the increase in complexity of the aircraft under development, 

the control requirements placed upon the wind tunnel are accordingly in- 

creased.  The free stream conditions must be maintained at precise and 

constant values. As suitable computing hardware and software become 

available more of the control features are incorporated into a computer 

control system. Because of their inherent simplicity and their well 

developed instrumentation, direct command controls, such as those listed 

in Table 2.4, have been extensively used.  Closed-loop tunnel control, 

however, is currently available in varying degrees in only some facilities; 

in others, it is the subject only of research and development.  Unfortunate- 

ly, neither the application nor the study of closed-loop control is 

widespread. 

The need for closed-loop automation of tunnel controls is clearly 

evident.  Controls increase the test repeatability and reliability and 
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have the additional benefit of improving the free stream flow quality. 

Basically, all closed-loop control systems consist of one or more 

direct command controls that have been provided with error correction 

servo-mechanisms and the appropriate software. 

MODEL SUPPORT SYSTEM STAGNATION PRESSURE CONTROL 

PLENUM EVACUATION SYSTEM EJECTOR FLAPS CONTROL 

FLOW FIELD PROBING WALL ANGLE CONTROL 

NOZZLE CONTROL FUEL SYSTEM 

SCANNIVALVE CONTROL ROCKET PROPELLANT SUPPLY SYST. 

OPTICAL RECORDING SYSTEM ATMOSPHERIC DRYER SYSTEM 

TEMPERATURE CONTROL VACUUM SYSTEM 

VARIABLE WALL POROSITY HYDRAULIC & PNEUMATIC SYSTEMS 

Table 2.4.  Examples of Direct Command Controls Used 
in Some Production Wind Tunnels. 

An example of a production facility using a modest degree of closed- 

loop automation is tunnel 4T at AEDC (Ref. 2.67).  A mini-computer 

(PDP 8/E) automatically controls the tunnel stagnation pressure for 

most conditions and the Mach number in the range 0.2 to 0.9.  Complete 

control is available for ejector flaps, porosity, and wall angle (see 

Fig. 2.14), but these are controlled by predetermined calibration in- 

formation and position sensors. Pressures, temperatures, position, 

dynamic pressure, Mach number, and Reynolds number are continuously 

monitored and displayed. 

Plans at AEDC call for extending automatic control of Mach number 

and stagnation pressure for 4T, ultimately providing automation (in 

closed-loop) for all test conditions within the range of the tunnel. 

Even with the moderate degree of closed-loop control presently used, 

tunnel 4T has increased its productivity by an estimated 5 percent due 

to the monitoring of test conditions, and an additional estimated 10 
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Fig. 2.14.  The AEDC 4T Tunnel Real-Time Control and Display System 
(Ref. 2.67) 

percent due to the position and process control.  Efforts to further 

develop closed-loop control systems continue at AEDC. 
/ 

Plans for the NTF include closed-loop control for the test section 

walls, reentry flaps, pressure, temperature for cooling water flow, 

liquid nitrogen, and drive speed (Ref. 2.66). 

Most of the remaining closed-loop applications are of a research 

and development nature.  One example is provided by the intelligent 

wall work of Judd at the University of Southhampton (Ref. 2.80). The 

studies involve the integration of the intelligent wall wind tunnel with 

an online computer.  Such a set-up will provide the calculations required 
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to set the walls, control the wall movement until minimum interference 

conditions are attained, and finally provide model data acquisition 

(see Section 2.7.2). 

As the tunnels are required to provide control over more parameters, 

and thereby provide higher quality test conditions and test data, it is 

likely that computers which have faster computational speeds as well as 

larger memories may have to be dedicated to both direct command and 

closed-loop systems. 

Various computer systems should be studied to determine whether one 

large or several small computers will accomplish the task better. 

Hawkins and Partridge of the RAE, for example, have reported (Ref. 2.70) 

that their facility would be best served by a system divided into a 

"number of modular packages each based on a small computer." 

There is presently a lack oi eüort in the R S V oi new closed-loop 

control techniques as melt as a lack oi application oi existing closed- 

loop contAol technology to production Mind tunnels.    A mo fie concerted 

emphasis needs to be, made in the R £ V oi closed-loop controls as welt 
as in the application oi proven closed-loop control techniques to upgrade, 

existing facilities.    One area that definitely shorn pftomise and appears 

to be reachable wjthin the next im years is the automation oi Mach 
number and stagnation pressure ior improved continuous testing at 

varied test conditions. 

2.4.2 Model Controls 

Model controls have been significantly improved within the past 

decade and have become the central focus of computer and wind tunnel 

integration. At the present time, model controls are highly automated 

in most wind tunnel facilities, and these are frequently used in closed- 

loop systems.  Pate (Ref. 2.138) refers to the automated model controls 

as one of the major advances in wind tunnel testing in the last 10 years. 

Like the tunnel controls discussed in the previous section, model 

40 



controls can be classified as either of two types:  (1) direct command 

systems or (2) closed-loop systems.  Direct command control systems 

currently being used at AEDC in model control include those listed in 

Table 2.5.  Most of these systems control the model orientation, in- 

cluding maneuvering characteristics, probe position, and model engine 

inlet or mass flow. 

a. Adaptive Scanivalve Control 

b. Air Inlet Control System (AICS) 

c. "Closed-Loop" Air Flow Control (CLACS) 

d. Model Attitude Positioning System (AMAPS) 

e. Pitch and Roll Control 

f. Model Injection System 

g. Probe Position System 

h. Dynamic Stability Control 

Table 2.5.  Direct Command Control Systems Used in 
Model Control at AEDC. 

The Model Injection System (Fig. 2.3) is one of the most significant 

advances in wind tunnel testing capabilities of the past 10 years.  This 

system allows faster model installation and configuration changes, and 

thus increases productivity and test flexibility; it also allows various 

wall temperature ratios to be examined by cooling the model before 

injection. 

While all of these direct command controls used for testing models 

are currently driven by a computer, some of them are also used in a 

closed-loop manner in some tunnels.  Table 2.6 is a more complete list 

of closed-loop control systems used in model control. 
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a. Captive Trajectory System (CTS) 

b. Computer-Programmed Position Control (PPC) 

c. Adaptive Scanivalve Control 

d. Vehicle Trim System 

e. Captive Aircraft Departure System (CADS) 

f. Constant Parameter Analysis* 

g. Self-Optimizing Flexible Wing* 

*Under Development 

Table 2.6.  Closed-Loop Control Systems used for Model Control 

These controls are extremely effective in simulating a variety of 

flight conditions and are excellent time savers.  A number of production 

wind tunnels are equipped with closed-loop control systems (Ref. 2.138 

shows that the Captive Trajectory System (CTS) is available in four AEDC 

tunnels, two NASA tunnels, and in one tunnel each at General Dynamics 

and LTV).  Figure 2.4 illustrates the CTS in one of the AEDC Tunnels. 

Binion (Ref. 2.23) points out that the CTS is a great convenience to 

wind tunnels testing, in that it provides a separation simulator used 

for trajectory analysis of air-launched stores and a function generator 

for the aerodynamic forces experienced by both the stores and the parent 

aircraft.  The closed-loop form of control allows the prediction of the 

store trajectory online using the aerodynamic forces and moments.  A 

closed-loop slave vehicle control similar to the CTS system was reported 

by Titchener and Recover of the RAE (Ref. 2.180). 

Clo&td-loop model conttoJU ui,e.d In Mind tunnel testing have, be.en 

significantly lmpn.ove.d -In the. past de.ca.de., and improvement is continuing. 
ComputeA and wind tunnel integration is mostly developed In the. closed- 

loop control o{ modeJU, and this development hoi, markedly Influenced the. 

Integration o^ tunnel controls at, well.    The productivity oi wind tunnels 
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heu, tncAexued nemanhably at no lo&i, In quality duAtng thti, ptut 10-ye.a/i 

pextod and utilZ probably continue, to inoAea&z ah the. cZo&ed-loop contAol 

o{j panameteM t& improved in both model, and tunnel. e.nvln.onme.ntk. 

2.4.3 Data Automation 

Current use of computers in wind tunnel testing provides a high degree 

of data digitization, storage, and reduction.  Online data reduction allows 

data to be displayed on plotting and tabulating equipment within seconds 

after the read cycle is initiated.  When the data require further analysis, 

they can be recorded and stored on magnetic tape for subsequent offline 

data reduction (ref. 2.178).  Currently, most of the data reduction done 

in production wind tunnels is done on a mid-size computer or, in many 

instances, on a minicomputer. 

Some recently developed measurement techniques such as infrared 

temperature scanning (IR) yield global data which must be digitized and 

analyzed on a computer in order to be efficiently utilized.  This tech- 

nique, also known as thermographic data, can be digitized into color 

patterns which are then displayed on a television monitor. Other new 

measurement techniques requiring digital data reduction include holo- 

graphic interferometry, Moire' pattern pictography, and laser velocimetry. 

Sophisticated pattern recognition capability is needed to efficiently 

analyze the data from some of these techniques. 

Data automation has also made possible real-time data analysis, 

which allows online CRT plotting and interactive graphics which, in 

turn, provide opportunities for test decisions and possible changes. 

As test data requirements become more pronounced due to increased 

sophistication in measurement techniques and/or more complex air vehicle 

performance characteristics, larger and dedicated computers (or, perhaps, 

groups of minicomputers set up in modular systems) will be needed (Ref. 

2.70).  More use of interactive graphics will also be called for. 
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2.4.4 Data Verification 

Large facility computers are frequently used to verify wind tunnel 

data by comparing them to results obtained through computational tech- 

niques.  In some cases, tunnel users demand that the computations be done 

in advance of the wind tunnel test in order to gain confidence in wind 

tunnel data (Ref. 2.205).  This type of verification is more commonly 

done in hypersonic testing with cone models at low angles of attack, 

though the practice extends to subsonic and supersonic regimes as well. 

Computational codes in present use involve linear potential theory 

with corrections for the boundary layer plus semiempirical transition, 

shock, and separation location.  Nevertheless, current computer codes 

have proven successful in providing reliable design and analysis criteria 

for three-dimensional weak boundary-layer interactions, two-dimensional 

transonic weak boundary-layer interaction, and three-dimensional transonic 

isolated wing calculations (Ref. 2.42 and 2.141).  They have also been 

highly successful for hypersonic reentry vehicle computations (Ref. 2.205). 

Figure 2.15 illustrates where airfoil analysis by computer is in excellent 

agreement with experimental data.  Figure 2.16 on the other hand, 

illustrates that there is disagreement between computational codes and 

experimental data in other flight regimes. 

Present computational codes are semiempirical in nature and are not 

solutions of the Navier-Stokes equations; therefore, comparisons between 

the tunnel data and numerical computations are not a guarantee of the 

correctness of the data.  The existing codes are small enough to fit 

on the common larger computers (e.g., CDG 6600). 

Although pn.ogn.ui> ü> homing made. in computational filuid dynamics, and 

although code* i>eem to pn.ogn.eA lively agn.e.e. with experimental data, it ii> 

unsafe, to extrapolate beyond the mm where the. empiAicl&m, upon which 

they de.pe.Yid, ii> obtained. 
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2.5  FUTURE DEVELOPMENTS IN EXPERIMENTAL AERODYNAMIC FACILITIES AND TEST 
METHODS 

2.5=1 Facility Planning Goals 

In the future there will be fewer aeronautical weapons systems, but 

those used will be more complex and sophisticated.  Testing facilities will 

have to be capable of examining these new systems as well as systems that 

will be developed using new emerging technologies such as V/STOL and super- 

sonic and hypersonic cruise. There will be a continuing need for more and 

better design data with the reduction of the design risk as a major goal 

(see Section 2.2.1).  Testing facilities can assist in reducing the design 

risk by improving simulation accuracy (see Section 2.3.4). 

The facility planning goals can be summarized as follows (Refs. 2.2 

and 2.154):  1) to improve simulation quality, 2) to improve data quality, 

and 3) to improve testing efficiency.  These goals will be accomplished 

by constructing new facilities where it is obvious that existing tunnels 

will not meet the needs or by modifying existing facilities to extend 

their capabilities and improve their simulation quality.  Except for the 

existing commitment for new facility construction (see Section 2.5.2), it 

is not known whether the other goals will be realized, since there is no 

assurance that the needed funds will be made available.  It almost appears 

to be easier to obtain funding to build a new facility than to upgrade the 

quality of an existing one. 

There is general concern for increasing the simulation Reynolds 

number and improving tunnel flow quality by reducing the facility sound 

and turbulence levels.  Flow quality improvements are needed most urgently 

for the development of laminar flow vehicles but are also required to 

improve simulation accuracy for all vehicles. 

Data quality will be increased by the use of more computer controls 

on the tunnel flow parameters, on model controls, and on data acquisition 

and analysis.  This subject is covered in detail in Sections 2.4 and 

4.0. New instruments and measuring techniques will also be used. More 

attention to flight test correlation will also assist in improving* data 
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quality.  The goals and needs of future research facilities are discussed 

in Section 2.6.3. 

lkvx.1 appeau to be a de&Vte to improve, e.xAAting {acAZAJtleA, bat 
Xmp>wveme,nt& cute given a considerably lowzn, ptUonÄty than the. conbtnuctUxin 

o{, new fia&iLUxte.    Tundi should be. made, available, fion. Ajnpn.oveme.ntt> In 

exU&lng fiacctitieA,  eApzoJjiJULy tho&e. Äjn\pn.ovementi> that will IncAeoAe. 

theÄA &ÄjnuZcutLon aacanacy. 

2.5.2 New Testing Facilities 

The need has been demonstrated for new testing facilities which 

either extend current capabilities or provide testing environments for 

new technologies. The planning for a new facility takes many years, from 

the examination of various concepts to operation of the completed facility. 

(This is illustrated in Table 2.7 using the dates for the National 

Transonic Facility).  Therefore, much foresight is needed to insure the 

availability of testing facilities for the development of future generations 

of weapons systems. 

National tunnel construction programs exist in both the U.S. and 

in Europe (Refs. 2.2 and 2.202).  Because of their large cost, great 

caution has been exercised in the selection of the facilities to be 

constructed (see Ref. 2.77).  However, it must again be pointed out that 

facility construction and operation costs are small compared to the R&D 

cost of a new weapon system. 

The wind tunnels which have been approved for construction are the 

following: 

1. National Transonic Facility (NTF), to be built at NASA-Langley, 

at a cost of $85M (Refs. 2.82, 2.83, 2.11, and 2.84). 

2. Full-scale subsonic wind tunnel, to be built as a modification 

of the 40 by 80-foot wind tunnel at NASA-Ames, at a cost of $83M (Ref. 

2.122). 

3. Quiet supersonic wind tunnel to be built at NASA-Langley 

(Ref. 2.15). 
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Table 2.7. National High Reynolds Number Wind Tunnel Planning 
(Ref. 2.77) 

1966-1975—Air Force design development of Ludweig tube facility (HIRT) 

1969-1970—NASA Study of hydraulic drive conventional tunnel 

1969-1972—NASA design studies of injector driven tunnels 

1971    —NASA/DOD (AACB) approves HIRT to propose as a national facility 

1972-1973—NASA experiments with cryogenic low-speed pilot tunnel 

1973 —AACB study recommends HIRT (development) plus cryogenic TRT 
(research) 

1974 —Congress authorizes Air Force to build HIRT 

1974 —Construction cost escalations result in Air Force decision not 
to go forward with HIRT and AACB to make a reevaluation of 
transonic facilities 

1975 —AACB approves cryogenic NTF as single facility to be jointly 
operated by NASA and DOD for research and development testing 

1976 —'Congress authorizes construction of NTF by NASA.  Appropriates 
funds. 

1981    —Planned operational date 

Two proposed facilities were deferred and will be considered at a 

later date.  These are a large transonic wind tunnel at NASA-Lewis and 

a true temperature hypersonic tunnel at AEDC.  Other governmental agencies, 

as well as aircraft companies, would like to construct new testing 

facilities, but there are no immediate plans to do so. 

Plans also exist to make some modifications to existing tunnels. 

These modifications include anechoic and adaptive wall test sections 

(Ref. 2.2).  Because these modifications will have to be funded from 

operational budgets, it is not known when they will be made. 

A central computer facility is usually included in the plans for new 

tunnels. Although it is good to include the computer as part of the design 

and have it funded with the total tunnel, this method would result in the 
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purchase of an out-of-date computer by the time the tunnel is finally 

operational.  It would be better to defer the computer selection until 

completion of the tunnel in order to insure the purchase of a state-of- 

the-art computer that will not quickly become obsolete. 

The new construction program will result in only one high Reynolds 

number transonic tunnel (NTF).  This one tunnel will never be able to 

handle all of the high Reynolds number testing needs of the country. 

Furthermore, no prior consideration is being given to improvements in 

the test section wall (such as intelligent wall) or to the flow quality, 

although the option exists for making modifications once the tunnel is 

operational (Ref. 2.191). As pointed out previously (Section 2.3), it 

is very important that the best technology be used to lessen the effects 

of wall interference and flow disturbances, and it is unfortunate that 

this was not done for NTF. 

The wind tunnel lacilitieA which will be available, Ion testing in 

the. next live yean* axe. known.    They one the existing lacilitiei plui> an 
additional thn.ee, new lacilitiei, which axe dei&gned to meet centain testing 

and neheanch needt,.    The. new tunnels wilt not meet all ol the new testing 
need*-, NTF will not be able, to penlonm all the. needed high Reynold* 
numben tutA. 

The but technology ion. alleviation ol wall inten.len.ence. ellecti 

and improvement in llow quality should be incon.pon.ated into all new 

lacilitiei. 
Computen. AyAtem6 which ate included with new lacilities should be 

selected duning the linal i>tage& ol lacitity continuation. 

2.5.3 Future Testing Needs 

Military missions and commercial applications will continue to 

determine the majority of needs in testing, and these new systems will 

probably be significantly more complex than those currently in use. 

However, as noted in Section 2.3.1, probably no more than about 50 percent 

of the wind tunnels inventoried in the U.S. in 1965 are still in operation 

(Ref. 2.138).  The combination of fewer tunnels and more complex systems 
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to be tested dictates that more efficient testing techniques must be 

developed and employed. Hence, increasing the extent of tunnel interaction 

with computers will probably be necessary to upgrade test efficiency and 

the quality of data acquired.  In addition to new systems, various modifica- 

tions and adaptations of existing systems to extended roles will continue 

to require a substantial amount of wind tunnel test time (Ref. 2.115). 

With the past and present as a guide, the test information on these extended 

systems will be expected to be supplied in the shortest possible time 

period.  In addition, for a few systems, inevitably there will be problems 

discovered during flight evaluation, requiring additional wind tunnel testing, 

the results of which will always be desired expeditiously. 

There will be some special testing needs associated with basic 

research, and these must be dealt with as they arise and are identified. 

However, certain areas of testing which must be more thoroughly explored 

on a fundamental level before being upgraded to full production status are 

as follows: 

High Angle of Attack (Refs. 2.188 and 2.189) 

Unsteady Flows (Refs. 2.85 and 2.179) 

V/STOL (Ref. 2.202) 

Engine/Aircraft Interaction (Refs. 2.30, 2.125, and 2.139) 

One particularly interesting example of data scatter associated with 

high angle-of-attack testing is shown in Figure 2.17.  This illustrates 

the difficulties and uncertainties to be expected in these areas.  The flows 

cannot be extrapolated from known flows nor can they be computed.  In some 

cases they involve new physics, and new testing techniques must be 

developed to study them as the physics becomes better understood. 

2.5.4 New Measurement and Testing Techniques 
« 

The demand for higher air vehicle performance is the driving force 

behind the need for more efficiency and for increased simulation accuracy 

in wind tunnel testing.  This is a trend that appears to be gaining 

momentum and is continuously placing a strain on wind tunnel measurement 
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and testing techniques.  New concepts for wind tunnel test measurements 

are often proposed; however, there is usually a great lag between technique 

development and application in production wind tunnels.  Most of these new 

techniques are highly sophisticated and require great care in their appli- 

cation.  In the early stages of their development, these techniques work 

well with research wind tunnels; nevertheless, some of these techniques 

show promise for future implementation in production wind tunnel testing. 

The literature makes mention of numerous investigations into new 

types of measurement and testing techniques which reportedly provide higher 

quality data, particularly data of the flow field away from the model. 

These techniques also address some of the tunnel simulation accuracy 

limitations and provide means by which a better understanding of the flow 

quality can be obtained.  Indeed, they appear to be very promising tools 

which will help in the research needed for understanding such factors as 

separation, shock wave interaction, transition, and other basic phenomena 

(see Section 2.6.4). 

Many of the new techniques require dedicated computers or specialized 

computers or specialized computer and numerical analysis methods (e.g., 

pattern recognition) for efficient application in production tunnels. 

Only new techniques requiring computers will be discussed here. 

Some of the new measurement and testing techniques which show promise 

include the laser velocimeter (LV), holographic interferometry, Moire 

pattern recognition, and infrared scanning. The intelligent wall (which 

can be considered a testing technique), discussed in Section 2.7 also 

shows great promise for improving simulation accuracy. 

Current flow diagnostic devices such as pitot tubes and hot wires 

cause flow perturbations which require corrections and do not measure 

velocity directly (Ref. 2.95).  Furthermore, many presently in use cannot 

measure transient phenomena and have poor spatial resolution. 

The new techniques, by way of contrast, are optical and therefore 

non-intrusive.  The earliest was the laser velocimeter (LV). The LV 

provides direct measurement of velocities involving no correction factors 

(assuming the particles are moving with the fluid velocity).  It has 
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proven to be superior to the conventional techniques used for velocity 

measurements.  The frequency response and continuous measurement capability 

coupled to a digital computer make the LV technique an excellent device 

for mapping flow fields, including areas containing shock waves, separation, 

transition, and reattachment. 

Problems still remain with the LV system which make it difficult 

to use in production tunnels (Refs. 2.166, 2.209, and 2.212). Application 

of the LV technique requires a dedicated computer of small size for data 

storage and analysis.  The computer size increases if the technique is to 

be used for turbulence measurements. 

Another technique, which is used for analyzing steady and unsteady 

flow fields, is the holographic interferometer (Ref. 2.167). Holographic 

techniques are very useful for the examination of two-dimensional flow 

fields (Ref. 2.167) as well as the aeroelastic and flutter characteristics 

of tunnel models1.  The latter use could also be helpful for studying rigid 

model deflections (Ref. 2.64) and their effect upon measured model 

performance. 

Moire patterns can also be used to examine model deformation (Ref. 2.3) 

Both the Moire and the holographic techniques require the application of 

pattern recognition methods to automate their analysis before they can be 

useful measurement tools.  This could probably best be accomplished through 

the use of dedicated computers of appropriate size at the tunnel site 

although remote access to a central computer could be used if the usage 

priority were high enough. 

The infrared scanning (IR) technique for measuring model surface 

temperatures has been under development at AEDC for several years.  This 

technique allows complete temperature maps to be made quickly and accurately. 

Presently the data are placed on analogue tape and analyzed offline, but 

online analysis is possible, again either with a dedicated computer or by 

remote access to a central computer.  Online analysis of all of these 

techniques is required for production testing. 

Ihojui appeau to be a i>txong e{komt In the /tueatch and d2.v2Z0pme.nt 
ofa optical technologies that may be applied to tunnel testing.    The 
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application ofa these sophisticated techniques can lead to bettet un.denMtandi.ng 

o& filow fields and model ejects and by thein. use significant pnxign.ess In 

ilovi quality can be expected.    However, developmental Monk is n.equined 

be^ofie the techniques can be noutinely used Jin pn.oductA.on tunnel*. 

All Off these techniques nequine online connection to appnopnijxteljy 

sized Computern and the use ofi specialized numerical techniques to make 

them useful In the testing environment. 
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2.6 CALIBRATION AND BENCHMARK EXPERIMENTS 

2.6.1 Historical Background 

In an effort to account for disagreement between tests made in 

different low speed wind tunnels at the same Reynolds number and between 

wind tunnel tests and free-flight tests, the turbulence sphere was intro- 

duced as probably the first of the significant correlation models. Turbu- 

lence generated in wind tunnels by the propellor, guide vanes, and vibration 

of the walls caused some aspects of flow patterns in the tunnel to be 

similar to those In free flight at a higher Reynolds number (Ref. 2.1Ö9). 

The proper application of the turbulence sphere achieved significant success 

in establishing effective Reynolds numbers for the tunnels calibrated with 

it, making possible many Important analyses regarding Reynolds number effects. 

Over the years wind tunnels have become more complex along with the problems 

they were built to solve. Again, in an effort to account for differences 

between different tunnels and between tunnels and free flight, other 

correlation models have been introduced. These are discussed in the 

following section. 

2.6.2 Correlation Studies 

For the more complicated, high performance tunnels several types of 

models have been used In various correlation studies between different 

tunnels and between tunnels and free flight.  These are discussed below: 

2.6.2.1 Shock Plate 

This device for generating a two-dimensional shock has been a 

valuable tool in some of the early work in the area of transonic and super- 

sonic test section wall interference.  Its main application has been in 

contributing to the establishment and control of nominal test section 

conditions for various types of ventilated walls (Refs. 2.108, 2.111, 

and 2.177). 

2.6.2.2 Cone-Cylinder 

Testing with this device provided the same type information as did 

the shock plate but as related to three-dimensional flow (Refs. 2.63 and 2.56). 
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2.6.2.3 AEDC 10-degree (Included Angle) Transition Cone 

One of the more ambitious and comprehensive correlation studies has 

involved the use of this cone in 23 different wind tunnels in the United 

States and Western Europe (Refs. 2,195 and 2.47).  One significant finding 

from thisf series of tests is that acoustics can have an effect on boundary- 

layer transition, although the details of this effect are as yet undetermined, 

Results from these tests revealed a large variation in dynamic flow quality 

among the tunnels investigated, but perhaps the most important fact to 

emerge was that the mechanics of transition remain largely unknown.  What 

determines the transition Reynolds number is still undefined.  This fact 

alone is very valuable;, for it points out-a basic problem which, when. 

solved, will quite likely lead to the most significant improvements'in 

aerodynamic, simulation in many years, , ._ 

The ditaVlM o{{ baundiuuj laijih. tAaml.tl.on a/it .-still not (\iilttj undeA- 

iiood,  and. tkaih. dtlvhrn nat.iun twuld coyiA-tLtute. a majoft. hKQ.akthfwa.gh in 

(yluid twc-hanicA. 

2.6.2.4 C o mp1ete Ai tp1ane Models 

This is one area that has j;otten completely out of hand.  At best, 

there has been only a weak attempt at: coordinating and standardizing tests 

involving models or this type,  Reference 2,57, a 1961 textbook, lists 

no less than five different correlation models for transonic and supersonic 

tunnels.  Since that time various agencies and private companies have 

unilaterally introduced several more, and at this writing other correlation 

models are in the planning stage (Refs, 2.42, 2.93, and 2.191). 

One group of the earlier models can be represented by" the AGARD B 

and C models,  Coefficients of lift, drag, and pitching moment were measured 

for the AGARD models In various tunnels at various percentages of blockage 

with no attempt to hold Reynolds number constant (Ref. 2,57).  Increased 

wall interference with increased model blockage was apparent, 

One group of correlation models could be referred to as the transonic 

transport type.  Of this group, the ONERA calibration models have been 

tested extensively in both the United States and Western Europe (Ref, 2.24), 
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One observation from these tests is escapable:  In some cases there are 

significant data discrepancies between the tunnels involved even when the 

model, Mach number, and Reynolds number are apparently fixed. A representative 

cross-plot showing the discrepancy in moment coefficient is shown in Fig. 

2.18.  Agreement for the lift and drag coefficients for the ONERA tests 

was substantially better. 

•    4T (AEDO 
A     IITWT (AMES) 
o. /er (AEDO 

.02 ,04 .06 .08 JO JZ- J4 
PtTCH/MG   MOM£/VT COEWC/ZMT,    Qm 

Fig. 2.18 ONERA M5 Model, M=0.84, Re=1.02 x 10&, Free Transition 
(Ref. 2.24) 

TheAe. one. borne. cu> yet une.xplalne.d vaJiia.nc.eA In data, obtained In 

dlhh<vtQMt wind tunneJU at Auppo&e.dly the. home, condition*. 
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A model of the C-5A was used as a correlation model In three different 

tunnels in the United States (Ref. 2.181). Just as in the case of the 

ONERA model, lift and drag agreed fairly well, but there were some 

differences in pitching-moment comparisons. 

The opponent dlAcnepancleA that have. anJj>en In data. companlAon& ion. 

the. complete. alnplane connelatlon model* muAt be. viewed with the. knowledge, 

that the&e modeU Involve many complex, thn.ee- dlmen&tonal filow phenomena 
which Intenact In &ome undefined, complicated ^a&hlon.    when the more basic 

flow phenomena (such as transition) are understood, perhaps with the aid 

of benchmark experiments (Section 2.6.4), then it is quite likely that 

most of the discrepancies will disappear. 

With all the different correlation studies that have been made and 

will be made in the future with a variety of models, it might well be 

beneficial for the results of some of the tests to be available as a data 

base for any tunnel that is interfaced with a computer. For example, 

this could prove helpful in arriving at an effective Reynolds number for 

a particular tunnel configuration. 

2.6.3 Research Wind Tunnels 

Research wind tunnels have made a major contribution toward under- 

standing various fluid mechanics phenomena and discovering new facts; 

however, they will continue to be needed as tools for studying basic 

problems that are as yet unsolved.  Hence, their existence and operation 

must be maintained and their performance should be improved through the 

use of new technologies, such as the intelligent wall (discussed in 

Section 2.7.2) for removing wall interference effects. 

Re&eafLch wind tunneU ofi high quality muAt be available ion. controlled 

expenlmenti, to dUcoven. new &act!>. 
It may be advisable to perform some old experiments in these improved 

research tunnels to check out new measurement techniques such as the laser 

velocimeter.  These tunnels must be dedicated completely to basic research 

and not subject to impressment into a production schedule on even a part- 

time basis. The personnel that operates these tunnels must be selected 
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and maintained with an eye to the special skills and temperament that work 

of this nature requires. 

ReaeoA-cii wtnd tunnels miut be. aJULowzd the. ^Kizdom to optnatz without 

thz conAt/iaintA and objective* ofi a p/ioduction-osUented environment.    Qualified 

people to Auppo/vt and opetate thz&e txmneJU, one a& necu&oKy a& the tunnet6 
therm, etvei>. 

To make these tunnels operate in the highly controlled manner 

necessary for good resolution, it probably will be necessary to have them 

interact very heavily with computers, both in regulating tunnel operating 

parameters and in data reduction.  One important function for these tunnels 

will be to provide the environment in which a number of benchmark experiments 

(discussed in the following section) can be run. Another function may lie 

in providing production tunnels with information that would make better 

extrapolation to flight conditions possible. This aspect is discussed in 

Section 2.7.1. Although research tunnels should be primarily used to 

uncover new facts, they can also be used to verify various numerical codes. 

This concept is discussed both in the following section and in Section 2.7.4. 

2.6.4 Benchmark Experiments 

Many basic viscous fluid mechanics phenomena such as transition, shock 

wave/boundary layer interaction, embedded vortices, and separation are 

directly influenced by wind tunnel interference effects on a model. They 

are also associated with the interference of one part of a flight vehicle 

with another. At the risk of oversimplifying, it may be stated that these 

phenomena receive significant influence from two sources: 

a. Flow-field features (pressure gradient, fluctuations, flow 
angularity, noise, etc.) essentially far removed from a surface 
boundary, 

b. Viscous effects of the fluid (scaling). 

Pertaining to wind tunnels, if "a" is well defined, then "b" will be 

part of the simulation, and the overall simulation should be a good one. 

Although many valuable contributions have been made over the years through 

wind tunnel testing, "a" is still not sufficiently defined for some types 
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of testing needs.  On the other hand, for computational fluid mechanics, 

"a" presents no problem because it can be put in the governing equations 

and boundary equations. However, "b" becomes a problem if turbulence is 

involved. The modeling of turbulence, which significantly influences 

the definition of"b" is simply not adequately done at this time.  In fact, 

quoting from Jones (Ref. 2.77) of NASA Ames, "Little, if anything, new in 

the understanding of the scaling of aerodynamic data has come about in the 

past eight years." Realizing the importance of turbulence modeling and 

the present inadequacy of it, it Is optimistic to note that the scientific 

community is expressing a growing interest in conducting the necessary 

experiments to make true turbulence modeling a reality.  Lee (Ref. 2.98) 

of Ohio says, "The reaction of the boundary layer to compression in the 

transonic range often produces an extensive effect upon the flow field 

near a vehicle and hence upon the aerodynamic forces.  The phenomena 

will remain poorly understood and unpredictable until there is available 

a body of reliable experimental evidence from which accurate conclusions 

may be drawn, and against which theoretical predictions may be compared." 

According to Marvin (Ref. 2.109) of NASA Ames, "Because turbulence modeling 

is empirical by nature, successful development relies on a substantial 

data base, not only for verification of postulated models, but for providing 

guidance in model development." 

ExpzAJ.me.ntal InionmaJUxin li> ne.e.de.d <u a b<ul& ion. a tuA.but2.naz modal 

on. family ofi model* that hoA physical n.eZe.\>ance.. 

Benchmark experiments to isolate various phenomena for study should 

be conducted in the research tunnels described in the preceding section. 

A representative set of benchmark experiments is listed in Ref. 2.109. 

Basically, the list consists of two-dimensional and three-dimensional 

attached flows, separation and reattachment flows, trailing edge flows, 

shock/boundary-layer interaction flows, wake flows, corner flows, and 

3-D tip flows.  This list, of course, is not inclusive. Whatever the 

details are for each experiment, the important thing is that only one flow 

phenomena should be emphasized at a time.  Initially, experimental and 

computational solutions can be compared with analytic solutions to 
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establish credibility and confidence in procedures, tthm the. Q2.omeXn.tj 

o{, the con&lgunatlon hcu> Indent e.d In complexity to the. potent that no 

analytic solution o,xJj>ti>, then the. dxp&iimzntal and computational 

Aolutlom should be. caAfvitd oat Ind2.pznd2.ntl.ij oh each otheA.    When both of 

these techniques are in agreement, the complexity of the configuration 

may be increased and the process repeated until the list of benchmarks 

has been completed. 

lh2A.1L AJ> a need {on. a i,2Ale& o{ weJUL-po£>e.d expesumenti. In the 

h.ei>etxh.ch wind tunneJU which afie ih.ee {fiom lh.ee t>th.eam and watt hvt2A.ieh.ence 

eiiects, to Isolate and deilne a mmben. o{ Influential bai>lc phenomena 

which that iah. have, avoided Atxiilclent Intehphetatlon. 
Again, on considering the list of general benchmark experiments 

mentioned above, if, during the sequence of experimental-computational 

combinations, a physically relevant turbulence model could be ascertained, 

then it is possible that all the basic viscous fluid mechanics phenomena 

mentioned at the beginning of this section could be defined, with the 

possible exception of transition.  Even for transition, it may be that, 

in the process of determining a turbulence model, the true details of 

transition may emerge. 
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2.7 FUTURE INTEGRATED USE OF COMPUTERS AND WIND TUNNELS 

2.7.1 Extrapolation to Flight Conditions 

2.7.1.1 Overview of Drag Extrapolation 

Present wind tunnels are unable to meet the Reynolds number require- 

ments of modern aircraft (see Section 2.3.4). The National Transonic 

Facility, which is being constructed at NASA-Langley, will provide a 

testing environment at the necessary Reynolds number, but it will not 

be able to perform all of the needed high Reynolds number transonic testing. 

Therefore, the need to extrapolate low Reynolds number tunnel tests to 

flight conditions will continue to exist. 

It is important to be able to extrapolate tunnel tests with the 

confidence that the result will accurately predict the actual flight 

situation.  This necessitates not only tests in high quality tunnels using 

high standards of testing techniques but also the use of valid extrapolation 

procedures.  This section will address the latter problem.  Uncertain 

scale effects can have very negative effects on the aircraft design process 

and the final aircraft.  This problem was discussed in detail in Section 2.2. 

This section will concentrate upon the extrapolation of the drag 

coefficient because of the present-day importance of this problem and the 

large amount of literature about it. The moment coefficient presents a 

greater problem, but this will not be discussed; only the subsonic and 

transonic ranges will be covered.  The very large problem of the engine 

installation drag will also be omitted because it is too poorly understood. 

2.7.1.2 Reynolds Number Sensitive Flow Phenomena 

It is important initially to determine which flow phenomena are 

sensitive to scale effects (Reynolds number) and which are not because 

only those sensitive phenomena need to be scaled to flight conditions. 

The effort toward designing NTF resulted in a study of Reynolds sensitive 

phenomena, and a list resulting from that inquiry is given in Ref. 2.77. 

Scale effects have also been studied extensively on supercritical wings 

(Ref. 2.26). A partial list of phenomena generally accepted as sensitive 
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to Reynolds number is as follows: boundary-layer thickness, wall skin 

friction, boundary-layer transition, flow separation, shock/boundary- 

layer interaction, and three-dimensional viscous interactions (Refs. 2.11, 

2.26, 2.77, 2.98, and 2.191). 

There are problems identifying Re sensitive phenomena in a tunnel. 

For example, most tunnels vary Reynolds number by varying the dynamic 

pressure, q. High q conditions, however, can cause large deflections 

of the model (Refs. 2.2 and 2.35) resulting in vastly different geometrical 

conditions and making it almost impossible to separate the true Reynolds 

number effect. Wall and tunnel flow quality can also have uncertain 

influences on the measured phenomena. The true tunnel angle of attack is 

unknown, because of wall interference effects, and the flight angle of 

attack is also unknown. Hankey, at AFFDL, has had some correlation success 

by plotting uncorrected tunnel measurements of lift coefficient versus 

moment coefficient in an attempt to eliminate the unknown angle of attack. 

An example is shown in Fig. 2.19. Tunnel flow disturbances can also 

influence the test results by moving the location of boundary-layer transition 

thereby influencing the boundary-layer thickness and shock/boundary-layer 

interactions (Ref. 2.26). Any numerical computations that are used to 

extrapolate tunnel test results must include corrections, however poorly 

understood, for wall interference flow quality. The intelligent wall 

will offer an opportunity to eliminate the large uncertainty due to the 

wall effect (see Section 2.7.2). 

The failure to extrapolate the correct shock location on the C-141 

wing from tunnel tests has been the object of much discussion. The 

original measurements indicated that it would be difficult to predict the 

flight shock location from the tunnel tests (Ref. 2.11).  Later tests 

performed in the Lockheed-Georgia Co. compressible flow facility (CFF) 

showed that the high Re tunnel tests matched the flight test shock position 

(Ref. 2.191). Present theory also indicates movement of the shock with 

Reynolds number on a supercritical wing (Ref. 2.11).  Recent measurements 

in the Ohio State University two-dimensional transonic wind tunnel place 

some doubt upon these results.  The OSU tunnel has top and bottom plenums 
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which are not pumped but are allowed to come to their own pressures, 

resulting in essentially interference-free conditions for unseparated 

two-dimensional transonic flows (Ref. 2.191).  The C-141 wing was examined 

with free boundary-layer transition in that tunnel. The angle of attack 

was varied until the pressure distribution matched the measured distribution 

in flight; variation of Reynolds number then showed no essential changes 

in the shock location or the pressure distribution (Fig. 2.20), casting 

doubts upon the previous conclusions concerning Reynolds number effects. 

Even less Reynolds number dependence of the flow over a supercritical wing 

was observed in this tunnel. 

Mote. mzAtojiok nee.d& to be. dorn to detexmine. the. inllumce. o& tunnel. 

WOIIM on ilom about bodies and to obtain mom undeAAta.ndi.ng ol the. e.{^e.cX 

ofi Re,ynolds> numbeA changeA, when the. Re.yno.ld!> numbeA ii> ZoAge {gn.eaX.eJt 

than 5 x 106), on Atom oA aeAodynamic inteAQAt.    B&cauAe tunnel and flight 
Re.ynoldi> numbeA do not oveAlap [and will not until HTT lt> operational), 

•it XM dliilcult p/ieAently to i,e.pan.ate. the. two e^ecii. 

2.7.1.3 Present Extrapolation Procedures 
i 

Realistic drag predictions use historical data, empirical relation- 

ships, wind tunnel data, and theoretical analyses. As pointed out by 

Bowes (Ref. 2.30), "The manner in which these resources are used to blend 

together into a prediction is subject to the experience of the design 

team, the degree to which the configuration resembles previous models, 

and the amount of proprietary experimental data available to the engineer." 

The procedures are reasonably accurate if the flow is attached and the 

pressure distribution does not change very much with Reynolds number. 

Discussion will be limited for the moment to the profile drag 

(which amounts to 60 percent of the drag of a transonic transport (Ref. 

21.139) ). Present semiempirical extrapolation procedures, such as the 

Squire-Young momentum defect method (Ref. 2.171) or the flat plate plus 

shape factor method (Ref. 2.139) require in their greatest generalizations 

accurate potential flow and boundary-layer computations, using an assumed 

turbulence model, transition and location, and effective Reynolds number 
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for the tunnel (Refs. 2.42, 2.46, 2.141, 2.194, and 2.195). The effective 

Reynolds number is required to account in a simple way for the influence 

of tunnel disturbances on the flow (see Section 2.62). Resulting drag 

estimates are then corrected for an assumed forward motion of the transition 

point on the flight vehicle (Refs. 2.2 and 2.141).  Note that the actual 

transition location in flight is unknown (Ref. 2.2). 

Problems arise from several sources. Fot  example, the flight vehicle 

has a roughness that is difficult to model. More importantly, the present 

semiempirical techniques have problems modeling the interference between 

the various parts of the vehicle, separated flow regions, compressibility 

effects (which lead to the drag rise), and the engine integration. Problems 

also arise with some of the new supercritical wings that are expected to 

be shock-free at flight Reynolds number but not at the tunnel Reynolds 

number (Ref. 2.141). 

In addition to the above semiempirical techniques, some computational 

solutions of the viscous flow about two-dimensional aircraft components 

are proving useful. Three-dimensional techniques cannot be applied as 

yet.  Present computational techniques are useful for critical analysis, 

but they cannot be used to calculate a drag polar (for example, see 

Ref. 2.30). At this stage of progress the new analysis techniques have 

identified drag prediction uncertainties and their sources but have not 

improved the prediction accuracy. 

Drag prediction and extrapolation techniques presently require 

extensive flight tests for validation.  It is a very difficult task to 

perform an accurate bookkeeping of the sources of drag on a full-size 

aircraft, not to mention the problem of determining the thrust. For a 

full discussion see Refs. 2.30, 2.32, 2.125, and 2.139. Figure 2.21 

indicates the steps taken by the Lockheed Corporation to analyze the 

C-130 drag. At the present ime the flight test comparisons are the only 

means for validating the extrapolation procedures. 

It is a common practice to place grit on an aircraft surface near 

the leading edge to cause early boundary-layer transition and thereby 

simulate a higher Reynolds number. This method also has the advantage 

of fixing the transition location for all model orientations, which 
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C-130 DRAG ACCOUNTABILITY STUDY 

OBJECTIVES 

o IDENTIFY SOURCES OF DRAG 
o GENERATE DRAG DATA BANK 
o DEVELOP DRAG REDUCTION CONCEPTS 

o APPROACH 

Q USE THEORETICAL METHODS TO DETERMINE PRESSURE AND 
FRICTION DRAGS OF ISOLATED AND INSTALLED COMPONENTS 

o PERFORM WIND TUNNEL TESTS FOR FILLETING AND AFTER- 
BODY RE-DESIGN 

o. THEORETICAL METHODS 

o 2-D TRANSONIC AIRFOIL ANALYSIS METHOD 

o 3-n SUBSONIC PANEL,PROGRAM 
o 2-D STRIP BOUNDARY LAYER PROGRAM 
o'3-D BODY BOUNDARY LAYER CODE 
o WEAK INTERACTION SUBSONIC WING PROGRAM 

Fig. 2.21  (Ref. 2.141) 
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makes the extrapolation procedure easier. However, this is a questionable 

practice. Blackwell (Ref. 2.26) suggests a more rational procedure which 

requires computations of boundary-layer growth on the model.  Also, 

recall that Lee (Ref. 2.98) obtained good results in his interference- 

free tunnel with free transition. 

The accuracy of the present extrapolation procedures is open to 

some debate.  The present discussion is offered to provide a base from 

which to compare the future techniques and to identify future opportunities, 

It is commonly stated that the wind tunnel is capable of measuring 

the drag coefficient to within one drag count (CD = 0.001) (Ref. 2.69) 

but it must be remembered that this is tunnel precision, and not the 

ultimate simulation accuracy, which can be determined only by comparing 

extrapolated tunnel measurements and flight test measurements. 

First consider the accuracies of the semi-empirical extrapolation 

procedures. The empirical flat plate skin friction correlations agree 

with one another to within 1 to 2 drag counts but come from data with a 

scatter of +10 percent (+3 drag counts) in the Reynolds number range from 

3 to 40 x 10^.  Smith and Cebeci (Ref. 2.171) found a 2.9 percent error 

between measured and calculated profile drag for airfoils using the 

momentum defect method.  This error resulted from the calculation of the 

trailing-edge momentum thickness, an incorrect assumed transition 

location, and the empirical wake decay expression. Also, a direct 

calculation of the wing drag using a potential flow and a turbulent 

boundary-layer program failed badly. These results would indicate 

problems with the simplest of drag extrapolation. 

Few comparisons between the predicted and flight test measured 

drag coefficients have been published.  One was on the C-5A aircraft 

where the two figures differed by 1 to 3 percent (2 to 7 drag counts), 

depending upon the procedure used (Ref. 2.139) (see Fig. 2.22).  Bowes 

(Ref. 2.30) made an extensive examination of the drag prediction problem. 

He estimated that the minimum profile drag can be estimated to +1 percent 

of total drag, the subcritical lift depending drag to +% percent, and 

the compressibility drag to +3 percent. Flight test drag measurements 

were accurate to +1 percent for steady-state testing (very expensive) 
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C-5A 

COMPARISON BETWEEN MODEL AND FULL SCALE DRAG 

DRAG 
COEFFICIENT 
- C„ 

.0400 

.0360 

.0320 

.0280 

.0240 

CL" 0.45 

C-5A WIND TUNNEL DATA 

RN =* 4.2X10" 

_A- 

C-5A WIND TUNNEL DATA 
CORRECTED TO RN - 55 X 106 

(FULL SCALE PREDICTION) 

TEST RESULTS 

RN-55X10° 

.0200 
0.6 0.64 0.68 0.72 0.76 

MACH NUMBER 

0.80 X>.84 0.88 

Fig.    2.22 (Ref.   2.141) 
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and +4 percent for quasi-steady and dynamic testing. His overall 

accuracy rating for subsonic transports at cruise conditions is given 

below. 

L/D Level Achieved Rating 

+3 percent Amazing 

+5 percent Very Good 

+7 percent Average 

+10 percent Below Average 

These levels are obviously not acceptable,  especially for a high 

performance military aircraft.    It ÄÄ anticipated that a combination ol 

simulation Xmphjovementt* In txmnelM and gneateA u&e. ol mone advanced 
computational technique* pluA the addition ol the high Reynold* numbeA 
tunnel, WTF, WÄM. allow Mnpn.ovementl> to be. made. In the, accuracy ol the. 
pn.edicX.ed peAlonmance. ol lutun.e ain.chxx.lt.    In addition, le&& reliance 
Milt then have to be made upon expedience gained lh.om ptieviou* tunnel 
and llight test* on geomet/iicalty AimilaA confutation*. 

2.7.1.4 Future Extrapolation Procedures 

The next generation of drag extrapolation procedures will take 

advantage of the advances in computational techniques which are now 

occurring and the great advances in computer size and speed which have 

recently taken place. The new computing speed and improved numerical 

techniques will reduce the computing time and cost to make them 

attractive for aircraft design. To be useful to the aircraft designer, 

both the computational techniques and the computing power must be 

readily available to him. The design techniques will always remain 

proprietary, and it is therefore necessary that the computing be 

performed at the company location, by company personnel. 

Although the present extrapolating procedures are semiempirical, 

the future techniques will be based more upon analysis.  Computational 

techniques, validated by experiments, will play an increasingly important 

role (Ref. 2.32). NTF will play an important role in code validation, 

assuming that great care is taken to ensure that the simulation accuracy 

in this tunnel is the best that can be achieved by using intelligent 
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walls, etc. Butler (Ref. 2.32) has suggested a "synthesis" approach to 

drag estimation which divides the drag sources according to their fluid 

mechanics origin and allows for the progressive introduction of computa- 

tional methods as they become available for each source. This analysis 

technique undoubtedly will be implemented in the future and will hasten 

the goal of predicting flight drag to within one drag count. 

Although the future prospects for computing viscous flows are 

discussed fully in Section 3.0, a summary of those aspects relating to 

future drag prediction will be useful here.  The ultimate goal would be 

to calculate the viscous, three-dimensional, turbulent flow about a 

complete aircraft configuration for the flight Mach number and Reynolds 

number. That goal will not be attained in the foreseeable future. However, 

certain aspects of that goal relating to aircraft components will be 

achieved. 

To begin with, the following statements depend upon the availability 

of a turbulence model with enough sophistication to obtain results with 

sufficient engineering accuracy. Transition will probably not be under- 

stood well enough to be computed a priority, and its position will have 

to be empirically modeled. Then, assuming a satisfactory turbulence model, 

three-dimensional viscous flows which are dominated by the external pressure 

gradient (such as cross flows over fuselages) will be computable, but 

those flows which are primarily viscous interactions (e.g., wing-body 

-1 llV»*">f*-|*-v"t-»      T.vf  4-T-l       nmtk ^-, A A .-% A       ** »-. ,-. —* « A « in**      «.AW(- •?   ~ ** <-> \       r tA  11        -~ ,-. +-       li ä Ann      £jtnkn A A /-\ A j «fci^*_j-v_/Ai     WJ.U11     CUiUCUUCU     OCtuIiUäi.^      VULLl^Ca;      WXiJ.     HUL      U<= • Xlli^r      tiuücuucu 

vortices will have to be added empirically. The shock/boundary-layer 

interaction and two-dimensional separated regions will result automatically 

from the computations. This will mean that many individual aircraft 

components can be analyzed by computations but that the interactions 

between the individual pieces will still have to be measured in the tunnel. 

This will greatly assist in determining interactions which are causing 

problems and in solving these problems. 

In the transonic speed range, NTF (with intelligent walls) can be 

used to validate the computational procedures by examining individual 

components. Once the codes are validated, then they can be used to 
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extrapolate the data obtained in the lower Reynolds number tunnels, 

following perhaps the synthesis procedure of Butler (Ref. 2.32), while 

using empirical interaction and transition information.  These codes can 

also be used to calculate body flows at lower Reynolds number characteristic 

of existing tunnels, and differences between the computations and the 

measurements can be used to assess the effect of tunnel interferences. 

Future extrapolation procedures will be based upon analysis. 

Computational techniques, validated by experiments, will play an in- 

creasingly important role. The. National Tnan^onla facility Mitt play an 

Important itolz In code. vatidatwn. 

2.7.2 The Intelligent Wall 

An excellent possibility for the future integrated use of computers 

and wind tunnels is the joint use of the computer and the "intelligent 

wind tunnel" in closed-loop form.  Several concepts of this joint use 

are currently being proposed (Table 2.8 is a list of R & D efforts to 

design an intelligent wall wind tunnel; these were identified at the time 

this was written).  Investigators report that steady progress has been 

made since early 1973, and at least one investigator has predicted that 

a full production intelligent wall wind tunnel will be in operation in 

the mid 1980's (Ref. 2.93). 

The idea of the intelligent wall wind tunnel was first proposed as a 

"flexible wall" wind tunnel by a group of engineers in England between 

1942 and 1944 (Ref. 2.204).  Several flexible wall tunnels were built 

during that period; however, they were not practical, since they were very 

limited in their test capabilities and moreover were not truly "intelligent," 

since they were not converging with any numerical solution for the far 

field (there were no numerical methods available for this purpose in the 

early 1940's). At that time, the wind tunnel was seen as an adequate 

simulator of low-speed flight, and aerodynamicists were not confronted 

with the V/STOL or transonic problems of today. 

The flexible wall tunnel concept remained the subject of light 

discussion and did not receive serious attention until the early 1970's, 
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INVESTIGATORS LOCATION FACILITY 
(Test Sect.) 

Reported 
Name of Experiment and 

Funding Agency 

A. Ferri, P. Baronti Advanced Tech, Lab. 
Westbury, NY 

AFFDL Tunnel 
Transonic 

Jan, 1973 Interference-free Transonic 
Wind Tunnel (0NR,AF0SR,AEDC) 

W. R. Sears, R. J. Vidal 
J. C. Erickson, Jr., 
P. A. Catlin 

CALSPAN Corp. 
Buffalo, NY 

10" x 12" 
Transonic 

July 1973 Self-correcting Wind Tunnel 
(0NR,AF0SR?AEDC) 

T. M. Weeks AFFDL Wright-Patt. 
AFBr OH 

15" x 15" 
Transonic 

March 1975 

Reduced Interference Slot- 
Contoured Wind Tunnel (ONR, 
AFOSR, AFFDL) 

M. J. Goodyer,  M. Judd 
S. W. D. Wolf 

University of 
Southampton (U.K.) 

6" x 12" 
Subsonic 

Aug. 1975 Self-steamlining Wind Tunnel 
(NASA-Langley) 

J. P. Chevallier ONERA 
Chatillon, France 

180mm x 180mm 
Transonic 

March 1976 Auto-adaptable Wall Wind Tunnel 
(ONERA) 

R. G. Joppa 
S. Bernstein 

University of 
Washington, Seattle 

8' x 1' 
Subsonic 

April 1976 Minimum-correction Wind Tunnel 
(NASA-Langley) 

J. C. Vayssaire, M. Lansot 
M. Menard 

Aero-Institute 
Saint-Cyr, France 

0.85m x 0.85m 
Transonic 

Oct. 1976 Variable Permeability Wall 
Wind Tunnel (S.T.Ae') 

E. M. Kraft 
R. L. Parker 

AEDC, Arnold 
AFS, TN 

12" x 12" 
Transonic 

July 1977 Adaptive-Wall Wind Tunnel 
(AEDC) 

R. M. Bamwell 
J. Everhart 

NASA-Langley 
Hampton, VA 

6" x 19" 
Transonic (current) 

Adjustable Wall Wind Tunnel 
(NASA-Langley) 

D. J. Harney 
A. W. Fiore 

AFFDL—Wright-Patt. 
AFB, OH 

9" x 9" 
Transonic (current) 

Adjustable Wall Wind Tunnel 
(AFFDL) 

J. Lees J. Gregorik Ohio State Univ. 
Columbus, OH 

6" x 22" 
Transonic (current) 

Interference-free Wind Tunnel 
AFFDL, NASA-Ames, Boeing, . .1 
Lockheed. 

Table Z.B        "Intelligent Wail" Wind Tunnel Experimental Studies 



when interest in V/STOL and transonic air vehicles began to place greater 

demands on the quality of data obtained from wind tunnels. At that time, 

plans were being drawn up for a National Transonic Facility, and this 

gave added impetus to the attempt to design an improved test section. 

Since an intelligent wall wind tunnel design has not yet been completed, 

the NTF test section will have conventional features (slotted walls); 

however, it will make some provisions for improvements and for incorporating 

intelligent wall features as they become feasible (Ref. 2.11). 

Aerodynamicists agree that the intelligent wall wind tunnel can 

improve the quality of test data in a number of ways, among which are: 

a. increased flow quality 

b. absorption of the shock wave 

c. blockage reduction (model and wake) 

d. increased model-to-tunnel ratio (higher Reynolds number 

e. improved model accuracy (resulting from larger model) 

Such improvement on the quality of test data would approximate "inter- 

ference-free conditions." These conditions are attained using a 

computational fluid dynamics model to simulate the far field. 

In 1972, Professors Ferri and Sears proposed that a wind tunnel that 

simulates unconfined flow could conceivably be built.  At that time, they 

also proposed the theoretical and experimental basis for the intelligent 

wall concept. A refined version of their original concept is the basis 

for current R & D of the intelligent wall wind tunnel.  Unconfined flow 

conditions in the wind tunnel would be achieved through an iterative scheme 

by active wall control, in such a way that the flow field interior to the 

tunnel walls would be unaffected by the presence of the walls.  Compatability 

of any two independent variables (at a controlled surface near the tunnel 

boundary) with the far field or free-air boundary conditions results in 

an exterior flow that is the same as that which would exist in flight. 

It then follows that the interior flow must be compatible with that existing 

in free flight (i.e., the interior flow must be free of wall interference 

effects). 

Tunnel wall adjustments are made on the basis of the difference 

between the measured and computed parameters (either pressure or flow 
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angularity distributions). The process is repeated over and over, and 

each time the wall and/or plenum pressure and porosity are adjusted 

until conditions within the tunnel "converge" with those in the far field. 

This iteration scheme requires only that a theoretical far field be 

computed (by digital computer) while the wind tunnel is used as an analog 

computer to obtain the interior flow field. This is especially significant 

since the flow field around the model is shock infested, viscous, and 

separated and would be an extremely difficult problem to solve by digital 

computer.  Instead, the measured pressures or flow angles along the boundary 

inside the tunnel become the boundary conditions for a boundary value 

problem.  Initial numerical techniques involve calculations of two-dimensional 

flows over an airfoil using linear potential subsonic theory (Prandtl- 

Glauert). This method is extended to high subsonic flows with lifting 

wings where the disturbances in the far field are still very small. At 

higher Mach numbers, however, the small-disturbance transonic equation 

replaces the linear theory in order to account for flow disturbances due 

to shock waves at the tunnel walls. One type of numerical computation 

involves the use of the Murman and Cole finite-difference technique 

(Ref. 2.163). A revised version of the Murman and Cole technique is a 

program which was "improved by a coordinate transformation which maps the 

infinite domain about the airfoil into a finite domain and hence allows 

an exact application of the boundary conditions at infinity" (Ref. 2.49). 

Using a similar Murman-type solution, Lo and Kraft (Ref. 2.100) recently 

performed a numerical simulation for supercritical flow at M°° = 0.9 

and report that "excellent results were achieved in three iterations and 

complete convergence to unconfined flow conditions was obtained in five 

iterations." Some of these two-dimensional techniques can be extended to 

three dimensional axisymmetric models in circular or axisymmetric tunnels. 

Nevertheless, three-dimensional computations and experiments have not 

been conducted as of this writing, although some investigators have made 

projections and estimates of the measurement and the computational 

requirements.  In the future, extensions to three-dimensional testing at 

highly supercritical conditions are expected to require the use of the 

full potential equation.  A discussion on the computer size requirements 

for a hypotehtical three-dimensional case may be found in Section 4.0. 
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At this point, the details of several intelligent wall concepts 

can be considered. Figure 2.23 is a sketch of the test section of the CALSPAN 

two-dimensional one-foot tunnel (self-correcting transonic wind tunnel). 

The plenum has been segmented, and the top and bottom walls are ventilated 

(using variable porosity). Twenty sensors along the top and bottom walls 

are used to measure the streamwise and normal velocity components of the 

flow.  Flow angles could be resolved to 0.03 deg. (Refs. 2.161 and 2.163). 

Using a NACA 0012 airfoil with a 6-inch chord, tests were run in the 

CALSPAN 8-foot tunnel to acquire virtual interference-free data (however, 

see Section 2.7.1). A test then followed in the 1-foot tunnel (in the 

conventional mode) where considerable wall interference was noted. Figure 

2.24 illustrates how these two sets of data then compare with data acquired 

after three iterations of the intelligent wall control (adjustment of the 

plenum pressure and wall porosity).  The result shows how the drag 

coefficient converges to the "interference-free" data from the 8-foot 

tunnel. Figure 2.25 also shows the convergence of the pitching moment to 

the interference-free data. Work at this facility is continuing and 

experiments at higher Mach numbers are being conducted. 

Other intelligent wall work which is well documented (Refs. 2.14 and 

2.190) involves experiments at the AFFLD-Trisonic Gasdynamics Facility 

using a 15-inch square slotted-wall test section.  Tests were run using a 

2.5-inch and a 5.0-inch chord, 6 percent thick biconvex airfoil at Mach 

number 0.91 and 0.95 at 0, +2°, and +4° angle of attack. Pressures were 

measured by a movable probe 2 inches from the top wall (measurements were 

then extrapolated to the wall itself). Flow angularity was measured to 

within +0.03 deg.  After calculating the external flow field, the slats 

were "contoured" (using strips of tape) until interference-free conditions 

were achieved. 

Two concurrent efforts in the research and development of the intelligent 

wall are taking place in Europe, one at St. Cyr, France, and the other at 

Southampton, England.  J. C. Vayssaire and others (Ref. 2.183) report 

using the 0.85 metre sqaure test section Sigma-4 transonic wind tunnel in 

an intelligent wall scheme.  Excellent results were achieved using a 

variable permeability wall with movable plates in the plenum chamber and 
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VARIABLE DISTRIBUTED POROSITY 

BOUNDARY LAYER BLEED 

TYPICAL SENSORS 

EJECTOR 

CONTROL PLENUMS 

TRANSITION STRIPS 

(? FLOW 

Fig- 2 . 2 3   SKETCH OP THE CALSPAN WIND TUNNEL TEST SECTION (jRef i ' 2 . 161) 
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Pig. 2.24 Example of Wall Control Effects on the Drag 
Coefficient, Cd (Ref. 2.163) 

pig- 2.25  Example of Wall Control Effects on the Pitching Moment 
Coefficient, Cm (Ref. 2.163) 
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setting them for calculated permabilities.  Drag coefficient data obtained 

with this scheme agree very well with corrected data obtained from tests 

with closed walls. All data acquisition and plotting of the test results 

Is done in real time with an on-line computer, 

M. Judd and others (Ref. 2.80) report that experiments are currently 

being carried out in their 6- by 12-inch subsonic tunnel using the 

intelligent wall scheme. The tunnel is equipped with a series of screw 

jacks (15 on the top wall and 15 on the bottom wall) which adjust the 

geometry of the test section to match with the test section to match 

with the streamlines of the calculated external flow field. Two-dimensional 

tests have produced excellent results by matching the stream-lined tunnel 

data with the calculated exterior flow field as well as with the conventional 

wall tunnel corrected data. Additional work is being done in feasibility 

studies for automating the mechanical adjustments (screw jacks) on the 

wall.  This procedure would, in effect, close the loop between the wind 

tunnel and the computer, and according to the Judd report, this would 

allow "(1) massive reduction in wall setting time, leading to more 

efficient use of wind tunnel run time, (2) more systematic operation from 

run to run, and (3) a basic procedure more readily adapted to three- 

dimensional testing." 

In the various experiments, both numerical and physical, the intelligent 

wall concepts appears to have been conclusively proven for the two- 

dimensional case.  It now seems that proof for the three-dimensional case 

is close at hand.  Computational techniques that deal with highly super- 

critical conditions are in the development stage; however, mechanical 

and side wall treatment of the test section continue to be addressable 

problems.  It is evidently clear that the intelligent wall concept has 

great potential for improving wind tunnel testing; when in closed-loop 

form (see Fig. 2.26) it will greatly assist in the development cycle of 

air vehicle design and testing." 

A review of the literature reveals that the R&D efforts for the 

intelligent wall are not receiving the proper stimulus or support. The 

question can be asked: why JJ> it that the, tnteMUge.nt wait conce.pt, which 

hu Ahown pHjomiAe,  &tom the. voxy he.gtnvU.ng, hat, not fieceAved the AeAioui> 

attention and i>uppotvt that the. ve.ntUUvte.d wall tunneZ concept h.e.ceJjoed 

twenty-fitve. yecua ago? 
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Computer Integrated Intelligent Wall Wind Tunnel Concept 

Fig. 2.26 (Ref. 2.107) 
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An organizational ehhort needs to be made, perhaps In the ionm oh 

a "hormal group" [similar to the AGARV VV Panel working group In Design 

oh Transonic Walking Sections) which can coordinate, between the, funding 

age.ncA.ej, and the, Investigators. 

facilities  U.Z., pilot tunnel*) must be dedicated to R B V oh the. 

Intelligent wail conce.pt.    Experimentalists (Ming these pilot tunnels 

should communicate and cooperate with those at othe/i h&cillties, and 
with those Investigators capable oh ejecting the numerical solution* ion. 

the ion. hleld.    The variety oh experimental ehhorts now under way [see 

Table 2.8) provides an excellent opportunity to evaluate the variety oh 

possible combinations oh walls and plenum chambers and ion, compacting 
results In simulation accuracy.    Current estimates show that the InteMJjgent 

wall production wind tunnel will be feasible within the next ten years. 

The use oh a relatively large computer is a vital necessity but is 

within the state oh the art In computer*. 

Research should continue on "partially adaptive wall" schemes where 

the walls provide some adjustment but the measurements are corrected hor 

the remaining Interference.   This approach may be more economical, time 

wise and costmse, and it oüers promise oh large, although only partial, 

simulation Improvement. 

Another ehhort that could prove useful at this stage oh the R S V 

would be hor the coordinating group to make a sensibility analyst* that 

would Indicate:    (7) the means by which the measurements oh the ££ow 
variables near the wall should be made, and the density and accuracy 

required}   (2) the number oh numerical mesh points required to calculate 

the h0^ h-i&td wiXh suhhlclent accuracy;   (3) the computational times needed 
hor the calculation oh the har ileld and the subsequent iterations;  [4) 

the mechanical adjustments In the wall boundaries  [given limitations on 
possible adjustments) that can best accomplish the required changes; and 

hlnally,   (5) the amount oh Improvement in h&°w quality, or reduction oh 
wall Interherence, which can be gained by using various wall schemes  [I.e., 

variable porosity and/or plenum pressure, streamline oh walls, etc.) 

In an Intelligent wall wind tunnel. 
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2.7.3 Test Planning Optimization 

An area where the future integrated use of computers and wind tunnels 

can have great impact on the overall efficiency of wind tunnel testing 

is test planning optimization. Progress is already being made in this 

direction, and a healthy trend is developing, especially in those 

facilities with a moderate degree of automation. 

With online computer capability, even within an open-loop mode, it 

is possible to make online decisions regarding the supervision and/or the 

modification of testing procedures and objectives. For example, online 

computers aid in anticipating the steps in the testing procedure in order 

to avoid errors which might lead to excessive wind tunnel operating time. 

Some facilities are now using interactive graphics in both open- and closed- 

loop form for test planning.  Interactive graphics will play a major role 

in test planning optimization in the future. By using a graphics display, 

data can be plotted and compared to math models, instantaneously allowing 

selection of critical design data. This information can then become 

permanent baseline data for future reference. 

In this respect, G. M. Bowes (Ref. 2.30) comments that "the computer 

is very helpful in comparing design, analyzing missions, and providing 

comparative performance data which suggest optimum trends." J. R. Hagerman 

(Ref. 2.69) stresses the need for obtaining only the needed data using 

the computer to "go" from one needed condition to another in an optimized 

fashion. For the wind tunnel testing of cruise missiles or military 

transports, this would mean obtaining primarily cruise condition data. 

The math models of the future will be much more complex than those 

currently available (see Section 2.4.4). They will be closer to a complete 

approximation of the Navier-Stokes equations than present design techniques 

and as a result will require considerably larger and faster computers to 

complete solutions in a reasonable length of time (say 10 minutes).  If 

wind tunnel results are to be compared with the computations in anything 

approaching real time, then such a computer must be available at the 

tunnel location.  This is a necessary requirement if the tunnel is going 
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to be reserved only for the examination of problem areas (i.e., alas which 

are at variance with the math model results). 

Several methods of test planning optimization have already been mentioned 

in the section on model controls (i.e., the vehicle trim system and the 

attitude positioning system (AMAPS)).  Some others are under development, 

such as the Constant Parameter System and the Self-Optimizing Wing. 

Figure 2.27 illustrates how test planning has been optimized by using 

automatic trim of the model and the test time thereby reduced from 4.33 

hours to 1.05 hours. 

Figure 2.28 illustrates how constant-parameter testing can be helpful 

in test planning optimization. By maintaining a constant lift coefficient 

and varying the Mach number, one can assess the drag coefficient and the 

angle of attack in order to best verify the performance of the air vehicle. 

Constant-parameter testing allows the model to be tested in a more 

efficient manner by providing fewer but more critical test points in 

less time compared to the conventional matrix method.  It is expected 

that automatic control over Mach number will be available in tunnel 4T at 

AEDC at the end of this year, and this will bring constant-parameter testing 

closer to production use. 

Figure 2.29 illustrates the self-optimizing flexible technology wing, 

or soft-wing vehicle as currently under development at AEDC; a two- 

dimensional model of the soft wing is also being tested at General Dynamics. 

This technique of model control will provide a host of improvements in 

aerodynamic design.  It will assure a major advance in the optimization of 

air vehicle design and parametric testing. Both of these testing techniques 

show a very promising trend in computer and wind tunnel integration. 

An example of the use of computers for test planning at the research 

level is given in the report by El-Ramly and Rainbird of Carleton University 

in Ontario Canada (Ref. 2.48). This report comments on an investigation 

of the flow behind wings using a computer-controlled system in their 20- 

by 30-inch low-speed tunnel. This test allowed the investigators to make 

online plotting and data reduction which made "detailed and accurate flow 

surveys behind a swept wing at several angles of attack and downstream 
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ELEVATOR SETTING • ÖH • CONST 

T-D C 

LINES OF a-CONST. LINES OF 6H - CONST.      LINES OF C. G. • CONST. 

100 PTS. AT 2.6 MIN..PT.- 

260 MIN. (4.33 HRS.) 

Constant 

CL 

4~c. a 

15 Points 

'0 "D 

CONVENTIONAL MATRIX METHOD 

AUTOMATIC TRIM METHOD 

•15 PTS. AT 4.2 MIN./PT.- 63 MIN. (1.05 HRS.) 

CONSTANT FLIGHT CONDITIONS 

Tost Optimisation Using Automatic Trim Method 

Fig. 2.27 (Ref. 2.129) 
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LIFT COEFFICIENT, CL 

0.65 (t 0.001) 

0.7 0.8 0.9 

MACH NUMBER 

CONSTANT CL WITH VARIABLE MACH NUMBER 

Test Optimization by Constant Parameter Method 

Fig. 2.28 (Ref. 2.129) 
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MANEUVER 

SUBSONICCPUISS 

TAKE-OFF 

SELF OPTIMIZING FLEXIBLE TECHNOLOGY WING (SOFT WING) 

Fig. 2.29 Computer-Controlled Self-Optimizing Flexible Wing 
Technology Wing (Ref. 2.129) 
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stations feasible." Online mechanical plotting of circulation distribution, 

total pressure loss, strearawise vorticity contours, and velocity vectors 

in the crossflow plane is possible with this closed-loop technique. A 

simplified form of the flow chart/program used by the investigators is 

shown in Fig. 2.30. 

As the requirements on both the accuracy of the wind tunnel measure- 

ments and the accuracy of the simulation become more severe, test planning 

optimization becomes a real necessity. Future integrated use of computers 

and wind tunnels will have a significant impact on aerodynamic design 

approaches, as shown in Fig. 2.31. NumeAical optimized deAign6 Will be 

veAi&icd in the. tunnel.    Tht& will ih.ee. the tunnel to examine, critical 

an.exu> which will not be computable. In the neon, {utwie..    TkU combination 

o{ numerical computation*, ve/ti^ied by experiment, pliu critical tunnel 

teAt6 will lead to a much more evident and improved design procebb. 

The. future design proceMt> will be. motte the. result o^ analy&iA than 
empiricism. 

VutvJie integrated iu>e o& computers and wind tunnels appears to be 

promising. Design by analy&iA will become more commonplace as tunnels 

continue to improve with automation 

A ^ tote-o^-the-art computer, will be needed at the tunnel testing 
kite, to be used {on. math model verification dating tunnel tests.    The 

computen. must be dedicated to this process during testing. 

2.7.4 Code Validation 

According to Marvin (Ref. 2.109), "development of computational codes 

for viscous flows is outpacing the ability to appropriately model the 

turbulence." If indeed this is the situation, then there will be a 

substantial amount of code validation work in the future after an adequate 

turbulence model is developed. Although the main purpose for the high 

quality research tunnels described in Section 2.6.3 is to discover new 

facts, these tunnels should also be used for verification of the various 

new codes as they become available. The construction of a computational 

code essentially consists of the assembly of information bits that, when 
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put together in a composite, will describe a particular flow configuration. 

The construction of a particular code should be completed before the 

verification procedure is attempted in a research tunnel.  It would be 

desirable for the research tunnel to be interfaced with a computer, 

with the code stored for recall on an online basis, so that the actual 

tunnel boundary conditions could be used as computational boundary conditions. 

Regions of agreement and disagreement could then be defined quickly and 

accurately. 

The venl&lcation pn.oce.dato. should nehull In a computational code 

which can be uied at, an "ofä-the-6hel&" Item with well-defined bou.ndaHA.zM 

oh application. 

Codes for design of particular aircraft configurations are essentially 

a composite of codes describing more fundamental shapes. These design 

codes are extremely useful to the aircraft builders (Ref. 2.42) even 

thought, to keep the design code to a manageable size, certain flow details 

must be left out.  Even so, these design codes must be validated too. 

However, because of model size and complexity, instrumentation needs, and 

mission role, the validations will quite likely have to be conducted in 

production wind tunnels.  Here the interfacing of tunnel and computer 

is extremely important, even more so than for the research tunnels, 

because of the high cost of operation and scheduling problems.  The 

validation test of a design code in a production wind tunnel should have 

on-site and online access to a large capacity, high-speed computer.  The 

code to be verified should be stored in the computer and should be able 

to use the actual tunnel boundary conditions as determined by online 

measurements.  As the flow configuration and boundary conditions are 

changed, online decisions can be made regarding the validity of the design 

code in question. 

Wtth a computer-Integrated wind tunnel,  both the validation and 

application o& a computational code will n.ei>utt In a reduction In the 
numbet o& tunnel enthleh, a decneabe In fteouUted nun time, and a t>lgnl{lcant 

co&t &avlng&. 
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Fig. 2.30 Simplified Flowchart/Program used in a Computer 
Controlled Measurement (Ref. 2.48) 
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3,0 COMPUTATIONAL FLUID DYNAMICS 

3.1 Introduction 

3.1.1 Historical Perspective of Computational Fluid Dynamics 

Computational fluid dynamics may be considered to have begun in 1910 

when Richardson solved the discretized form of the Laplace equation; in 

the following years many efficient methods for solving Laplace-Poisson 

type equations were developed. However, difficult problems were encountered 

in the early attempts (in the late 1920's) to solve systems of Poisson 

equations, and it appears that further work on this problem was not 

attempted until the 1940's. Also, in 1928, Courant, Friedrich, and Lewy 

published their treatment of the discretized wave equation; in this paper 

they developed the important notion of the "zone of dependence" and stated 

the "CFL" convergence criterion. However, it was not until many years 

later that the relevance of their work to computations in fluid dynamics 

was recognized. 

During the late 1940!s the electronic computer was developed. Von 

Neumann used this machine in the study of the weather and other fluid flow 

problems and, subsequently, developed a small perturbation stability 

criterion and the artificial viscosity method. With the insights gained 

from these early calculations von Neumann recognized the heed for a 

deeper understanding of the behavior of discretized approximations, and 

he encouraged work in this area. By the mid-1950's, much had been learned; 

this analysis work culminated in the proof of the Lax Equivalence Theorem 

for well-posed linear systems of partial differential equations. 

Fluid mechanics problems are nonlinear; such problems must be reduced 

to well-posed linear formulations before computation can be attempted with 

confidence.  In the late 1950's and early 1960's, "matched asymptotic expansions" 

were the favored applied analysis tools in the United States; computational 

solutions were considered less "elegant." The Eighth AIAA Sciences meeting 

in early 1970 signaled a turn of events, however.  It was demonstrated that, 

with proper cautions and careful executions, reliable solutions of even 

the Navier-Stokes equations could be obtained. The NASA-Ames Laboratory 
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organized a sizable computational fluid dynamics group and, with access 

to state-of-the-art computing facilities, began large-scale efforts in 

conducting computational experiments. With the continuing development of 

larger and faster computers, the current enthusiasm for computational 

fluid dynamics is certain to reveal further potential capabilities. 

3.1.2 Overview of Current and Future Trends 

It is usually difficult to perform a sophisticated analysis of any 

real-world problem, even if there is no demand for full rigor in the 

treatment given the problem.  Thus, heuristic methods are often tolerated 

and analytic tools are frequently applied to situations in which their 

applicability may be uncertain.  In fact, engineers can proudly point 

to'instances in which they developed important new methods through an 

intuitive "feel" for a problem long before mathematicians supplied a 

rigorous foundation for their analysis.  It is important, however, that 

the users of approximate or empirical tools in science remain conscious 

of the somewhat uncertain nature of these tools and interpret all results 

obtained in this light. 

Computational fluid dynamics represents a powerful new engineering 

tool; like all other tools, it has its capabilities and its limitations. 

Computational methods have been extensively used in the determination of 

potential flow fields, heat transfer and friction in boundary-layer analysis, 

and, where appropriate, in displacement corrections. Loads predictions 

have been greatly facilitated, and dynamic structural analysis has been 

made possible by the speed of computational methods and their capability 

for coping with relatively complicated geometries. Experienced design 

engineers have incorporated computational methods into the process of 

designing, testing, producing, and retesting flight vehicles to great 

advantage while avoiding pitfalls. The various crucial inputs to 

potential flow calculations (such as points of transition, separation 

and shock wave generation, and interaction) have necessarily been supplied 

by the design team members; therefore, the experience of the design 

engineers with previously designed systems and analysis of any available 
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wind tunnel data is of utmost importance. Continued progress in compu- 

tational fluid dynamics methods and the fundamental understanding of them 

and the availability of larger and faster computers should permit the 

designers to treat more realistic three-dimensional geometries and various 

interaction phenomena which remain as important problem areas. The 

detailed resolution of turbulent phenomena will defy any solution in the 

foreseeable future; thus the development of turbulence models sufficiently 

accurate for design purposes remains as another crucial pacing item. 

The future of computational fluid dymamics is bright; it is time 

that more serious consideration was given to the general application of 

the computational method to practical design problems. With sound 

precautionary measures in the formulation of the problem and a posteriori 

study of the results, reliable answers can be obtained for many significant 

problems; if these computed results are combined with wind tunnel testing 

and past experience, the uncertainties which designers now face can be 

reduced. 
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3.2 CURRENT STATUS OF COMPUTATIONAL TECHNIQUES 

3.2.1 Mathematical Analysis 

The scientific approach taken toward the numerical solution of a 

given problem of computational fluid dynamics is very dependent upon the 

mathematical character of that problem.  In particulars, the category 

(elliptic, parabolic, hyperbolic, or mixed) of a partial differential 

equation system is of primary concern in formulating difference equations, 

selecting mesh sizes, etc.  There follows a brief summary of the current 

status of computational success with the various problem types. 

Elliptic  There is a large body of well-established literature for 

elliptic partial differential equations, and although the existence of 

some very difficult problems of this type is well known (e.g., the 

Cauchy problem for Laplace's equation is ill posed), the general situation 

with regard to the status as it relates to the problems of fluid dynamics 

is that the elliptic problems can usually be successfully handled in a 

rather routine manner with a variety of computational methods (Ref. 3.127), 

even when there are variable coefficients or some small nonlinearities 

present; both finite-difference and finite-element methods have proven 

to be effective. For large elliptic problems, iterative methods such as 

the Gauss-Seidel, alternating-direction implicit, successive over-relaxation, 

line, or block algorithm have all been used effectively to take advantage 

of the special structure of the systems of linear equations which arises 

in the numerical solution of these problems. 

Parabolic  Although the diffusion problems in two dimensions which 

most commonly arise in boundary-layer or heat-transfer investigations 

require somewhat more careful consideration than elliptic problems for 

their computational solution, the same general statements may be made 

for them (so long as the diffusivity is constant). The possible anomalies 

occurring in the direct solution of difference equations for the diffusion 

equation, for example, are well understood, and implicit methods such as 

the Crank-Nicholson scheme allow larger time steps than would be permitted 

by the convergence criteria for the explicit methods (Ref. 3.127). 
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Parabolic problems exhibit very desirable behavior with regard to the 

propagation of "disturbances" in the data (the same is true for the 

previously mentioned elliptic problems); the influence of discontinuities 

in the initial data of a parabolic problem is damped out with increasing 

time (Ref. 3.254). 

Hyperbolic  For simple wave equations the knowledge of the character- 

istic directions and the domain of dependence which were pioneered in the 

work of Courant, Friedrich, and Lewy in 1928 (Ref. 3.60) permits reliable 

solutions to be obtained by either the method of characteristics or by 

appropriate difference formulations of the problem (Ref. 3.223); the 

method of characteristics has been found to be the most accurate method 

for solving shock-free hyperbolic problems and serves as the standard of 

comparison for all other methods. The far more complicated nonlinear 

wave equation can be handled confidently if it is known that the solution 

remains smooth (Ref. 3.263). On the other hand, when a known one-dimensional 

shock wave propagates into a uniform fluid, the shock-fitting procedures 

which utilize the Rankine-Hugonoit conditions have proved effective 

(Ref. 3.223). Alternately, the quadratic "artificial viscosity" terms 

invented by von Neumann and Richtmyer, (Ref. 3.288), make it possible to 

approximate with good accuracy the shock wave speed and the magnitudes of 

the increments in pressure, density, etc., across the shock wave without 

involving the complication of the "internal boundary conditions" given by 

the Rankine-Hugonoit equations. Furthermore, this artificial viscosity 

method extends more easily to multidimensionals. The Lax-Wendroff method 

of dealing with shocked flows (Ref. 3.166) also gives good results in 

predicting a shock's propagation into a one-dimensional flow field without 

any necessity for shock matching. 

The developments since 1970 with regard to the mathematical analysis 

of the problems of computational aerodynamics are encouraging, not so 

much with respect to specific accomplishments as with regard to the fact 

that a significant increase in the amount of interest in these matters 

has become evident (especially in the last few years). A number of 

mathematicians have attempted to address the enormously difficult problems 
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associated with the existence, uniqueness, and degree of smoothness of 

solutions of the various boundary value and initial boundary value 

problems of aerodynamics as well as the criteria for convergence, rate 

of convergence, stability, and accuracy of specific computational methods. 

It must be admitted that the number of practical results directly applicable 

to these questions has remained small, but this is not surprising, if 

one takes into account the difficulty of the basic problems being considered. 

Furthermore, some detailed studies of "model" equations (such as the 

Burgers' equation) which include all the essential aspects of the actual 

problem of interest have been conducted, and there seems to be hope that 

some practical guidelines may be gleaned from such investigations (Refs. 

3.42 and 3.239). Study oh "model" equation* may be a ihvJjtivJL approach 

to a betten, understanding oh the. nume/vical eolation oh £lald dynamic* 

problem*, and ivJvtkeA, *uch re*ewich *hould be. encouraged. 

On the other hand, the approach taken with regard to the study of 

the relevant boundary value and initial boundary value problems, per se, 

seems to have been concentrated mostly on "indirect" investigations; 

"solutions" in the sense of distributions, Rayleigh-Ritz principle, etc. 

seem to have received more attention than solutions obtained by "direct" 

discretization of the differential equations, (see, for example, Refs. 

3.185, 3.249, and 3.250). The finite-element method (Ref. 3.264) (a  : 

Galerkin procedure which was extensively developed by the structural 

engineers and, later, given a rigorous foundation by mathematicians) has 

begun to appear often in papers (for example, Refs. 3.5, 3.82, 3.83, 3.138, 

and 3.163) posing the analysis of discrete approximations to solutions of 

partial differential equation systems, a somewhat curious development 

since it is known that finite-element and finite-difference methods are, 

in some sense, equivalent approaches. Both type* ofi inhormotion,   detailed 

analy*ii> oh moduli equation* and le** *pe.cihic analy*i* oh "mak" *olution* 
o^ the. boundary value, pn.obl.emi>, per *z, contribute. *ignihicantly to the. 

understanding oh numerical hlutd dynamic* problem*, and it: i* recommended 

that both type* oh work be. encouraged. 
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The question of the comparative efficiency of the various specific 

numerical procedures applicable in attacking a given problem has begun 

to receive some attention (see Refs. 3.151 and 3.156 and related literature). 

In light of the present premium on computer speed and storage when solving 

problems of computational fluid dynamics, it is important that the 

comparative efficiency of methods for various problem types be determined 

in as relevant a fashion as possible and that the overall efficiency of 

the various methods be enhanced as much as possible. Combtnzd 

computational and analytical AtudieA wWi be nttdzd to psiovtde. the. chltical 
tn&ZgktA In thziz matte/a oh alqohjjthm c^tctzncy, and tt <u H-tcornnnndod 
that Auch whk be t>uppohjt<id. 

3.2.2 Inviscid Flows 

The computation of steady, two-dimensional flows is now seemingly 

routine, and the number of techniques available for this purpose have 

continually increased (Ref. 3.271). Of particular interest is the ability 

to compute the inviscid flow over arbitrary airfoil sections (e.g., as 

described in Refs. 3.8 and 3.34); even multiple-element airfoils and 

cascades do not present great difficulty (Ref. 3.94). The real power of 

computational fluid dynamics is demonstrated by the inverse, or design 

methods, which optimize the airfoil geometry to yield a desired performance 

level (Ref. 3.35). The computation of transonic two-dimensional flows 

cannot be accomplished with the accuracy attributed to the linear subsonic 

or supersonic solutions, but usable results are being obtained. Compu- 

tational fluid mechanics is playing a central role in the development of 

new supercritical wing sections. Rough predictions of shock pressure rise 

and shock position are now possible, but designers want a much higher 

precision, sufficient, for example, to detect changes of a few percent in 

drag or lift. 

Extensions of these computational techniques to three-dimensional 

flows have demonstrated significant advances. The most advanced and most 

implemented methods for subsonic potential flows are the so-called panel 

methods (Ref. 3.114) but other techniques offer promise for special 

design or analysis problems. Particularly noteworthy are the newly-developed 
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higher-order surface panel methods (Ref. 3.79). These methods are 

capable of calculating subsonic potential flow about an arbitrary 

configuration in a highly accurate, stable and reliable manner. 

For transonic three-dimensional flows the fundamental steps from 

the simple yawed wing (Ref. 3.137) to a swept wing and wing-body 

combination have been reasonably well mastered (Refs. 3.4 and 3.210), and 

work is proceeding on the extensions required for the more realistic 

configurations.  Some basic problems remain to be solved, particularly 

in the realms of application of boundary conditions with involved three- 

dimensional geometries and resolution of complex interior shocks, but 

progress in these areas is promising. Far-field boundary conditions in 

three dimensions are not easily applied, but advances in analytic modeling 

(Ref. 3.284) and in iterative techniques between interior and exterior 

flow regions (Ref. 3.73) seem to perform satisfactorily. 

Techniques for the computation of three-dimensional supersonic flows 

yield impressive results. The numerous solutions for the shuttle-orbiter 

flow field, including finite-rate chemistry effects, are examples of 

capabilities of computational methods which surpass the ground test simulation 

capability (Ref. 3.182). For smooth flows or flows with isolated shocks, 

the method of characteristics is still the most accurate, but the more 

recent shock-capturing techniques can be used for far more complicated 

flows.  Shock fitting or patching methods offer promise for improving 

the accuracy of these computations.  In practice, no one method is 

utilized to solve a given flow field. For example, one may use a time- 

dependent, blunt-body solution to provide starting data for a method-of- 

characteristics region followed by a downstream finite-difference marching 

technique (Ref. 3.183).  Procedures which do not use a combination of 

techniques for the solution of fluid dynamics problems are rare (Ref. 3.1). 

The computation of unsteady flows has also recently evidenced rapid 

advancement. According to McCroskey (Ref. 3.188), numerical analyses have 

generally outpaced detailed experiments in problems that are generally 

inviscid, whether in the regime of flutter and unsteady airloads predic- 

tions, or in transonic aerodynamics. 
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3.2.3 Boundary-Layer-Type Flows 

Prandtl's boundary-layer concept continues to be a useful approximation 

and permits extension of the inviscid approach to more realistically 

model the real flow solution.  Solution techniques for two-and quasi- 

three-dimensional flow problems are well developed (Ref. 3.38). 

Inclusion of specific turbulence models allow the use of these techniques 

at high Reynolds numbers to obtain results of usable accuracy.  Iterative 

methods that couple the inviscid-viscous boundary-layer methods are capable 

of treating weak interactions and have been incorporated within many 

design procedures (Refs. 3.129 and 3.202). 

Remarkable progress is evident in the computation of fully three- 

dimensional boundary layers (e.g., Ref. 3.84). However, fundamental 

difficulties occur in the specification of transverse boundary conditions 

near regions where the boundary-layer assumptions are invalid. 

There are some basic problems in boundary-layer theory which are at 

an unsatisfactory stage of development. These include prediction of 

transition and separation. There are transition criteria based on 

stability analyses and test data, but these criteria have had only mixed 

success. No satisfactory analytical methods are available for calculating 

separating flows or for prediction of separating and reattaching flows. 

Empirical separation predictive techniques have been developed, hovrever, 

that have led to a better design methodology.  Improvements in aircraft 

performance in terms of lift-to-drag ratio and maximum lift are impressive 

(Refs. 3.162 and 3.190). 

3.2.4 Navier-Stokes Flows 

Computation of flow processes with strong interaction between the 

nominally inviscid portion and the viscous-dominated regions require 

solution of the Navier-Stokes equations. These equations are nonlinear 

and descriptive of large-gradient flows. The major computational difficulty 

is that the grid or mesh refinement necessary to resolve the flow gradients 

is dependent on Reynolds number in such a way that only laminar flows can 

be computed with any semblance of accuracy.  Calculation of realistic 
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turbulent flows requires ensemble (time) averaging of the Navler-Stokes 

equations, which introduces the requirement of turbulence modeling (see 

Section 3.4.5).  In spite of these problems and the limited storage 

capacity of present computers, many impressive solutions have been 

obtained.  (See Peyret and Vivand, Ref. 3.216, for a recent survey of 

the useful techniques and a summary of solutions obtained«) 

For two-dimensional, incompressible flow the Navier-Stokes equations 

can be written in terms of stream and vorticity functions. The solution 

is then found by solving the vorticity and stream function equations 

separately and iterating between them until convergence is obtained. 

Techniques for these solutions are discussed by Roache (Ref. 3.225), 

with additional later methods summarized by Lugt (Ref. 3.176). According 

to Lomax (Ref. 3.173), the numerical calculation of unsteady, laminar, 

incompressible flows with separation can be accomplished with accuracy 

equivalent to experiment. However, Lugt (Ref. 3.176) points out that 

the solutions are restricted to moderate Reynolds number for two-dimensional 

flow with severe restrictions in three dimensions. These limitations 

are attributable to the necessity of maintaining the cell Reynolds number 

(AuAx/v) on the order of two for reasonable accuracy (Ref. 3.45). 

There are fundamental differences between compressible and incompressible 

flows:  the number of dependent variables and equations increases for 

compressible flows; furthermore, for supersonic flows the admissibility of 

shock waves adds complications.  An appreciation of the difficulty of 

obtaining numerical solutions for the compressible Navier-Stokes equations 

may be realized by the fact that the first publication on the subject 

evidently did not appear until 1965 (Ref. 3.24). 

The development and use of advanced computers has permitted solutions 

of aerodynamic interest for such laminar conditions as blunt-body flow, 

base or step flows, flow in the neighborhood of a leading edge of a flat 

plate, expansion or compression corner flows, shock wave/boundary-layer 

interaction, and, in a few cases, complete three-dimensional flow fields. 

Lack of spatial resolution (computer storage) and occasional improper 

formulation limit the accuracy of these solutions.  It would be useful if 

more investigators placed absolute error bounds on their solution. 
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With the introduction of turbulence modeling and use of the Reynolds- 

averaged Navier-Stokes equations, numerical calculation of more realistic 

flows is possible. For example, Shang and Hankey (Ref. 3.247) used 

MacCormack's algorithm to compute turbulent supersonic flow over a compression 

corner with a relaxation eddy viscosity turbulence model. Hung and 

MacCormack (Ref. 3.123) have extended this work to examine the applicability 

of the model to high Mach number flows with heat transfer. Deiwert 

(Ref. 3.70) used the relaxation model to compute transonic flow over a 

thick airfoil which led to a most outstanding example of an unsteady, 

turbulent, strongly interacting flow (Ref. 3.169) wherein an oscillating 

shock/boundary-layer separation was computed which compared favorably 

with experiment. According to Peterson of NASA-Ames, the real uniqueness 

of this comparison is that the computation preceded the wind tunnel 

experiments. 

Some preliminary work is evident in three-dimensional flows (see 

Refs. 3.229, 3.248, and 3.287), but severe limitations in computer memory 

capacity and the uncertainty associated with turbulence modeling limit 

the applicability of this work. Advanced computer, impKovad algo/tltkmi, 

and button. tuA.bule.nt models an.0, all nzcteAOAy be-fioie. the. acauAate. and 

tulcA.-2.nt computation o£ thAtt~aUmQ.n6lonal tunbule.nt &lom can bttomn 
po&x>ibl<L. 

120 



3.3 IMPACT ON DESIGN AND LOADS PREDICTION 

Aerodynamic problems are becoming more and more complex as demands 

for aircraft performance and efficiency increase. Therefore, development 

of accurate computational methods that can be utilized by the aerodynamic 

engineer to produce the most efficient vehicle is very important.  In the 

last few years many such methods have been developed for designing and 

analyzing airfoils, wings, and wing-body combinations. Better understanding 

of flow physics and clever use of large computers have resulted in greater 

design freedom and confidence and more reliable methods of prediction of 

aerodynamic loads. The impact of computational methods on aerodynamic 

design and prediction of loads is discussed below, first for the two- 

dimensional case and then for the three-dimensional configurations. This 

discussion is followed by an assessment of the difficulties and the 

limitations of the computational codes that are presently available. 

3.3.1 Design and Optimization of Airfoils 

There are two types of numerical processes available for the design 

and analysis of airfoils.  In one technique, called the direct method, 

the flow about a prescribed airfoil is analyzed, and then, based upori this 

result, the airfoil shape is modified in an attempt to satisfy the design 

conditions.  The other design formulation is the inverse method, in which 

the airfoil surface pressures or velocities are specified, and the airfoil 

shape is subsequently determined.  The codes associated with both types 

of methods usually have an analysis phase which can be used for calculation 

of loads once the desired shape of the airfoil has been obtained.  A 

well-designed direct flow-field method always yields a solution, because 

for every geometry there is a corresponding pressure distribution. The 

inverse problem, on the other hand, exhibits a certain lack of uniqueness. 

Also, an arbitrarily selected pressure distribution may give rise to 

physically unrealistic shapes, or shapes that are not acceptable because 

of structural considerations.  In other words, in the inverse method the 

designer has traded off the direct control over the geometry for better 

control over the aerodynamics. 
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The direct approach requires extensive experience on the part of 

the user, since he must prescribe the initial geometry. The inverse 

method, on the other hand, requires the specification of a desirable 

pressure distribution, which is a characteristic that is evidently well 

understood by the designer. However, much research has been conducted 

(and indeed, is still in progress) to find pressure distributions which 

the boundary layer can tolerate and which yield airfoil geometries that 

have acceptable off-design characteristics and meet the various practical 

constraints. 

There have been many recent attempts to computerize airfoil design 

procedure.  Some representative ones using direct approach are design and 

optimization methods for subcritical and supercritical airfoils by Barger 

and Brooks (Ref. 3.8) and the TSFOIL code (Ref. 3.203) for two-dimensional 

transonic calculations. The latter code is capable of simulating wind 

tunnel wall effects.  Viscous effects have been accounted for in subsonic 

flow by Morgan (Ref. 3.202). Garabedian (Ref. 3.95) has described the 

development of a code at the Courant Institute that calculates transonic 

flow at high Reynolds numbers. For the inverse approach, mention may be 

made of a method for the design of multi-element, high-lift systems by 

Beatty and Narramore (Ref. 3.13) and the code developed by Carlson (Ref. 

3.35). The latest version of Carlson's code has the capability of taking 

VJ-SCOUS effects into account. 

Most inviscid approaches are quite efficient with respect to computer 

time, requiring only a few seconds of CPU time per solution on a CDC 7600. 

However, the process slows down considerably when viscous effects are 

included. 

An important advantage of the computational method is that it allows 

the use of numerical optimization techniques for automated airfoil design. 

Vanderplatts, Hicks, and Murman (Ref. 3.283) have investigated one such 

method which uses direct optimization for two-dimensional flow. They 

have developed a numerical optimization design code by linking an optimi- 

zation program based on the method of feasible directions with an aerodynamic 

analysis program that uses a relaxation method to solve the partial 
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differential equations governing inviscid, small disturbance flow.  The 

numerical optimization minimizes some specified parameter such as the drag 

coefficient for a set of design parameters describing the airfoil geometry, 

satisfying a number of specified constraints.  These constraints may be 

aerodynamic (e.g., on lift and moment), geometric (e.g., on airfoil 

thickness or volume), or related to the pressure distribution (e.g., on 

pressure coefficient and pressure gradient). A weak point of the method 

is probably the polynomial contour representation, since it somewhat limits 

the class of obtainable solutions. 

A second procedure being developed at the National Aerospace Laboratory 

in the Netherlands and described briefly in the article by Sloof (Ref. 3.251) 

is the so-called constrained inverse method.  In this method a target 

pressure distribution and the geometrical constraints are formulated, and 

the problem is optimized in the least-square sense.  This method is still 

being refined, and the details are not available at the moment. 

Sophisticated computerized design methods are finding increasing 

acceptance in the aircraft industry. This can be illustrated by taking 

the example of the Lockheed Aircraft Company (similar programs are in 

effect, with other companies).  A total of one computer hour was used in 

the C-141 wing design.  No theoretical computations were made for wing 

section design; only wing loading was computed using the Falkner planar 

lifting surface method. More time was spent on theoretical compution on 

the C-5A, but the wind tunnel still played a major part in finalizing the 

design.  However, the design philosophy is changing. Lockheed is committed 

to the use of new and advanced computational methods in order to achieve 

an optimum design for their Advance Technology Aircraft (ATA) now under 

development.  In ATA design, state-of-the-art computational methods are 

being used including the inverse method of Carlson (Ref. 3.35) and Hicks 

and Vanderplatt's optimizing technique (Ref. 3.284) mentioned earlier. 

3.3.2 Three-Dimensional Configurations 

One of the challenging problems is the analysis of the flow past 

wing-body combinations in three dimensions.  Accurate computational 
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techniques for predicting the magnitude and distribution of aerodynamic 

loads are needed because these loads control the performance flying quality 

and structural integrity of an aircraft. The importance of having 

reliable load predictions in an early stage of design is obvious.  It is in 

the area of three-dimensional analysis that the availability of fast and 

large computers has made the most recent impact. 

The most common techniques for solving inviscid linear subsonic and 

supersonic flow problems are panel methods. These methods have been 

developed a great deal since the first papers on this subject were published 

about fifteen years ago. Today complete aeroplane configurations, including 

the tailplane, nacelles, external stores, and so on, can be calculated with 

high accuracy. References 3.153 and 3.172 present recent reviews of panel 

methods. 

Recently, improved higher-order panel methods have been developed 

that employ curved panels and are in principle applicable to arbitrary 

configurations (see Ref. 3.79 for one such method developed at Boeing). 

Both analysis (Neumann) and design (Dirichlet) boundary conditions are 

treated. The method seems to be insensitive to the arrangement of the 

panels, which is a tremendous advantage from the user's point of view. 

For subsonic flow, the compressibility effects are taken into account 

by the use of Goethert's rule or by corrections based on semi-empirical 

considerations.  For supersonic flow, two of the more popular methods are 

those of Middleton (Ref. 3.195)  and Woodward (Ref. 3.299).  The Middleton 

method has been used in the development of an integrated set of computer 

programs for wing design, drag-due-to-lift analysis, and calculation of 

far-field and near-field wave drags and skin friction. The programs 

operate independently from a common geometry description. The complete 

set of programs takes about twenty minutes of CPU time on a CDC 6600. 

Another code that should be mentioned is SUSSA ACTS (Ref. 3.184), 

which uses finite-element methods to analyze potential compressible flow 

(both steady and unsteady) around complex configurations. Another note- 

worthy method is one by Moretti (Ref. 3.200) for solving the Euler 
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equations for supersonic flow about complex configurations using a shock- 

fitting, finite-difference scheme of second-order accuracy.  In the present 

state of implementation, however, the scheme is somewhat restricted in the 

configurations it can handle. 

In the area of transonic flow, Bailey and Ballhaus (Ref. 3.4) have 

used a relaxation procedure with small-disturbance equations for flows 

about wings and wing-fuselage combinations.  The solution process requires 

about 5 to 15 minutes of run time on a CDC 7600. Another method, put into 

use recently by the Douglas Aircraft Company, is that of Caughey and Jameson 

(Ref. 3.137).  This method has been used recently in nacelle calculations 

and calculations of flow past a swept wing. 

Coupling of the inviscid codes with three-dimensional boundary-layer 

codes to account for viscous effects is in the early stages of development. 

Representative of the most recent attempts in this regard are those by 

McLean (Ref. 3.190) and Hedman (Ref. 3.111). The nonlinear effects of 

leading-edge vortex separation have been taken into account using suction 

analogy by Weber, et al. (Ref. 3.291). 

As indicated earlier, aerodynamic loads determine the structural 

integrity of an aircraft. Since aerodynamic loading and aeroelastic 

structural analysis are so intimately related, the two problems ideally 

should be solved simultaneously.  Development of the FLEXSTAB code (Ref. 

3.78) is a step in this direction. FLEXSTAB is a system of digital 

computer programs developed by Boeing under NASA sponsorship to evaluate 

the static and dynamic stability, inertial and aerodynamic loading, and 

resulting elastic deformations of aircraft configurations. Many practical 

problems in aeroelasticity are time dependent, and there is a need for 

development of unsteady aerodynamic methods. References 3.20 and 3.226 

represent recent reviews of this subject. A solution of an unsteady 

problem requires large computer run times; a benchmark solution of time- 

dependent Euler equations can require as much as 7 hours on a CDC 7600, 

even for two dimensional flow. 

The computer codes developed for analysis and design need verification 

and validation. Panel methods are generally recognized to be accurate 

125 



but there is a need for comparison between the various methods.  Such a 

program of comparison Is now under way in a cooperative effort by Boeing 

and some European establishments (Ref. 3.153). An assessment of the 

inviscld supersonic flow codes of Middleton, Woodward, and Moretti was 

recently made by Landrum and Townsend (Ref. 3.162).  Interestingly, 

it was found that only the finite-difference code of Moretti predicted 

load estimates at high angles of attack to any degree of satisfaction. 

3.3.3 Assessment of Difficulties and Limitations 

Although some of the computational methods described above are 

capable of providing excellent results, there are certain problem areas 

and limitations, some of which were mentioned earlier.  The present-day 

computer-aided design systems, even if they contain only a panel method 

together with just the geometry model, are extremely complicated and 

require a large amount of maintenance. Accurate results are possible, 

however, if these systems are implemented in a careful manner. 

Viscou3 effects are difficult to treat, especially in three dimensions. 

The treatment of turbulent boundary layers is of course affected by the 

limitations of turbulence modeling.  These limitations are discussed 

elsewhere and will not be dwelled upon here. Also, at critical structural 

and control design conditions involving large angles of attack, the attached 

flow theories are found to be inadequate.  Attempts to include corrections 

to improve the situation have thus far proved to be unsatisfactory. 

Finally, it may be mentioned that in three dimensions the methods for 

the design problem (inverse methods) do not seem to be as advanced as 

methods for direct problems.  The direct simulation methods do not add 

new features to those already available in wind tunnels.  In the trial and 

error process the computer offers the same capabilities as the wind tunnel 

but possesses greater speed, flexibility, and economy.  It seems that the 

time has come for the development of the inverse method in three dimensions. 

3.3.4 Cond.uiX.on6 

In view oi the above dLUciUAlon and neu Lew o{ LiteAatu/ie,, the. fallowing 

aoncZuAloni axe dnawn: 
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1. The. new computational method* o{{eti a mea.ni> o{ h.e.du.clng aVicKa.{t 

de.veZopme.nt time, and coAti. 

2. Votential theohjy lt> capable, o{ phavlding good h.eAult& {oh, 

ume-pahated &u.b&onlc {lorn. 

3. The. thanAonlc {low problem IA necetvlng the emphoAlA It 

wahJuxntA, and pn.ogh.u6 IA being made, and can be. expe.cted to {avohably 

Impact the. design phoceAt>. 

4. The de.veJuopme.nt o{ thh.e,e-dime.nAtonal potential {low codecs and 

deAlgn code* uAlng the. InvehAe, method ne.e.d moh.e, attention. 
5. 7"hefte. IA a continuing need {oh. ve/U.{lcation, validation, and 

compahtAon o{ vanlouA codeA; thlA wilt h.e.quth.2. eoAlen. aaceAA to lahge- 

&cale. computeAA by h.eAean.choAA. 
6. The, inclusion o{ /teal {laid e.{{e.ctA In deAlgn codeA IA at an 

exvdiy &tage o{ development.    Vh.ogh.eM> IA being made, but IA limited by the. 

ph.eAent AtatuA o{ thz the.ohU.eA {oh. tu/ibuZent and Intehactive, phenome,na. 

7. The availability o{ {oAte/t and lahgeA computeAA will &lgnl{lcantly 

{acltltate, the handling o{ complex thh.ze-dlme.nAlonal and/oh. unsteady 
ph.oblem&. 

S.    Because. o{ the di{{lcuItleA clte.d above., and {oh, the determination 

o{ complete. con{lguAation aefwdynamlcA, wind tunnel testing IA Atlll 

nzeded.    T-oh. the. {oh.eAe.ea.ble, {utwiz compute/a, and wind txmnelA will be. 
complemznta/iy. 
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3,4 FUNDAMENTAL PROBLEM AREAS 

The current status of computational methods for fluid mechanics 

problems as described in Section 3.2 indicates the tremendous strides 

made in the field since the initial work of Richardson in 1910.  Since 

the development of the modern electronic computer, many impressive 

calculations have been conducted for problems of research interest, and, 

at the practical level, computational solutions have begun to have a 

significant impact on the design process for flight vehicles and, clearly, 

will have much more of an impact in the future as the computational 

discipline gains maturity and general credibility. There are, however, 

significant problem areas which have thus far resisted any general 

resolution; some of the important special problems areas are discussed 

in Appendix I. In oivien. ion. adva.nce.cl pn.obl.emA to be. competently attempted 
computationally, It i& important that neAea/iche/tA devote Ae/U.out> attention 

to the. problem ate/u dzi>cnJJoed In Appendix  I and In the. fioZlowing &u.bi>e.ctlont>, 

3.4.1 Self-Consistency 

Within the last few years the importance of attempting to make careful 

verifications (as far as possible) of the initial results obtained from 

a fluid dynamics calculation has gained higher recognition, and such 

checks are now much more widely applied as a matter of routine. The term 

"conservative difference formulation" has largely come to be understood 

to apply to one which, in a given problem, has given consistent (to some 

order of accuracy) values for the mass and momentum fluxes as determined 

by the computation of surface integrals over various arbitrary closed 

contours. Even today, howeveA, che.cki> ion thU, "macnoAcopic con^eAvancy" 

one not always peh-iohmed in numeAical hlvJLdi, AtudieA, and a numbeh. o<J 

important calculation*, have, been and one. being dorn witk "noncon^e/Lvative." 
te.chniqu.eA.     The possible rebuttal, to the effect that "nonconservative 

techniques sometimes give better answers," merely serves to indicate that 

in some instances the methods presently available are not sufficiently 

capable of discerning the basic physical phenomena at work and, hence, 

that much more work needs to be done.  It is unacceptable (other than as 
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a short-term measure) to base the quantification of physical effects on 

methods which deny the known physical origins of these effects. 

Another approach (Ref, 3,43) to checking the "self-consistency" 

of initial calculated results consists of checking on a cell-wise basis 

(or possibly on the basis of clusters of small numbers of cells) that the 

fluxes of the dependent variables cancel (within the order of local accuracy 

of the difference scheme being employed) along the boundary shared between 

each two (or other small number) of the cells which are adjacent. The 

"micno&copic con&eAvancy" check should be, encounaged hince. "maeAoAcopic" 

checking de.ptn.di> upon. integral de.ie.oXJi> to dUceAn noncovtieAvancy, and the. 

pnoce.duh.e. ol integration t6 notonJjou&ly capable, ol smoothing out erratic 

polntwibe r.e6ults. 

3.4.2 Accuracy 

In the final analysis one obtains an "answer," and the question then 

is whether it is sufficiently accurate. Unfortunately, the results of 

reasonably well-formulated numerical procedures for fluid dynamics 

problems usually give qualitatively appealing answers and thus encourage 

possible misplaced confidence in the quantitative results obtained. There 

has been only relatively little attention devoted (see Refs. 3.42, 3.49, 

and 3.120) and very slow progress obtained in the error analysis of the 

more difficult problems of computational fluid dynamics, and results which 

are both mathematically rigorous and practically applicable are almost nil. 

These are crucial matters, however, and the quest for the maturation and, 

ultimately, the complete credibility of the field of computational fluid 

dynamics demands a more thorough resolution of these most difficult 

problems. For most of the serious applications intended for the compu- 

tational discipline, it is essential that one know a reasonable error 

estimate. Engineering de&tgn ol flight i>yi>temt>, utilization ol utcnd tunnel 

data,  etc., cannot lulZy benelit Iram the. lavorable impact p-toml&ed by 

the potential ol computatLovial lluid dynamic* until r.eatUtic erfwr. bound* 

ai> well ai> approximate, an&we/u can be provided. 
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3.4.3 Turbulence Modeling 

The Navier-Stokes equations will be used as the basis of the discussion 

of turbulent flow problems. However, there are approaches to turbulence 

problems which do not use these equations as the starting point (for 

example, the kinetic and stochastic models or models using quasilinearization 

with ideal random functions). The vast majority of work in fluid mechanics 

is based on the applicability of the Navier-Stokes equations in time- 

dependent form. Therefore, the computational solution of an ensemble 

of the fully time-dependent Navier-Stokes equations may be considered as 

the ultimate solution of the turbulence problem. 

The computed solution must, however, be sufficiently accurate to 

permit the evaluation of practically important correlations to within 

engineering accuracy. Now the spectral analysis of turbulence reveals the 

dominance of production and dissipation at low and high wave numbers, 

respectively (i.e., the large-size and small-size eddies). The energy 

transfer in the wave number space is accomplished by the characteristic 

nonlinear energy cascading process. Thus, the computed solution must be 

accurate down to the smallest size eddies where dissipation remains impor- 

tant, and these eddy sizes decrease with increasing Reynolds number. 

The size of the important disslpative eddies and the resolution 

required to calculate these eddies with reasonable accuracy have been 

considered by various authors (Refs. 3.43, 3.80, and 3.212). On the 

basis of these authors' findings, and our present knowledge about computer 

systems, it appears that the computational solution of the time-dependent 

Navier-Stokes equations in three space dimensions is beyond the capacity 

of present and anticipated computers. The solution of the same problem 

in two space dimensions can be accomplished and it has been suggested that 

such investigations in lower dimensions might provide some insight and 

help the development of phenomenological models of turbulence. This 

approach is disputable on purely physical grounds and recent analytical 

evidence also tend to discredit such an approach (Refs. 3.15, 3.57, 

3.90, and 3.92).  Consequently, little alternative remains other than 

direct phenomenological representation of turbulent stresses. 

130 



A great many turbulence models have been used or proposed.  Since T 
.L many reviews have appeared recently on the subject (Refs. 3.164, 3.219, 

and 3.222 for example), the di/scussion below is brief. 

In many models, the laminar viscosity coefficient is replaced by some 

eddy or turbulent viscosity w/ith dependence on geometry and/or local flow 

conditions as circumstances warrant. Arbitrary constraints can be introduced 

to reproduce experimental data but neither the constraint values nor the 

functional format are universal. The eddy viscosity models are convenient 

for correlating experimental data without much predictive value.  Such 

was fully demonstrated for turbulent boundary layers and jets in the 1968 

Stanford and 1972 Langley conference proceedings. 

By taking the velocity moment of the time-dependent Navier-Stokes 

equations and averaging, one can obtain differential equations of the 

second-order velocity correlations.  The scalar equation for the turbulent 

kinetic energy is the most widely used. Much empiricism is involved in 

defining this energy equation properly for solution, and some relationship 

between the kinetic energy and eddy viscosity must be postulated. Alterna- 

tively, a selected group of the velocity correlation equations may be 

adopted as the transport equations of turbulence.  The properties of 

similtude, invariance, local isotropy, and the like are often selectively 

applied by individual investigators.  To date, these differential methods 

have not yielded significantly better results than algebraic closure. 

Complexity of the equation system multiplies with the apparent sophistication 

of turbulence models.  Their computational solutions are difficult, and 

often physically nonrealizable results are obtained (Ref. 2.67 and 3.244). 

Computational difficulties with a vast system of equations often confuse 

and cloud the fundamental weakneses of differential closure models.  High- 

speed computation can aid in the development of some form of turbulence 

model, but it cannot do so if the proposed models become so complex that 

the computational solution is difficult and of uncertain accuracy and 

detailed experimental verification of the model is not possible. 

It seems reasonable to expect that the large-scale eddies could be 

adequately computed with the fully time-dependent Navier-Stokes equations 
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using modeling of the small-scale eddies. The resulting system of 

equations would be generally more complicated than the Reynolds-averaged 

Navier-Stokes equations, thus more difficult to solve, and must be com- 

puted with temporal accuracy as a time-dependent problem.  In this sense 

the subscale modeling trades the greater computational complexity for 

somewhat better insight into the physics of turbulence. 

The development of better turbulent models depends on the verification 

of the computed solution with pertinent experimental data, not only of 

the mean flow properties but the turbulent fluctuating quantities as well. 

In this regard, close cooperation between the model builders, those doing 

the computations, and those performing the experiments would greatly 

facilitate the process. The turbulence model preferably should be 

reasonably simple, to ease the computational problem, and should contain 

as much physics as practicable.  Both the computational solutions and the 

experimental data should be given well defined, and preferably comparable 

error bounds to permit meaningful validation. With the availability of 

much faster and larger computational facilities, better control of 

computational errors, and better understanding of turbulence phenomena, 

there is greater promise now than ever before that the crucial problem of 

turbulence modeling will be effectively resolved. 

In summary, the holtowlng conclusions and recommendations are o^e/ied: 

1. Development oh new turbulence modeJU, that emphasize physical 
content [tuA.bule.nt structures and general behavior) rather than mathematical 

complexity should be. encouraged. 

2. Development oh betten. tuA.bule.nce models will require close 

cooperation between those doing computations and those, doing experiments. 

3. Comparisons between computational and experimental results should 

go beyond the mean ftlow properties and emphasize the &lou) details. 

4. Reliability oh the computational solutions oh the system oh 
paAtial dlhieAential equations with turbulence models must be emphasized 

to avoid confusing the meAlts and faults oh numerical methods with the 

Inadequacies oh the turbulence model. 

5. Error bounds oh comparable magnitudes should be established hon- 
both computational solutions and experimental data. 

132 



3.5    INTERACTION AMONG EXPERIMENTAL AND COMPUTATIONAL TECHNIQUES 

3.5.1    Benchmark Experiments 

The advancement of computational fluid dynamics at this stage is 

intimately dependent on the availability of experimental data. 

Two CZOAAQA a fa Äji^onxnatwvi one. fizqaXxoAt 
7.    Fundatmntal data to Auppotut d2.veJlopme.wt o{, tahbalznce. modeLLng 

2.    Ve.{tnitive. expefvbne.nti, to henve. a& AtandaAdU, {on, utabtlihlng 

the. cxe-dibiLity o{ computational tool& 

As discussed by Marvin (Ref. 3.187) and Johnston (Ref. 3.219), there 

is a basic lack of experimental data to provide the necessary detailed 

measurements of turbulence properties in compressible flows. The problem 

is less acute for two-dimensional than for three-dimensional mean flows, 

but the fluctuating component is always three dimensional.  Fundamental 

experiments are required in both two- and three-dimensional situations that 

emphasize simple geometries which are amenable to modeling by computational 

techniques. Detailed measurements of the significant parameters within the 

turbulent flow field are required as well as the mean surface shear stress. 

The availability of experimental data on more complex turbulent 

flows would allow assessment of the accuracy of turbulence models in realistic 

situations. Specifically, the effect of corner and tip vortices on the 

evolution of turbulence and three-dimensional, shock/boundary-layer inter- 

actions with and without separation should be given high priority. 

Development of turbulence models that are sufficient for these problems 

should prove adequate for the general design problem. 

The second class of required experiments relates to the problem of 

acceptance of computational tools by the design community.  Validation 

of the accuracy of computational methods cannot be demonstrated by comparison 

with the same experiments utilized to formulate turbulence models.  Indeed, 

it is desired that laminar benchmark experiments be available for the 

verification of computational methods independent of the empiricism 

associated with the turbulence modeling.  Suggested laminar experiments 

are flows over two- and three-dimensional obstacles with local separation 
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and reattachment and repetition of Häkkinen's shock/boundary-layer 

experiments for example.  In every instance, measurements of the flow- 

field properties as well as surface measurements are required to document 

the quality of the experimental setup and to provide realistic boundary 

conditions for the computations. 

End-to-end validation of computational methods can be provided by 

comparison with detailed experimental data on simple yet representative 

aircraft models at transonic conditions. Measurements should include 

pressure distributions over the model surface as well as integrated model 

loads. Again, far-field measurements are required. One of the working 

groups within the AGARD Fluid Dynamics Panel is addressing this problem, 

and their conclusions and recommendations will be of great interest. 

The development and acceptance, otf computational ilxxLd dynamics 

Kequixei, additional expeJiMntntal data coveAlng fundamental problem a/iea6 

buck oa> tukbulent and kepohiated {lorn.    Conildenably motte detailed meai>un.e- 

ment6 oh cniuclal example* an,e tiequlned Ion. the next advance, -in computational 

technique*. 

3.5.2 Optimal Utilization of Data 

Experimental results contain information on the complete physical flow 

process which can be extracted by computational analyses based on the 

governing equations (Ref. 3.22). Unknown details of the flow can i.ien 

be obtained, though they are not directly measured or even measurable 

(Ref. 3.131). The concept of measuring some variables and using them in 

equations to determine other variables is not new, but widespread implemen- 

tation of the procedure is not evident. 

For example, the measurements of mean velocity profiles in turbulent 

flows are sufficient to evaluate the Reynolds stresses from the time- 

averaged Navier-Stokes equations.  Considerable accuracy and point-to- 

point smoothness in measurements are required to allow meaningful numerical 

differentiation of the data to yield results without excessive error. 

Independent measurements of the Reynolds stresses would establish confidnece 

in the procedure and permit improved resolution of large-gradient flows. 

134 



As another example, in the case of trailing vortex experiments, the 

wind tunnel turbulence causes vortex meander and restricts measurements 

to mean values only. Computations based on these measurements can extract 

considerably more information on the vortex interaction and decay process 

(Ref. 3.171). Another possible, but currently impractical, application 

relates to the stability testing process in wind tunnels.  Static stability 

derivatives are conventionally obtained utilizing steady-state force and 

moment balances, whereas dynamic stability derivatives are measured with 

specialized free- or forced-oscillation rigs.  In reality, the wind tunnel 

turbulence and support vibrations are forcing model movement during the 

steady-state test so that, in principle, both the dynamic and the static 

stability derivatives could be determined simultaneously with conventional 

balances. The fundamental limitations to implementation of this process 

are the necessity for detailed, time-dependent tunnel calibrations, 

extensive balance calibrations, and the availability of great computational 

power. 

The concept of fitting or matching experimental data to the governing 

equations also allows the determination of possible errors in the experimental 

technique. The classic example is the illustration of three-dimensional 

contamination in supposedly two-dimensional boundary layers.  Improved 

data quality can result from a moz*e detailed analysis of the flow and of 

the interrelationships between measured quantities. 

Mo/te emphj&!>Aj> AhouM be. placed on the. u&z o& computation* to veAifiy 

tk<i wind tunneZ data qacuUty and to exMact all thz Algniß-icant -infiomotion 

Iftjom a given &nt ofa data. 

3.5.3 Computer/Wind Tunnel Integration 

In assessing the relative roles of computer and wind tunnel simu- 

lation facilities, it is important to recognize that their inherent 

limitations are complementary. The complementary aspects of numerical 

methods and wind tunnel testing are summarized in Table 3.1 (taken from 

Sloof, Ref. 3.251) which lists their main possibilities and limitations. 
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Wind Tunnel Testing 

1. Complete physics (full equations 

of motion) 

2. Wrong geometrical environment 

(walls, stings, etc.) 

3. Model changes time consuming and 

expensive 

4. Easy change of flow conditions 

5„ Flow about a given body only 

6, Limited accessibility 

Numerical Methods 

1. Parts of physics (approximate 

equations of motion) 

2. Correct geometrical 

environment possible 

3. Model geometry easily changed 

4. Change in flow conditions 

may require a different 

model 

5. Type of boundary conditions 

may be changed 

6. High accessibility 

Table 3.1 Complementary Aspects of Wind Tunnel Testing 
and Numerical Methods 

Other limitations of wind tunnels include the model size that can 

be handled and the flow quality that can be produced. The computer, 

on the other hand, is limited by its speed and storage capacity. 

One of the obvious ways in which computer/wind tunnel integration 

can be and is being implemented is in planning and interpreting wind 

tunnel tests. This phase of the integration was elaborated upon in 

Section 2.4. Another desirable way in which computerized techniques can 

be used potentially is in extrapolation of wind tunnel data to flight 

conditions.  Considerable improvement in the predictive abilities of 

the computational methods, particularly with respect to interactive 

phenomena and transition and turbulence modeling, will have to be achieved 

before such extrapolations can be carried out with confidence.  The 

extrapolation methods that are presently used are highly empirical.  It 

should be possible to put them on a firmer basis with the current state- 

of-the-art computational fluid mechanics. 
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There is another area in which the complementary aspects of wind 

tunnel testing and numerical methods need to be further exploited. A 

wind tunnel is, in a sense, an analog computer for solving the full, 

unsteady Navier-Stokes equations; however, it does not simulate the 

correct geometrical environment. The numerical methods in their present 

state, on the other hand, are able to solve only approximate equations. 

Nevertheless, it is relatively easy to numerically simulate a given set 

of boundary conditions. Computerized analytical techniques can therefore 

be used to simulate wind tunnel wall boundary conditions and to adjust 

wind tunnel wall conditions to simulate free-flight conditions. Some 

work in this area has already beendone, especially for transonic flow 

problems. The TSFOIL code (Ref. 3.203) for analyzing and designing two- 

dimensional transonic airfoils has the capability of providing boundary 

conditions for solid, perforated, or slotted walls. An attempt in this 

direction for three-dimensional transonic flow has recently been made by 

Schmidt, et al. (Ref. 3.242). 

A role of the wind tunnel that is likely to be increasingly emphasized 

is in the substantiation of computational schemes as well as in the veri- 

fication, sometimes the refinement, of the results of calculations. Before 

they can be used with confidence, the codes must be thoroughly validated. 

One way of doing this is by means of careful wind tunnel experiments. 

Validation is especially needed at high Reynolds numbers for a given 

numerical scheme to be used with confidence in simulation of or extra- 

polation to actual flight conditions. One of the major functions of the 

proposed National Transonic Facility is expected to be the validation of 

computational codes at high Reynolds numbers. 

The wind tunnel and computation methods can also work together to 

help provide an understanding of the physics of the phenomena. Often 

the designer is more interested in the physics of the phenomenon than in 

the quantitative results.  In the case of buffeting, for example, from the 

designer's point of view the important thing is not whether one can predict 

the buffet intensity that is going to occur, but whether one can get rid 
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of the buffeting» More work needs to be done in using wind tunnels and 

computational methods in a complementary fasjhion to isolate the relative 

effects of various factors that are likely to influence a given complicated 

physical phenomenon. 
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3.6 FUTURE PROSPECTS FOR COMPUTATIONAL FLUID DYNAMICS 

3.6.1 Computer Requirements 

There is an immediate general need for the availability of faster 

and larger computers to permit computational fluid dynamics to contribute 

more significantly to real design problems. There is also a specific 

need for much faster and larger computers for the solution of Navier- 

Stokes equations (and the like) to provide more information about 

interaction problems in fluid mechanics and thus to help the designers to 

make better estimates.  The latter requirements are much more demanding 

but offer a much more significant payoff. 

Currently available large computers with an average speed of about 

1 MFLOP (million floating point operations per second) are quite adequate 

for the solution of inviscid flows and boundary-layer flow fields in 

two space dimensions with reasonably complicated geometry.  The faster and 

larger machines among those presently available can even handle some 

simple three-dimensional flow problems; with one or two orders of 

magnitude increase in overall computing speed there should be improvements 

in this area. 

The computational solution of the Navier-Stokes equation for some 

of the typical viscous interaction problems has been successfully carried 

out with sufficient reliability to complement wind tunnel data (as was 

mentioned in Section 3.1.2 and described in subsequent sections). Most 

of the currently available computers are marginally adequate for treating 

simple problems of this type in two space dimensions, but there is 

promise that significant improvements in the accuracy of the results 

obtained thus far can be improved. 

The integration of the Navier-Stokes equations in two space dimensions 

generally requires a total of about 10^ floating point operations per 

mesh point for four variables.  Currently available machines can accommo- 

date about 10-^ to 104 mesh points; thus, for such a computational field, a 

single sweep (assuming 1 MFLOP capability) will require from 1 to 10 seconds, 

The solution of a problem should typically be achieved in 10^ (or less) 
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iterations (or time steps) so that on the order of an hour of CPU time 

would be required. However, treatment of viscous interaction problems 

in three space dimensions appears beyond the reach of present computers; 

much larger and faster machines will be needed.  In three space dimensions, 

105 to 106 mesh points will be needed in the field of computation for 

adequate resolution; assuming no further complications arise in this 

treatment of increased space dimension, a machine capable of about 102 

MFLOP will be required if the solution is to be obtained in a matter of 

hours.  Furthermore, when complicated turbulence models are involved in the 

calculation, additional dependent variables and equations will be involved so 

that a capacity of 103 MFLOP would be demanded of the "future computer." 

The past record of computer development has been so impressive that 

one has come to expect an order of magnitude speed improvement every 5 

to 10 years; such circumstances have tended to foster excessive optimism 

on the part of the users in relying on computer speed and capacity improve- 

ment for the solution of problems which cause difficulty on the machines 

available at a given time. However, it is clear that continued such 

improvements in hardware are not to be expected in the future; thus 

Improvements in the computational methods are essential.  For the present, 

computer scientists must rely on the use of parallelism (concurrent 

operations and multiplicity of hardware) to increase the "effective" speed 

of computation since there will be limited increases in "physical" speed. 
IP 

The management of parallel operations demands such highly sophisticated 

software that only "single instruction-multiple processor" (SIMP) machines 

will be constructed for the present and near future.  Such SIMP machines 

require either that all the parallel processors do the same operation 

under the same instruction (Illiac IV) or that the same operation be 

repeated over a long sequence of operands in a pipeline fashion (Star). 

The speed advantage of the SIMP machine can be realized only with "vector 

mode" operations.  When a program does not call for concurrent or 

repeated operations, the SIMP machines will operate in scalar mode and 

thus incur speed reduction due to idle processors or pipe-filling time; 

therefore, the overall speed achieved in the solution of a given problem 
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will depend heavily on the relative number of scalar operations or 

operations that can be only minimally vectorized. 

In this respect the solution of large fluid mechanics problems with 

SIMP machines creates many difficulties. The 5 to 10 million words, 

representing the dependent variables at the approximately 10° mesh points 

in the field of computation, should be updated during every sweep in the 

order of a second; this time includes the time required to search and 

identify the addressed words in the memory, fetch them, transmit them to 

the control processor(s) for updating, and, finally, store the new values 

at appropriate memory locations. This can be done if all these words are 

stored in the fast, random access memory, directly accessible to the CPU. 

Such fast memory is expensive; thus, the size of the largest such memory 

currently being offered is only 10" words (CRAY I). A majority of the 

data are stored at somewhat remote and inaccessible mass storage locations 

in some slower access units; to keep the parallel processors busy at full 

speed data must be transferred in the appropriate order to the fast-access 

memory locations. This task of data management significantly complicates 

the software and calls for parallel paths of sufficient widths and fast 

input-output devices and memory units. A slight lag in the rate of data 

supply to the CPU will quickly result in the exhaustion of the needed 

data in the fast-access memory and the halt of the machine (the "Page 

Fault"). When the fast, direct-access memory is too "small" page faults 

can occur so frequently that the machine is doing little besides trans- 

ferring data back and forth among various memory locations. A simple 

solution to this problem consists of providing large enough fast-access 

memories, expensive as they may be; fast memory capabilities are expected 

to increase rapidly in future computers. 

A more functional difficulty of using SIMP machines for solving 

problems in computational fluid dynamics is the relative content of 

scalar and vectorizable operations.  Computational fluid dynamics problems 

are generally initial boundary-value problems with boundary point values 

to be updated along with the interior point values. The operations at 

all the interior points are readily amenable to vectorization (for 
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certain stencils, the vectorization is obvious, but for other stencils, 

much skill may be needed). The operations at boundary points are not 

vectorizable; they can vary considerably and frequently do vary along the 

various parts of the computational boundary. Thus, all those operations 

must be conducted in scalar mode (or rather short vector mode). The 

sequential operation of updating alternately the interior and the boundary 

points is natural and causes no problem in most of the currently 

available sequential machines.  If such sequential programs are used on 

computers with parallel processors of the various kinds (Illiac, Star, 

Cray, ASC, etc.) more time will be required because the parallel machines 

will run in scalar mode exclusively and will have to pay the penalty of 

the overhead of carrying the complicated software for parallel operations. 

It is therefore necessary to convert the existing sequential programs 

in order to take advantage of vector processing capabilities. The computer 

manufacturers have learned much from the experiences of Illiac IV and 

Star and are trying to provide some software capability of vectorizing 

current Fortran programs for use in their parallel processors. However, 

they have so far failed to deal with the fundamental nature of the logic 

of the existing programs which involve alternating operations—one 

highly vectorizable, the other not.  The penalty to be paid for a small 

fraction of scalar operations is extremely high; orders of magnitude 

increase of the parallel speed may not even double the overall speed if 

roughly equal times are spent on vector and scalar operations. It <ü> 

ÄjnpoJitant that tho. iixtu/tn computesu> to  be. deAlgn&d ion. computational llvUA 

dynamic* tnhanco, tho. total o^Hiatlvd &p2.nd nathoA than only tho. ipted 

undoA panxUULoZ op&uatloni,.     This is especially important to agencies and 

institutions which wish to continue the use of their vast library of 

sequential programs. 

3.6.2 Fast Algorithms 

A helpful solution to the computer manufacturer's difficulty just 

referred to is for the computational aerodynamicists to rewrite their 

programs to maximize the vector content of the operations, or even better, 
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to devise new ways (algorithmic logic) of solving their problems with an 

absolute minimum of scalar operations.  Besides the question of the 

economics of converting the existing library of CFD programs, the compu- 

tational fluid dynamicists are poorly equipped to do the task, even if 

they are willing. 

Software to control a sophisticated computer and to derive the 

maximum speed from the parallel machine is extremely complex and depends 

largely on the specific architecture and various component capabilities 

of the computer. The computer manufacturers now consider the development 

cost of software to support a machine to be as great or greater than that 

of the hardware itself. Most computational fluid dynamicists cannot even 

begin to think about programming at the machine level.  Computational 

fluid dynamicists have demonstrated their ability to write Fortran 

programs which in most instances can be improved by a factor of two or 

more by a professional programmer. Even the scientists and programmers 

at the Los Alamos Scientific Laboratory, with their personnel resources 

and high level of expertise, need many years of practice to utilize their 

many large computers efficiently.  Those able to write efficient compu- 

tational fluid dynamics programs for the new parallel machines will be 

few indeed. Moreover, computational fluid dynamicists have their own 

problems and should not be required to become proficient in a new program- 

ming language.  It is therefore highly desirable for the manufacturer of 

a parallel machine to supply the users with a conversion code from Fortran, 

or at least a minimum extension for vectorizing. 

The conversion routine to take advantage of whatever parallelism exists 

in a basically serial code is clearly a complex proposition. Research 

in the direction of developing new ways (not just algorithms or stencils) 

for solving the partial differential equation system can be highly rewarding 

if the new ways are particularly adaptable to vectorized computation. 

Different types of algorithms may be favored by different parallel machine 

architectures.  Thus, implicit finite difference algorithms and Galerkin- 

type finite-element or spectral algorithms are favored by parallel 

processors such as Illiac IV.  Explicit finite-difference algorithms are 
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favored by the pipeline processors like Star. The Texas Instrument ASC 

machine with two or four pipes may favor some other types of special 

algorithms. More research effort in this area is required and should 

include problems associated with the boundary conditions, which are of a 

"scalar" nature. 

A distinctive approach to the solution of three-dimensional flow 

problems is the method of splitting operators. A 3-D operator such as 

the Navier-Stokes is replaced (or approximated in some weak sense) by 

a succession of one-dimensional operators. This method is useful for 

time-dependent problems with suitable boundary conditions which are 

computed at sufficiently small time steps. The application of this method 

to steady-state flow problems requires modifications that leave much to 

be desired. With better understanding and methods of implementation, 

the splitting method may greatly reduce the need of ever larger computers 

and should be supported by research funding. 

3.6.3 Fundamental Studies and A Posteriori Error Bounds 

For the class of viscous Interaction problems that requires the 

solution of the Navier-Stokes equations at large Reynolds number, the 

field of computation generally contains regions with mixed hyperbolic 

and elliptic (or parabolic) behavior. The imposition of boundary conditions 

to formulate the discretized problem properly is uncertain especially since 

some of the regions in question are always extraneous (i.e., superfluous 

from the view of the partial differential equations). The simpler 

discretization algorithms often do not permit the computations to remain 

stable in both the hyperbolic and the parabolic regions.  Stability of 

computation is often achieved by (1) introducing artificial viscous terms 

in the differential equations, (2) incorporating smoothing routines or 

setting upper bounds of variations or various other computational artifices, 

and (3) altering the boundary conditions. 

When periodic boundary conditions are imposed, both the stability and 

convergence for some discretized form of the Navier-Stokes equations based 

on some simple algorithms can be mathematically proven.  If the lift 
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and drag forces acting on a body embedded in the flow field with periodic 

boundary conditions are found to be distinctly nonzero, then the discretization 

formulation is not self-consistent. This inconsistency is of fundamental 

importance and is due to the accumulation of local discretization errors 

generally neglected by order of magnitude arguments. Although there is 

no sure way to avoid all discretization errorsj it is possible to avoid 

the accumulation of those physical qualities which must be conserved in 

the physical space (i.e., mass, momentum, and energy).  There may be errors 

in the fluxes of these quantities across a given physical boundary, but when 

the two neighboring volumes are added together, those errors must cancel 

identically so that the conservation laws applied to the combined volume 

will receive no contributions from the interior (even in the forms of 

doublets, quadrupoles, or vortices). From the potential theory of thin 

airfoils and circular cylinders, such doublets and vortices distributed 

over a line or surface can be used to represent physical bodies like 

Venetian blinds or grids. The residual "higher order" errors in the fluxes 

of these conserved quantities cannot be tolerated within the field of 

computation just as those blinds and grids cannot be tolerated in wind 

tunnel test sections. There are many different ways to achieve such 

"conservation difference" algorithms, but they are not always achieved 

by writing the differential equations in the so-called conservation or 
3     3 

divergence form, •»— U + -r— F(U,X) = ), even if "U" represents the mass, 

momentum, suu energy.   iu6 conservation 01 cue uiscrsuiz6u equai—tons 

must be checked in physical space coordinates. 

Such conservation laws in arbitrary discretized volumes, not the 

differential equations, are the laws established by experiments as the 

foundation of physics. The uncertainties on the boundary of the 

physical experiments correspond to the uncertainties of specifying the 

boundary conditions in our computation.  The discretization errors on 

the boundary, just like measurement errors in physical experiments, are 

not avoidable, even if the discretization errors do not accumulate in 

the strict conservation form.  It is necessary to study the effects of 

these uncertain boundary conditions on the computed solution—just as 
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wind tunnel data should be studied to isolate the various effects of 

the tunnel operating conditions. Physical phenomena are insensitive to 

measurement errors on the boundary; thus our computed results and wind 

tunnel results should be likewise insensitive to small variations of 

boundary conditions. Mathematically, this is what is meant by the term 

"well posed." When it is not known how to render a well-posed problem 

mathematically, it is clearly desirable to assure the insensitivity of 

the solution relative to perturbations of various boundary data, including 

the various spurious factors that may have been introduced into the difference 

formulation, deliberately or unknowingly. When the solution is sensitive 

to the adjustment of such boundary parameters, the solution should be 

very carefully studied and most probably should be rejected.  It is not 

satisfactory to adjust the computational details to reproduce a desired 

result.  Indeed, the variability of the results on any such computational 

details should be considered as part of the inherent error of the computed 

results. Credibility of a computed result will come only when reasonable 

bounds can be set on all the errors. 

The errors in a computational solution of a consistent set of 

discretized equations (e.g., free from artificial viscosity) for a given 

physical problem consist primarily of three major sources: 

1. Round-off error, (Er), is an accumulation of the error caused 

by finite precision arithmetic with local round-off error (er) and may be 

estimated according to random accumulation (i.e., Er = erN%, where N is 

the total number of floating point operations of the computation). For 

a given computer and a limited value of Er (say less than 1 percent) the 

total number of operations (or machine CPU time) may thus be limited by 

this error bound. 

2. Discretization error (Ed) is an accumulated error in the interior 

of the field of computation due to the local discretization error (ed) 

according to the numerical formulation of the physical problem. 

3. Boundary error (Eb) is an accumulated error in the interior of 

the field of computation due to the uncertainties of the well posed 

boundary formulation of the computation that departs from the physical 

boundary formulation. 

146 



A rigorous estimate of error Ed may be obtained with the energy 

method, but the bounds are generally too broad to be of practical 

significance.  Stability of a computation essentially means the boundedness 

of the error at all Ax, At -»• 0, and as such will vanish as both Ax and At -»- 0. 

The practical question is how small the Ax and At should be in order that 

the error may be reasonably small (i.e., within the engineering require- 

ments). An analysis (Ref. 3.42) of a class of discretized forms of Burger's 

equation as a one-dimensional model of the Navier-Stokes equation based on 

second-order conservative difference algorithms leads to an upper bound 

estimate of this error Ed £ 0.03 (Re)2 where Re is the mesh Reynolds 

number based on the velocity change per mesh, the mesh size, Ax, and 

the total viscosity (physical and numerical). Later computational studies 

of physical flow fields with Navier-Stokes equations have shown that this 

estimate is a very good upper bound for Re < 2 but that it rapidly 

became a tremendous overestimate of the error as Re > 4. This is so for 

a strictly conserved discretized formulation.  Otherwise, limited 

experience with the Navier-Stokes equation shows that the above estimate 

becomes an overestimate only when Re is appreciably larger than 10, 

In the practical applications of such an estimate, it is important to 

compute at such a low mesh Reynolds number, which can be marginally met 

for two-dimensional flow problems with currently available computers. 

Much is needed to analyze the accumulated discretization error to provide 

some meaningful but simple upper bounds of this Ed at least for Re as 

large as 10 to 20. This is the case because, with three-dimensional 

problems in view, even orders of magnitude improvement of the computer 

power cannot possibly yield anything much better than Re ^ 10 to 20. 

Analysis for the understanding of discretized approximation at "coarse" 

mesh is of primary importance in substantial improvement of the predictive 

reliability of computational fluid dynamics. 

Better understanding of the errors caused by boundary conditions 

through analysis of the discretized formulation may be much harder to 

estimate. Fortunately, a reasonable experimental technique can help us 

in estimating the errors. One can assess the extent of the errors at 

the boundaries by performing sensitivity studies and summing the influence 

from the individual errors. 
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If any of the individual errors is too large fractionally, compared 

with the data perturbation, the discretization formulation is poorly 

posed and should be rejected.  Thus Eb is essentially a measure of the 

well-posedness of the discretization formulation. The typical perturbation 

of the data should include at least: 

1. Mesh refinement 

2. Field enlargement and/or alteration 

3. Different initial data 

4. Different implementation of sensitive boundary conditions 

5. Impulsive-type disturbances of unit magnitude at key locations 
on the boundary and throughout the interior to estimate the 
influence functions of different types of boundary errors 

The a posteriori study described above has been carried out for at 

least two widely different cases of rather complex fluid mechanics 

problems.  The computed results have been compared with experimental data 

and other computational results.  It was fully demonstrated that compu- 

tational solutions of the full Navier-Stokes equations to have prediction 

value equal to experimental data.  It was also demonstrated how wrong the 

computed solutions can be if one does not carefully complete the a 

posteriori study.  It is true that the a posteriori study is in part 

heuristic and much dependent on perturbation arguments.  Its technique 

and foundation need to be improved and more soundly established.  Much 

analysis needs to be encouraged in this direction. The error bounds of 

computational solutions established from the a posteriori study, even in 

its present form, may be accepted as valid support of the credibility of 

the computational results.  The current situation is that, for computations 

with sufficiently refined mesh sizes of Re ^ 10, the dominant contribution 

to the overall error E is the boundary error Eb, even for well-posed 

formulations. 

The heuristic nature and the inadequate analytic foundation of the 

present error estimate can be remedied by more case studies of benchmark 

problems by careful comparison of computed results with carefully executed 

experimental data, both with reasonable error bounds. 
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Computers, computational aerodynamics, and wind tunnel testing can 

be integrated in direct ways. The computer controlled wind tunnel can 

serve as a large analog computer to provide and to help identify the 

correct boundary conditions in the computational solution of the same 

problem.  If the wind tunnel data should be different from the computed 

results by more than can be explained by the discretization error, Ed, 

of the computation and the measurement errors of the test, the flow 

quality of the wind tunnel must be improved. When this is done, 

conditions of the flow field will be altered along with the test data. 

The computation of the flow field can be performed (on line, if possible) 

in an iterative fashion with adjustments of the tunnel flow to improve 

the overall simulation. The wind tunnel as an analog device helps to 

eliminate the largest uncertainties in the computational solution, i.e., 

the formulation of the flow conditions on the computation boundary. 

Both tools are able in a highly complementary way to establish the 

credibility of test and computed results. From such results, extra- 

polation to flight conditions can be much more confidently accomplished. 

The potential benefit in terms of time and cost in the flight test stage 

of the development of a large aeronautical system is much larger than 

the effort to be spent in increasing our confidence of extrapolation. 

The cost of even the largest computer needed is much less than the wind 

tunnels under consideration.  Investigation into the feasibility of 

such an integrated wind tunnel/computer facility seems to warrant serious 

consideration. 

In view of the above discussion, the following suggestions are 

offered: 

I.    In tho, computational solution o£ iluld dynamic* problem: 

7.    The. dUicAntiznd fionmuZation should 6cutiA&y tho, IntnQtuvtod 

coniQAvoution lam ion. ojibi&uviy combination* ofi dldcn.ztlzzd 

volumu throughout the. ileZd oi computation to tho. dte-üi&d 

ondoA oi accu/uicy [not meA&ly tho, local, t/iuncation QXKOIXA) . 
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2. An enxon. analy&is *hould accompany each computational *olution 

with the *cn*itivity and -influence oi the anbitAOAy panameteA* 
inherent In the dUcAetized ionmulation documented, both in 

the intenion. and on the boundany.    An absolute eAAon, bound oi 

key n.e*ulti> *hould be made, with breakdown oi the, *ounce* oi 
etvton* ii at ait po**ible, and at lea&t the mo*t important 

one* identified. 
3. Analy*i6 oi the, di*cn.etized ionmulation* and thein *olution* 

oi meaningful model* oi HavieArStoke* equation* should be 

encounaged to e*tabli*h simple and nahAow uppen. bound* oi the 

vaniou* eAAon. *oun.ceA.    The mo*t impontant one i* the, 
accumulated di&cAetization ennon ion. coan*e, me*h computation* 

when the me*h Reynold* numbeh. ii> lange,. 
4. Analy*i* oi the di*cfietized ionmulation* oi the HavieA-Stoke* 

equation* with and without tuAbulent modeling tnan*pont 

equation* unden. nontAivial boundary condition* *hould be 

encoufvaged, especially in connection with the technique* o& 
Aendening a poonly po*ed p/toblem "weil po*ed" ion, computational 

puApo*e*. 

5. Development oi algonithm* and logic ion. the *olution oi initial 

boundany value pAoblem* oi NavieA-Stoke* equation* panticulanly 

*uited to take advantage, oi parallel computeA* Ahould be. 

encounaged. 

II.    On the Integnation oi Computational fluid Vyanmic* with Wind Tunnel 
Testing: 

1. Canciully executed computational n.e*ult* with eAAon bound* 

*hould be checked with *imilanly Aeliable wind tunnel data, 

pn.eiefuxbly including *ome impontant local ilow vaniable* nathex 

than only global pnopeAtie* ion. a *elected *et oi benchmark 
pnoblem*. 

2. Quality and neHabiLLty oi the wind tunnel te*t data *hould be 

impnoved, po**ibly with the help oi computen. contnol, in 

Ae*eanch wind tunnel* panticulanly *uitable ion. cannying out 

the *peciiic benchmark te*t*. 
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3.    The hexulblllty oh an onZA.no. Intzg/tated Mind tunnel-computer 
haclllty should be studied at> an analog-digital, device, that can 

very Algnl^lcantty IncAeaAo. the, KoJUablllty oh the. o.xüiapo lotion 

p/wceAA In the de.vaZopmo.nt oh tango, aeronautical i>yx>temt>. 

111.    On the. SupeA ComputoAM 

1.   SupeA compute/to h0*1 solving complex hluld dynamics problem 
should poMeAA balanced &peedi, ion. hcalaA and vectoh. pKoceAAlng 

fuxtken. than having ondeAA ok magnltudz dlHoA-ence. In the. two 

modeA o^ operation. 
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APPENDIX I MATHEMATICAL PROBLEM AREAS 

The most immediate matter of practical concern encountered when an 

attempt to computationally generate an approximate solution for a given 

fluid flow problem is initiated is that of achieving stability of the 

numerical calculation. The work of von Neumann (Ref. 3.207) and others 

provides the required insights in certain special cases, but, for the 

most part, these results are not directly applicable to problems of 

significant difficulty since they are usually derived for linear systems 

of equations. Unfortunately, the nonlinear terms of the Navier-Stokes 

equations are often not negligible in the problems of fluid dynamics, 

and (far worse, as a practical problem) the computational problems are 

often ill-posed, with the result that unstable calculations will often 

result during the initial attempts to generate a computer solution for 

a given problem (well-posedness of the differential problem need not 

result in a well-posed difference problem); the numerical algorithm 

being employed in such a case must then be altered in some fashion or 

another in order to render the calculation stable.  In the attempt to 

do this there are two possibilities: 

a) Alter the method of discretizing the differential equations 

b) Alter the Implementation of the boundary conditions. 

The usual approach to the resolution of the computational instability 

lies in performing slight alterations of the boundary condition implemen- 

tation.  Due to the fact that these calculations tend to be highly 

sensitive to the boundary conditions (Ref. 3.198) it is usually possible 

to obtain a stable computation by (rather small) alterations of the 

boundary treatment.  It is possible, however, that the resulting "perturbed" 

calculation will not be consistent with the problem originally posed. 

The details of these matters are very incompletely understood; a much 

deeper understanding of the mechanisms involved is essential for progress 

in this context to accelerate, and it is recommended that such work be 

encouraged, 

There seems to have been a rather general neglect of ill-posed 

problems among mathematicians in the past; it may be that this was due 
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to a general feeling that these problems were inherently completely 

intractable. However, increased consideration has more recently been 

given to the details of ill-posedness perhaps because of the general 

growth of computational fluid dynamic knowledge and success and the 

subsequent realization that the ill-posedness of these problems is 

probably not due to a lack of understanding of the basic physics of the 

processes involved but, instead, is a consequence of the physical 

phenomena per se. At the practical level, the most crucial matter is 

to more fully understand the consequences of ill-posedness (or conditional 

ill-posedness, etc.) in actual computations—that is, in the solution of 

the discretization of the differential problem. Most of the work done 

in the study of ill-posed problems to date seems to have been devoted to 

the differential problems; the consideration of the numerical analysis 

aspects is, understandably, a more recent concern.  Some results 

concerning the latter problems have begun appearing; however, it is 

recommended that the continuation and extension of such investigations 

be supported.  In particular, one would hope that such work might 

eventually make it possible to more fully distinguish between numerical 

instability of a fluid dynamics calculation and physical instability 

of the flow itself. 

Energy methods are potentially extremely powerful in that they 

consider the stability of the entire computational problem (i.e.. the 

interior and the boundary considerations are simultaneously addressed). 

This is especially important since, as mentioned before, the boundary 

conditions often have an overriding effect on the stability of the 

algorithm. Unfortunately, energy methods involve very complicated 

implementation, even for extremely simple problems; for problems of any 

complexity it is often impossible to successfully determine the problems 

stability via this approach (Ref. 3.223). Furthermore, the energy methods 

yield criteria sufficient merely for stability; these criteria are likely 

to be very conservative (and far from necessary). The information 

obtained from energy methods also yields very little understanding of 

how much liberty may be taken with the boundary conditions (Ref. 3.45). 
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For the present, the extrapolation of the linear stability theory to 

nonlinear problems via the analysis of the local linearizations remains the 

most practical general approach to determining stability criteria. The 

fundamental difficulty here is that such an analysis, apart from being 

nonrigorous, does not account for the boundary condition treatment at all, 

and, of course, these considerations are often the more critical ones 

(Ref. 3.45). Much remains to be learned concerning the prediction of the 

effect of the boundary condition specification on stability; practical 

guidelines (not necessarily rigorous ones) are badly needed to complement 

the existing analysis which is presently possible using the local linearization 

approach at points in the interior of the domain.  It is recommended that 

such research be encouraged and supported. 

Convergence  The Lax Equivalence Theorem gives an elegant and rather 

practical criterion for convergence of a finite-difference discretization 

of a partial differential equation system, but it is applicable only to 

linear systems.  For the (usually) nonlinear problems of advanced fluid 

dynamics there is a lack of any generally effective criterion for the 

convergence of numerical methods; of course, one can always apply the 

criterion derived for linear problems in hopes that such an extrapolation 

may be somewhat valid, but this is not a completely satisfactory solution. 

Furthermore, a convergent process can well be so slowly convergent as to 

be of nothing more than purely theoretical interest; thus information 

concerning the rate of convergence of a numerical procedure for a fluid 

flow problem is also crucial (but usually not available with the present 

state of the art). 

Energy methods do allow a rigorous analysis of convergence (a 

successful stability calculation with an energy method yields easy 

corollaries concerning convergence, uniqueness, etc. (Ref. 3.45)), but, 

as mentioned above, the details of energy method calculations are so 

difficult that complicated problems can rarely be analyzed by these techniques. 

Parabolic Equations  Since there does not appear to be any generally 

effective method for convergence analysis, it is necessary to concentrate 

on developing methods for limited classes of problems; such work should 
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be encouraged. The situation described in Section 3.2 for diffusion 

equations with constant diffusivity is less optimistic when convective 

terms become involved; the presence of this first-order term may change 

in some obscure manner the considerations which were appropriate for the 

constant diffusivity case.  Furthermore, the methods used for a single 

(scalar) parabolic equation do not generalize to allow treatment of 

systems of simultaneous parabolic equations, and, in such problems, there 

are often difficulties in preventing the accumulation of errors due to 

truncation and boundary data inaccuracy (Ref. 3.45). 

Hyperbolic Problems  Where solutions are involved which are discon- 

tinuous because of the presence of shock waves, there is often difficulty 

either with the practical aspects of the methods for dealing with the 

shock or with the quality of the solution obtained, especially for non- 

uniform flow fields or complex shock shapes.  Shock fitting, even for a 

known shock propagating into a uniform flow field, becomes very difficult 

to manage in multidimensional flow problems (Ref. 3.223). As mentioned 

previously, the artificial viscosity methods are more adaptable to the 

higher dimensional situations, but in order to suppress the occurrence 

of unreasonable oscillations in the solutions obtained, it is usually 

necessary to use values of artificial viscosity which are huge in 

comparison.to realistic values for the viscosity of the fluid itself 

(Ref. 3.45). This may cause a rather large spread in the width of the 

computed shock transition region and greatly affect the details of the 

computed flow field.  The result of the calculation of a shock's propagation 

in a one-dimensional problem by the Lax-Wendroff method is apt to display 

considerable oscillation at the shock location (Ref. 3.223); multidimensional 

solutions of such problems using this method are often difficult to achieve 

because of uncertainty of the stability aspects of the calculation. 

Artificial viscosity terms are frequently added to the equations in an 

attempt to prevent the occurence of nonlinear instability phenomena; the 

basic causes at work in such situations are very incompletely understood. 

The most fundamental problem concerning the solution of hyperbolic 

equations, however, is the lack of any generally effective method for 
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predicting the location and shape of shocks which develop during the flow 

(and thus are not known shocks, as were those discussed above) (Ref. 3.45). 

Several approaches to the prediction of shocks are presently in use, but 

these typically involve heavy interaction between the calculation as 

it proceeds and a very practiced human observer whose experience and 

judgement in "tweaking" certain aspects of the computer program are all- 

important; the overall flavor of the predictions of shocks that result 

is that of art, rather than science. Much remains to be done before 

shocked flows can be routinely predicted with confidence and detailed 

accuracy. TheAe. oAz QXth.m<i)Ly important problem, and tt iz, eA&e.ntlal 

that boAlc H.u<mn.c,k [In addition to computational oxponÄMuntA) tn thU 
aim be Auppoit&d. 
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4.0 COMPUTER SYSTEMS AND AERODYNAMICS 

4.1 Computer Systems Panel Perspective 

The computer systems panel has viewed itself as a service organization, 

addressing the needs of both the experimentalist and the computational 

fluid dynamicist.  Through the years, the computer needs of these 

specialists have been evolving even as the ability of the computers to 

assist them was changing.  There seem to be three natural time divisions 

in computer development:  the pre-computer era, before 1950, the early 

computer era, 1950-1965, and the modern era, 1965 to the present.  Figure 

4.1 shows the advances made in computational speed over the years. 

4.1.1 Historical Overview 

In the era before the advent of the electronic digital computer (that 

is, before the early 1950's), the two branches of aerodynamics were 

virtually independent. Beginning with the Wright brothers, the wind 

tunnel was used to help in aircraft design.  From that time, both wind 

tunnels and airplanes grew in size and complexity, given a healthy push 

by World War II. 

Computational fluid dynamics, on the other hand, was much more of 

a theoretical discipline, having little impact on the production of air- 

craft.  Almost immediately, it was discovered that numerical methods 

were needed to solve the problems in this field, and larger and larger 

amounts of arithmetic were needed to approximate a solution.  Even with 

the boundary-layer assumption, the problems were long and tedious. 

During the period of the 1950's to the middle 1960's, the early 

computer era, many significant advances in aerodynamics and related areas 

were made.  In the computer field itself, technology was exploding.  The 

vacuum tube gave way to the transistor and solid state circuitry.  This 

meant great reductions in size and power requirements, allowing the develop- 

ment of faster computers with larger memories. 

Integrated circuits were on the horizon and promising even faster 

speeds and even larger memories. The development of Fortran and other 

high-level languages made the computer usable to the scientific community. 
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Now one did not have to study the computer for years to be able to use it. 

The computer become ubiquitous as academies and industry embraced this tool. 

The question changed from, "Is a computer available?" to "What computer 

is available?" 

The computational aerodynamiclst quickly began to use this powerful 

tool. A new era seemed to be arriving as he could now solve his problems 

in days or hours instead of weeks or months, and he could now be a part 

of the design process.  However, this science and this tool were both new, 

and the inevitable setbacks began. As is frequently the case, in the rush 

to solve problems a number of critical assumptions were made, not all of 

which were justified. Moreover, as aircraft speed regimes widen, some 

previously justifiable assumptions were no longer valid. 

As a result of computational difficulties, wind tunnels remained 

almost totally dominant in the field.  Their use and growth continued. 

As aircraft manufacturers needed better data they pushed the wind tunnels 

for more accuracy and more data.  As the amount of design data from the 

wind tunnels increased, it was only natural that the computer should be 

used to collect and store it. 

Since the middle 1960's computers have continued to improve.  Discrete 

logic has given way to integrated circuits; however, there is some belief 

that standard computer technology is pushing against some inherent 

limitations, such as the speed of light. Most of the recent progress, 

however, has come not from technological advances, but from architectural 

innovations.  If a job can be divided equally between five different 

machines, then that configuration should do the job five times faster 

than one machine.  For example, if at one point five multiplications are 

required, one could give each machine one of the multiplications.  This 

method could be used with ten machines to get ten timesthe speed; unfortu- 

nately, it is rarely that simple.  This process of paralleling or vectorizing 

problems is nontrivial.  How does the machine know when five different 

multiplications can be done at once? Moreover, there are times when the 

operations must be done serially (that is, one at a time). 
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Two other problems present themselves. First, a high-level language 

is needed which can be used efficiently with these machines and also by 

the FORTRAN user. Much remains to be done in this area.  Second is the 

problem of component failure. As complex as these machines are, a way 

must be found to reduce the impact of inevitable part failures. 

In this period, computational fluid dynamics has made steady progress. 

Codes have been developed for inviscid flow both in two-dimensions and 

to a large extent in three-dimensions which seem to be quite functional. 

The codes are finding their way into the design process and are fairly 

well accepted. Other than the boundary layer, viscous flow remains a 

serious problem. Many experts believe that separated and turbulent flow 

problems cannot be handled on present-day computers, and some now call 

for a machine to handle the time-averaged Navier-Stokes equations. 

Wind tunnels decreased in number during this period as their cost 

of operation mounted rapidly.  In those tunnels remaining, however, computers 

are being used to increase productivity. They are used both for data 

gathering and management systems and for control purposes.  Some comparison 

of the data produced with the data expected is being done and used to 

make test decisions. By and large, however, the use of computers with 

wind tunnels is just beginning. 

The Computer Systems Panel feels that computers, wind tunnels, and 

computational aerodynamics relate as shown in the diagram.  The hope is 

to use the computer to make the interface indicated by the dotted line 

a more substantial link. 

ABROKYKAMICS 

COMPUTATIONAL 

AERODYNAMICS 

EXPERIMENTAL 

AERODYNAMICS 

COMPUTERS 
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4.1.2 Investigation of the Problems 

This panel started with several broad objectives. The first was 

to determine the current status of both the experimental and the compu- 

tational aerodynamic methods, as well as the status of computer systems. 

The panel would then identify areas for computer-aided improvements and 

recommend directions for research and development. 

The methods used to pursue these objectives were varied.  Specialists 

in the appropriate fields were brought in to give lectures to the entire 

study group.  These included experimentalists, computational aerodynamicists, 

numerical analysts, and computer scientists.  Their backgrounds and 

affiliations varied; i.e., Arnold Engineering Development Center, other 

government installations, academia, and private industry.  The computer 

systems area included representatives of major computer companies, including 

IBM, CDC, CRAY, and others, as well as computer specialists from the 

University of Illinois at Urbana, the Institute for Advanced Computation 

at NASA/Ames, and others.  The proposal for a computational aerodynamics 

computer at NASA/Ames was presented by representatives of that facility 

as well as by the contractors for the preliminary stage. All speakers 

met with individual panels for more detailed talks and question and 

answer sessions. 

The panel made use of its proximity to the test facilities at 

Arnold Center, making several trips there for observation. 

During all of these activities, a literature search was under way 

by the panel. This included computerized key work searches conducted 

through the facilities of both NASA and Georgia Tech, as well as a more 

traditional search of periodicals and books.  This search was expanded 

to include use of the facilities at the Redstone Scientific Information 

Center in Huntsville, Alabama. 

Similar activities were undertaken by both other panels, each con- 

centrating on their respective areas, and intra-panel discussion proved 

very helpful. All this information was shared by the four computer panel 

members, and a constant interchange of ideas among the panel sharpened 

these concepts.  The panel began the study with diverse backgrounds, 

but there developed a large common area for discussion, ideas, and 

conclusions. 
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4.2 COMPUTERS AND EXPERIMENTAL AERODYNAMICS 

4.2.1 Collection, Reductions and Display of Wind Tunnel Data 

It is not unrealistic to view the wind tunnel as a generator of 

aerodynamic data. This viewpoint serves to accentuate the data system 

concepts associated with the acquisition and processing of wind tunnel 

data.  The paragraphs which follow will discuss the role of computers 

and associated data handling systems within the wind tunnel environment. 

Areas will be discussed where improvements can be made and the conclusions 

and recommendations of the Computer System Panel will be noted. 

4.2.1.1 Wind Tunnel Data Systems 

An operating wind tunnel is capable of generating large quantities 

of raw data in a very short period of time. Figure 4.2 illustrates the 

various sources of data and the types of data associated with a wind 

tunnel facility and also indicates data management functions which must 

be accomplished during tunnel operation. The data types and computer 

functions indicated by the figure will vary depending upon the particular 

wind tunnel being examined. A highly instrumented tunnel will include 

all of the features listed; ands as a rule, when more sophistication is 

built into a facility, the data rates associated with their operation 

become greater.  For example, data systems required to support adaptive 

wall features or laser velocimeter systems must be quite powerful. 

An inefficient data acquisition/processing system generally requires 

longer-than-necessary tunnel testing. Recent cost trends of computer 

systems capable of supporting wind tunnel data systems (a cost which is 

steadily decreasing), and electric energy required for tunnel operation 

(a cost which is dramatically increasing), have combined to generate a 

strong economic inducement to increase wind tunnel efficiency through the 

incorporation of advanced data acquisition/processing systems into wind 

tunnels (Ref. 4.70). 

The use of computer-based systems in the wind tunnel environment 

has produced beneficial effects above and beyond the reduction of cost 

186 



FACILITY     (WIND TUNNEL) 

Hfodel Data 
I 
I ®Force 
I 

1 

ressure 

I •Temperature    , 

1 I 

Tunnel and Control Data 

•Pressure 

•Temperature 

•Position 

•Velocity 

I 

IE 
COMPUTER SYSTEM 

•Data Acquisition 

•Data Transfer 

•Communications 

©Data Reduction 

•Computation 

•Data Storage 

•Data Display 

•Command/Control Processing 

FIG.  4.2 Wind Tunnel and Computer System Functions 

187 



per data point.  Such a system can enhance the overall operation of the 

wind tunnel.  The on-line display of test data in engineering units quickly 

informs the operator of test status, and if appropriate controls exist, 

allows for rapid adjustment of tunnel conditions when required.  Cali- 

bration procedures are enhanced by the use of computer-aided systems. 

These systems can also facilitate automatic out-of-tolerance alarms and 

safety shutdown capability (Ref. 4.117).  Graphic display systems can 

present data in a visual format which is easily understood and produce 

hard copy output for permanent documentation.  The development of more 

sophisticated graphics systems, including interactive features when 

appropriate, is an area where significant progress could be achieved in 

wind tunnel testing facilities. 

4.2.1.2 Assessment of Data Systems for Wind Tunnels 

A number of automated data systems have been integrated into wind 

tunnel facilities.  Perhaps the most noticeable feature of this group 

of systems is the variety of schemes used.  An economical system utilized 

at the Unsteady Aerodynamics Laboratory of the National Aeronautical 

Establishment (Canada) utilizes a programmable calculator to perform offline 

processing of data.  The data are collected by a special purpose acquisition 

system during the test; they are then processed during the pumping period 

required by this blowdown tunnel (Ref. 4.72).  The other end of the spectrum 

includes a distributed processing system which is comprised of a network 

of minicomputers.  Each computer is dedicated to the acquisition, preliminary 

processing, and display of data associated with a particular tunnel sub- 

system, (e.g., six-component balance, pressure measurement system, etc.).' 

The action of these front-end processors can be directed and coordinated 

by a supervisory computer.  These systems possess the capability of executing 

fully automatic tests directed entirely by the supervisory computer 

(Refs. 4.73 and 4.123). 

A centralized system, based on a single central computer has been 

incorporated into the four-foot transonic tunnel at the Arnold Engineering 

Development Center.  This system monitors and displays tunnel status and 
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will also allow for automatic control of tests.  It has been estimated 

that the computer-driven displays in this system have increased the tunnel 

productivity by 7 to 10 percent (Ref. 4.70).  Boeing Aerospace Company 

has developed a modular, standardized data and control system concept which 

allows a number of specialized systems to be derived from one fully con- 

figured, hypothetical system.  This approach promises considerable cost 

savings through the use of standardization techniques (Ref. 4.117). 

A wide variety of techniques are currently being used to accomplish 

the data management functions in support of wind tunnel facilities.  The 

more sophisticated applications involve on-line data reduction and display 

using CRT terminals.  The desirability of advanced data handling capabilities 

is well recognized by the experimental community and the impetus to make 

greater strides toward optimum use of data management techniques will 

probably be provided by economic pressures. 

4.2.1.3 Improved Wind Tunnel Data Systems 

An overview of current practice in wind tunnel data systems indicates 

that computers have had significant beneficial impact in many areas. 

Furthermore, existing digital systems technology is capable of meeting 

demands made by highly sophisticated data management systems which support 

wind tunnel testing. With very few exceptions, data system requirements 

established for wind tunnel facilities can be met by off-the-shelf equip- 

ment which is both proven and reliable.  Indeed, many tunnel facilities 

are making innovations in this area and usually lack only the monetary 

means to accomplish further advancements. The following paragraphs will 

discuss the principal areas of data systems technology as they relate to 

wind tunnel applications.  Figure 4.3 shows a general computer system 

configuration and the discussion will reference the different subsystems 

indicated. 

The use of distributed minicomputers to perform pre-processing 

functions is already being exploited.  A minicomputer which is dedicated 

in a local manner and which can perform certain mundane processing functions 

can relieve the central computer of overly complex software and processing 
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requirements,  Functions such as data verification, data reduction, data 

conversion and formatting, generation of control commands, etc., are 

likely data management tasks which could be handled by a local processor. 

Microprocessors should yield another useful level to the distributed 

processing hierarchy which is rapidly developing in process control areas. 

Microcomputer systems could be applied in a dedicated fashion in support 

of individual wind tunnel instruments.  Individual microprocessor elements 

could probably find useful applications within specialized wind tunnel 

measurement devices.  Because of the flexibility inherent in the micro- 

processing concept, certain instruments which previously could perform 

only a very narrow range of functions may be applied to a wider range of 

applications.  The possibility of the development of "smart" instruments 

could prove very cost-effective. 

The application of interactive terminals within wind tunnel data 

systems offers tremendous potential for more productive testing models. 

The section which follows, 4.2.2, will discuss computer control of wind 

tunnels, and the interactive terminal is an important component of the 

control system.  In addition, the graphics terminal offers great benefits 

in on-line, real-time monitoring of test results. Technology breakthroughs 

in recent years have made "smart" terminals available, as well as intro- 

duced floppy disks for local storage, color CRT's, and very sophisticated 

graphics software and hardware features. These features can be extremely 

useful in an off-line mode to enhance data analysis techniques.  The 

development of custom graphics software could be very beneficial. 

The communications processor shown in Figure 4.3 would relieve the 

central computer of the many communications tasks which are required in 

a system having a large number of distributed elements.  Depending upon 

the magnitude of the communications processing task, a minicomputer or 

medium-scale computer might be used.  Because of the tremendous popularity 

of terminal installations, there are many very efficient processors 

available from various manufacturers. 

The mass storage or backing store indicated in the figure represents 

a reasonably fast storage medium to be used when large amounts of data 
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must be accessed at a rate which does not seriously degrade processing 

speed. The present most popular technology is disk storage; however, a 

breakthrough in charge-coupled devices (CCD's) on magnetic bubble memories 

could change this situation to provide significant improvements in speed 

and size for this type of memory. 

The auxiliary storage generally used for most current applications 

is magnetic tape.  This technology is not likely to change in the near 

future, or next five years. The use of magnetic tape for purposes of 

archival storage is adequate in most cases; however, the volume of data 

which is sometimes encountered in production wind tunnel facilities taxes 

even tape storage capabilities. 

The central computer acts as the data system nerve center and exercises 

overall control of processing functions. This computer must be selected 

carefully so as to meet all data system requirements and remain adaptable 

to any new requirements which could be placed on it. The processing 

capability required of this computer will depend on the particular in- 

stallation, the extent of distributed processing which is used, and the 

overall data system organization. 

The application oh computerized data management systems to wind tunnel, 

data acquisition/'display/reduction tasks hois produced Impressive results. 

Efä&ctlve. systems are being designed and Implemented through the. use. oh 

pn.esentZ.ij available, digital technology.    Wind tunnel data systems do not 

require advancements oh the stote-o&-the-ant oh digital systems technology. 

Some simpli-hied computational models can be executed in a Meal-tone., 

Interactive mode In conjunction with a wind simulation.    However, advance- 
ments in computer technology and computational models axe necessary behove 

testing schemes involving more complex models can be considered. 
The. natrual evolution oh computer systems is producing many new 

devices and techniques [e.g., colon, graphics and inteAactive terminals] 

which hurther enhance data processing systems.    Considering the demonstrated 

abilities oh relatively inexpensive computer systems to increase the 

productivity and ehhieiency oh wind tunnels, the Investigation and appli- 

cation oh advanced digital technology should be strongly encouraged. 
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4.2.2 Computer Control of Wind Tunnels 

4.2.2.1 Wind Tunnel Control Systems 

The necessity for replacement of manual controls with automatic 

controls, whenever possible, within wind tunnel facilities is quite 

apparent. The advantages gained by automatic control systems in the 

areas of operational speed, accuracy, efficiency, and elimination of human 

factors represent significant savings in time and money.  It should be 

noted that efficiency is intended to include the generation of meaningful 

data, not merely the gross production of more data. 

The argument which can be made for the implementation of computer 

control systems for wind tunnels can be quite convincing in terms of the 

operational and monetary savings to be gained.  However, the costs of 

implementation must be given careful consideration. These costs can take 

many forms, and the list given below outlines certain possible disadvantages 

inherent in automatic control schemes. 

1. The basic dollar cost of automatic control systems is quite 
high, especially when relatively fast reponse times are critical. 

2. In the modification of an existing wind tunnel, the cost of 
the control system implementation can be a significant fraction 
of the original cost of the entire facility.  Such modifications 
are sometimes extremely difficult to justify, despite the 
advantages which can be attained. 

3. There is a danger in excessive automation in a wind tunnel. 
That is, the facility becomes so complex that advantages gained 
by control systems are outweighed by operational and 
maintenance problems.  This danger is especially evident in 
modifications to existing wind tunnels. 

4. Another danger associated with excessive automation is that 
the users of a production wind tunnel can become frustrated 
when faced with an overly difficult task in familarizing them- 
selves with the wind tunnel. 

5. Control system reliability must be very high.  Savings in 
efficiency attributable to automatic control of tunnel operations 
can easily be erased when tests must be repeated because of 
equipment malfunctions. 
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Looking at the benefits which can be reaped from a nlore extensive 

application of computer control to wind tunnel facilities, the following 

list is somewhat self-evident but worth documenting: 

1. Computer-based control features offer significant cost savings. 
The savings can often far outweigh the cost of implementation, 
especially in the face of spiralling energy hosts. 

2. Automated control functions offer greater precision for tunnel 
operations and also the opportunity for recording pertinent 
tunnel data for verification purposes. 

3. Automatic control of wind tunnel functions can have a number of 
indirect benefits; for instance, operational improvements can 
result when manual operation can be eliminated, or certain 
safety features can be built in to eliminate possibility of 
certain operator errors. 

4. The availability of automated tunnel controls, especially model 
control, offer the test engineer the opportunity to construct 
more sophisticated (or more efficient) wind tunnel test sequences. 

5. Automated control functions form the foundation for more work in 
the development of interactive test sequences. This concept 
could have a profound effect on the efficiency levels which can 
be reached by wind tunnel test facilities. 

The potential advantages in the adoption of automatic control 

functions within wind tunnel facilities are tremendous. Care must be 

taken, however, to see that control functions are carefully planned, 

control hardware is highly reliable, and control systems are carefully 

documented to assist users.  If these three criteria are met, the question 

regarding tunnel control automation becomes simply a study of cost 

effectiveness. The automation of tunnel control functions can be evaluated 

on its merits relative to accuracy, usefulness, and efficiency versus 

dollar costs. 

The most Impo/itant cont/tol paMmeteAS ion wind tunneti, an.e those 
which aüect tunnel eülclency and ac.cuM.cy.    EUlclency Is cnJjtlcal ih.om 
the standpoint that tunnel expenses  [enengy, operation, and maintenance.) 
an.0. Lite/tally patting many wind tunnels oat oi business.    The accuracy 
pahametoA becomes mom and mote Important ah the. expense, ofi acquitting 
data polntA glow. 
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4.2.2.2 Assessment of Computer Control Systems 

A number of very successful automation schemes have been built into 

production wind tunnels (for example, the Tunnel 4T Real-Time Control 

and Display System at AEDC described in Ref. 4.70).  Other implementations 

are being planned, such as the control functions to be built into the 

National Transonic Facility (NTF) at Langley Research Center (Ref. 4.69). 

The different types of wind tunnel control systems x^hich have been im- 

plemented by individual tunnel facilities are shown below. 

TUNNEL CONTROLS MODEL CONTROLS 

Hydraulic & Pneumatic System 

Wall Angle Control 

Nozzle Control 

Temperature Control 

Flow-Field Probing 

Scanivalve Control 

Vacuum System 

Stagnation Pressure Control 

Plenum Evacuation System 

Variable Wall Porosity 

Ejector Flaps Control 

Atmospheric Dryer System 

Programmed Position Control 

Adaptive Scanivalve Control 

Vehicle Trim System 

Propellant Supply System 

Fuel System 

Captive Trajectory System 

Captive Aircraft Departure System 

Model Support System 

The controls listed above are proven systems used either in a 

research or a production mode, and the implementation involves the type 

of system shown in Fig. 4.4.  The data acquisition/control computer 

performs two functions:  (1)  acquisition and storage of data from 

various transducers and associated instrumentation, including A/D 

converters, and (2) broadcast of the appropriate measured and reference 

data for subtraction by a comparator.  The comparators supply error 

signals to associated D/A converters, and the analog error signals 

act as inputs to electro-mechanical drive systems. 

The basic control system described above is a deceptively simple 

concept.  In practice, a myriad of design questions must be properly 

195 



FACILITY (WIND TUNNEL) 
i 

« MANUAL 

' 
1' 1 J COMMANDS 

TRANSDUCERS/ DRIVE 
-© - ^ --&• 

DRIVE 
1 
| 

INSTRUMENTATION SYSTEM SYSTEM  ) 1 
1 4V /> 1 

COMMAND , COMMAND | 

  — — — - — — —— -— — - — — ——- .__ J 

D/A D/A 
CONVERTER CONVERTER 

V V &*\   /«& ~7^T 
A/D A/D 

' 

CONVERTER CONVERTER ERROR ERROR 

COMPARATOR 1, COMPARATOR J 

AREF  " MEAS REF MEAS 

\ 7              \ 7 
DATA ACQUISITION/CONTROL 

COMPUTER 

T         T *             t  i        i  ON-LINE 
STORAGE 

nTVXw 

CONSOLE(S) TERMINAL(S) PERIPHERALS 

Fig. 4.4  Functional Diagram of Automatic Control 
System 

196 



answered to insure a system with superior performance levels. The 

following list includes the more important design questions, and these 

can be answered only in terms of an individual wind tunnel facility: 

1. What degree of accuracy is possible for measured parameters? 
Equivalently, what errors are introduced by the transducer/ 
instrumentation/analog-to-digital converter, prior to input 
for computer processing? 

2. What is the nature of the data acquisition/control computer(s)? 
It is necessary to know their speed requirements, memory re- 
requirements, communication requirements, accuracy requirements 
or word length, processing requirements, and display require- 
ments.  It is also necessary to know whether these requirements 
would best be met by a centralized or a distributed system. 

3. How well does the data/control computer address the overall 
testing requirements for the facility and how flexible is the 
computer in terms of additional, unforeseen control requirements? 

4. What errors are introduced by the comparator, digital-to-analog 
converter, and drive system hardware? 

5. What minimum response times are required from the overall 
feedback control system? 

Continued improvements in wind tunnel flow quality, efficiency, 

and operational modes which can be realized by the introduction of 

automatic control systems will not be achieved without difficulties. 

Principally, any control improvements should first be proven in a 

research environment.  This requires an investment in high quality 

research wind tunnels, where justifications are most difficult. 

Presently, there are very few first-rate research wind tunnel installa- 

tions in the United States, and many of these are dedicated to particular 

research objectives which do not include studies in control system 

integration. 

If the alternative approach — "borrowing" of production wind 

tunnel time for investigation of tunnel control—is investigated, an 

equally difficult set of problems arises.  Production wind tunnels 

depend upon the timely delivery of design data to users, and any 

encroachment upon resources for purposes other than purely operational 

ones is viewed with alarm.  This mode of thought tends to stagnate 

development of existing wind tunnels, and the result is that any 

improvements through modification of control features can be accomplished 

only through tremendous perseverence. 
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Finally, the cost difficulties which must be faced also limit the 

implementation of tunnel control improvements.  Even for proven control 

techniquesj the high cost—mostly dollar costs, but also production 

time costs—of tunnel modifications tends to limit progress. For 

example, it is typical for individual compressor units for large 

production installations to cost in the neighborhood of millions of 

dollars.  This sort of cost can be borne only by major government 

programs; research activities are not blessed with funding of this 

magnitude. 

ComputeA contAot ieatufiei, weAe. not wideZy utilized in the. eanZieA 
wind tunnels be.cause. ofi a lack o& sophistication in computeA/contAol 
engineering at the. time these tunnels wete planned.    Tunnel modifications 
to inaon.poH.ate. computeA-controlled functions an.e diüicult to n.ealize 
ion. two n.easons: 

[i]    the. expense is kigh--a significant inaction oi the. oniginal 
cost, on. sometimes mon.e than the. oniginal cost 

[ii)    some useAS aAe, wan.y ofi ceAtain modifications to wind tunnels 
because oi thein reliance on past interpretations oi tunnel data. 

4.2.2.3 Improved Tunnel Control Systems 

Improvements in wind tunnel test methods which can result from 

more extensive use of computer-controlled tunnel automation features 

would change some basic test methods. The overall wind tunnel test 

^ TEST 
CONCEPTION 

TEST 
PLANNING 

TEST 
EXECUTION 

ANALYZE 
RESULTS • 

Under present modes of testing, a large proportion of the effort 

is expended within the last block, analyzing results. The addition 

of improved tunnel control features would change the above diagram 

to that which is shown in Fig. 4.5.  In this figure, the planning 

and test execution phases are much more sophisticated, and introduce 
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possibilities for more efficient use of the wind tunnel facility. The 

primary advantage lies in the possibility of making real-time testing 

decisions based on previous planning, availability of near-real-time 

tunnel data, and an Interactive capability for the test monitor. Tests 

could be controlled directly by the user or by programmed test sequences 

which monitor critical tunnel parameters. 

Many of the test methods described above have been successfully 

used as part of the testing done on jet engine designs.  The AEDC 

Engine Test Facility, for example, uses online monitoring of test data 

to make real-time decisions concerning test sequences. The principal 

components needed for successful automation in such cases are the 

availability of suitable tunnel control features and a good understanding 

of interactive techniques which are possible through state-of-the-art 

data systems. 

Whenever poM<ible, wind tunnel ßacÄJUtieA should tncoponate 
closed-loop, Intemctive &eatu/ieA to allow the uien. to ob&enve c/vLtical 
teAt pa/umete/u> In /teal time, and to modify teAt Ae.qu2.nct6 when appnopfviate. 
Thli, mode ofi ope/tatlon place* mone empha&iA on te&t planning and leads, 
to mo fie AophUticated testing te.chnlqu.eM. 

ii.l.lA    Computer Facilities Required 

It is not possible to enumerate particular control schemes to 

determine the computer requirements for each one; the number of different 

control problems and the number of different types of wind tunnel 

installations would prohibit such an attempt.  It is possible, however, 

on the basis of the reading, discussions, and observations of the 

Computer Systems Panel, to suggest some logical ground rules to be 

followed in further development of automatic control functions for 

wind tunnels. 

For existing wind tunnels, Fig. 4.6 illustrates the principal 

processes which must be included in the development cycle for the 

implementation of any automatic control system function.  As this 

diagram shows, the initial task is the definition of a well-defined 

control objective and the means to accomplish this objective.  It is 
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in this phase of development that either a research or a production wind 

tunnel is needed for concept testing; control modifications to wind 

tunnel facilities cannot be based on purely analytic investigations. 

After the feasibility of any particular control approach is firmly 

established, the control system needed to accomplish this function is 

defined. Fortunately, the sophistication which has been achieved in 

computer-based feedback control systems is adequate for the development 

of presently conceived control functions. The single exception was 

found by the panel to be the adaptive wall problem and this is addressed 

in a separate section of the report. The biggest danger in the modifi- 

cation of existing wind tunnels to include automatic control functions 

is that hastily planned implementations may result in unreliable or 

needlessly complex systems. 

The final three steps in the development process include demonstrating 

the cost effectiveness of a tunnel control implementation, establishing 

the capabilities and constraints of the implementation, and finally 

installing the control feature. A number of successful wind tunnel 

modification efforts can be cited where the implementation costs have 

been more than offset by improvements in data quality or tunnel efficiency. 

Figure 4.7 illustrates the key processes involved in defining 

the automatic control functions to be included in the development of 

new wind tunnel facilities.  The diagram shows steps which are basically 

the same as those described for modifications to existing tunnels. However, 

two important differences exist.  First, the identification of control 

system functions can be given much more attention since the construction 

of a new tunnel removes the restrictions imposed by an existing con- 

figuration.  It is this step which, for a production facility, would 

greatly benefit from any results obtained by research wind tunnel 

facilities. 

The other significant difference from the previous methodology is 

the definition phase for computer system resources. When an existing 

facility does not restrict the choice of a computer support system, it 

is possible to take maximum advantage of the recent developments in 

localized, dedicated processing functions, computer networking, 
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microprocessors, minicomputers,  and communications processors.     Tremendous 

strides have been made in recent years in developing various forms of 

the digital computer as system components.     This serves to relieve the 

central computer of the necessity of performing such a large number of 

tasks that its  function becomes unmanagably complex.    Distributed 

processing will also allow more flexibility to be retained by the control 

computer. 

Computer control ofa wind tunnels should be given special consideration 

du/Ung planning stages since loten, conventions cute, dlfälcult.    A maxi- 
mum numben. ofi automatic cont/wl ieatun.es should be -mconponated; howeven, 

cane should be taken to choose pnoven control techniques, to avoid 
dl&organized Implementations, and to build IM ilexlblilty to allow ion. 

iutu/ie enhancements. 
Ike computen/contnol system technology li> available to Implement 

automatic contAol ieatun.es which axe both highly complex and sellable. 

Wind tunnel iacJJUJU.es which have ln.con.ponoted such ieatxxn.es have 
demonstrated the eHectlveness o{ these schemes. 

4.2.3 The Adaptive Wall Wind Tunnel 

A look toward the future indicates that the Adaptive, or Intelligent, 

Wall Wind Tunnel holds great promise for the improvements in the 

experimental acquisition of aerodynamic data.  Research dealing with 

this concept indicates that wall interference effects, particularly in 

the transonic region, can be significantly reduced (Ref. 4.146).  In 

this way, larger models (yielding larger Reynolds number) can be tested 

under conditions which more closely resemble free-flight conditions, 

and a significant improvement in the quality of the simulation can be 

expected. 

Examination of existing wind tunnel facilities shows that wall 

interference effects can significantly degrade the overall simulation 

quality of the wind tunnel (Ref. 4.146).  Shock wave reflections and 

tunnel blockage, induced by the model and its support system, are among 

the most noticeable of these problems.  Various compensation techniques 

have been applied to the problem in an effort to minimize these effects. 
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The most notable methods include slotted or otherwise porous walls (with 

fixed or variable porosity) used in conjunction with plenums to which 

suction has been applied.  The application of these methods has signi- 

ficantly reduced wall interference problems; however, it is clear that 

they have not eliminated them (Ref. 4.146).  Tunnels employing these 

techniques exhibit wall interference effects which are not negligible. 

The problem is most acute when critical tests (e.g., high angle of 

attack) are performed.  The shortcomings of compensation techniques 

have furthered the investigation of the Intelligent Wall Wind Tunnel 

concept, which allows the tunnel walls to adapt to the flow field 

generated by any reasonable model attitude in such a way as to eliminate 

interference. 

4.2.3.1 The Intelligent Tunnel Concept 

A detailed description of the Intelligent Wall Concept, including 

Its theoretical justification, has been presented elsewhere in this 

report.  Therefore, the salient characteristics of this concept will 

be briefly reviewed in the following function description: 

1. The entire flow field will be solved by partitioning the 
field into two parts.  The interior region is within the 
wind tunnel test section; the exterior, or far-field, 
region extends from the boundary of the interior region 
to infinity, 

2. The interior region will be solved by the analog simulation 
performed in the wind tunnel test section. 

3. The far-field solution will be arrived at through a numerical 
simulation performed by a digital computer. 

4. The walls will be iteratively adjusted until the two 
solutions, when matched at their mutual boundary, indicate 
the presence of interference-free conditions.  When this 
condition is met, data will be taken. 

The Intelligent Wall Wind Tunnel is seen to be a hybrid simulation 

system which effectively merges the simulation capabilities of the wind 

tunnel and the digital computer (Ref. 4.99).  The Wind Tunnel is used 

to simulate the (complicated, viscous, shock infested) interior region 

where digital simulation is, as yet, inadequate.  The digital computer 

simulates the (slightly disturbed, invisid) exterior region which would 

require a wind tunnel of prohibitive size and cost. 
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The ultimate application of the Intelligent Wall concept will occur 

in a three-dimensional, production-oriented wind tunnel. At present, 

research (which includes the physical construction of an intelligent 

tunnel) is being conducted only in the two-dimensional area, but a 

three-dimensional scheme seems feasible. The most effective adaptive 

mechanism has not yet been agreed upon. Promising techniques include 

variable geometry walls and multiple plenums, with individual control 

of plenum pressure, used in conjunction with variable porosity walls. 

Perhaps the best technique will be some combination of these methods. 

It is clear that the construction of a three-dimensional adaptive wall 

wind tunnel will require a significant additional investment in tunnel 

hardware.  In addition to the conventional data acquisition and control 

systems, an elaborate electro-mechanical system must be constructed to 

control the adjustments required at the wall.  Existing systems perform 

the far-field computation off-line; the results are used to manually 

adjust the walls for the next iteration. A much more effective procedure 

involves on-line computation of the far-field solution and computer- 

control of the wall adjustment hardware (Ref. 4.80).  This control 

scheme must be adapted if the adaptive wall is to become a production 

testing tool.  The availability of a computer system to support this 

effort is examined in the following section. 

4.2.3.2 Computer Facilities Required 

The operation of an intelligent wall system is summarized by the 

flow diagram shown in Fig. 4.8. 

It is observed that three operations (sense interior condition; 

compute exterior conditions; adjust walls) must be iteratively performed 

before data acquisition for a single test condition can begin. A 

production environment requires that, within reason, no single operation 

in this loop excessively dominate the adaptation time for the system. 

Each operation must be examined and its completion time estimated. 

The interior region conditions are determined by measuring certain 

components of the flow field at the boundary of the interior region. 

A modern data acquisition system can be expected to perform this task 
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Fig. 4.8 Adaptive Wall Adjustment Procedure 

in a matter of a few seconds, at worst.  The wall adjustment operation 

involves the electro-mechanical actuation of jacks, motors, pumps, 

and/or valves.  It seems reasonable to expect that, at best, a few 

seconds will be required to accomplish this task.  An examination of 

existing intelligent wall tunnels, when extrapolated to reasonable 

three-dimensional schemes, indicates that the data acquisition and 

control procedures described above are well within the capabilities 

of existing minicomputer supported process control systems.  The 

availability of a computer capable of performing the far-field 

solution in a matter of seconds must be assured if a production- 

oriented, intelligent wall wind tunnel is to be implemented. 

The computational, speed required to support an adaptive wall 

depends on a number of factors; these include 1) solution time, 

2) coarseness of the computational mesh, and 3) method used to analyze 

the exterior region.  A conservative estimate of the order of magnitude 

of this speed will be determined.  One approach to the exterior region 
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involves the numerical solution of a finite-difference approximation 

of the transonic small disturbance equation (Ref. 4.100). This solution 

would be performed in a cylindrical computational mesh (Fig. 4.9) and 

is based upon the interior region conditions as reflected at the 

boundary. 

M 

Pig.. 4.9 - Computational Mesh 

The computational space is composed of N circular planes; each plane 

is composed of M radial rays, and each ray contains L computational 

mesh points. An examination of the solution to the transonic small 

disturbance equation indicates that a tridiagonal system of equations, 
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of order L, must be solved for each ray within the computational model, 

Thus, a single iteration through the computational space involves the 

solution of (M x N) tridiagonal systems.  This set of systems must be 

solved a number of times until the entire solution has converged. 

Figure 4.10 is an expansion of the process "computer exterior region" 

from Fig. 4.8. 
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Fig. 4.10 Computation of Exterior Region 

The rate of computation, R, can noxv be approximated as: 

I x 0 
R = —-—     Where:  I = Number of iterations required for 

convergence 

0 = Number of operations per iteration 

T = Required solution time 

The variable 0 represents the number of operations required to define 

(compute coefficients) and solve the set of tridiagonal systems generated 

by the solution procedure.  Appendix II indicates that the number of 

operations required to solve a tridiagonal system of order L is 

approximately 9L.  The number of operations required to compute 

the tridiagonal coefficients is comparable to the number of operations 

required for solution.  Therefore, for the computational model 

proposed, 0 can be expressed as: 

0 = M x N x 18L   (Operations required to define and solve (M x N) 
tridiagonal systems of order L.) 
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R is then seen to be: 

_  I x M x N x 18L 
Rs3      _      _ 

The following values are reasonable estimates of the quantities 

involved: 

I = 100 (Iterations for Convergence) 

M = 12^ 

N = 50 r      (Definition of Computational Mesh Size) 

L = 30 J 

T = 5  (Solution Time (Sec.) Required for Production Environment) 

These values indicate that a computer capable of operating at an effective 

rate of approximately 6.5 million floating point operations per second 

(MFLOPS) is required to support a production-oriented three-dimensional 

intelligent wall wind tunnel.  This computational rate exceeds the 

capabilities of existing, readily available computers.  It is reasonable 

to assume that a solution time of 10 minutes could be tolerated in a 

research environment. A computer capable of operating at an effective 

rate of 0.05 MFLOPS can fulfill this requirement, and such machines 

are presently available.  A parallel development of adaptive wall 

technology and computer systems can be anticipated.  A moderate rate 

of advancement of computer systems can be expected to supply appropriate 

support for the intelligent wall as it develops into a production 

testing technique. 

An examination of the computational model proposed indicates 

that 18,000 mesh points are involved.  This value indicates that the 

memory requirements of the adaptive wall are insignificant when compared 

to the computational speed requirement. Memory sizes available within 

present minicomputer systems are equal to the task. 

Tkü> examination ofa the compute* i>uppoht fiequlJted by the Inteltiaent 

wall wind tunnel. Indicates that adequate compute*. haKdwane lt>, and wilt 

continue to be available to support the development o^ this concept. 
Vota acquisition/cont/col •system nequixements and memory fiequlAements 

do not demand an advancement ok the State o{) the ant. 
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Although, a thA.ee-dimensional pK.odu.cJMm. tunnel could not be supported 

at this töne, lti> con&tnuction Is not Imminent.    A stKong K-2A2.an.ch and 

development efi&oKt can be suppoKted with available computet technology. 

Assuming a Keaionable KeseaKch and development peKlod faoK the 

Intelligent Watt Wind TunnoJL and expected advancements In compute* 

technology, Inadequate computational poweK. will not pK2.v2.nt the eventual 
construction o£ a pKoductlon-oKlented, thh.ee-dimensional Intelligent 

wall wind tunnel. 
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4.3 COMPUTERS AND COMPUTATIONAL AERODYNAMICS 

This section will discuss the applicability of computers, present 

and future, to the solution of computational aerodynamics problems. 

Whereas in Section 3.0 the emphasis was on the computational aspects, 

the emphasis here will be on the computing machinery and software. 

The reader is referred to Section 3.0 for a more comprehensive discussion 

of the nature of computational problems. 

4.3.1 Nature of the Computational Problem 

Three aspects of typical computational aerodynamics problems are 

of interest with respect to the digital computer:  1) the nature of the 

equations, 2) the nature of the solution procedure, and 3) the performance 

characteristics of a suitable computer. 

4.3.1.1 Nature of the Equations 

The flow of a fluid is typically a quite complicated process and, 

consequently, quite difficult to model mathematically.  This is 

particularly true of the fluid flows of interest to aerodynamicists, 

which may involve turbulence, boundary-layer separation, shock wave 

interactions, and other complications.  In the case of turbulence, 

for example, the size of the eddies present in the flow field is a 

random, though bounded, variable.  To the complexities of fluid must 

be added deficiencies in expressing the essential properties and 

characteristics of the real fluid involved. 

While the foregoing is not a complete description of the obstacles, 

it is clear that difficulties arise from a lack of fundamental under- 

standing of the development and solution of definitive fluid flow 

models.  However, the modeling concept has permitted substantial 

progress. Modeling entails the substitution of a mathematically 

tractable approximation for an intractable theoretical equation(s). 

The limitations of the model must, of course, be recognized.  As a 

substitute for theory, the model will have a limited range of appli- 

cability, beyond which the calculated results will be of dubious merit. 

For the present discussion, these constraints are notable because 

they also apply equally to computer programs generated from the theoretical 

equations augmented by the model relations. 
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The time-averaged Navier-Stokes equations are generally regarded as 

the theoretical relations applicable to a wide range of aerodynamics 

problems. When augmented by additional equations (i.e., from models), 

so that the number of unknown variables equals the number of equations, 

the Navier-Stokes equations may be regarded as soluble.  In form, 

the equation set is a collection of nonlinear partial differential 

equations. Analytic, closed form solutions are not possible (except 

for carefully contrived and simplified problems).  Instead, the flow 

field is discretized for two primary reasons:  1) the mathematics is 

rendered tractable, and 2) the problem is mapped into the domain of 

the digital computer. 

This view of aerodynamics problems is not restricted to the Navier- 

Stokes type of flow alone.  Discretization is applied to other types of 

flow as well.  The form of the discretized equations will vary with the 

type of flow, but the general characteristics of the problem remain the 

same (that is, a large number of variables and a large number of 

equations resulting from the discretization of the flow field).  For 

three-dimensional solutions, five variables per grid point is a minimum. 

The values of the variables associated with certain elements are fixed, 

owing to the proximity of the element to a physical boundary. 

4.3.1.2 Nature of the Solution Procedure 

With the preceeding, somewhat simplified description of computational 

aerodynamics problems as a perspective, the method of solution must be 

discussed.  Just knowing the equations, the grid pattern for the matrix 

and the boundary conditions does not enable a programmer to directly 

write a program.  A variety of numberical techniques may be employed to 

effect the solution.  For the purposes of this discussion, the relative 

merits of one method or another will be avoided in preference to a 

discussion of the impact of the general properties of the applicable 

numerical techniques on the computer and the programmer. 

First, consider the enormity of a minimal problem. A grid division 

of 1,000 in each of three coordinate directions is not inconceivable 

(and may possibly still be too coarse for some situations).  At five 
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9 
variables per grip location, the number of variables would be 5 x 10 . 

If each variable had to be treated Independently, this would certainly 

be an overwhelming problem. However, the nature of the numerical 

methods is to perform the same type of operation at each grid location. 

Vector and matrix operators are convenient in describing the mathematics 

of the numerical methods. 

Second, the vector mathematics apparently applies only to the 

interior points of the grid.  The operations performed at the flow-field 

boundary are generally scalar in nature.  That is, it is not readily 

apparent that calculations performed at the boundaries will be vectorizable. 

The number of anticipated boundary elements is on the order of 10' based 

on the 1,000 unit metric. 

Third, the solution of dlscretized problems employing numerical 

procedures is inherently repetitive in nature. As a consequence, the 

large number of vector and scalar operations must be performed repeatedly 

upon each iteration. Though it could be significantly higher, depending 

upon the convergence properties of the numerical method, lO'' appears to 

be the order of magnitude for the number of iterations. The large number 

of iterations has two implications on computer solutions to computational 

aerodynamics problems:  1) The execution times will be high for computers 

of conventional, scalar architectures; 2) The large number of iterations 

will tend to introduce significant round-off errors for machines of 

short word length. 

4.3.1.3 Performance Characteristics of a Suitable Computer 

With the preceding thoughts on the nature of computational aero- 

dynamics problems and solutions in mind, one can now approach the task 

of identifying the essential characteristics of a suitable computer. 

In a subsequent section, the state of computing machinery will be 

examined to ascertain suitabilities for applications in computational 

aerodynamics. 

Before proceeding, it is necessary to identify the operating 

environment of the computing system.  It is assumed that the programs 

will be written in high level scientific languages. The programs will 
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be based on present numerical techniques and will be executed in a 

stand-alone mode.  The computer will not simultaneously execute more than 

one program.  The final consideration involving the computer operating 

environment is the acceptable execution time.  A 10-minute execution 

time to solve the entire flow field has been suggested on numerous 

instances throughout this study.  It seems likely that the 10-minute 

execution time originated from the familiarity of programmers with 

computing systems and problems yielding short execution times.  This 

arbitrarily selected execution time stems from what has been deemed 

convenient for a production computational aerodynamics computer. While 

the 10~minute figure will be used here, less impatient users can easily 

calculate the computing speed on their preferred time basis.  It is eü^öete-d»* 

expected that many users, particularly those in research environments, 

may be quite satisfied with execution times of 10 to 12 hours. 

In order to achieve a 10-minute execution time, the rate of 

processing floating point operations must be at least of magnitude 

103 megaflops (million floating point operations per second).  This can 

be accomplished by designing the computer to perform a multitude of 

operations at one time.  The vector nature of the interior flow-field 

computations suggests a parallel processing machine.  Each of several 

processors would perform the same operation simultaneously on an equal 

number of consecutive grid points.  The greater the number of processors 

the greater the effective processing rate of the machine.  A typical 

present-day computer can perform a floating point computation in 200 

nanoseconds, suggesting on the order of 200 processors to achieve the 

desired 103 megaflop processing rate.  However, this ignores the 

operating system overhead, the scalar processing penalty, the memory 

management operations, and the input/output operations.  These and 

other contingencies may require either that the number of parallel 

processors to be increased (up to perhaps 600) or that the processors 

be designed to execute faster. 

Arguments for increasing the speed of the individual parallel 

processing units apply equally to the scalar processing capability, 

which must also be fast.  While the number of scalar operations is less 
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than the number of array operations, it must be recalled that these 

operations can only be executed sequentially.  Pipelining the processor 

increases its speed by a factor of three or more.  In the pipeline concept, 

the processor is subdivided into a sequence of subprocessors , called 

segments. Each segment has a specific task to perform, and each works 

simultaneously with the others. An analogy can be drawn between an 

assembly line and the pipelined computer concept.  For a three-segment 

piepline, the operations are apparently performed in almost one third 

the time of a conventional processor.  Some sacrifice in time occurs 

as the pipe is initially filled and as the pipe is emptied at the con- 

clusion of a string of scalar computations. Thus, the greatest 

benefit from pipeline processors will be realized if the computations 

are batched. That is, all of the scalar computations are performed 

in one batch, as are the vector computations. Note that for a pipeline, 

the sequential computations must be carefully organized, or the com- 

putation may actually be slower. 

For the computer to sustain the suggested 10^ megaflop rate, a 

certain sophistication in the memory will also be required. To support 

the parallel and scalar processors, a large and very fast direct access 

main memory is essential.  Since this memory will be expensive, it 

would not be reasonable to expect to store all of the variables. The 

direct access main memory will be supplemented by a backing store suffi- 

cient to store all of the variable values. When necessary, a page of 

the backing store will be copied into the main memory, replacing the 

former contents, which had previously been copied back into the backing 

store. The backing store would be less expensive per bit than the 

main memory since the requirement for speed is less stringent.  Some 

care must be exercised to ensure that the paging (i.e., transferral 

of data between the backing store and main memory) is efficient and 

minimal. This appears to be most strongly influenced by the nature 

of the numerical technique and the format of variables within the 

backing store. 

To the parameters of speed and memory size must be added the 

equally important concept of accuracy. The length of each computing 
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word determines the accuracy with which floating point numbers may be 

stored. This accuracy introduces round-off errors during computations 

involving the multiply, divide, or other similar operators.  Because 

of the large number of operations performed on each variable in the 

solution of a computational aerodynamics problem, the word length 

for floating point numbers should be as large as possible.  Increasing 

the word length for a memory of specified size increases the cost of 

the memory since the number of components increases.  For example, a 

IK 64-bit memory will cost approximately the same as a 2K 32-bit memory. 

To some researchers, a word length of at least 64 bits appears necessary 

for computational aerodynamics. 

Fundamentally, there is little distinction between 1) a serial 

computer executing a program instruction set in sequence, or 2) a 

parallel computer executing a parallelized version of the same program. 

The number of operations performed remains, practically speaking, the 

same.  If a strictly serial computer were assigned to a computational 

aerodynamics problem of moderate complexity, an execution time of one 

week (or at least several days) seems likely.  It also seems likely 

that during a week of full-time computation at least one hardware item 

will fail.  The failure may be hard or soft, but one should presume that 

the failure influences a computed result.  It would be futile to continue 

processing with the error, and equally futile to restart the entire 

calculation.  Instead, the machine should incorporate 1) error detection 

and correction codes (e.g., Hamming codes) and 2) restart capability, 

resuming a computation from the point of interruption.  These features 

will minimize the frequency of errors as well as the impact of an 

error on execution time.  As an example, consider the serial machine 

trudging through a five-day execution of a computational aerodynamics 

problem.  If a hard failure should occur on the fourth day and if no 

error detection/correction and restart capability has been provided, 

then the four days of execution will have been wasted.  Note that it 

is the number of operations performed per job that determines the 

probability of successful job completion without error (or, to say it 

another way, as the number of processors is increased, so is the 

probability of at least one processor failing). 
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The parallel, pipelined computer architecture is quite complicated 

by comparison to the serial computers with which most programmers are 

familiar. The experience of programming for a parallel computer will 

seem most unnatural to the programmer initially, and may be expected to 

result in inefficient parallel programs (Ref. 4.88).  Consequently, the 

support software designed for the parallel computer should assist the 

programmer in parallelizing the traditionally sequential instructions 

he composes. When parallelizing software is provided, 1) at least 

partially parallelized versions of sequential programs are produced for 

execution, and 2) the programmer can review the parallelized program to 

locate statements which may be hindering the parallelization. To 

facilitate the use of parallel computers, the language supported should 

be an extension of a familiar high level scientific language, such as 

FORTRAN.  The FORTRAN language can easily be augmented with a repertoire 

of vector instructions using a keyword identifier, not unlike the 

MAT statements in the BASIC language. 

4.3.2 Available/Planned Computer Systems 

Having considered the nature of the computational aerodynamics 

problem and its dictates for computer requirements, it is appropriate 

now to survey the capabilities of contemporary computing equipment 

designs.  This section will be subdivided according to 1) currently 

available computer systems, 2) computer systems currently under 

development, and 3) technological advances. 

4.3.2.1 Currently Available Computer Systems 

Many computer systems are available today with a variety of 

speeds and capabilities.  It is the subset of available computers 

which possess very large memory capabilities and very fast execution 

times that is of interest to computational aerodynamics. The speed 

of a computer is determined principally by the processor design and 

implementation. Two distinct processor classifications have emerged. 

A serial processor performs unitary operations in a sequential mode. 

That is, individual instructions are executed one at a time. Parallel 
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processors perform a number of operations simultaneously by performing 

the same operation on a group of memory locations. This parallel mode 

of operation gives parallel architectures a significant speed advantage 

over scalar types for problems principally involving vector mathematics. 

A third type of processor design, which is applicable to both 

parallel and serial machines, is the pipelined processor.  In this 

concept, each processor is segmented, with each segment performing a 

portion of the total operation to be performed. A three-segment pipeline 

processor will produce computational results approximately three times 

faster than a conventional processor of comparable technological 

sophistication.  When applied to an array machine, each individual 

parallel processor would be segmented into a pipeline. 

The foregoing general classification of computers by processor 

type will form the basis for discussing the computer systems which are 

currently available.  An attempt has been made to name and describe the 

salient features of all computing systems which are currently available 

and appear applicable to the solution of computational aerodynamics 

problems.  Pipelined processors will not be discussed separately from 

the scalar and parallel architectures, since pipelining is a technique 

applicable to both for increasing the processing speed and is usually 

transparent to the programmer.  For certain problems, the programmer 

must be aware of the pipeline architecture to avoid penalties in 

processing speed. 

The serial machines are variations on the traditional von Neuman 

architectures.  Notable large memory machines in this classification 

are the Amdahl 470, IBM360-91, IBM 370-195, Burroughs 7800, and the 

CDC 760,0.  Each of these employs pipelining features to enhance the 

serial processing rate.  In terms of size, all of these machines 

depend upon different types of backing stores (i.e., virtual memory, 

disc, etc.) to augment the main memory for computational aerodynamics 

problems.  Care will be necessary when preparing programs for these 

machines to preclude severe penalties in speed due to excessive data 

transmission with the backing store.  To promote efficient memory 

utilization and to promote conservation of machine time, computational 
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aerodynamics problems must be executed in a stand-alone mode. The 

execution times for meaningful aerodynamics problems could be on the 

order of a week.  Such execution times are more than an inconvenience 

to a user anxiously awaiting results, for the long execution time also 

makes necessary the periodic preparation of backup tapes (or disc files, 

if preferred) to enable restarting the program in the event of an 

interruption. 

The inconveniences of speed and size for serial machines are 

counterbalanced .by the operating system and applications software 

which has been developed for these machines.  This software includes 

efficient operating systems and user oriented high level languages 

amenable to scientific computations. To be sure, these languages 

are primarily serial in design, while the computational aerodynamics 

problems are principally of the vector type. However, a knowledgeable 

programmer can be expected to write reasonably efficient code to 

serialize vector operations. Because of the long history of serial 

computers as scientific computational tools, capable programmers abound. 

Near-optimal translations of aerodynamics algorithms into high level 

computer code can be achieved. The applicability of serial machines 

to computational aerodynamics rests on the strengths of the available 

software and familiar high level languages. 

Historically speaking, the parallel computers are a recent 

innovation. These machines are computationally fast and well suited 

to vector problems but lack the software support provided for the 

serial machines.  Computers employing parallel processors include the 

CDC STAR-100 and 100A, Cray-1, ILLIAC-IV, and TI-ASC.  Each of these 

machines has certain special capabilities for array arithmetic. Rather 

than engaging in a detailed description of each machine, however, 

attention will be focused on more general considerations. 

Under ideal conditions, vector machines achieve processing rates 

of from 50 to approximately 200 megaflops (Ref. 4.124). Although 

serious data flow problems are encountered in keeping processors busy, 

the optimal processing rate depends upon the length of the vector 

operands and the absence of scalar operations. The Cray-1 and ILLIAC- 

IV are structured for multiples of 64. That is, these machines are 
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most efficient with vector operands of 64 components.  For the STAR 

and ASC, the longer the vector the greater the processing speed. Ortega 

and Voigt (Ref. 4.124) point out that vector lengths of 10,000 or more 

are required for STAR and ASC to attain the highest processing rate. 

These vector length requirements, which assure high processing rates, 

should have minimal impact on computational aerodynamics applications. 

The flow field is partitioned into a three-dimensional array of finite 

elements.  For computational purposes, arrays are linearized for storage 

in the machine.  Reference vectors prepared from the lower and upper 

limits of the array bounds speed access to a specified array element. 

Each access may be treated as the beginning of a vector of whatever 

length suits the machine and the problem. 

So far, only the speed of processing vector operands has been 

discussed.  Computational aerodynamics problems may also require 

scalar arithmetic operations involving the grid points at the boundaries 

of the control volume. With the exception of the Cray-1, the penalty 

for performing scalar operations with a vector machine are severe (Ref. 

2.124).  For example, Ortega and Voigt, (Ref. 4.124) cite a scalar 

operation time of 1 microsecond for the STAR.  Approximately 10 percent 

of the execution time would be consumed performing scalar calculations, 

which comprise 0,2 percent of the total number of calculations for an 

aerodynamics problem as described in Section 4.3.1.  Thus, for the 

STAR, an execution time on the order of 16 hours can be expected, 

based on the problem outlined in Section 4.3.1, with an average of 

five diadic operations required in the computation of each array 

variable.  By contrast, the ASC scalar speed is twice that of the STAR 

(Ref. 4.124).  A scalar cycle time of 12.5 nanoseconds (Ref. 4.124) 

for the Cray-1 with a maximum vector processing rate of 160 megaflops 

(Ref. 4.26, 4.124) leads to the expectation of an execution time on 

the order of 4 hours as compared to the previous 16-hour estimate for 

the STAR.  This is something of an overstatement of the speed of the 

Cray-1 since the Cray speed is based on executing assembly language 

programs, whereas the STAR (and the ASC) execution rates are based 

on vector FORTRAN programs (Ref. 4.26). 
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To be sure, the execution times cited in the preceeding paragraph 

are optimistic since the assumption of complete adaptability of the 

numerical technique to the computer architecture is inherent.  In 

practice, such fortuitous circumstances may seldom exist. The penalty 

for communication between the main memory (or computational registers, 

etc.) and the backing store has not been included in the speed calcu- 

lations. This penalty in execution time could be devastating.  Stone 

(Ref. 4.156) cautions that the data (i.e., the vectorized array variables) 

must be organized efficiently. This is no mean task, since vector 

computers are recent innovations and few in number. Programming expertise 

for vector machines is quite embryonic, and not necessarily dependent 

upon scalar expertise.  Stone (Ref. 4.156) alludes to this philosophical 

dichotomy in discussing the evolution of parallel algorithms from 

serial algorithms. Furthermore, manufacturers of the vector machines 

have marketed the hardware before making the operating and programming 

software available. 

At ph.e*ent a va/Uety oh * colon, and vecton. computeM a/12, available, 

hon computational aoAodynamic*.    The lange *calan. machines one *uitable 

ih la/ige execution time* and *tand^alone ovenation can be, tolenated. 

Sohtwane *uppont and pnognamme/i* capable oh ehh^-cient *calan. code* a/12, 

the p/Umany advantage* oh * colon machine*. 

The. an/vxy machine* have *vced advantage* oven. *cala/i machine* bat 

lack the *ofttiA!a/ie *uppont.    Sohtwane ion. a/may machine*, pn,ognammen* 

capable oh wnJXing evident pa/ialZel pn.ogh.am*, and algonithm* tailoJted 

to the unique capabititie* oh a/may pnoce**on* MWL elevate the vecton. 

machine* to a u*ehul computational aerodynamic* tool. 

4.3.2.2 Computer Systems Currently Under Development 

The principal advanced computing systems with applicability to 

computational aerodynamics include the CDC Star 100C, Burroughs BSP, 

PEPE, STARAN, and PHOENIX.  With the exception of the PHOENIX, these 

advanced computer systems are general purpose vector machines. A 

discussion of the PHOENIX concept is deferred to the close of this 

section. 
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The STAR 100C, BSP, PEPE, and STARAN may be regarded as general 

purpose vector machines suitable for computational aerodynamics problems, 

although not specifically developed for this application; these vector 

machines have at least reached the conceptual design stage.  The PEPE 

and STARAN (byte oriented) exist as working prototypes.  A working 

prototype of the BSP is anticipated within a year.  Although the 

operating characteristics (i.e., speed, memory size, and number of 

processors, etc.) of these machines differs somewhat from existing 

vector machines, an appreciable extension of vector processing 

capabilities is not anticipated. 

The Burroughs BSP falls in the 30- to 50-megaflops range, with a 

scalar mode speed of 2 megaflops (Ref. 4.159).  These characteristics 

are similar to the CDC STAR 100 and the TI-ASC.  Similarly, the STAR 

100C, as an evolution of the STAR 100, will not possess vastly different 

operating characteristics. The primary thrust with the STAR 100C is 

an improvement in the scalar mode processing rate and decreased pipe 

set up time.  The performance of the PEPE derives from 288 processing 

elements, each with a 1-megaflop rate.  The scalar mode for PEPE is 

essentially 1 megaflop (Refs. 4.114, 4.164).  However, the PEPE word 

length is 32 bits, requiring computations in double precision and con- 

comitantly reducing the processing rates by half.  The Goodyear STARAN 

also employs a 32-bit word for floating point operations which can be 

reconfigured for 64 bits but with the penalty of halving the speed. 

The associative array employed in STARAN is unique, containing 256 

words of 256 bits each which may be accessed in either bit or word 

direction (Refs. 4.64, 4.65, 4.66, and 4.124).  Up to 32 such arrays 

are possible.  Since a floating point operation requires 40 micro- 

seconds, an array processing rate of 6.4 megaflops is possible with 

one array.  The maximum array rate of 200 megaflops is possible with 

32 arrays. 

An indictment of the software support will almost certainly be 

as applicable to these machines as to the current vector computers.  It 

is as important to develop software to permit the user to manipulate 

the machine intelligently as it is to develop the machine itself. What 

is needed is a vector computing system rather than a vector computer. 
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The PHOENIX, an evolutionary offspring of ILLIAC-IV, is currently 

under study by NASA (Refs. 4.151, 4.152). At present, the PHOENIX is 

the only advanced computer system being designed with computational 

aerodynamics clearly in mind.  It is clear that current advanced parallel 

processors are incapable of the 1-gigaflop processing rate suggested 

for computational aerodynamics computers.  Perhaps by specifically 

tailoring the machine to suit the algorithm, and by taking advantage 

of recent technological advancements, the PHOENIX can achieve the 

desired processing rate. However, it seems desirable to continue 

development and application of other computer architectures to 

computational aerodynamics. 

A variety o& advanced vector computer £>y£>temA <U> emerging.    Like, 
the current vacton. machine*, the Aofitioare support 16 lacking.    In 
deference to the. novelty o& parallel programming, It l& suggested that 
thz application o{, a* many ofithe new architectures cu> possible to 
computational aerodynamics problems be attempted.    The. ac.cMh.ate 
ph.edlcXA.on o{ the architecture which mitt be most convenient to thU> 
class oi problems seems fiemote at this töne.    However, by benchmarking 
the new architectures with computational aerodynamics programs, Insight* 
Into machine design, operating system design and application* so{ti.^are 
design will be gained. 

4.3.2.3 Crucial Technological Advances 

The comparison of available and evolving computer systems to the 

requirements anticipated for meaningful aerodynamics computations as 

outlined in Section 4.3.1 leads to the identification of several areas 

requiring technological advances.  Simply stated, computers need to be 

faster, larger, more reliable, and more easily programmed for vector 

problems. The area requiring principal attention is the latter, namely 

the development of software. This discussion of technological advances 

has been limited to technologies anticipated within 5 years. Devices 

and methods (i. e., cryogenics, VLSI) presently in the laboratory 

have been excluded. 
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The processing speed of a vector computer is influenced by a variety 

of design parameters.  The extent of the desired speed increase is an 

order of magnitude faster than the maximum speed of the Cray-1.  Since 

computational aerodynamics problems involve scalar as well as vector 

operands, both types of operations must be enhanced.  The rate of scalar 

operations is determined primarily by component design. Although 

the speed of light and circuit resolution are often cited as limitations 

on scalar speed, it appears reasonable to expect a 2- to 3-nanosecond 

cycle time or faster (Refs. 4.16 and 4.156).  This is a significant 

decrease from the scalar execution time for the Cray-1, hut a greater 

than tenfold increase in the array processing speed is required to yield 

an overall order-of-magnitude increase in speed.  Some technological 

refinements may increase the vector speed (e.g., LSI); however, the 

suggestions of Stone (Ref. 4.156) appear to be the most promising. 

Notable is the increase in the degree of parallelism.  This is the most 

direct approach but could be costly unless the unit price per processor 

can be significantly reduced.  The application of multiprocessing also 

seems to hold promise but questions of synchronization and queueing 

have yet to be resolved (Refs. 4.135 and 4.136).  Increasing the degree 

of parallelism is the most certain method of achieving an order-of- 

magnitude increase in speed. 

Note that as the speed of the processor increases, the rate of data 

access and data transmission must also increase.  Broad-band communication 

between the main memory and the backing store is indicated.  The 2.56 

x 1010 bit bandwidth of the STAR 100A correlates to 4 x 108 words of 

64 bits each, which exceeds the minimal 8M word main memory forecast 

for computational aerodynamics (Ref. 4.34).  The speed and size of the 

memory itself can be enhanced by adopting CCD, or bubble technology 

when the reliability and the cost of these devices become acceptable. 

Their use appears necessary for the 128M word fast-backing store. 

While the architecture of the machine is not generally thought of 

as technological in nature, architecture is nevertheless a crucial 

factor determining processing speed.  One fault of the general purpose 

machines is the many layers of software controlling the operation of 
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of the computer (Ref. 4.88).  It is inefficient to superimpose software 

onto an architecture to force the machine to perform special operations. 

However, efficiency in performing computations is lost if the machine 

architecture does not (appear)to match the problem structure (Ref. 4.136). 

Consequently, careful tailoring of the computer to computational aero- 

dynamics problems must be considered, particularly the mix of scalar 

and vector operations. 

Reliability is a nebulous parameter to describe. However, a 

computer suitable for computational aerodynamics applications should 

1) make few errors, 2) detect the errors, and 3) require a minimum of 

"down" time to effect repairs. The first two requirements can be 

handled with error-detection/correction codes, such as Hamming codes. 

Some sacrifice is entailed in storage capacity, accuracy, and speed 

as several bits from each word are commandeered to contain the parity 

data.  This strategy has already been deployed on some vector-processing 

machines (i.e., Cray-1, STAR, etc.). The discussion of the time 

required for repair is beyond the scope of this report; however, it is 

pointed out that this parameter is highly dependent upon the component 

design and mainframe design. The reality of maintainability should 

be acknowledged by the designers and fabricators of the machine early 

in the design process. 

The final technological advance identified as necessary to the 

development of a computational aerodynamics computer system is suitable 

parallel software (Refs. 4.88 and 4.89). Two classes of software are 

required.  First, a high level programming language suited both to 

the vector nature of the problem and to the serial nature of the 

programmer must be developed. A high level language permits the 

programmer to express the problem with ease and clarity (Ref. 4.10). 

CDC, Goodyear, Burroughs, Los Alamos Laboratory, NCAR, and others are 

working on vector languages (Ref. 4.26 and 4.135).  The favored 

approach is the extension of an existing and familiar high level 

language (such as FORTRAN) to include a repertoire of vector instructions. 

Fitting a FORTRAN compiler to accept a set of keyword identifiers for 

vector operations and perform the translation to their machine code 

equivalents is expected to be an easily performed task. 
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The second software item may not be as easily provided as an 

extended compiler.  Optimizing software is required to parallelize 

programs (Refs. 4.89, 4.135, and 3.136).  Existing aerodynamic programs 

are scalar, and the programs to be written in the near future will 

likely reflect the novelty of parallel programming. What appears 

necessary is a parallelizing precompiler which transforms serial or 

partially parallel programs into their highly parallelized forms.  The 

output should be in the high level language so that the precompiler 

serves tutorially as well as in the role of production tool. 

CeAtatn advanced tn haxdwasie and hohtitiane axe neqvJJied to addn.et>i> 

a AesiieA o£ meaningful computational aeAodynamic* pn.obl.omi>.    The 

technology to com>tmxct 6uch a compute*. appeaJU to be moK.e advanced 

than the panjxllel hoitmvte. 

4.3.3 Alternatives in Computing Facilities 

It is clear that a completely satisfactory computer for the 

solution of computational aerodynamics problems has not yet been 

designed.  In this section, the avenues to developing a computational 

aerodynamics computing facility will be discussed. 

4.3.3.1 General Strategy 

The general strategy outlined here will be recognized as a rather 

cautious approach but also as an optimistic approach. The computational 

aerodynamics computer is of a highly specialized design, expected 

to have little applicability beyond the aerodynamic field.  The 

computational aerodynamics computer will not be mass produced.  Perhaps 

as many as four or as few as one will be constructed, so that the 

development costs cannot be recovered in distributed fashion over a 

large production run.  The computational aerodynamic computer will be 

executing programs based on algorithms, numerical techniques, models, 

and theoretical relations which have not yet been rigorously tested 

in the computing environment.  The computational programs currently 

available appeal only to certain segments of the aerodynamic community. 

Differences in the approaches (i.e.» the models, the theory and 

the numerical techniques embodied in the program) could profoundly 
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affect the design of the aerodynamics computer. The computational 

aerodynamic computer requires certain technological advances. Traditionally, 

computers are marketed with five-year-old technology.  It is necessary 

to freeze the design early in the development phase and the technology 

must be reasonably proven at that point in time. Dependence on exotic 

or unproven technologies is an open invitation to disaster.  Finally, 

the computational aerodynamics computer system will be expensive to 

design and construct.  A cost of $100M is not inconceivable.  The 

strategy to be outlined, though conservative, can be expected to 

deliver a computational aerodynamic computing facility within ten 

years and with reasonably expectation of utility. 

The essential features of this recommendation are depicted in 

Figure 4.11.  In the figure, three parallel paths of improvements are 

identified.  The primary path leads to the advanced computational 

aerodynamic computer and is recognized to be an evolutionary path. 

It is proposed that existing computational algorithms employing 

existing software be utilized to perform computational aerodynamics 

problems using a contemporary, fast serial computer. The machine 

should be operated in a dedicated environment with large execution 

times expected. As confidence in the computational procedures 

accumulates, the path leads to the use of a (then) contemporary parallel 

computer.  It should be emphasized that a minimum of hardware development 

be included through the parallel computation step. These steps are 

for the primary purpose of initiating and supporting the other two 

evolutionary paths. 

Experimentation with machine architecture other than those currently 

available can be accomplished by emulating the new architecture on 

a suitable current machine.  The emulation will execute slowly but 

affords the user the cheapest access to (apparently) special purpose 

architectures (Ref. 4.136).  This experimentation should include 

not only various physical machine structures, but also various 

problem formulations.  Lomax (Ref. 4.102) suggests that problem 

reorganization, while destroying the apparent orderliness, may produce 

a very efficient computer program.  For successful development of 
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special purpose computers, the mutual Interaction of machine and problem 

is inescapable. 

The serial computation may be expected to reveal problems and 

deficiencies in the current computational aerodynamic procedures. 

Simultaneous with the improvement of the algorithms, development should 

begin on the parallel processing software essential to the execution 

of computational aerodynamic algorithms on parallel computers. As is 

apparent from Fig. 4.11, this procedure of upgrading the computational 

algorithms and the parallel software is viewed as a highly interactive 

and coordinated effort. Particular care must be exercised to ensure 

that a broad (if not inclusive) segment of the computational aerodynamics 

population is included in the serial and parallel performance studies. 

Hopefully, a concensus as to the performance characteristics for 

the computational aerodynamic computer can be realized . From this 

concensus a comprehensive set of design (i.e., performance) specifications 

can be prepared. There are several quite different ways to progress 

from the design specifications to the advanced computational aerodynamic 

computer system. Basically, the question to be answered is who will 

perform the work.  It is evident that the financing will be by the 

government in any case.  It should also be realized that the serial 

and parallel performance studies would not only be funded by the 

government, but quite possibly would be conducted under government 

supervision as well. Three important factors necessitate close 

government supervision:  1) the large expense of the project, 2) the 

diversity of the interested groups, and 3) the potential benefit to 

the national interest. 

The question of who will perform the work is best approached by 

considering the nature of the governmental supervision. The govern- 

ment may 1) purchase a suitable computer developed by a private 

concern, 2) engage a private concern to design and build the advanced 

computer, or 3) engage several private concerns to design the advanced 

computer, with one of the designs to be selected for construction. Each 

of these philosophies will be discussed in subsequent paragraphs.  Direct 

design and construction of the advanced computer by a government agency 

has not been considered probable or advantageous. 
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4.3.3.2 Private Development 

Of the three approaches, this is the least probable.  Traditionally, 

computers have been developed by private concerns. However, the market 

expectations have been far larger than those anticipated for a highly 

specialized computer for computational aerodynamics. From one to four 

of the machines may be constructed, and the development costs portend 

to be quite large.  Few computer manufacturers could afford such a 

risk for a special purpose machine.  It is likely that new breakthroughs 

in general purpose computers will be announced during the next decade 

by various computer manufacturers. The probability of such a machine 

adapting to computational aerodynamics problems is a matter for con- 

jecture, but recall that the operating requirements for computational 

aerodynamics are quite demanding (e.g., computational speed, memory 

capacity, memory access speed, etc.).  Note also that for various 

reasons "new" computers are evolutions of "old" computers, and upward 

compatability becomes the key design goal. 

4.3.3.3 Government Development 

This procurement philosophy places a single computer manufacturer 

under the direct supervision of a government agency.  Government and 

business interact closely throughout the design and construction of 

the computational aerodynamics computer.  In fact, government employees 

will probably make or approve all of the key design decisions.  These 

design decisions are crucial to the success of the facility, since 

decisions contrary to the needs of computational aerodynamicists would 

be disastrous.  If this option is selected, and it is a good selection 

for many reasons, it is strongly recommended that a panel of nationally 

recognized experts representing the many diverse viewpoints in 

computational aerodynamics be appointed to periodically review the 

progress of the design. 

4.3.3.4 Subsidized Competitive Development 

The procurement philosophy outlined here is something of a hybrid 

of the preceding two developmental approaches.  From a request for 
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proposal (RFP) published by a government agency, private companies 

prepare proposals outlining the details and costs of the computer design. 

Several companies would be selected to prepare detailed designs from their 

proposed conceptual design. Thus, several companies would be indepen- 

dently working on the technological advances deemed essential to the 

computational aerodynamics computer. At the conclusion of the period 

alloted for the detailed design, the companies having achieved this 

milestone would be invited to submit proposals for the construction of 

prototype computers. Only the most promising design/construction 

proposal would be funded.  It is speculated that perhaps two competing 

designs would be fabricated. As each machine became operational, it 

would be benchmarked using the computational aerodynamic programs which 

evolved during the parallel processing phase of the development program. 

The superior machine would be selected for further development (if 

necessary) and the selected company would begin fabrication of additional 

computers. This approach, entirely funded by the government, would 

be more expensive than either of the other two procurement philosophies. 

It is expected to produce a superior computer in the same fashion that 

this selection procedure is employed in the selection of advanced 

fighter aircraft (e.g., the fly-off comparison of the YF-15 and YF-16 

using the F-5 to simulate Russian tactics). 

4.3.3.5 The Operating Environment 

One of the three aforementioned procurement strategies will produce 

a computational aerodynamics computer. Government ownership and operation 

will be necessary because of the expense. However, the operation of 

the computer is as critical as the instrument itself. The national 

computing facility concept will be viable to computational aerodynamicists 

only if it is available to all who require this service.  It is not 

expected to be a free service, but it is expected that charges would 

be based only on the operating expenses. The actual operation may be 

handled directly by a government agency, or by a contractor under the 

supervision of a government agency. These modes of operation are not 

dissimilar to those employed at the various government-owned wind 
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tunnel facilities. However, the facility should not be operated and 

dominated by any of the users or the operating agency. A service 

concept is desired. 

Like the wind tunnels, the computing facility must be dynamic. 

The computing facility must continually improve procedures and equipment. 

Improvements to numerical methods, modeling techniques, and theory 

should be widely distributed. Continued development of parallel 

processing software will certainly be required. 

4.3.3.6 Impact on Aerodynamics 

It is clear that neither the experimental aerodynamicists nor the 

computational aerodynamicists are capable of designing air vehicles 

from their own devices exclusively.  In point of fact, neither is 

likely to reach the point of describing true aerodynamic behavior 

independently of the other. 

The recommended procedure envisions these two disciplines 

together, since both are attempting to produce the same result— 

accurate design data.  Although somewhat idealistic at present since 

advances in both the experimental and computational disciplines are 

clearly necessary, the following air vehicle test procedure is 

suggested.  1) Perform model tests in the wind tunnel.  2) Perform 

computations, using the advanced computational aerodynamics computer, 

on the flow field surrounding the model with wind tunnel boundary 

conditions.  3) Compare the experimental and computational results, 

making such adjustments as are necessary and justified.  4) Generate 

the design data using the computer with in-flight boundary conditions 

applied to the full scale air vehicle.  5) Compare the design data 

with flight test data after construction of the vehicle. 

While this program of producing design data is reasonably self- 

explanatory, several comments are appropriate.  First, by performing 

computations based on the model in the wind tunnel, the experimental 

facility is relieved of the burden of exactly duplicating in-flight 

conditions.  For example, the quest for a Reynolds number/Mach number 

match would be eliminated.  To be sure, improvements in flow quality 
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shock capture, etc. will still be advantageous.  Second, capricious 

alteration of numerical modeling parameters to produce a match with 

experimental data must be avoided.  Step (3) of the above procedure 

entails a critical examination of both experimental and computational 

procedures whenever disagreement in the data is present.  This is 

the critical step.  Third, the flight test data should be used to verify 

and improve both the experimental and the computational methods. Finally, 

the central theme of this study has not been "computers versus wind 

tunnels," but rather "computers and wind tunnels." This algorithm 

for air vehicle design is one example of a cooperative enterprise 

involving both the computer and the wind tunnel. 

The future of computational aerodynamics is indeed bright. Computer 

technology and architectural advances portend the construction of a 

machine suitable to meaningful aerodynamics computations within five 

years. However, this is really only a beginning since the frontiers 

of more complex aerodynamics problems, of greater computational accuracy, 

and of reduced execution times will yet lie ahead. These frontiers 

are varied, as are the aerodynamicists exploring them. The crucial 

factor is open communication and cooperation. The potential lines of 

communication within the aerodynamics area are shown in Fig. 4.12. 

To lo&teh, the communication and coopehxation c&&entlal to ph.0Qh.ut> 
in computational and experimental aa/iodynamics, an annual convenience 
&pon&oh.ed by the aeAodynamicA i,ocletiei> in coopehation with Interested 
government agencies be conducted on the. theme "computer* and laind 
tunnel!,."   The thrust oh thU technical meeting should be the mutual 
Interaction oh computation, experiment, and computer* a& a unified 
topic. 

The development o& a computational aerodynamic computer i>yi>tem should 
be orderly and *y*tematic.    Current Aclentlhlc computer* should be 
u*ed to verlhy and Improve computational ph.oceduh.eA and should be u*ed 
to simulate the perhormance o& proposed advanced computer ahchltectwie 
prior to the Implementation oh a computer design. 

Computing *y*tem* should be made available to the entire aero- 
dynamic* community.    Current &clentihlc computer* should be made 
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Fig. 4.12  Information Transfer Diagram for 
Computational Aerodynamics 
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available a* *oon a* po**lble ^or the verification and *lmulatlon 

*tudle* mentioned above..    The advanced computer should al*o be widely 
acc.2AA4.bZ2. to hp*ter further, development* -in computational aerodynamic*. 

Government operation and owner*hlp oh the advanced computational 

aerodynamic* computing hacilitle* 62.2mA tn2.vAjta.bl2 irom a financial 

point ol vim.    It l& *trongly recommended that the*e laclHtle* 

remain face ofa domination by gov2A.wn2.nt agencies to preclude the 

exclusion oi any *ector* o^ the computational aerodynamic* faleld. 

The development oi *ohtware suitable both to the machine, and to 

the programmer I* a* crucial a* the machine design lt*el&.    A vector 
high level language and a vectorizing precompiler should be developed 

to t>ult the advanced compute* and the problem. 
An annual workshop on the topic ol computer ami wind tunnel* 

*hould be conducted by Interested government agencies, *uch a* AFÖSR, 
In cooperation with the aerodynamic* *ocletie*.    The thrust 0$ this 
technical meeting should be the mutual Interaction* oi computation, 

experiment, and computer* a* a *lngle topic. 
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Appendix ¥1 Operations Required for Solution 
of Tridiagonal System by Recursion 
Algorithm (Ref. 4.30  ). 

ENTER 
) 

31 = b1 

y1 - d i/ßi 

Definitions:  a.,b ,c ,d. Tridiagonal Coefficients 

ß.,Y. Intermediate Recursion Coefficient 

n Order of System 

i - 2 

i : n 

i - i + 1/ 

© 
© di - aiYi-l 

v  = Y n  rn 

Analysis: 

Process 

Operations Required 

Sub.   Mul.  Div. 

© n -  1 n -  1 n - 1 

© n -  1 n - 1 n - 1 

© n - 1 n - 1 n -  1 

For a » 1, Total Number of operations 
Required is approximately 9n. 

Note:  Only operations within loops are 
counted to simplify analysis. 
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Outline of AFOSR-ASEE-UTSI-AEDC Summer Faculty Program 
June 13 - August 19, 1977 

WEEK 1 

Monday, June 13 

AM 1.  9:00—Welcome of Participants and Observers—Dean Charles Weaver, 
UTS I 

2. Introduction of AEDC, ARO, and UTSI Personnel: 
Dr. Leith Potter, ARO, Inc. 
Mr. Ross Roepke, USAF/AEDC 

3. Outline of Program Objectives—Panel Assignments: Dr. Bernard 
Marschner, UTSI 

4. Introductory Lecture on Theoretical Background on Fluid Mechanics 
and Aerodynamics: Dr. James Wu, UTSI 

PM 1.  1:30—Introduction to Concepts of Boundary Layer, Turbulence, 
and Separation: Dr. Trevor Moulden, UTSI 

2.  3:30—"Aerodynamic Problems in the Development of Air Vehicles 
across the Speed Regimes" Dr. J. L. Potter, ARO, Inc. 

Tuesday, June 14 

AM 1.  9:00—"Status of the Art in the Acquisition of Aerodynamic 
Data by Experimental Methods" Dr. Michael High and 
Dr. Sam Pate of ARO, Inc. 

2.  10:30—Introductory Lecture on Numerical Methods and Back- 
ground in Solutions of Partial Differential Equations: 
Dr. Ken Kimble, UTSI 

PM 1. Working Panel Meetings 

2.  4:30—Reception for participants at Officer's Open Mess 

Wednesday, June 15 

AM 1.  9:00—"Current Methods, Problems, and Progress on Finite 
Differences and Finite Elements for the Numerical Solution 
of Partial Differential Equations" Dr. Ken Kimble, UTSI 

2.  "Overview of Computer Architecture Concepts" Dr. Bernard 
Marschner, UTSI 

PM 1.  Working Panel Meetings 
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Course Outline 
Page 2 

Thursday, June 16 

AM 1.  9:00—"Computational Aerodynamics Dr. John Adams, ARO, Inc. 

2. Working Panel Meetings 

PM 1. Working Panel Meetings 

Friday, June 17 

AM 1.  9:00—"New Approaches to Experimental Aerodynamics Facilities" 
Dr. Wendell Norman, ARO, Inc. 

2. Working Panel Meeting 

PM 1. Working Panel Report Presentations 
a. progress 
b. recommendations for study procedure 

WEEK 2 

Monday, June 20 

AM 1. Presentation of a review of a technical report by a 
Summer Study Participant 

2. Working Panel Meeting 

PM 1. Working Panel Meeting 

Tuesday, June 21 

1. Tour of AEDC 

2. Present Facility Briefing 

3. Facility Planning Briefing: Mr. R. 0. Dietz, USAF/AEDC 

Wednesday, June 22 

AM 1.  9:00—Presentation of a review of a technical report by a 
Aummer Study Participant 

2. Working Panel Meeting 

PM 1. Working Panel Meeting 
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Course Outline 
Page 3 

Thursday, June 23 

AM 1.  9:00—"Computational Experimental Aerodynamic Testing" 
Dr. James Xerikos, McDonnell-Douglas 

PM 1. Working Panel Meetings 

Friday, June 24 

AM 1.  "Limitations in Measure and Analysis in Non-Equilibrium Flows 
Including Separation" Dr. Virgil Sandborn, CSU 

PM 1. Working Panel Meeting 

2.  3:00—Panel Progress Presentations and Discussions 

WEEK 3 

Monday, June 27 

AM 1.  9:00—"Computational and Experimental Aerodynamic Data in 
the Design of Aircraft" Dr. Larry daCosta, Boeing 

PM 1. Working Panel Sessions 

Tuesday, June 28 

AM 1.  9:00—"Status of Advanced Techniques in Computational Aero- 
dynamics and the Next Major Step" Dr. Victor Peterson, NASA-Ames 

PM 1.  1:30—"Future Computer Capabilities" Dr. F. R. Bailey, NASA-Ames 

Wednesday, June 29 

AM 1. Working Panel Sessions 

PM 1. Working Panel Sessions 

Thursday, June 30 

AM 1. Working Panel Meeting 

PM 1.  Working Panel Meeting 
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Course Outline 
Page 4 

Friday, July 1 

AM 1. Working Panel Meetings 

PM 1. Working Panel Meetings 

2. Presentation of Working Panel Reports 

WEEK 4 

Tuesday, July 5 

AM 1. Working Panel Meeting 

PM 1. Working Panel Meeting 

Wednesday, Juiy 6 

AM 1.  9:00—Control Data Corporation: Mr. Dick McHugh 

PM 1. Working Panel Meeting 

Thursday, July 7 

AM 1.  Institute for Advanced Computation: Mr. Thomas Wachowski 

PM 1. Working Panel Meeting 

Friday, July 8 

AM 1.  9:00—-"Experiences in Experimental and Computational Aerodynamics" 
Dr. Raimo Häkkinen, McDonnell-Douglas 

PM 1. Working Panel Meeting 

2.  3:00—Presentation of Working Panel Reports 

WEEK 5 

Monday, July 11 

AM 1. Cray Research, Inc.: Dr. Richard Hendrickson, Dr. Charles Puglisi, 
and Dr. Richard Russell 

PM 1. Working Panel Meetings 
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Course Outline 
Page 5 

Tuesday, July 12 

AM 1.  Goodyear Aerospace Corporation: Mr. Wayne Brubaker 

PM 1. Working Panel Meetings 

Wednesday, July 13 

AM 1. Review of panel presentations for Steering Committee 

PM 1. Working Panel Meetings 

Thursday, July 14 

AM 1.  Presentation of a review of a technical report by a Summer 
Study Participant 

PM 1. Working Panel Meeting 

Friday, July 15 

AM 1. Lockheed-Georgia Company: Mr. Jack Patterson 

PM 1. Working Panel Meeting and review of progress report presentation 

Sunday, July 17 

7:30 p.m.: Presentation of Progress Report to Steering Committee 
a. Technical Director 
b. Working Panel Chairmen 

WEEK 6 

Monday, July 18 

AM 1. Meetings with Steering Committee 

PM 1.  Meetings with Steering Committee 

Tuesday, July 19 

AM 1.  "Techniques and Effectiveness of Programming Strategies for 
High Speed Computers" Dr. D. H. Lawrie, university of 
Illinois, Urbana, Champaign 

PM 1.  Working Panel Meeting 
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Course Outline 
Page 6 

Wednesday, July 20 

AM 1. Presentation of a review of a technical report by a Summer 
Study Participant 

PM 1. Working Group Meeting 

2. Review of Steering Committee Recommendations 

Thursday, July 21 

AM 1.  Schedule review meeting reassignment of membership in 
working panels 

PM 1. Working Panel Meeting 

Friday, July 22 

AM 1.  9:00—Presentation of a review of a technical report by 
a Summer Study Participant 

2. Working Panel Meeting 

PM 1. Presentation of new working panel schedules and study plans 

WEEK 7 

Monday, July 25 

AM 1.  9:00—Presentation of a review of a technical report by 
a Summer Study Participant 

PM 1. Working Panel Meeting 

Tuesday, July 26 

AM 1.  BMDATC-P: Mr. Joe McKay 
Systems Development Corporation: Mr. Hiram Martin 

PM 1. Working Panel Meeting 

Wednesday, July 27 

AM 1. Wright Patterson Air Force Base: Dr. Thomas Weeks 

2. Working Panel Meeting 

PM 1. Working Panel Meeting 
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Course Outline 
Page 7 

Thursday, July 28 

AM 1.  Burroughs, Inc.: Mr. Gordon Stout and Mr. W. Johnwon 

PM 1. Working Panel Meeting 

Friday, July 29 

AM 1. Presentation of a review of a technical report by a Summer 
Study Participant 

PM 1. Presentation of Draft Outline of Report by Working Panel 

WEEK 8 

Monday, August 1 

AM 1. Presentation of a review of a technical report by a Summer 
Study Participant 

PM 1. Working Panel Meetings 

Tuesday, August 2 

AM 1. Presentation of local resource speakers selected by a 
working panel 

PM 1. Working Panel Meeting 

Wednesday, August 3 

AM 1. Presentation of a review of a technical report by a 
Summer Study Participant 

PM 1. Working Panel Meeting 

Thursday, August 4 

AM 1. Presentation of a review of a technical report by a 
Summer Study Participant 

PM 1.  Working Panel Meetings 
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Course Outline 
Page 8 

Friday, August 5  (First Draft of Final Report Due) 

AM 1. Working Panel Meetings 

PM 1. Working Panel Meetings 

WEEK 9 

Monday, August 8 

AM 1. Presentation of a review of a technical report by a 
Summer Study Participant 

PM 1. Review of First Draft Reports Due 

Tuesday, August 9 

AM 1. Presentation of local resource speaker selected by a 
working panel 

PM 1. Working Panel Meeting 

Wednesday, August 10 

AM 1. Presentation of a review of a technical report by a 
Summer Study Participant 

PM 1. Working Panel Meetings 

Thursday, August 11 

AM 1.  IBM of New York: Dr. George Paul 

PM 1. Panel Reviews of Draft Report 

Friday, August 12 

AM 1. Presentation of a review of a technical report by a 
Summer Study Participant 

PM 1.  Submittal of reviews of Second Draft of Report 
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Course Outline 
Page 9 

WEEK 10 

Monday, August 15 

AM 1. Panel Meeting 

PM 1. Panel Meeting 

Tuesday, August 16 

AM 1.  Panel Meeting 

PM 1.  Panel Meeting 

Wednesday, August 17 

AM 1. Review of Final Reports by Panel 

PM 1.  Review of Final Reports by Panel 

2. Practice of Presentation for Steering Committee 

Thursday, August 18 

AM 1.  Formal Presentation to Steering Committee 

PM 1.  Critique of Report by Steering Committee 

Friday, August 19 

AM & PM Corrections of Report by Panel 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER STUDY DESIGN LECTURE 

"Scientific Computing, Vector Processing, 
and Outlook" 

by 

Dr. George Paul 

Dr. George Paul, Industry Administrator for Scientific Computing 

with IBM in New York, will present a lecture to the AFOSR Summer 

Study Participants on Thursday, August 11, 1977 at 9:00 a.m. Dr. Paul 

obtained his B. S. in Mathematics from Rice University as well as his 

Ph.D. in Electrical Engineering from Rice. An outline of his lecture 

is as follows: 

1. Scientific Performance 

2. Performance Measurements 

3. Future Trends 

4. Design Principles 

5. Vector Architecture 

6. High Level Language Support 

7. Restructuring 

8. Compact Technology Trends 

LECTURE DATE:  Thursday, August 11, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 

263 



THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

by 

Mr. G. Stout 
Mr. W. Johnson 

A lecture presented by Mr. G. Stout and Mr. W. Johnson of 

Burroughs Corporation is scheduled for Thursday, July 28, 1977 at 

9:00 a.m. in the Short Course Room at UTSI.  The two gentlemen will 

give an overview of possible solutions to the high-speed computation 

problem. A review of BSP (Burroughs Scientific Processor) will also 

be given.  The Burroughs Corporation is a contractor to NASA-Ames 

for the initial study on the Computational Fluid Dynamics machine. 

Anyone who is interested is invited to attend the lecture. 

LECTURE DATE:  Thursday, July 28, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

by 

Dr. Thomas Weeks 

Dr. Thomas Weeks of Wright-Patterson Air Force Base in Ohio 

will present a lecture at UTSI on Wednesday, July 27, 1977 at 

9:00 a.m. Dr. Weeks will discuss the following topics:  transonic 

wind tunnel adaptive wall, Reynolds number sensitive phenomena, 

and procedures for extrapolating wind tunnel tests to flight Reynolds 

numbers, as well as the Flight Dynamics Laboratory experience with 

some of the aerodynamic computational codes.  Anyone who is interested 

is invited to attend the lecture. 

LECTURE DATE:  July 27, 1977 (Wednesday), 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"Parallel-Element Processing Ensemble (PEPE)1' 

by 

Mr. J. M. McKay 
Mr. H. G. Martin 

The associative parallel array concept will be developed and 

the current architecture will be presented. The unique features of 

the architecture and the impact of these features on applications 

and application's software will be emphasized.  The parallel Fortran 

(PFOR) language that has been developed along with complete support 

software system will be presented. Emphasis in the software area 

will be on the software tools and programming—methods that will allow 

the potential user to utilize the inherent computing power of the 

machine.  Various classes of applications benchmarks will be discussed 

and performance data taken from the current hardware given. 

ft * * A * * ft 

Mr. J. M. McKay is the PEPE Project Manager at BMD-ATC in 

Huntsville, Alabama. Mr. H. G. Martin is in the Data Processing 

Division of System Development Corporation. 

LECTURE DATE:   Tuesday, July 26, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace1 Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"Techniques and Effectiveness of Programming Strategies 
for High Speed Computers" 

by 

Dr. D. H. Lawrie 

Dr. D. H. Lawrie will present a lecture surveying various tech- 

niques used to take advantage of high speed (parallel and pipeline) 

computers.  Program loop distribution (vectorizing) and algorithms 

for the solution of recurrence relations will be discussed, as well 

as some results of our efforts to restructure programs automatically. 

These techniques will be related to specific architectural features 

in order to give an overall assessment of effectiveness. 

A A A A A A A 

Dr. Duncan H. Lawrie is an Assistant Professor in the Department 

of Computer Science at the University of Illinois, Urbana-Champaign. 

LECTURE DATE:  Tuesday, July 19, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"Parallel Processing—An Approach to Large Scale 
Numerical Problem Solution in Real Time" 

by 

Mr. M. W. Brubaker 
Mr. J. T. Franks 

Mr. M. W. Brubaker and Mr. J. T. Franks of the Goodyear Aerospace 

Corporation will present a lecture to AFOSR Summer Study Participants 

on Tuesday, July 12, 1977. The lecture will involve a brief introduction 

to Goodyear Aerospace Corporation and its history, as well as the 

STARAN Parallel Processor. The background, concept, and features of 

the STARAN will be discussed. Also on the agenda are discussions on 

advanced development programs concerning the STARAN, such as the 

Byte-Oriented STARAN and the parallel pipelined STARAN. Anyone 

interested in this lecture is invited to attend. 

LECTURE DATE:  Tuesday, July 12, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"CRAY I Vector Processor and 
Future Developments" 

by 

Dr. Richard Hendrickson 
Dr. Charles Puglisi 
Dr. Richard Russell 

Cray Research, Inc. was founded in 1972 by Seymour Cray, 

principal architect of the CDC 7600 and other computers.  CRI's 

CRAY I Vector Processor has been accepted as a powerful tool by 

the Weather Forecast and Research and Nuclear Research Committees. 

It is clear that CRAY I architecture, especially its capabilities 

for "chaining" has great potential for wind tunnel applications 

and aerodynamics research. Anyone interested may attend the 

lecture. 

LECTURE DATE:  Monday, July 11, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"Experiment vs. Computation in Fluid Dynamics— 
Competition or Corroboration?" 

by 

Dr• R. J. Häkkinen 

The interaction between computation and experiment in fluid dynamics 
will be illustrated by examples involving transonic flow, viscous- 
inviscid interactions and turbulent entrainment phenomena. The unresolved 
conflicts between computational and experimental results in some cases, 
and the dependence of numerical schemes on empirical information in 
others, point out the continued need for close cooperation between 
numerical analysis and experimentalists.  Since'the issues of concern 
are often of a rather fundamental nature, they also offer good opportu- 
nities for research projects applicable to the validation of new 
computational techniques. 

A A A * A * * 

Dr. Raimo J. Häkkinen, a native of Helsinki, Finland, graduated 
with honors from the Technical University of Finland with a degree 
in Aeronautical Engineering. He then went on to obtain both his 
Master's Degree and his Ph.D. in Aeronautics from the California Institute 
of Technology.  He is currently with McDonnell-Douglas Corporation. 
As Chief Scientist-Flight Sciences at the McDonnell-Douglas Research 
Laboratories since 1970, Dr. Häkkinen directs research in transonic, 
high-lift and internal fluid dynamics, aerodynamic noise and arc heater 
technology.  In addition, Dr. Häkkinen is serving McDonnell-Douglas 
Corporate Engineering as Aerothermodynamics technology coordinator. 
Dr. Häkkinen has also been associated with such universities as 
Massachusetts Institute of Technology, UCLA, and California Institute 
of Technology. He is active in several professional societies, such 
as the AIAA. Dr. Häkkinen is the author of numerous publications. 

LECTURE DATE:  Friday, July 8, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"Probable Trends in High Performance 
Computing in the 1980-1990 Era" 

by 

Mr. David Stevenson 

Frequently occurring patterns of computation in large scale 
scientific computing include vector operations, case statements, and 
event driven simulation.  The way these patterns are coded on today's 
high performance computer architectures (such as a multiple functional 
unit processor, an array processor, and a pipelined arithmetic unit) 
reveals the limitations of the various approaches to high speed computing 
and suggests possible evolutions in these architectures.  Current 
ideas and discernable trends in hardware component technology, soft- 
ware engineering and systems design indicate which of the possible 
developments are likely to be the most profitable.  Several examples, 
depending upon the interests of the study group, will be treated 
in depth to illustrate the possible impact of these trends on large 
scale computing systems of the 1980's and beyond. 

ft ft ft ft ft ft ft 

David Stevenson is Manager of the Advanced Studies Department 
of the Institute for Advanced Computation, NASA/Ames.  He did graduate 
work in mathematics at the University of Oregon and in computer science 
at Carnegie-Mellon University before joining the Institute in 1975. 
The Institute maintains the ILLIAC IV computer, a large, sophisticated 
array processor. 

LECTURE DATE:  Thursday, July 7, 1977 at 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"New Computer Architectural Concepts for 
Super Computers" 

by 

Mr. Dick McHugh 

Mr. Dick McHugh of Control Date Corporation in Boulder, Colorado, 

will present a lecture to the AFOSR Summer Program Participants and 

all interested persons on Wednesday, July 6, 1977. The lecture will 

deal with the design philosophy of the new STAR 100C Computer. 

LECTURE DATE:  Wednesday, July 6, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Short Course Room 

272 



THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"Application of Aerodynamic Computational Methods 
to the Design and Analysis of Aircraft" 

by 

Mr. A. L. daCosta 

The present state of the art in aerodynamic design requires 
extensive configuration iterations through repeated wind tunnel 
t esting that is costly, time consuming, and relies heavily on in- 
house experiences and expertise.  Significant advances have been 
achieved recently in aerodynamic computational methods which allow 
calculation of flows around three dimensional configurations and 
provide valuable guides to those seeking understanding of specific 
problems or those pursuing innovative design concepts. 

A great amount of effort and emphasis has been placed on the 
validation of these methods and to establish limits of their appli- 
cability.  This paper addresses to the application and validity of 
aerodynamics methods in the subsonic, transonic, and supersonic speed 
regimes for solving flows about complex three dimensional configurations, 
including boundary layer effects. 

Mr. A. L. (Larry) daCosta received his BS in Aeronautical Engineering 
from Purdue University in 1954, followed by his MS degree also from 
Purdue in 1956.  Mr. daCosta is the manager of the Configuration 
Concepts Group in the Aerodynamics Research Unit of the Boeing Commercial 
Airplane Company.  He was responsible for the development of the 
advanced military STOL transport (YC-14) high-speed configuration. 

Mr. daCosta joined the Boeing Company in 1958.  His early 
responsibilities at Boeing included development of transonic and 
supersonic configuration concepts and two-dimensional transonic airfoils. 

LECTURE DATE:  Monday, June 27, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Auditorium 
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THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOMA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"Limitations of Measurements and Analysis in Non-Equilibrium 
Turbulent Boundary Layers, Including Separation" 

by 

Mr. V. A. Sandborn 

While great strides have been made in the modeling and calculation 
of turbulent shear flows, areas such as severe pressure gradient 
boundary layer flows are at best poorly predicted. Prediction of 
these highly non-equilibrium flows will depend on more realistic 
models of the turbulence and the mean flow than are currently considered. 
A review of the physical aspects of non-equilibrium turbulent boundary 
layers will be presented. Details of flow in the region of boundary 
layer separation will be included. Both subsonic, incompressible and 
compressible, as well as supersonic flows will be covered. For 
compressible flow, it has become evident that freestream mass flow 
gradients, as well as the pressure or velocity gradient is important 
in describing the boundary layer development. 

******* 

Professor Virgil A. Sandborn, Professor of Civil Engineering at 
Colorado State University, holds a B. S. degree from the University of 
Kansas, a Masters degree from the University of Michigan in Aeronautical 
Engineering. His experience includes eleven and one-half years at the 
Lewis Research Center of the National Advisory Committee for Aero- 
nautics which later became part of NASA. Prof. Sandborn joined the CSU 
staff on August 1, 1963, in the Fluid Mechanics Program of the Civil 
Engineering Department.  Prof. Sandborn has authored or co-authored 
more than eighty technical reports. 

LECTURE DATE:  June 24, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Auditorium 

274 



THE UNIVERSITY OF TENNESSEE SPACE INSTITUTE 
TULLAHOrvlA, TENNESSEE 37388 

Graduate Education, Research, Postdoctoral Study 
and Continuing Education in the Aerospace Sciences 

UTSI-HOSTED 

AFOSR SUMMER DESIGN STUDY LECTURE 

"Application of Contemporary Computational Techniques to 
Aerospace Vehicle Design" 

by 

Dr. James Xerikos 

The computational methods currently usdd in the design of aero- 
space vehicles will be assessed in terms of their application to 
specific aspects of vehicle sizing.  The relative success in treating 
slender supersonic and hypersonic configurations as opposed to tran- 
sonic and supersonic wing-body-tail configurations will be discussed. 
Representative computational methods will be characterized, pointing 
out the seemingly subtle differences in analyses that can strongly 
affect the utility of finite difference codes.  In addition the 
relationship between "rapid design" aerodynamic computer programs 
and the so-called exact methods will be indicated by example. 

ft ft ft ft * ft ft 

Dr. Jamex Xerikos serves as Branch Chief of Aerodynamics at 
McDonnell-Douglas Astronautics Company in Huntington Beach, California. 
During his academic training at the University of Illinois, Dr. Xerikos 
served as Research Assistant, Teaching Assistant, and Instructor in 
the Department of Aeronautical Engineering.  Joining McDonnell-Douglas 
in 1959, Dr. Xerikos joined the Douglas Missiles and Space Systems 
Division as a research specialist in fluid mechanics.  His subsequent 
positions included Chief, Fluid Mechanics Section Aeromechanics 
Research Branch; and Chief, Fluid Physics Branch, Physical Sciences 
Department. Dr. Xerikos has directed Government sponsored investi- 
gations treating a wide range of fluid mechanic and aerodynamic 
topics. 

LECTURE DATE:  Thursday, June 23, 1977, 9:00 a.m. 

LECTURE PLACE:  UTSI Auditorium 
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AIR FORCE OFFICE OF SCIENTIFIC RESEARCH-SPONSORED 
ASEE-UTSI-SUMMER DESIGN STUDY PROGRAM 

TO BE CONDUCTED AT THE 
UNIVERSITY OF TENNESSEE SPACE INSTITUTE 

JUNE 13-AUGUST 19, 1977 

I. Objectives 

A. To provide a design study experience on a realistic and 
pertinent engineering subject for the faculty participants 

B. To ascertain the current status of experimental aerodynamic 
facilities and test methods and the current status of 
aerodynamic computational methodologies and computer systems 

C. To prepare an estimate of future developments in experimental 
and computational aerodynamics consistent with projected 
design needs with special emphasis on the impact of the next 
generation of experimental and computational facilities 

D. Explore means of obtaining and improving aerodynamic data 
by developing concepts for integrated use of computers and 
wind tunnels 

E. To prepare for faculty participants to make future contributions 
in the area of experimental and computational aerodynamics 

II. Methodology 

A. A review of current literature in the following three areas 
will be made: 

1. Experimental facilities and methodology for wind tunnel 
testing of advanced military air vehicles 

2. State of the art in computational fluid mechanics and 
aerodynamics 

3. Design trends of computer architecture and computer 
implementation techniques as they pertain to computational 
aerodynamics and wind tunnel testing 

B. Material will be presented by contributors in the three fields 
under consideration to aid in the understanding of computational 
and experimental aerodynamics. 

C. A brief written assessment of the current status of the three 
areas will be prepared. 

D. A written estimate of future trends, capabilities, and limitations 
for the interaction between computational aerodynamics, experi- 
mental aerodynamics and advanced computer design and implementation 

E. Study participants will present reviews of current technical 
reports in the three areas. 
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SUMMER DESIGN STUDY PANEL MEMBERS 

Panel 1: Experimental Methods In 
Acquisition of Aerodynamic Data 

*Collins, Frank G. 

Garcia, Sal R. 

Jones, Michael 

Tirres, Carlos 

Panel 2; Computational Methods in 
Acquisition of Aerodynamic Data 

*Cheng, Sin-1 

Chambless, Donald A. 

Jacocks, James L. 

Sahai, Viresbwar 

Source of Highest Degree 

University of California- 
Berkeley 

Texas A &.M university 

North Carolina State Univ. 

Air Force Institute of 
Technology 

Source of Highest Degree 

Princeton University 

Tulane University 

University of Tennessee 
Space Institute 

Virginia Polytechnic 
Institute 

Organization 

Aerospace Engineering 
UTSI 
Tullahoma, TN 37388 

Maritime Systems Fngrg. 
Moody College 
Galveston, TX 77553 

School of Engineering 
UT-Chattanooga 
Chattanooga, TN 37401 

Engineering Division 
Motlow State Community 

College 
Tullahoma, TN 37388 

Organization 

Princeton university 
Department of Aero- 

space Engineering 

Auburn University at 
Montgomery 

Mathematics Department 
Mongtomery, AL 36117 

Senior Engineer 
PWT/ARO, Inc. 
Arnold AFS, TN 37389 

Tenn. Tech. University 
Engineering Science Dept. 
Cookeville, TN 38501 

Area of Interest 

Aerospace Engineering 

Engineering Systems 

Mechanical Engineering 

Aerospace Engineering 

Areas of Interest 

Aerospace Engineering 

Mathematics 

Aerospace Engineering 

Engineering Mechanics 



oo 

Panel 3: Computer Developments for 
Support of Acquisition of Aerodynamic 
Data     

*Hornfeck, William A. 

Brooms, Lesunda Eugene 

Cunningham, James  R. 

Dick, Gregory M. 

Source of Highest Degree 

Auburn university 

University of Houston 

University of Florida 

Stanford University 

Organization 

Electrical Engineering 
Program 

Gannon College 
Erie, PA 16501 

Mathematics Dept. 
Moody College 
Galveston, TX 77553 

School of Engineering 
UT-Chattanooga 
Chattanooga, TS 37401 

Areas of Interest 

Electrical Engineering 

Mathematics 

Chemical Engineering 

University of Pittsburgh, Electrical Engineering 
Johnstown 

Division of Engineering 
Technology 

Johnstown, PA 15904 

Technical Director 

Marschner, Bernard W. 

Project Administrator 

Young, Robert L. 

California Institute of 
Technology 

Northwestern University 

Department of Computer    Computer Systems/ 
Science Computer Analysis 

Colorado State University . 
Fort Collins, CO 80523 

Associate Dean Mechanical 
The University of Tennessee    Engineering 

Space Institute 
Tullahoma, TN 37388 



Secretarial Assistance: 

Lois A. Stooksbury . . A. S. (in progress) 
Motlow State Community College 
Tullahoma, Tennessee 

Editorial Assistance: 

Peter C. MacNichols. A. B., Missouri Valley College 
M. A. (English) Middle Tennessee 

State University 

Editor, Technical Publications 
ARO, Inc. 
Arnold Engineering Development Center 
Arnold AFS, TN 37389 

279 


