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OBJECTIVE MEASUREMENT OF VOICE
CHANNEL INTELLIGIBILITY

K.J. Gamauf
W.J. Hartman*

Following the results of a feasibility
study (Hartman and Boll, 1976) an objective
intelli gibili ty measure is developed using
a large data base consisting of 8-50 word
phonetically balanced word groups with twelve
different kinds of distortion . Justifi-
cation for the use of this particular measure
is included, with mathematical derivations
and physical interpretations.

A discussion of the feasibi l i ty of a
hardware implementation of the software
developed here is also included .

Key words: intelli gibility measurements;
linear predictive coding; voice
systems.

1.. INTRODUCTION

There has long been a need for an inexpensive, reliable, and
efficient method to evaluate the quality of speech sent over voice
communication channels. Few voice communication systems today

are judged by the quality and intelligibility of the speech
received by the listener. Instead, system performance is
generally specified by some engineering parameter, such as the
signal—to—noise ratio of the receiver output.

The most common procedure f or determining the intelligibility

of a voice channel is a subjective method that involves trained

speakers and listener panels that directly score the percentage

of speech that is intelli gible. These schemes have the desirable

property that they produce repeatable results. Unfortunately ,

subjective scoring methods are expensive and time consuming

and as a result, are not widely used. What is needed is an

*The authors are with the Institute for Telecommunication Sciences,
Office of Telecommunications, U.S. Department of Commerce,
Boulder, CO 80302.
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inexpensive and efficiently applied objective evaluation of

speech intelligibility that is comparable to subjective methods.

This paper develops a method of obtaining an objective

intelligibili ty measure that gives good results for speech sent 
•

through both analog and digital, noise-corrupted communication

channels. The distortion measure is obtained using Linear Pre-

dictive Coding (LPC), a mathematical technique widely known for

its application to the analysis and synthesis of speech. The

feasibility of using LPC to develop an objective intelligibility
measure has been demonstrated by Hartinan and Boll (1976).

A. The Articulation Index

A well known objective measure that is used for voice communi-

cation channel evaluation is the Articulation Index (Al ) (ANSI ,

1969 ; Kryter , 1962). The Al is a physical measurement that is

highly correlated to speech intelli gibili ty under certain
conditions. The Al is obtained by evaluating the signal-to—noise

power ratios in 20 specific frequency bands. These power ratios

are then summed and normalized to give a score between zero and
one. An Al equal to one signifies perfect intelligibility , while
a value of zero represents a complete lack of intelligibility.

The Al can be computed using a general purpose computer once the

required spectral data are obtained from the speech .
An automated technique to obtain the Al is achieved through

the Speech Communication Index Meter (SCIM) (Kryter and Ball,
1964), which uses 9 frequency bands, instead of 20, to obtain a
modified Al. The SCIM system can be used to perform on-line

measurements and has been found to be highly correlated with the
standard 20 band Al. The SCIM system ’s Al can also be directly
related to speech intelligibility as long as the noise present is

generally additive white gaussion noise. Clipping of the speech

by the voice channel or noise that is intermittent or colored

distorts the Al, and a correction factor must be employed.

Multiplicative noise requires a complete recalibration of the

SCIM system. Therefore, the type of noise or distortion present2
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in the voice channel must be known in order to obtain accurate

results. When digital voice systems were tested on the SCIM

scheme , very poor estimates of speech intelligibility were

obtained. This was true even when quantization noise was the
only distortion present. Reliable correction factors for digital

voice systems have as yet not been found to compensate for this

poor performance. A more detailed description of the Al and the

SCIM system of objective voice channel evaluation can be found in

the work of Hubbard and Hartman (1974) .

B. Chapter Summaries
Chapter 2 gives a brief discussion of linear prediction of

the speech waveform. Chapter 3 describes the analog voice tapes

used in this study. Chapter 4 describes the data processing of

the analog voice tapes in order to obtain the LPC information
from the speech . Chapter 5 discusses the distance or distortion
measures that were used to predict objectively the intelligibility —

of noise corrupted speech . A comparison between objective
distance measures and subjective intelligibility scores is given.

Chapter 6 gives a block diagram for hardware implementation of

the scoring techniques. Appendix A contains listings of the
computer programs used to obtain the numerical results found in
this report.

2. LINEAR PREDICTIVE CODING

Linear predictive coding (LPC) has long been used in
communication theory. More recently , it has found applications

in speech analysis and synthesis,. speaker identification, and
word recognition , to name just a few new areas. In this study ,
LPC is used to develop an objective intelligibility measure of

speech corrupted by noise.

A. Linear Prediction

LPC models the vocal tract as an all—pole digital filter and
estimates the filter parameters Cpredictor coefficients) using

3
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the time domain speech waveform itself, rathex~ than the waveform ’s

short—term frequency spect~uin. This makes LPC a relatively

efficient method for encoding speech compared to frequency domain

techniques.
The vocal tract is assumed to be modeled as a discrete,

time—varying filter with parameters changing slowly enough so that

they can be considered fixed over a specified time interval.

Hence, the vocal tract can be approximated by a series of
stationary shapes. Atal and Hanauer (1971) have shown that this

all pole model can account for the glottal volume flow and

radiation of sound from t u e  mouth in addition to vocal tract
wunds .

The transfer function, H(z), used to describe the digital
model over each analysis frame is given by

1H ( z ) = p . (2.1)
i E a j Z i

i=1

for a model with P poles.
The time sequence S~ corresponding to the output of the

recursive filter can be written as

S~ E a~ S~~~j  + n = 0 , 1, . . (2.2)

where (at) are the predictor coefficients that completely
describe the characteristics of the filter and (Sn) is the driving

function or input to the filter.
While there have been several formulations for the estimation

of the linear prediction coefficients, two least zquares methods

have become prominent, the autocorrelation method and the co—
variance method. The autocorrelation method, which will be
justified in Chapter 4 , was chosen for use in this study and
further discussion will be restricted to that scheme. The auto-

correlation method can be considered as estimating the filter

4
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coefficients by approximating the spectrum of the speech

waveform by an all-pole model.

The portion of the signal to be analyzed is first multiplied

by a finite window of length N, changing the signal to

Windowed speech samples , o<nCN - l 
(2 3)

Sn =

o, n<o and n>N

Using this windowed signal , the prediction error sequence is
defined as

e~ = s~ - a~ S~~_ 1 • 
n = 0, i, . . (2.4)

and the total squared error is then
N-l+P P

E 
~~ 

en
2 

= S0
2 

+ (S~ 
- a~ S~ _~ )

2. (2 . 5 )

The predictor coefficients are selected so as to minimize
the total squared error. This is accomplished by setting the

partial derivative of the total squared error with respect to

each predictor coefficient equal to zero. The system of equations

that results is

• 

k=l 
r l .k ! ak = r. i = 1, 2, . . . , p (2.6)

where
N-i- Ill

r. = ~~~
-_ 

~~~ 5n Sn+1i1 (= 0, 1, 2, . . ., p (2.7)

are the normalized short—term autocorrelation values of the

speech signal and
N-i

2R0 = 5 (2.8)
n=o

5
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is the normalization factor for these values. The normalized

total squared error can be defined by making use of equations

(2.5) and (2.6) , yielding

E 1  = 1 - a1 
r 1  . (2.9)

The predictor coefficients are obtained by inverting a
positive definite Toeplitz matrix

[rli_kI]~ k = 1, 2, . . ., P (2.10)

This system of equations can be solved by using Levinson ’s

recursion method , which will be expounded upon further in
Chapter 4. The Toeplitz matrix is sometimes called the auto—

correlation matrix , and the coefficients obtained from this
linear system result in a recursive fil ter , H(z), which is
guaranteed to be stable, (all of its poles lie inside the unit
circle), as shown by Grenander and Szego (1958).

B. Spectral Approximation

Further insight can be gained by looking at the frequency
domain approximation to the above system. Taking the z—transform

of equation (2.4), one obtains

E(z) = S(z) [H(z)1 1 
(2.11)

where H(z) is defined in equation (2.1) and E(z) and S(z) are the

z—transforms of E~ and Sn respectively . Rearranging, equation
(2.11) can be written as

S ( z ~ E ( z )  H(Z). (2.12)

Minimizing the total squared prediction error is equivalent
to approximating the error sequence, (en), by

6
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A , n 0

en = (2.13)
o , n~~~ o

in a least squaies sense. This implies that E(z) is being

approximated by the function A, a constant, and S(z) is being
approximated by a spectrum corresponding to an all-pole transfer

f unction, i.e.,

E ( z )  = A (2.14)

A A A
S(z) = E(z) H(z) = — 

(2.15)
• —i

1 —  a1 z

i=l

• The value of A is determined by the application of energy con-
servation between and e~ . Using equations (2.9) and (2. 13),

one obtains

A2 = B .  = 1 — a~ r~ (2.16)

thereby showing that A2 is equal to the minimum total squared
error of the system.

This approach of estimating filter coefficients so as to
minimize the energy of the output of the inverse of a system
driver by its impulse response is sometimes called deconvolution

or inverse filtering. Considerable work has been done in this

area of linear prediction of speech in the past few years and
many good references are available that give more detailed

discussions of this subject. Some particularly good ones are
Markel and Gray (1976 and 1973); Makhoul (1975 and 1973);
Makhoul and Wolf (1972); and Boll (1973).
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3. THE VOICE TAPES

In order to develop an objective intelligibility measure for

corrupted speech , a comparison must be performed between the
distorted speech and the original noise free speech. A subjective

intelligibility measure of the distorted speech must also be

available in order to judge the quality of the objective measure

being used. Both of these requirements are met by first making a

noise free master tape of pre-selected speech and then sending it

through voice communication channels to be tested and making a
recording of the speech at the channel output. This recording

can be subjectively scored for intelligibility - and also compared

to the original speech by some mathematical technique to obtain

an objective measure.

A. Description of Voice Tapes -

The pre—selected speech to be sent over a voice channe l
for intelligibility scoring are phonetically balanced (PB) groups
of isolated words as opposed to complete sentences or nonsense

syllables. These PB words were used because subjective scores
have been shown ‘to be repeatable , which is a necessary criterion
for this study because the objective measure-will be repeatable .
Eight PB word groups, each containing fifty isolated words were
selected as the test speech . A list of the f i f t y  words in each
word group is given in Tables 3-1 through 3-8, with their
designated word group numbers.

An analog tape containing all eight word groups and using
both male and female trained speakers was obtained from the Army
Electronic Proving Ground Electromagnetic Environment Test
Facility at Fort Huachuca, Arizona. From this tape, a master
analog tape was made that would be sent over voice channels and

— later compared with the recorded output of the channel. In order
to perform this comparison, the two tapes would have to be aligned ,
which meant synchronization information must be included on the
master tape before being sent across the voice channel. Because

8
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Table 3-1
PB Word Group 361

1. STAB 26. RUG
2. TUCK 27. CLIFF

3. DRAPE 28. LOUSE
4. PITCH 29. GAB

5. INK 30. RYE
6. AID 31. SANG
7. KIND 32. CLOSED

8. STRESS 33. THRE E

9. TURN 34. MAP

10. DROOP 35. GAS

11. PUMP 36. SHEEP
12. SUIT 37. CREWS

13. BARGE 38. THRESH
14. KNEE 39. NAP

• 15. DUB 40. HAD
16. WIELD 41. SHEIK
17. ROCK 42. TIRE

18. BOOK 43. DAME
19. THOU 44. NEXT

20. LAY 45. HASH

21. FIFTH 46. SOAR

22. ROGUE 47.  TON
23. CHEESE 48. DIN

24. LEASH 49. PART

25. FRIGHT 50. HOSE

/

~ 
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Table 3-2
PB Word Group 312

1. JAB 26. DIP

- - 2. ARC 27. URGE

3. JAUNT 28. MOUTH

4. ARM 29. NET

5. SHOP 30. WAVE

6. BEAM 31. FINE

7. KIT 32. PURSE

8. BLISS 33. GOAT

9. SPRIG 34. HOG

10. LAG 35. RISK

11. CHUNK 36. DOUBT

12. LATCH 37. PUNK

13. CODE 38. DRAKE

- 
1~ 

14. LOW 39 • WOOD
15. TAB 40. FEEL

16. SHOT 41. PROD

17. SIGN 42. FRISK

18. CRUTCH 43. DULL

19. SAP 44.  MOST
20. LOSS -45. FUDGE
21. CLASH 46. POND

- i 22. SNOW 47. HAVE 
•23. CRY 48. REEF

24. SPY 49. PROBE t
25. STIFF 50. RICE

~ 

~~~~~~~~~~~~~~~~~~~~ - ~~~~~~~~~~~~~~~ ~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~
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Table 3-3

PB Word Group 291

1. ARCH 26. NUTS

2. BEEF 27. WIPE

3. KEY 28. ODD

4. SIP 29. WITH
5. BIRTH 30. FLAG

6. SMART -31. NERVE

7. SPUD 32. FLUFF

8. CLUB 33. FOE

9. TEN 34. NOOSE
10. CROWD 35. FUME
11. THAN 36. WEAK

12. BIT 37. FUSE

13. THANK 38. WILD
14. CUD 39. GIVE

15. THRONE 40. PHONE
16. CARVE 41. GATE
17. TOAD 42. HOOF

18. LIT 43. YEAR

19. CHESS 44. ICE

20. TROOP 45. REED

21. CHEST 46. ITCH

22. BOOST 47. ROOT

23. CLOWN 48. GRACE

24. DITCH 49. PACT
25. MASS 50. RUDE

11
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Table 3-4

PB Word Group 265

1. AS 26. CLOTH

2. BEST 27. GROPE

3. EAT 28. KEPT

4. THUS 29. RAY

5. EYES 30. FORGE

6. SCAN 31. CLOTHES

7. COB 32. ROOMS

8. FALL 33. LAG

9. DAD 34. THIGH

10. ODE 35. WAIT

11. SHANK 36. WIFE

12. MASH 37. JAG

13. HITCH 38. NIGH

14. ROUGH 39. CRIB

15. FEE 40. PRIG

16. CHART 41. FLOP

17. WASP 42. SUP

18. HULL 43. GAGE

19. TONGUE 44. WRIT

20. PUN 45. PRIME

21. REAP 46. FOWL

22. PUS 47. BOG

23. BADGE 48. GAP

24. DEEP 49. FLICK

25. SLOUCH 50. RAISE

12
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Table 3—5

PB Word Group 275

1. AM 26. SLEDGE
2. GRADE 27. RANGE
3. GASP 28. WOO
4. MOTE 29. DOPE -

5. MUD 30. FLING

6. BY 31. NINE

7. PHASE 32. SCOUT

8. RASH 33. OFF

9. RICH 34. PIG

10. POUNCE 35. FORT

11. SHAFT 36. WOE

12. ROAR 37. CHOP

13. ACT 38. PLOD
14. AIM 39. KNIT
15. HIM 40. WHIFF

16. COAST 41. PENT

17. DOSE 42. THOUGH

18. BUT 43. JUG
19. SOUTH 44. SNIFF

20. SIEGE 45. QUIZ

21. DWARF 46. GUN

22. FAKE 47. COOK
23. CUT 48. SAG
24. COMES 49. WIRE

25. SIN 50. RAID

13 
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Table 3—6

PB Word Group 305

1. STAFF 26. TRE E
2. BASH 27. GOOSE

3. HAT 28. PAGE
4. WADE 29. MAZE

5. CHAMP 30. FLIGHT

6. ETCH 31. PINK

7. SLUG 32. BUG

8. CHANCE 33. RAPE
9. WAKE 34. EARS

10. VALVE 35. SCRUB
1].. YOUTH 36. COW
12. FLAUNT 37. TAG
13. RUSH 38. JAY

14. GULL 39. VOID - 
-

15. DAUB 40. EARTH

16. REAL 41. THOSE

17. AlL 42. LAP

18. PUP 43. SNIPE
19. NUDG E 44 .  FIR
20. BACK 45. CLOTHE •

• 21. PLUS 46. MOPE
22. BOB 47. CORD

23. THUG 48. RIP

24. CUE 49 .  HURT
25. LINE 50. FORCE

14
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Table 3—7

PB Word Group 214

1. TOE 26. HID
2. ARE 27. SUCH

3. RUB 28. CRASH
4. GROVE 29. BOX

5. PANTS 30. THERE

6. DEATH -31. END

7. BAD 32. MANGE
8. PAN 33. PLUSH

9. USE 34. IS

10. SLIP 35. FORD

U. - BASK 36. HUNT
12. FRAUD 37. RAG

13. NOT 38. FEAST
14. DEED 39. NO
15. SMILE 40. CLOVE

16. DISH 41. FERN

17. RISE 42. PILE

18. FUSS 43. STRIFE —

19. WHEAT 44. CANE
20. DIKE 45. FOLK

21. PEST 46. RAT
22. CREED 47. CLEANSE
23. HEAP 48. THEN
24. BAR 49. RIDE

25. NOOK 50. HIVE

15
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Table 3—8

PB Word Group 283

1. US 26. BIN D
2. SHACK 27. CHEW
3. CRACK 28. WHEEZE
4. CHANT 29. FREAK

5. YEAST 30. PINT

6. ASK 31. GUESS

7. EASE 32. QUEEN

8. REST 33. CLOD 
- -

9. JELL 34. LOOK

10. BOLT 35. FRONT

11. KILL 36. NIGHT

12. LICK 37. WIG
13. CALF 38. ROPE

14. CATCH 39. DAY

15. TILL 40. RHYME
- 

- 
16. EACH 41. SLIDE

17. ROT 42. FROCK

18. ROLL 43. LEFT
19. BID 44. FOOD
20. COD 45. SPICE

21. DEUCE 46. BORED

22. DUMB 47. THIS

23. FAD 48. THRE AD

24. HUM 49. FORTH

25. ROD 50. FLIP
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the tapes would be processed in a digital state, the alignment

procedure would also have to work in a digital format. It was

found that a shift of plus or minus 10 samples of a 256 sample
analysis window caused the predictor coefficients to vary less

than 0.1% in all cases. Therefore, the synchronization procedure

to be used was required to align two segments of digitized
speech to within 10 samples . 

-

It shoUld be noted that the bound on the variation of the

predictor coefficients cannot be translated into a bound on the
distortion measures described In Chapter 5. However, the

alignment method described in the next section was tested

extensively , and never produced a variation in the distortion —

measures larger than that produced by the normal round off error.

B. Voice Tape Alignment
A synchronization procedure that was found to meet the

required 10 sample variation specification , made use of a binary

pseudo noise (PN) sequence. The binary PH sequence was sent

through a phase-continuous frequency shift keying modem using the

two frequencies 1.2 kHz and 2.2 kHz. Several different length

binary PH signals and modem bit rates were tested to determine
the best combination for alignment capability. The test consisted

of cross-correlating the PN sequences under different noise and

distortion conditions and looking for an impulse like correlation

function. A further requirement was to have the PH sequence as

short as possible. It was found that a length 127 binary PN
sequence sent through the FSK modem operating at a 635 Hz
bit rate followed by a low pass filter with a cutoff of 2.5 kHz

met all the requirements necessary to insure the alignment of
two PH sequences distorted by noise. The low pass f i l ter  was used
to make certain that the frequency spectrum of the PN signal was
in the range required for input to most voice systems. A PN
signal was then placed before each word and after the last word
of all eight word groups thereby creating the master analog tape
with alignment capabilities.

17
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In order to align a distorted tape with the master tape, the

location of all the PN sequences and words on the digitized

master tape had to be known . This was done by blocking the

quantized samples into 125 sample records and computing the mean

and standard deviation (SD) for each record. The SD was used as

an energy criterion to determine the midpoints of the PN sequences

and words and the length of each word. The distances between the

midpoints of each PN sequence and the word following it were then

determined. The corresponding midpoints of the words from a

distorted tape are now all that remains to be found.

Each of the eight word groups on a digitized tape made up
one file and corresponding files between the master and distorted
tape were aligned independently from the other seven sets of

files. Using the SD energy criterion, the midpoints of the first

and last PH sequences of the distorted word groups are estimated.

The cross-correlation between these PN sequences and the corres—
ponding ones from the master tape are then computed, thereby
obtaining the midpoints of the two distorted PN sequences with

respect to the master word group ’s PN sequences. From this

computation, the slight drif t between the samples of the two
tapes can be calculated. Using this drift and the PH sequence ,
midpoints of the master tape, an estimate of the midpoints of the

PN sequences of the distorted tape can be made taking into
account the shift between the two tapes. The true midpoints of
the PH sequences of the distorted tape with respect to the master
tape can now be found by again computing the cross—correlation

between each pair of PN sequences. Using the distances between
the midpoints of the RN sequences and the words following them of

the master -word group , and the drift between the two tapes, the
midpoints of the words of the distorted word group with respect

to the master can be obtained using the midpoints of the PN

sequences of the distorted word group. This procedure is
repeated for all eight word groups of each distorted tape.

The alignment of two words from two different tapes to

within 10 samples was the goal of the synchronization procedure.

18
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This can safely be assumed using the above ali9nment scheme . The

• RN sequences on either side of each word are lined up to within
- 
. one sample in all cases. The drift between two consecutive RN

sequences was never more than 15 samples, usually quite a bit
less. Since the word to be aligned is roughly midway between the
two PH sequences and the drift is taken into account, the 10

sample synchronization specification is always met, generally to
within a sample or two. The drift between two tapes was verified

to be linear , with only small (+1 sample) fluctuations.
Three computer programs were used in the synchronization

procedure discussed above . “Words” was the program that was used

to f ind the locations of the PN sequences and words through the
SD energy criterion. FFTCOR4 computed the cross—correlation

between the PH sequences of the two tapes. Finally , WRDMIDP

calculated the midpoints of the words of the distorted tape with

respect to the master tape. A listing of all three programs can

be found in Appendix A.

4. DATA PROCESSING OF THE VOICE TAPES

Once the master analog tape of eight 50—word groups was made,
it could then be sent over various voice communication channels

to obtain distorted tapes. Copies of the distorted tapes were

sent to Fort Huachuca to be scored for intelligibility . The

intelligi bili ty score for a single word was the percentage of the
listener panel that correctly identified it, and the intelligibil-
ity score for the entire word group was the average score of all

50 words in the word group. The subjective intelligibili ty
scores were used later for comparison with the objective

intellig ibility measure. The distorted tapes and the master tape

were then processed to obtain the LPC information necessary to - •

develop the objective distance measure. No filtering was used on
the tapes used for subjective scoring.

19
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A. Digitization of the Voice Tapes

Before the master or distorted tapes were digitized, they

- . were first sent through a pre—emphasis filter, and then low—

pass filtered to 3.2 kHz. Pre—er.phasis was used because it
• enhances the high-frequency forinants of the speech which is

important for speech comparison. Pre—emphasis also limits the

effects of the glottal waveform and li p radiation and therefore
enhances the spectral properties of the speech due to the vocal

tract.

Based upon an average vocal tract length of 17 cm, the f i rst
three formant frequences will be found in the frequency range of

about 250 - 2800 Hz. Shorter vocal tracts will shift this range

up slightly. Low-pass filtering at 3.2 kHz would therefore pass

the first three forinant frequencies. This (3.2 kHz) is generally

also the high frequency cut—off for most voice communication

channels. Any noise above 3.2 kHz picked up by the distorted
tapes will also be filtered out which will help the accuracy of
the objective distance measure.

The analog tapes were sampled at 10 kflz and then quantized

to 12 bits. The sampled signal was then stored on digital
magnetic tape for future processing.

B. Analysis Conditions

Once the tapes are digitized and the distorted tapes are
aligned to the master tape, LPC processing of each word can be
done. First, however , the decision must be made regarding which
least squares method to be used to obtain the predictor

coefficients. For this study, the autocorrelation method of
linear prediction was chosen over the covariance methcd because
it requires fewer calculations, it is assured of producing a

stable filter, (i.e. all the poles are within the unit circle),

and it allows a meaningful spectral matching term to be computed.
Also , as mentioned before , the autocorrelation method can be
consIdered as estimating the predictor coefficients by approxi-
mating the spectrum of the speech waveform by an all—pole filter

20 
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or model. A detailed comparision between the two methods is

given in Makhoul and Wolf (1972).

• The analysis interval in which the speech waveform ’s spec-
trum is estimated should be short enough so that vocal tract

movement is negligible , but long enough to insure stable spectral

estimates. The vocal tract can, in general, be assumed to be
stationary on the order of 15 to 20 ms. Since in the auto-

correlation method of linear prediction the approximation is to

model a short—term signal spectrum, it is necessary to window in
order to guarantee spectrally accurate results. By using a non—

rectangular window, a larger analysis interval can be used
without sacrificing spectral accuracy. Therefore, the length of
the analysis frame was chosen to contain 256 samples, which means
an analysis interval of 25.6 ms because of the 10 kHz sampling

rate. The non—rectangular window used on each analysis frame was

a Hamming window of the form

WH (l29_n)=W H(l28÷n)= l.OB.N
.(5.04+O.46 cos ~~~~n=1, 2, . . .,128

(4.1)

where N=256, the analysis frame length. The Hamming window

was chosen because of its desirable spectral properties and its

widespread use in linear prediction literature.

Another important consideration was the number of predictor
coefficients to be used. As a practical matter, it is best to
choose the number of coefficients as small as possible because it

saves computation time and there is less chance of filter

instability due to finite arithmetic effects. It has been shown

that to represent adequately the vocal tract under ideal circum-

stances, the memory of the model or filter must be equal to twice
the time required for sound waves to travel from the glottis to

the lips, i.e., M = 2L/C , where L is the length of the vocal
tract and C is the speed of sound. Using the average vocal tract
length of L = 17 cm and the speed of sound, C = 34 cxn/ms , the
memory required is 1 ms with a 10 kHz sampling rate, the number
of predictor coefficients needed is equal to the sampling rate

21
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times the memory required, or 10 coefficients. In order to take
into account the influences of the glottal waveform flow and lip

radiation characteristics an additional two coefficients are

necessary. Hence, twelve predictor coefficients were computed

f or each analysis frame thereby producing a twelve pole filter

that accurately models the spectral properties of each speech

interval.

The information necessary to choose the various parameters
and methods for LPC processing were obtained from experimental

results and several references , which include Markel and Gray,
(1973) and Makhoul (1973), and Boll (1973).

C. LPC Data

With all the necessary parameters and methods chosen to
analyze the speech, LPC processing of each word could then be
undertaken. Computer program LPC was used to perform the speech

analysis. A listing of the program can be found in Appendix A.

The 256 point window wac moved along each word at 256 sample

shifts. Originally , the window was shifted by 128 points to

create overlapping analysis frames. However, due to the

averaging, significant differences in the distance measures, to
F be described in Chapter 5,were not found when the two methods

were compared. Consequently , the 256 point shift was adopted to

save processing time. The distorted word lengths were naturally

defined to be the same as the corresponding master word lengths.
Processing of the windowed signal to obtain the LPC para-

meters was done using the Levinson Algorithm. A flow chart of

the algorithm is shown in Figure 4-1. In order to start the

algorithm, the normalized autocorrelation terms of the windowed

signal had to be obtained. This was accomplished using the

direct method of equation (2.7) as opposed to using the Fast

Fourier Transform (FFT) because of the small number of lag terms
needed (thirteen terms). The Levinson Algorithm was used to

obtain the twelve predictor coefficients, (a~)~ and the minimum

total squared error , Emjn~ Each reflection coefficient (k
~
) was

22
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E(i)~r~ [i—K (i)
2
]

A 1(i)’ — K(1)

J* 1~ _ _ _ _ _ _ _ _ _ _ _ _ _

• _ _ _ _ _ _ _ _ _ _ _ _ _  

A~(P)

• J~ P? >.~~
YES K(n) 1~~n - ~ P

-
; 

~NO 
E( P)

J = J + i
• 

3-1
X (J)~ r — E  r a (J— 1)3 n.j 3-n n

K(~T)~ — X ( J ) / E ( J — 1 )
E ( J )~ E (J— 1) [ 1— K ( J ) 2

]
A~(J)~ A~(J— i) + K(J)A 3_~(J—1), I ~ n ~ J—1

Figure 4-1. Flow diagram for LPC processing .
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checked to insure that it was less than 0.99,  thereby guarantee-
ing a stable filter.

All of the LPC information was then stored on magnetic tape

to be used later in comparing the speech. The LPC data stored
consisted of R0, the autocorre].ation normalization factor and
energy term for the analysis frame, the normalized autocorrelation

terms, (ri), the predictor coefficients, (at), the reflection
coefficients, (k1) , the total minimum squared error, Emjn~ and
the autocorrelation terms of the predictor coefficients , (g~).

The (g~) terms simplify the calculation of the distance measures
to be discussed in the next chapter.

5. DISTANCE MEASURES

The distance or distortion measure to be developed is inten—

ded to predict accurately differences between two intervals of

speech. One of the speech intervals will always be from the
undistorted speech, while the other will be a distorted version
of the original speech. The distance measure obtained must
therefore be interrupted relative to distance measures of other
distorted speech segments when compared to the undistorted
version. The distance measure is then mapped into an objective

determination of the intelligibility of the speech. The distance
measures discussed in this chapter are all developed in the
framework of LPC.

A. Linear Prediction Residual Distance Measures

To digress a moment, a sample S~ is estimated by the linear

combination of the preceeding “P” samples in LPC. The error or

linear prediction residual can then be written as

e~ = S~ — E a. s~~1 , (5.1)

where (at) are the predictor coefficients. These coefficients

are obtained by choosing them so as to minimize the total squared

24
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error . The total squared error or linear prediction residual
energy can be considered to be the output of an inverse filter

1H ( z )  , where

[H(z)J~~ = 
~~. + a. z~

1 (5.2)

(H(z ) ] 1 is the filter that minimizes the residual energy and H(z)
corresponds to a smoothed spectral estimate of the data sequence

(Se) up to a scale factor representing the gain.

If (Sn) is passed through a different inverse filter,
of the form

P
[H (z)]~~ = 1 + 

l 

a z 1 (5.3)

which minimizes the residual energy for some other data sequence

(S~ ) ,  the residual energy D, must be greater than or equal to
the minimum residual energy E, i.e., D>E, with the equality hold-
ing if and only if H(z) = H (z). Assuming the data sequence (S n )
is obtained from an analysis frame of speech from the undistorted
tape and (Sn ) is the corresponding analysis frame f rom a dis-
torted tape the difference between D and E is a measure of the

distance between the tv~o speech segments. (Unless otherwise
identified, unprimed variab les represent data from the master or
undistorted tape.)

The dual of the above situation is also true. If (Se ) is

sent through (H(z)] , the output will be D , while E is the

output of [H (z)J
1 when (Se ) is sent through it. Again , D > E

with equality if and only if H (z)  = H ( z ) .  As before , the
difference between D and E can be considered to be a distance
measure between the two speech segments .

E , E , D, and D can all be written as a combination of the

autocorrelation terms of (S~ ) and ‘) and the corresponding
linear prediction coefficients (a j ) and ( a ) .  Let

AT = (1, —a1, —a2, . . .—a~ ) ( 5 . 4 )
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be the transpose of the linear prediction coefficient vector A ,

and

R = rli_ kl i,k = 0, 1, 2, . . ., p (5•5)

the normalized autocorrelation matrix. The four error terms can

then be written as

E _ A T R A  (5.6)

I ‘T ‘E = A  R A (5 .7)

D A R A  (5 .8)

(5.9)

where the primes signify variables from a distorted tape. The

derivation of this can be found in Market and Gray (1973) and
Boll (1974). ,

E and E are calculated for each analysis Crame through the
Levinson Algorithm, but D and D are calculated when a distorted

tape is compared to the master tape. These calculations can be
simplified because of the structure of R and R , the auto-
correlation matrices, by calculating the autocorrelation terms of
A and A , the linear prediction coefficient vectors. Using the
symmetry of the autocorrelation terms of A , and A , D and D , can
be written as

- D E g
~ 
r~ - 

(5.10)

(5.11)

where

P—Ii~
g
~ = 2 E ~k ak+L 

Ci = 1, 2, . . •,  
(5.12)

kaO
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g0 = c ~ (5.13)
k— 0

~— I~l
• g

~ 
= 2 • a

k 
a
k+l (i = 1, 2, . . •

~~~ (5.14)
k=0

P
‘
~~~~~~~~~~~~~~~~~~ ‘2

k=0 ‘~k ~ 
(5.15)

( c t . )  and (c~~) are the P+l terms in the vectors A and A

respectively. (g~) and (gj ) can be calculated for each analysis

frame right after the predictor coefficients are obtained and

stored on the LPC data tape .
Each of the four error terms can be interpreted in the

frequency domain. Using Parseval’s Theorem, the total squared

error, E, can be written as

E E e~2 = 

~ J 

lE(~)I 2 dw (5.16)

-~rr/T

where E ( w )  is obtained by substituting z = e
1Wt into E(z). From

Chapter 2, the minimum linear prediction error was found to be

E ( z) .  S ( z) [H ( z ) 1~~~ (5.17)

while the least squares estimate can be written as

E(z) = S(z)[H(z)1~~ 
(5.18)

substituting z = e~~
t into (5.17) and (.5.18), one obtains

E(w) S(w) [H(w)]~~ 
(5.19)

27



—•—— ----.-- -— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — —--—— ~ ‘-“ - --- ---- ‘~~ ‘— - —-—--~——— - ——-- - -- ——— ‘———r ~~~~~

E(w)  = S(w )  [H(w) J~~~ . 
(5.20)

Rearranging (5.20) and substituting in. E(z) = A,

—l A I

[H(~)] = . (5.21)
S(~ )

Inserting (5.21) into (5.19),

E(w) = A (5.22)
S(w)

substituting (5.22) into (5.16)

— T A
2 

1
7r/T 

d~ 
(5~23)E — 271 

3—TT/T l~~()l
2

But Is (w) 1
2 and I ~ w 1

2 are just the corresponding power spectra ,
P(o) and ~~~~ of the speech signal and its least squares linear

prediction estimate. Therefore,

E = 
~~2 f du . 

(5.24)

-iT/T

Similarly E . can be shown to be

,ir/T

E ’ 
= 

TA 2 1 dt~ . 
(5.25)

27T 
~ P (w)
‘-rr/T

D and D can also be obtained by the same method and written as

— 
TA~~ 1 P ( w ) ~D —  , i ~~

-

£71
(5.26)

2 w/T
D = 

~~~~~

— ( d~ . (5.27)
P(w)
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The distance measures D and D are not all that pleasing

when defined in the frequency domain. They compare the ratio
differences between a true speech power spectrum and estimated
power spectrum. A much more desirable measure would compare the

ratio differences between the estimated power spectra of the
undistorted speech and the distorted version of it. This can be

I I

done by taking the ratio of D to E and D to E . ,Th? ratio of

each of these pairs of residual errors, D/E and D /E , then
defines two new distance measures which are much more appropriate.

In both cases , the ratios are greater than or equal to one, with
equality if and only if H(z) = H (z).

, S
The ratios D/E and D /E are sometimes called likelihood

ratios because under certain circumstances, they have been shown
to be true likelihood ratios by Itakura (1975). As mentioned
before, the frequency domain interpretation of the likelihood
ratios gives a good justification for using them as distance
measures. In the time domain

~~~ D
2

_ _ _ _ _ _  
(5.28)

E
~~~~~~~~~en

i

where

~~~Dn
2 

= ~~~~~~ {s~ - 
aJ s~...i}

2 
(5.29)

(5.30)

n 
- 

a. s~..~j}
2 

-•

Gray and Markel (1976) have shown that DIE can be written in the

frequency domain as

2
D 

= 
T jH (w) L_ d~ , (5.31)

E ~W i
‘—JT/T
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where the substitution z = ej~
T is made in the filters H(z) and

H (z). Inverting (5.21) and its dual, one obtains

H ( w) = (5.32)

H (~ ) = _____ 
(5 .33 )  —

Substituting (5.32) and (5.33) into (5.31)

D T 1
7T /T 

~~~~~ A 2
E — 

~~ 1 2 A ’ 2 dw. (5.34)
J_71~,~ A J s (~)J

‘2 ,7T/T A 
(5.35)

~~= TA I J!i~) 1 2
E 2 ~ A ’  — d ~2irA 

~—ir/T 
}S ~~~

Once again, the magnitude squared of the signal’s spectrum is
just its power spectrum , therefore

I~~ ,ii/T (5 36D TA~~ I P(~ )
Z I ~‘ ‘2ir A 

~-7r/T 
~~ ((I) )

Similarly

‘2 ~ ii/T
D 

= 
TA 

‘2 I 
(w) 

d&~ 
(5.37)

E 2ir A 
~~~~ P ( w )

I I
As can be seen from (5.36) and (5.37), D/E and D /E compute the
differences between the estimate power spectra of the undistorted
and distorted speech , while D and D compared the true power
spectra of the speech to estimates of the power spectra.

D/E and DIE will be used as the basic components in the
distance measures discussed in B, below. Several methods are used

I S

to normalize D/E and D /E so that two distorted tapes can be

compared relative to each other by comparing them only. to the

master or undistorted tape. For more information concerning the
likelihood ratios above, see Gray and Markel (1976).
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One additional measure that is considered here is derived

as follows. Let S~ + N~ = SN . Then ,

~~ [s1~
_ 
~~~

ajS~~j
+Nn

_ 
~~~ a~N~~1] 

= [s1 — 

~~~
aisn...i] (5.38)

This can be rewritten as

E + DN + (cross products] = D ,

where DN is given by AT
~~JA with the the autocorrelation matrix

of the noise. Assuming the signal SN and the noise N~ are
uncorrelated, this simplifies to

I S

E + DN = D . (5 .39)  —

Assuming the noise for any frame (Ne) is the same (statistically)
except for a constant factor as the noise for a period during

which voice is not present (N~)~ we have

DN = k D~~ - 

(5 .40)

where k is a different constant for each frame. Since k must be

positive, we have

k = ID — !t (5.41)
D~~~~ 

-

A large number of calculations showed that E/D N was very small
compared to D /D N ’ and consequently , k was calculated using

k = D/D j~ (5.42)

k was then averaged over all frames of all words to obtain R.
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A signal to noise ratio was determined using the peak signals

during a PN sequence and the noise N from a quiet period between

PN sequences, for each word group. The quantity

SNR = 10 log 10 s/N 
— 10 log10 ~ (5.43)

was then used to calculate an Al score,

0 SNR<0

Al = if 0<SNR<30 ( 5 .44 )

SNR>3 0.

B. An Objective Intelligibility Measure
The quantities D /E and D/E were computed on a frame-by—

frame basis using the computer program DISTMEA and stored along
with other LPC data for use in developing an objective intelligi-

bility measure. (See Appendix A.) The natural logarithms of
S I -

D /E and D/E are respectively labeled El and E2 and relate
directly to a decibel (dB) scale. • •

Under the assumption that the errors e n are independent
Gaussian variables, Itakura derives the result that Neff El is a

chi—squared variable with P(=12) degrees of freedom. Here,
because of the -windowing, Neff - 101. However, since in general
the a are correlated, it is assumed that the actual Neff is
smaller than this (101).

Instead of modifying Neff~ 
the procedure given in the next

- 
paragraphs was used to modify two thresholds. First, a lower
threshold for El was taken as 0.82, based on an average of
approximately three times the “barely perceptible” difference of
Flanagan (1972 ) and three times the “barely perceptible” thres-
hold used by Santhur and Jayant (1976). Values of El below
0.82 mean the frame is understood . An upper threshold of 2.46

(3x0.82) was used to decide that the frame was completely mis-
understood. A linear relationship was used between 0.82 and
2.46.
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A sample of noise was taken from the distorted tape being

- 
. 

analyzed (actually the same samples used in the previous section
to derive k). From this sample several frames were analyzed from

which two frames were selected using the criteria of the largest
and smallest values for the sum of the squares of the predictor
coefficients, these two frames were used with the master tape to
calculate (frame by frame) values of E1N1 and E1N2, where N
signifies noise. These two values ( for each frame) were then
averaged to obtain E1N . If E1N < 2 . 4 6  the thresholds were not
changed . If E1N > 2 . 4 6  the thresholds were changed to

0.82 + 0.82 (E1N — 2 . 4 6 )  and
2.46  + 0.82 (E1N — 2 . 4 6 ) .

To summarize , two thresholds Ti and T2 are defined. Using these,
a linear measure is defined for each frame as

LM1 1 if El < T1
= 0 if El > T2 - ( 5 .45 )

= otherwise.

The linear measure LM1 of the above method was calculated
for all frames of each word. Further, for each word an average
of this measure was calculated for those frames for which
R0>R0/2, where was the average of R0 for the word . This was
designated LM1H. Similarly, an average for frames for which
R0<~ 0/2 was calculated and called LM1L. This divides the measure

into two groups, one for frames with higher power and one for

frames with lower power compared to the average power in the
word. Frequently, although not always , the low power frames
correspond to the unvoiced speech and the high power to the

voiced speech. Finally, LM1H and LM1L were averaged over fifty

words to form LM1H and LMTL.
In a similar fashion, high and low values E1H and ~T!,

and E1NH and E1NL were calculated in order to modify the
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average of the linear measures in the following way. If fliT

• (resp fl:t) is less than .82 no modification is made. If E1NH
(resp E1NL) is greater than 2.46 no modification is made.

Otherwise LM1H (resp LM1L) is multiplied by

E1NH — 0.82 E1NL — 0.82 -

2.46 — 0.82 resp 2~46 — 0.82

The modified high and low measures were then averaged to

form ~~T. This has the effect of weighting the low values more
than the high values since only about 1/3 of the frames are low.

The correlation CR R of R0 and R0 was then calculated,
and multiplied by I~iT t8 ~orm CLM1. This value was averaged with
the Al measure of the previous paragraphs to form ASQ, the
objective articulation score.

The correlation correction was applied to account for fading
signals. Several other methods were used which compared the

signal levels on a word—by-word and frame—by—frame basis. These

required considerably more computing time and gave essentially

the same results as using the correlation factor.

The quantity Al is shown in Figure 5-1 plotted vs the
subjective articulation scores (AS), the quantity CLM1 is shown
in Figure 5-2 plotted vs AS , and ASO , the average is shown in
Figure 5—3 plotted vs AS. In Figure 5-3, the bars indicate the
confidence limits about the subjective score.

While subjective intelligibility scores for isolated words

are repeatable, there are some fluctuations in the scores. A

listener panel is trained on a set of word groups with well
established intelligibility scores and standard deviations. The

average intelligibility of each training word group scored by

individuals that make up a listener panel is always plus or minus

one standard deviation of its actual intelligib4.lity sc ore.

Also, the standard deviation of the listener panel for each
training word group is approximately the same as its actual

standard deviation. Using the training procedure , a listener
panel will produce an intelligibility score within plus or minus

~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -~~ ~~~~~~~~~~~~~~~~~~~~~
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two standard deviations of the actual intelligibility score 95%

of the time.

CLMI was calculated for 7 additional tapes (each containing

eight 50—word groups). For these calculations, a different noise
frame was used (see Section 5A ) for each word . A noise frame
was chosen immediately following the PN sequence before the word

being evaluated. These frames were used to calculate E1N for the

words. These data are shown in Figure 5-4. Two points,

represented by circles are suspect. The analog tapes used for

the data analyses were transcribed onto 1/4 inch tapes for
subjective scoring. Two word groups were somehow omitted from

the 1/4 inch tape for this system and two other word groups

(represented by the circles) gave the anomalous scores. Time did

not permit making a new tape and subjectively scoring it to

determine the validity of these scores. The subjective scores

for the entire tape are shown in Table 5—1.
The objective measures CLMI shown in Fiqures 5—2 and 5—4 are

essentially the same calculation , varying on ly in the detail of
whether one or many noise frames were used i i the calculations.
The combination of all the points (90) in th ?se two figures ,
excluding the two circled points yields a cc rrelation of .982
between CLMI and AS. The RMS error between AS and CLMI is 5.5(%).

Table 5-1

Tape T3
Word Group AS %

361 60.70

312 68.00

291 70.50
265 72 .70
275 No score
305 • No score
214 45.00

283 17.20
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6. DISCUSSION AND CONCLUSIONS

- 

. Based on the results of the feasibility study (Hartman and
Boll , 1976) several refinements and normalizations of the distance
measures have been examined. Throughout this study, the under-
lying philosophy has been to choose measures requiring as few
calculations as possible while still producing a reasonable
correlation with the subjective scores. Several of these measures

are displayed here, namely CLM1 using the same noise term for all
words on a tape, Cr241 using a different noise term for each word,
and Al. The best correlation is obtained using CLM1 calculated

using the noise term close to the word as might be expected ,
particularly if the noise is changing in character . Since using
the different noise terms does not significantly increase the
number of calculations required, this CLM1 measure appears to be
the prime candidate for hardware implementation.

In the software implementation, about 70% of the required

computer time is used in the alignment procedures , which also
accounts for about 85% of the manpower requirements. Of the

remaining 30% of computer time, about 70% (21% of the total) is
required for obtaining the LPC parameters and the rest ( 9% of
the total) is required for computing the distance measures which
are displayed in this report.

The synchronization developed here is adequate for word

alignment even when severe distortion is introduced by the system

being tested. With a view to hardware simplification, the PN

cross correlations were computed using one-bit quantizing -and the

alignment was within ±1 sample of the result obtained using the
12 bit quantizing. This means that binary devices can be used in
a hardware synchronization circuit. Consequently , since real
time LPC devices have been built, the feasibility of a hardware
implementation is established.

Although not all types of voice communications systems were
studied in this effort, representative voice systems were used.

The results of the study indicate that the objective measure(s)

developed are good predictors of the subjective scores.
40 
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• 
In order to enlarge the data base further, or to investigate

• other uses and modifications of these methods it appears that the

most economical procedure is to develop a flexible hardware system.
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APPENDIX
This appendix contains the program lists for processing the

voice data. Table A-l shows the flow diagram for the use of the

programs. -

The lists are arranged with all of the programs first,

followed by the subroutines used in the programs. Each program or 
—

subroutine is identified by name and purpose with comment state-

ments at the beginning.

Commonly used library subroutines are not included in the
subroutine listings, and some of these may need slight revision
when used with a different computer system. Particular attention

should be given the input-output statements and instructions

- 
. dealing with packing data.
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Table A-i. Flow Chart for Processing Voice Tapes

ANALOG TAPE PROGRAM
INPUT

WRDMIDP

I FILTERING I
PROGRAM

I DIGITIZING I LPC
_ _ _ _ _ _ _  H

PROGRAM 
_____________

WORDS PROGRAM

DISMEAS
FIND 1ST
& LAST PN
SEQUENCES PROGRAM

_____________________ DISTSN
PROGRAM

FFTCOR4
TO ALIGN 1ST & LAST
PN SEQUENCES

DETERMINE DRIFT
BETWEEN MASTER

AND DISTORTED TAPES

PROGRAM

FFTCOR4
AL IGN 50 PN SEQUENCES -

•
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DRO GRA M i IOR OStIM PUT, OUTP UT, TA PE )
C PROGRAM WORDS FINDS TH E LOCATIO N OF THE PM S E O U E P IC ES AND dO~ f) S O~
C A PARTICULAR W O~ O GROU ~ RY F INDING T-I ( l E A N  A N D  S TA’J fl A R D )EV IATV)N
C OF CONSECUTIV E 125 SAMPLE BLOCK.~~. TIE %TA’()A~ D V~~~U~~N IS USED

• 5 C A S AN ENER GY C R I T E R I O N  IN ORDER TO LOCAT E TIE PM SE3UCN CES A N D  W ORD S.
DIMENSION I N A B O )  , I R E C D R D (A 0 O ) ,Z D ( 1 2 ’ ) . T T E M ’ ( 2 3 0 0 )

C IN ITIALI ZE VARI A BLES. •THOLD ’ IS A THRES HOLD USEO To D E TE RM INE IF
C PA RT  OF A PM SE3UEM CE OR W ORI ) IS PRES EN T IN T H E  DA TA. .1SK!P. A N D
C ‘lEND. DETERMINE TIlE STA RTI N G AND E N D I N G  DO INTS 0’ TIl E R E CO RDS TO

10 C BE ~ROCC SSEO . •KOU~dT * . a ICYCLE . , AN~ .JPAQTS. ARE CD U NTTNG V *R TA q LLS.
C ‘ILENCTI . IS T’IE MU~ BER O~ SAM ~ LES TO RE D R O C ? S S E D  A T  A TIME A N D
C .!~~OR OS . IS THE NUM B E R OF SAMP LES 1P4 A TIDE R CORD.

T4DLD~ 32.0
IsIc IP:1

15 IEN’):345
K OUNT 1
ICYCLE :U
I ‘AR T S : lG
I L E N G T H : 12 5

20 I~~ORDS~ A .0
IRE C :!S’(IP

C T I E  T A P E  is POSI TION ED 10 T’IC STA~ 1IN5 POINT F O R  P R O C E S S I N G .
ir  us~~~~ ..~~~. o~ 60 TO ~
~O j :  I(19:1 ,TSKIP

25 ~JFF CR TN (1.1) (IN(1) .tN (~~’))
IF (U ’4IT (i)) 10.20,11

IC CDNTI ’4U E
S °RINT 53,IS KID

55 C~~~qp~~~~~ flHl ,15 ,. R E C O R D S  SK I P ’E D  .4
3t 3 !REC :IREC•1 • -

C FIVL CO N SECUTI VE Of WOR ” R ECO RD S A R E  T U F F E R E D  TN ~OR PRO C C~~SING.
C C A C -s  60 B I T  W O R D  IS UND *C~ ED IN TO HV E 12 91T WORDS usp ar , S J R R D U T T N C
C J ’ 4 D A C~~. THIS YCI L O S A TOTAL O~ 200 1 SAM PL E S 13 HE PqOCE5 SE~ AT A T I M E .

RJ~ c CR IN (1,1) (INU),IN(R ))
35 IF (IJNITC )) 15,20,25

25 D RIN T 1� C,IRE C
1 2 3  F O R M A T  ( ,  

~. EC ORD ‘.15.. HAS A °4~t T T Y  ESR N .4

~D T O 3
15 L L :L E N & T . I l ( 1)

At .  CALL U’ l ’4 C’( UR ! rO RD, IN,L L
CI CK: IcYr1 r . I I IDRDS
DO 1~2 -  M 1 2 r n 1 , I W D R U S

12 I T E M ~~E K 1 2 . K I N D E A )  ~ X R E C O ~~f l ( ( 2 )
C CT CLE C Y CLE .1
I~ (I Y ~~L! .LT . ‘~~) ~O 13 ~~:-

C TIE ? o O f  SAM ~ LES AR ~ 3R1Kr ’~ up I f l t o  S T Y T E EN 1? S S A V ~~LE ~L D C ( S .  rDD

C A C H 9LDC ~~. 1-I C ~‘EAN AVID STA a D A R D  D E V T A T I D N  I R E  CDM’UTED . IF T HE
C S T A N C A R )  D E V I A T I O N  I S  G R E A T E R  T H A N  OF . EDU ~~L 1) T HE ‘R E S E T  1 4 1 E 5 - I O L D .
C T-4 3L 0.  TUE F I R S T  1I~ SA M PV S ,  Hr “ C A N ,  T I E  S T A N D A R D  ) C V I ~~’I3’d. A N D

SD C T H E  ~ L O M  N L J M ’ 3 E R  F04 TIl! SA M P L E  PL OC K A R C  T N T . f l T , l r q W T ~~! y~4r

C ‘QD ~~~4 N ~R 3 C E E D S  ID TI! ‘4 X T  SAMD LE ~iLOC k.
D O 55 s(I~.:1, I ’A l T S

- - -
DO AF NIB :1,ILENGTH

55 RO I3 (M 4~~)~~ITEMP(N C .NTIlDE% )
SU” 1 SUM2 :C.0
DO 45 K45:1,ILEN GTN
SUM 1:SUMI.IDI~~~5)

43 SUM2 S UM2 . ID(N43 ) . ID( k4 5)
60 A ’EAN .SUMl/ILENST .s

STDUEV ~ SQRT ( I3Sl  I ILENGT ) IaS UM2—SU MZ .S UMI ) I I L E M S T H . . 2 ) )
IF (STDDEV .LT. lIbIDO GO TO 50
PRINT 1!0,KOUNT. (10 (1 ).1 1.1G) ,AMEA’A. STDD EV ,KD UN T

136 FORMAT I. •.T6.101 9,2c12.4,19) .

65 50 ROjJNT :MOUPIT.1
35 CONTINUE -

ICV CL ESD
C THE NUMB ER OF THE NEX T RECORD 13 BC P R C C ES S E D  IS COMPARED 15 1,4 1
C PIJMBER OF THE LAST RECO RO TO BE PROCE SSED, l E N D .  IF IT IS LESS T HA N

70 C TEND. THE P R O G R A M  CONT INU ES. O T H E R W I S E  T HE P R O G R A M  ‘EQMI’~~1ES.
I’ ( T R E E  .11. l E N D )  GO TO ~~~j

20 DRIRT 1’O -

100 F OR M A T  (III)
D R IN T 115.IREC

75 113 r 3 R MA T ( ! S )  DECT A IIAU ADI r rnr v
110 cD ;ua1 (~ N O RM AL TE R M IN A T I O N  a )  I)LJ I IiY IiILllDLI ~~ 
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1 PROGRAM FF TCOR 4 (IN DUT .OUT PUT,PUNCIl,TA~ (* ,TAPE?)
C PROGRAM FFTCO R4 CO NDUTES TIl E C R O S S — C O R R E L A T I O N  BETWEEN TWO SEG U EN C ES
C OF DATA SAMPLES. WHICH IN TIllS CASE A R E THE ~N SE3UENCES.

COMMON /FFTI /A (42 00), 0 14200), C (4200). D (4200), Dl (5000)
S COMMON /FFT2 /TC0R (2100)

- . DIMENSION ID (503),ITEMP (100) .P(C1000
C INITIALIZE VA R IABLES. •M PRINT . IS A ‘R IN TING CONT ROL V A R I A B L E  AND
C .NUMR ECa IS THE NUMBER OF SAMPLES IN A TAPE RECORD. •IA SIZEL . AN D
C •IASIZE2 . AR E COUNTING VARIABL E S. •NR ECRED . A ND •NRE C 1A Aa MEE P

10 C TRACK OF THE PO S ITI3N OF THE UNDISTORT ED AND )ISTORT (D TAP E S.
MPRIN T:0
NUMRE C :A S0 —

IA S IZ E I 4200
IAS TZE 2 = 5000

15 PRINT 1504
1504 FORMAT (ill)
110 NR ECR EO N R (C 1AA =
135 03 110 ~10 = 1. IASIZE 1

A ( K i D )  = B (KID) C (K1~~) = 0 (KIC ) = C.
20 110 CONTINUE

00 115 K20 = 1, IAS IZE2
01 (X204 I

- • 115 CONTINUE
C TIE CONT ROL CARD IS RE AD THA T GIVES TIl E M I D ’ O ! N T S  OF TIl E TW O SEOUEN C t S

25 C TO 3E PROCESSE D AND THE IR LENGTH. IF V A R I A 3 L E  M I D P N T 1  IS F O U A L  TO
C ZERO ,  THE PROGRAM TERM INATES. IND EXE S ARE THEN CON DUT ED THAT
C POSITION THE TID TAPES IN OR~IER TO GET TIE DES IRED DATA.

R E A D 1502 .MIOPNT 1.MID PN T2 ,NUMEXD
1502 FD DM AT (3I I~)

• 30 IF ( M ! D ’N T l  •E Q . 0) GD TO 4~~5
‘J JMBER 2 * . NUMEI’
IN3EXI = MID PNTI — NJMO ER / 2
INDEx 2 MI3 PN T~ — NJ MBE R I 2
ISTR TR1 I N D E X I  / NUMRE ! — NREC RED

35 I S T R T R 2  IN DEX? / NU M R E C  — N R E C I A A
I3RIGIN I 4’)EXl — NUM BEC • (IND EX) / NUM ~ EC)
T D R I ! A *  INS ET? — NUNR EC • ( I N D E X 2 .  I N U MR EC )

C THE TdO TAPES A l t  DDS IT IONED TO THE S T A R ?  5F TIE SEDUE NC ES TO 3!
C PROCESSED.

40 I F ( I S T R T R 1  .LT . I)  SI) 1) 5 0 0
• oo i~~n ~43 = 1. ISTR TR:

IJFFZR 1 (1,1) ( I T E M D ( l ) . I T F M D ( P I 1)
IF (L)NIT( 1 )4 1 4) ,  415, 1~~S

135 P R I N T  15 )8, M A D
4

5 
1508 F O R M A T  (.RFA ) E R R O R  TAP F 1 •~~ 110)

143 C O NTI N UE
RI) EDNTIN J

NIECR ED = ~~ rC R E)  • T S T R T R I
IHI STRIRZ .11. 1) DO 1’) ~~S

SC D3 151 ~I~3 1. IS T O TR 2
IJ FFI R IN (2, 14 ( IT E M’ ( I) . IT ! M’ ( P ) )
IF ( U N I T (  7 ) 0 151. 4~~~~~. 1 5 -

1~~1 ‘ RT ’ J T 1113,  M G )
1510 FORMAT ( . R ( A D  E R R O R  T A P E  2 ‘. Ii!)

55 155 CONTINUE
505 CONTINUE

NREC 1A S NR EC IAA • IST R T R2
C THE TWO DATA SE3UEN CES ARE BU FF ER E D INTO THE ‘ROG RAM . U N PA C M E D  ~~
C SUBROUTINE UN PAC K . AND STORE D IN INDIVIDUAL A R R A Y S .

60 N RE C IN 2 • NUMBER / NUM R EC - -

IO F FS(T 0 —
DO IRO M 100 = 1, N RE CIN

- BJ Kr ER IN (1,1) (IN(i),IN(R?))
IF (UNIT ( 1 0)113, 405. 163

65 155 K PA R I TY K40 • K100 — 1
PR INT 1516,KDA RITY

1516 FOR M AT (.PARI TY ERROR IN DATA RECORD . RUN ABORTED a . 7 10)
SO TO 415

170 CONTINUE
70 LL :LCNG TH (l)

CALL U N ’A C K ( I D , I ’ l , N L I M R E C , L L )
30 175 MOS 1. NUMBEC
51 (K)5 • IO FFSET )  = ID CM ) ’~)175 ~ O N Y I ’ I U E  

IOFFS :T • BEsr A~’AIj144BjE ro~y —
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110 CONTI N U E
~lR Cr~~D = NBE CRED • N R E C T N
DO iNS K 102 = 1, PAUM ~ ER
A (1102) Dl ( IDR IGIN • M1~~2)

80 115 CONTINU E
DO 100 ( 103 = is IA D IZ E ~
0 1 ( 1105)  =

110 CONTINUE
I O F F S ! T  =

$1 DO 35 41 3 0  1, NR CIN
3JFFIR IN 2,l) I1 1),IN (’;))
IF (J’AIT ( 74)215, 435, 235

215 M ° A R I T Y  = ‘(6’ • 1100 — I

PR IN T 151 6,M PA RI TY
9C SO T~ 41~i

2 15 3 NTR ~4U E
11:1, ‘IGTH (2)
C ALL JN ,ACK (TD ,IN.NUMREC ,LL)
DO ~~1 4i2~1 = 1. ‘IIJ”01C

71 Di ~~121 • IOFrS~~T) I’) (‘(hE)
2 2 3  C O N T I N U E

I O F F E E T  I O F F S E T  • ‘J U M R ! C
255 c DNTIN u:

N I E C I A A  ‘ IRE C 1AA • NRE C IN
-I 1(~~ SD ~11 4 0 3 ”  1. ‘4J ’4 ” ER

~ ((150) DI ( I D R I 1 A R  + 41~~~)
25 1 ~D ’J T T N U!

C T ‘ :AN S  A’J ~ T I ’  ST ANDA ~~D DrVIITI ~~N~ OF TI! IdO ~ A T ~ ~ -~ R 4 Y S  A~~
C ‘ ‘ ~y~~UT~~D.

— 1~~ SJ~~V~~A SU” ( l°  : SJMT2A SUMx ’~01J’ ( 19 R
D ENOM = ENUM BER • (FNJMB ER — 1.)
00 405 K152 = 1, NUMBER
SU I X1 A = SUMAI A • A ( ‘ (152)

110 SUMX1B = SUP4X1B • B (1152)
SUMX 2A SU MX 2A • A (1152) • A (‘(152)
SUMX 2B = SUM T2B • B (‘(152) * B (1152)

405 CDN T INUC
AM E A N  = SU MX1 A / FNUMBERu S  BMEANI = SUMX1 B / FNUM 3ER
STDA = (FNUMB ER • SUMT2A — SUMIIA • SUMX1A) / DEMON
S T D A  = S Q R T  ( A B S  ( S T D A ) )
ST DO (FMUMB ER • SU NX2B — SUMIIO • S UMX13) I DENOM
ST D8 = SORT (ABS (STD3))

120 C THE FOR ~~A R D  FFT FOR BOTH DATA ARRAYS ARE CO MPUT EO USING SUBROUTINE S
C REV BIPJ, CFFTRC, AND RTRAN2 T .

MUM EA ’ NUMEIP • I
N UMB ER 2 a a ‘IUMEX P
FNJMBER NUMBER

125 ‘I = NUMEIP
MM = NUMEIP — 1
T N V  = I
N O I R  = — 1

= .5
130 CALL R E V O I N  (A, B , ‘4)

• . CALL CFFTRC (A . B, N. SC. NDIR )
CALL RT RA N 2T (A, B , Me I P I V )

C TH E T R A N S P O S E  OC THE PRODUCT OF THE F F T S  OF THE D A T A  A R R A Y S  IS
C C A L C U L A T E D .

135 IU’LIM I • NUMBER / 2
00 415 1160 1. IU’LI”
1161 4 160 • IUPL IM
R E A L  = A (‘(‘160) * A (L160) + B ( 1160)  B ( L i ~~0)
CO M P 3 ( ‘ ( 160 )  • A ( 1160)  — A (‘(16!) a P ( L i G O )

140 A ( ( 160)  REAL
3 (1160) = C O M P

415 CONTINUE
C THE INVERSE FFT IS TAKEN OF THE FFT PROD UCT USING Si ROUT INES
C RE *LT QA , CFFTS . A NO REOR DER.

145 INV — 1 ,

- 55  1. / FN UMRER

• CA LL R E A L T R A  (A, ~~ M M ,  I~1IR, INV )

150 CALL  ~C DRDE R (A ,  0, MM) 
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C THE LOC A T I O N  AND IAL ’J ! OF THE MAzI UJ~ CROSS— C DR R ~~_ A TION TERM IS
C FOUND. ALON ) W IT H THE ‘4ID’OINT OF TIE DISTORTE D D A T A  SED U EN C E 74AT
C LINES IT UP WIT ~ THE UN1TSTOR1E’~ DAT A SEQUENCE.

N UMIAIF NUMBER / 2
155 N J ’ D T R  NU~~N ER / 4

~ ‘4 J l - 4 & L ‘4 U M H A L F
NU M)T
E.

FCOR 1.

160 ~O 415 ‘( 170 = 1, 010MOTR
Fj(170 = 1170 -

B L O W E R  = B ( ‘ (170 • N U M Q T R )  / (F NUMO T R • F( 1 7 O  — 1.)

Dl (‘ (170 • NUMQTR) = ( BLOWER — A M E A N  • BME A N )  / ST DA / S T O B
RA T IDI = (FN UNQT R • FIl lS  — 1.) / FN U MH AL

165 Q UA M1 RA T IO1 • 01 (‘(17(1 • NUM O T I )
IF (Q UAN I •LE. MA X CO R ) GD TO 425

~M A X C O R  = Q UAN 1
FCOR Dl (1170 • NUM2IR)
LDC 4T IO = ‘(170 • NUM2TR — N UMBER / 2 —

170 425 9J°P(R A (‘(170) / (FNUMHAL — FK17C • 1.)
Dl (‘(170 • NUMHALF ) = (BU~ PER — A M EAN * ON EA PI ) / STDA / STDB
RA TIO2 = (FNUMHSIL — FIllIP • 1.) / FNUMIIAL
OUAN2 = RATIO2 • Dl (1170 • NUMHALF)
IF (QUAN2 .LE. MAX OR ) GO TI) 455

175 FMA X C O R = QUAN2
ECOR = Dl (1170 + NUMHALF)
L O C A T I O  = ‘(170 • NUMIIAL F — NUMBER / 2 — 1

S 435 CONTINUE
C THE LOCATION AND VALUE OF THE MA X IM UM CROSS—C )RRELAT IDW TERM AN C

180 C TIE N EW D I S T O R T E D  T A P E  S E QU E N C E  M I O ° O I P 4 T A R E  ‘ R I N T E D  A L O N G  J I l l  THE
C IN~ UT VARIABLES. THE NEW DISTORTED TAPE SE QUENCE MIDPOINT IS ALSO
C ‘JNCHEO ON A HOLLER ITH CA RD FDR FUTURE USE.

P R I N T  1502,MID’NT1,MIDP’-4T2,NIJMEXP
IF(MPRTMT •NE. 0) ‘~ALL ‘RI~4T(5,NUMQER)

185 DRINT 1522. FMA (COR, FCOR, LOCA IIO
1522 FORMAT (2F1 2.3, 101, IB)

MID PN:MI DPNT2—L 3CATIO
‘R IP I T 2 . 1 i 0 , M I O P N

2’l0 EDRM *T (Il l)
190 PUNCH 2010,MID°N

~R I N T  2~ 3O
2~ 0D FO RMAT (31,//)

C TIE PROGRAM IS SENT 34C1 TO READ TIE N E X T  C O N T R O L  C A R D .
GO TO PS

195 4 Ô5 P R I N T  1512
1312 FORMAT •FND OF FILE READ——JOB T E R M I N A T E D  • )
C PRO G RA M TERMINATION SEDIJENC !.
“5 ‘RI’JT 1514

1314 FORMAT ( 1.Hi, • NORM A L TER M INATIO N .4
200. 475 CONTINUE

EN D

BEST AVAILABLE co~v
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PRO GRAM WROMI D P IINPUT ,OUTPUT .PUNCH)
C ~R 0GRAM WRO M IO P CALCULATES THE M IDPOINTS OF TIE WORDS OF THE
C D ISTORTED TAPE W ITH RE SPECT TO THE UNDI STORT ED TADE .

O IM ENS I3N IPNI5G)
5 C THE DRIFT PER SAMPLE OF THE DISTORTED TAPE IS CALCULATED ‘RON •DIFF a,

C THE DIF FERENCE IN TIlE NUMBER OF SAM PLE S BE T JEEN THE UNDISTORTED AND
C DISTORTED TAPE , AND •TOTAL a, THE TOTAL NUMBE R OF SAM PLE S I’I THE
C DISTORTED WORD SIOUP TAPE.

R E A D  50,OIFF ,TOTAI.
10 50 F3RMAT (2F1O.1)

DRI FT=DI FF ITOTAL
PRINT 35

35 FORMA T (1141)
C THE 50 UN DISTORT ED RN SEQUENCE MIDPOINTS IRE R EAD IN ~OR THE

15 C ‘ARTICULAR WORD GROUP.
03 10 1 1,30
READ 15 ,NIEI PN

15 F ORMAT (110)
10 IPN (I) M IDPN

20 C USING THE UNDISTORT ED PM SEQUENCE MIDPOINTS. THE D ISTANCE 0ET~ E EN
C THE PM SEOU ENCE AND THE WOR D OF THE UN D ISTORT ED T A P E .  AND TIE D R IFT
C ‘RESENT. THE WORD NID’OINTS OF THE D ISTORTE D TAPE ARE CON ’UTED.

DO 20 J 1.SO
R E A D  25 ,NW OR D P N,N 256

25 25 DRMAT (110,15)
IDRIFT D R I FT . NWD R O P N
M IDJ O R D=I PN(J ) . NW OR O PN , IDRIF T

C TIE RESULTS ARE PR INTED AND PUNCHED ON HOLLER ITH CARDS FOR FUTUR E USE.
PR INT 30.MIOW000,N256

3! 5 3 F OR M AT (110 ,15)
PUNCH 33 .MIOWO RD ,N2 56

2 3 C O N T I N U E
END

BEST AVAIL4BLE COPY
49
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PR O GRAM LPC (IN ’UT,OUT’UT ,TAPE1,TA’E2t1610)
C ‘ROGRAM LPC DOES TN! FRAME BY FRA ME L’C PROC ESSI N G OF C A S H  W ORD OF
C * PA R T ICULAR WORD GROUP AND STOICS THE IN’ORM *T ION ON NAG YCT IC TA’E.

- . C THE STORED DATA CONSISTS OF TN! ENERGY TERM. TIE NO RMALIZED
5 C AUTOC OI RELAT ION TERMS. THE PREDICT OR COEF’ICI:NT A UT O CORIEL AT ID’4

C TERMS , THE PREDI CTOR COEFFICIENTS. THE RC~ LE CTION COE FFIC IENTS, AND
C TIlE MINIMUM SQUIRED ERRO R.

COMMON A (256),ACORII3),PCO (F(1Z.12),GAM(13),E*R3R
OIMENS ION IN(R0).ID(43S) .ITLMP 4~ O),d (2S6)

10 C I N ITI A LI Z E VARIABLES. •NUNBFR* IS COUA L TO T IC ANALYSIS ‘RIME SIZE.
C •N’C’ IS EQ UAL TO THE NUM BER OF PREDICTOR COE’FICIENTS DESIRED ,
C .IWO*DS. IS THE NUMBER OF SAMPLES IN £ TAPE RECORD . A N D •‘7. IS
C TIlE UNIVERSAL CONSTANT.

N J R B E R z Z S G
15 NUUH ALF zNUM B(R ~~2

‘4PC 12
I W O R D S D A O O
Id NUMBE N
P1:3 .141552653530

20 C THE HAMM I N G  WINDOW TO RE USED ON THE SPEEC H SAMPLES IS GENERATED.
DO 5 Ix 1 ,NUMH A L F
WH=(1 .0’(1.Oe•TW)).(0.54a11.46.COS(2.c.PI.I.’Td))

5 W(12A.I)=W(121—I):W H
C MA GNETIC TAPE IDENTIFI CA T ION V A RIABLES ARE DE F IN ED .

25 READ 3 .NFILE .NTAPE,NTYPE
3 FOR MAT (3110)

30 NRE CO R D O
N W O R D :1
PRINT 6

30 ~ FO R M A T  (1H1)
C THE MID’ O INT AND i.ENGTH. IN TER MS OF A N A L Y S I S  FRA M E~~, OF T H E WOR D
C TO RE PROCESS ED IS RE AD INTO THE PROGR A M . IF THE WOR D MIDP O INT IS
C E2UIL TO ZERO. THE ‘ROGRA M TCR ’4INATrS. IN DE XE S A R E  CDM’UTE D THAT
C POSITION THE TIDE IN OR ER TO GET ‘HE DATA SA N’ L ES FOR TH E WORD.

35 103 READ 1I)5 .MID PNT ,N256
105 FORM AT (710.15)

IF  ( M I D ’N T  .C0. 0 )  00 TO 2 ’~MULl P1256
M L E M G T M = N J N B C R  .‘(256

40 ‘RINT 7,MIDPNT,ML!NGTH .N256
7 F O R M A T  ( 2 1 2 0 . 1 5 . /)

INDE I M ID D) IT— ML EN G TH/2
IS ’ (IP :INDEX / IW O RD S—MRE COR D
IDRIG:IMDEX—I W ORD S .( IN O EX / IWO RD S )

45 C AL ’ HA IS DEFINED, W H I C H IS USED AS A N ID ENTIFIER o,~ THE M A G N E T I C  TKP!.
EN CODE (10,~~) .A L ’ IA )  N TYPE

3 0 F O R M A T  ( I 7 , 3 X )
C T IE TAPE IS PO SITIONED TO THE S T A R T  OF TIC W O R D  TO 3E P RO C ESS ED .

IF ( IS I IP  • LT .  1) GD TO P
53 13 55 k15 1 .T S ’ ( IP

~3JFF(R I N ( 1, 1)  (IN(1).1N(’P’))
IF (IINITI1)) 15.20.25

2S N D A R I T Y=II P .NREC ORD
- PRINT 30 . NPAR ITY

55 30 ‘ ORNA T (• P A R I T Y  ERROR IN RECORD • .I5)
15 CONTINUE

N~ ECO* D=N~ t CORD.ISK1~
C THE SAM PLES OF THE W ORD ARE RU F F E RED INTO THE PR O G R A M . UN’IS’ (ED BY
C SUBROUTINE UNPAC I . AND STORED IN AN ARRAY.

• 60 10 NREC :2 .MLENGTII/I W ORDS
IOF~ SET:fl
DO 35 K35 :1,NICC
BUFFER IN (1.1) (IN(1),IN(flQ) )
IF IUN IT (1)) 33,20,40

65 40 KPARI TY=U5.NRECON D
PR INT 4 5 . ’ ( PARI TY

45 FO~ M~~f (* PARITY  ERRO l IN RECORD • .IS. • RJN ABORTE D * 0
GO TO 75

33 L Lz L ENGTH ( 1)
70 tALL UN ’ACI( (ID.IN .LL)

DO 55 I (55:1,TWORDS
55 ITEMP (IOFFSET .’(55) YD (K55)
35 IOFFSLT :IOFFSET +IW O RD S

NRE CO R D NR ECO R D•N R EC 

50 
BEST AVAiI.AB~E COPY
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75 C ONE BY ONE THE ANALYSIS FRA M E S  OF THE WO R D A R E  W INDO W ED BY TIE HAMM I N G
C W INDO W AND PROCE SSED BY SUBROUTINES AUTOC OR . ‘RECOE F , AND GAM M A .

DO 65 160 1 ,MULT
• NINOCXSI ORIG .(ICS0—1 )*NUM SCR

DO 65 ‘(65:1.NUMBER
80 65 A (165) ITEMP (165.MINOEX).W(165)

CAL l. AUTOCOR (N JMBC R ,NP C)
CALL PRE COEF (N’C)
CALL G A M M A  (PIPC)

• C THE LPC IN FOR M AT ION FOR EACH FRA NC IS STORED ON M A G N I T I C  TA’S . THE
85 C F IRST SIX VAR IA 3 L E S A R E  FOR IDENTIFICATION PUR POSES. ACOR( 1) IS TIlL -t

C ENERGY TER M . ACDR (J ) . J 2.13 IRE TIE 1 2 NORMALI ZED A U T O C O R R E L A T I O N
C TERMS , GAN (J) . J:1,1R A F E THE ‘REDICTOR CDC F F IC I Pd1 AUT P~~)R !L A T IO N
C TERMS. ‘CDEF (J,12), J:1.12 ARE THE PR ED ICTOR :OEF’IC !ENTS , ‘COEF (J,J).
C J 1 . 1 2  A R E THE REFLECTION COEFF ICIENTS , AND ERROR IS TIE M I N I M U M

93 C SQUARED E R R O R .
WR ITE (2,2 3f1 ) AL D~ A, NFILE,M TA PE ,NW3 R~~,MULT ,4 6O.(ACO (J),J 1.!5).(S

1IM(J),J :1,23).(DCO (F(J .12) ,J=1,32) ,(P O !F(J.J),J 1 .12) .FRROR
200 FO R V AT (A 1O,5I5 ,t16 .l3.I2F12 .10.13El ~~.I~.12E1 ,.8.22F1 0.R,E12.’)

SO CONTINUE
95 E N D  FILE 2

3*CKS’ACE 2
M WORD NWORD .I
NTY ’C MTY’E .l

C TIE PRO G R A M IS SENT 3AC I TO READ TIE NE X T W O R D  CONT RO L CARD.
100 ~ D TO P0

C ‘ R O G R A M  TER M I N A T I O N  SEQUENC E .
20 ‘ RINT 71

73 FORMAT (1HI,* NORMAL T E R M I N A T I O N  •)
15 CONTINUE

i t S  END ‘ ILE 2

ôbT AVAIL4BLE WPY

51

‘
~~~~~~~~~~~~~~~

;:
~~~~~~~~~~~~~~~~~~~~~

_

~~~ -~~- - T~~~~~~ ~~~~~~~~~~~ -~~ --



~ -~ --- -~ - -•.‘~w----,-- 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~

-- - ---

PROGRAM D ISM (AS (INPUT .OUTPUT,TAPE1=/630,TA ’E2 :/680.TAP(3 :Fj?5)
C PROGRAM DISMEAS COMPUTES TIE RESIDUAL DISTANCE MEASURES 0., 0, 0./C..
C AND D/E AND STORES THEM ON MAGNETIC TAPE ALONG WITH THE SUM OF THE

- . C SIUARE S OF THE •REO ICTOR COEFFICIENTS, THE ENERGY TERMS, AND THE
5 C MINIMUM SBUARC ERROR TERMS OF THE UNDI STOR TED AND DISTORTED TAPES

C ON A FRAME BY FRAME BASIS.
DIMENSION ACOR(j3),GAM(13).A(12).RC (12)
DIMENSION DACOR (13) .OGIM(13),DA (12).DRC (12)
DIME N SION E (4),ASUMIB),B(51 .M )

10 C INITIALIZE VARIABLES. .MVORO . IS A COUNTING VARIABL E .
MW ORD :0
PRINT 42

42 ‘ORMAT( lHI)
C THE LENGTH. IN ANALYSIS FRAMES, OF THE W O R D  TO BE PROCESSED IS READ

15 C INTO THE PROGRAM. IF TIlE UORD LENGTH IS E3 JAL TO ZERO. THE PROGRAM
C JUM PS OUT OF THE PROCESSING LOO’.

50 READ 10.14256
10 ‘ORMAT (IS)

IF (14256 .EQ. 0) GO TO 20
20 MW ORO :MWORD. i

N MUL T :i12 S S
DO 38 I:1.R

39 ASUM (I):O .0
C FR A M E  BY FRAME, TIE UNDISTORTED AND DISTORTED SPEECH LPC DATA IS

25 C READ INTO THE PROGR AM .
DO 15 K15 :1 ,NMULT
READ (1,200) AL’HA .PIFILL .N TAPE .NWORD,MULT,K50 ,(ACOR (J),J=1 ,13), (GA

• - 1M (J) ,J 1,13).(A (J),J=1 ,12).(RC (J) .J~~1, 12 ) .ERROR
2C0 FO R M A T  (A 1D,515 ,E1 6.10,12F12 .10,13E14.R,1 2E14.0,12F10 .8,E12.6)

30 READ (2,2O ~’) AL ’HA.NFT L E ,NTA PE,NWORfl,MUL T ,KS~~,(DACOR(j),J :1.13) . (D
1GAM ( J),J :1.13).(DA(J),J :1,12),(DRC(J),J :1.12),DERROR

C TIE RESIDUAL DISTANCE M E ASUR E S 0., 0, D./E., A PI!) DIE A RE CALC IJLAT EO
C A N D  ~TORE0 ON M A G N E T I C  TAPE ALONG WIT H SIk I D E N T I F I C A T I O N  V A R I A B L E S .
C THE SUN OF THE SQUARES OF THE D RE DI C T O R  C O E F F I C I E N T E ,  THE L N E C G Y

35 C TERMS, AND THE M I N I M U M  S Q U A R E  ERROR TERM S 3F TIE UNOI STORTE ) AND
C DISTORTED TAPES FOR EACH A N A L Y S I S  Fq~~Mr •

SUM1 zGAM (1)
SUM2 DGA M(1 )
DO 55 1:2,15

4(1 SUM1:SUM1,GAM(I).DACDR(I )
30 SJM2:SUM2,DGAM(f) .ACOR (I)

E(1):SJ~~1
5(2) :SU*2
E(5 ) : E( I ) /DERR O R

45 (A):E(2)FERROR
03 32 1=1,4

32 A S JM I I ) :A SUM (I).EU)
ASU M(5):ASUM(5).ACOR(j)
ASUM((,):ISUM (6).DACOR(1)

50 ASU*(7):ASUM(7).rQqD3
- AS UM(4):ASUV (i) .1EQ~~DR

WRITE (3.3 1) ALDIA ,NFILE,NTA’E,NWORD.MULT,(t),E (1),5(2),E(3) ,E(4)
1,GAM( 1),DGAM(~~),fcnQ (1),oAtoR(1),E qRD q, 5ERROR

300 FO RMAT (A10 ,515 , 1EE1A .g)
55 15 C O N T I N U E

END FILE S
BACKSPAC E 3

C TIl E WORD A V E R A G E  OF TIE RESIDUAL DISTANCE ME ASURES, THE E N E R G Y
C TERMS, AND THE ERROR TERM S ARE COMPU ’ED.

60 DO 78 1:1,8
78 B (MW ORD,I ):A SUM (y)/ NMU LT

IF (COF (1)) 20,25
25 IF (EOF(2)) 20,45

C THE PROGRAM IS SENT BACK TO READ TIE NEXT W O R D  CONTR OL CARD.
65 43 GO TO !~

23 CONTINUE
IF (’IWO RD .(Q. 0) MWORD :1
MW:AWO RO.1

C THE WORD GROUP A V E R A G E  OF THE R E S I D U A L  D I S T A N C E  MEASURES, TIE ENERG Y

52 P-rc rPrA ItAfl ’t rflPy
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70 C TER MS. AND THE ERROR TERMS A R E ALCULATED.
00 93 1:1,8
SU~~~S.0
DO 91 J :j .MWORD

91 SJM:SUM.3(J .I)
75 93 9 (MI ,I):SJV /MW3RD

C THE 4O~ 3 AVER A GE 6143 THE W OR D GROU P A V E R A G E  oF THE RESI DUAL D IST ANC E
C ME ASURES, THE ENE RG y TERMS, AND THE ERROR T E R M S  A RC DRI IJTrD .

‘RINT 75
15 FORM*T(9’J H COUNT A D .A  A . R A .  El/I. E2/E

80 1 RE P3. EMA G (MAO .)
00 54

6 4 DR I NT 65,J,(fl(J,I).T :1, )
55 ~~~~~~~~~~~~~~~~~~~~

‘ R I N T  53
85 55

‘PINT 65
65 ~ 3RMA T(. W O R D 5W ~~~ D A V E R ASI ~)

~R T N T € ‘,(9(MW .I) ,I:1 ,~~)
67 F3RVAT(It jK,~~~1Q. 4)

9 •  ‘A D O R A M  TE- ~~ 1 N A T I O N  S EQ UE NC
‘PINT 7

70 FOR MAT (ill,. NI3RV t.L TER M IMA T IE’ J *1

~N) FILE -

N D

BEST AVA1L4B~E COPY
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PROGRAM D I$TKN (INPUT,OUT PUT .TAPE~~~/l35,TA PI3 /I 75)
C PROGRAM D ISTKN COMP UTES THE .K. FACTOR USED IN THE .11* D ISTAN Ce .
C MEASURE AND PRINTS IT FOP EACH WORD AND THE W O I D GROUP A V E R A G E  FOR
C EACH PA IR OF NOISE AND SIGN AL FILES PEA ” IN.

5 DIMENSION ((2).NW(51),FNAME (’)
DIME NSION FDAME(5), 0(2).S(3t~)
DIMENSION A (30),R(3~j),OM(2),NCT(2)
DIMENSION G1(51,5),12 (51,5),OS(51,5)
DIMENSION 1401(51 ,5),NQ2 (51,5),NG’(51,S)

C INITALIZE VA R IA SLE S. .MWOSD . IS A COUNT iN G V A R t A B L E .
MWORD :Q

C TIlE LENGTH, IN A NALYS I S FlUMES, OF TIlL SC WORDS IN THE WORD GROUP
C BEI N G PROCESSED ARE REA O INTO THE PR O GR AM.

50 R E A D  10,14256
15 10 FORMAT(I 5 )

IF(N256 •(Q. 0) GO TO 2~
M WORD :MWORD ,1
NM UL T N2SS
NW( MII ORD ):NMUL T

2 GO TO 5
2L CONTINUE

M~~ MWORO 41
C A TOTAL OF ‘IFILE’ NOISL 64)0 SIGNAL (ATA F IL L’ A R E READ INTO lIs t PRO GRAM.

IFILE:5
25 REAO S, (FNAME (I),I 1,5)

REA D 5.(FDAML(!),I:1,5)
5 FORMA T (547)

C E A C H OF THE PAIRS OF NOISE ~ND cIGNAL DAT A F I L E S  ARE PROCESSED.
00 5 K2 5 1, I F I L E

35 LFN :LFORMIFNANE (K2R))
(ALL P F M A T C H ( 5 L T A P E3,LF4; ,P.0 ,D,~~.1)
LF N:L FO RM( F DAM E ( K2 5 ) )
CALL PFMAT CK (ELTA PE 2,LFN,!,1.1.C.1)

I EAC H OF THE WORDS I~ THE W OR ’J GROUP F1LE~ AR! O Q o ~~(~~r((~~

~‘O 3 K3~~:1,M W O R ~’
N~ ULT NW (K3~~)

DO ~~ -, Kt5 1,NMULT
FSA ME ~lY F R A M E ,  THE ‘~Of ~~F A LD S I , P~A 1 LPC D A ~~~ L ~~ PEA! ) INTO THE PRO G R A M .
R EAD (2,2~~O) A LPMA,~4FIL( ,NTA~~l.l~W OPt ’ .M ULT,Y& 1 .’1,!2 , r ( 1) . OI 2) ,Y 2 ,Y

12 , Y 3 , Y 4 , Y S,Y 6
2’I C F0RMA T(A1~~,515,jt~EP.4)

R E A ~ (3, 3~ 0) ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
1A~~.~~- ,Dq:,ERR3R,DERRrR

45 500 FOP~~~T(AII,5IS.1 -E14 .I’)
C IrI S .~~• rACTOR IS C D U P U T L D  FO F A C I~ FRA W L .

r~(g~~’ ) :..
S EU r0U~~1.~~

5 (O14TPIUI
— IAL I- ‘HI t . V E ’ A~~I LN~ FG Y £\L ‘HF AV E-ADO .~~. C T O R ~ r TIC WORD

C RUNG PROCESSED ARE CALCULATED.
55 RAVG :SUM1 /N MULT

14AVG S RAV G /2.O
31(K3C ,K25)sSUM2/NMULT
1401

I SUBROUT INE HILOW IS CALLED TO COMPU TE THE A AGE .K* FACTOR FOR THE
60 C HIGH AND LOW EN E RGY FRAMES OF THE WORD BEINi ROCE SSED.

CALL HILOW(N MUL T,RAVG2.A .R,S ,DV ,NCT)
02 (K30,1125):DMII)
03(K30 .K25):0112)
PI02(K30 ,K25):NCT(1)

65
3c CONT INUE

C - TH E AV E RA G E .K* FACTOR OF THE WORD GROUP FILE FOR THE HIGH, LOW, AND
C TOTAL ANALYSIS FRAMES ARE FO UND .

SU MI SUM2 :SUM3 :O .C
NCI~~ C2:NC3 R
DO ~~ J:1~~M)(O~ D- • SUM O SUM I .Q1 (J ,K25)
SU’4~ SUM2.02(J,K2 5)
SUM SUM 3.0 SM .4,82 5)

BEST AVAIL4B~E Copy 4
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75 14CI NC1.P4Q1(J,K25)
— 14C2:NC2.1402(J.l(25)

P4 C3:Nc3.N(~3( J,825)
• 23 CONTINUE

Q1 (M W .K25) SUM 1/MW OP D
Q~~(~~W ,K25):SUM 2~ MW O RD
Q 3AMW . K25) : S U M3/ ~~W OR0
~lG1 (MW ,K251 NC1
14~~~(MW,~ 25):’IC
P~~3(MW ,*25) :?iC3

MS 23 CONTINU E
C TH E ‘ A V E R A G E  .K. FA C T O R S  FOR EACH WORD (‘F EACH WORD GROUP FILE
C A R L PRINTED.

D R7*J T 4
45 FORMAT(1’lj)

9 PRI %T $_ ,NF IL L
“ r FD fi~~AT (~ W OR D S ROU~ NO. .,I’)

PRI’IT 7’
7~, F)R~-AT(— ~w V A R I A  LE 3~~;4 19.’ 9.4

1 4”)
00 5 4

PRI’~T £ .J
4’ F OR~’AT(. W I S I D I(JMR~ R .,IS)

?R T ’~T f1.(~~I lJ.I) ,I:I,~~)

~P:’.T ~.~,(O~~(.i,I),I :1.~~
)

1 ... “~~I’~T 65,(~~’(J,1),T~~i,’)
.-PI.T 4)..,(~~~’MJ ,I),I~~~,’ )

• • W t ~~ T ~7.(r,.~~(J.Te,I:1,
r.)

R 5 T  I~~ ,( ’ , •~~(J,I),I:1,~~
)

‘~c I I  ‘5
it; 35 F O k ’ - A T ( # )

14  C& NT I’J(JL
61 FORMAT(1CH K ,5E10.4)
62 FORMAT IIOPI KIM .5(2(1.4)
63 FOR MAT IIIS H KL ,5F1G .4)

110 86 FORMAT (104, NUMBER ,5I10)
87 FOR P(AT (IGH NUM 3 (RH ,5110)

• NA FORMAT (1’115 NUM9C~ L ,~ 1t~ )
PRINT 35

— PRINT 35
115 C TNt 3 AVERAGE .K e FACTOR S FOR EACH W ORD GROUP FILE ARE PRINTED.

PRINT 45
45 FORMAT (.  WOR D GROUP AVE RAG ES .)

~R INT 61,(Q1 (MW, I),I 1.”)
PR INT 62,(02(MW,I) ,I:1.E)

120 P R I N T  63.(Q3(Ml,T) . I 1.5)
PRINT 86,(NQ1(Md,I) , I 1.5)
PRINT 87,(NQ2(Md,I),t i,5)
PR INT 88,(14Q3 (Md,I),1 1.5)

C PROG R A M  TERMINATION SEQUENCE.
125 P R I N T  7- . - -

70 FORMAT (PSI,. NOR M A L  TER M INATI O N ‘I
E N D

~E5T AVAILABLE COPY
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PROGRAM OISTSN(IN PUT .OU IPUT ,TAP (2Z/135.TAP(3 #175)
C PROGRAM DISTSN COMPUTES THE LIN EAR DISTANC E MEASURES LM1H, LMIL .
C LM2 H, AND LM2L FOR EACH WORD AN)) THE WORD GROUP AVERAGE FOR EACH
C PAIR OF NOISE AND SIGNAL FILES READ IN.

S DIMENSION E (2) ,14W151) ,FNAME (5)
DIMENSION FDAM( (5),D42).R(3fl,2)
DIMENSION A (30.2).R(30),DN(,),NCT(2)
DIMENSION Q1(51,b),G2 (51,5),Q3 S1,5).s14 551.5
DIMENSION N Q1 (51.5),N02(’1,5)

1C C IN ITAL IZE V AR IA3LES. •MWORD. IS A COUNTING VARIABLE.
M VOPO:0

C THE LENGTH. IN ANALYSIS FRAME S. OF THE 50 W O RDS IN THE WORD GROUP
C RUNG PROCESSED ARE R E A D  INTO THE PROGRAM.

5~’ READ 10.14256
15 10 FOR MAT (I5)

IF (N256 sE Q. 0) GO TO 2’-
M WORD MW ORD.1
NMUL T :142 56
fLW(MWO RO ) :NM ULT

2C GO TO 5
2t CONTINUE

MW:MWORD.1
C A TOTAL OF ‘IFILI . NOIS E AND SIGNAL DATA FILES ARE R E AD INTO THE PROGRAM.

I F I L E S
25 R EAU 5 ,(FNAME (I),I :1,5)

H E A D  b. (FDAM((I) .I 1,S) -

5 FORNAT (5A7)

• C EAC H OF THE PAIRS OF NOISE AND 6IGNAL DATA FILES ARE PROCESSED.
DO 5 825:1,5

3~ LFN :LFORM FNA M E K25~~
CALL PFM A TCH (SLTAP( 3 ,LFN , ’,S,G, ~,1)
LFN :LF OR M ( FDA MEl II 25)
CALL PFM $TCH(5LT LPE2 ,LFN .~~,O,O,O,j)

C EAC H OF THE WOR D S IPs TH~ WORD GROU P FILES ARE PROCESSED.
35 00 3 K5C:1,MdORD

•~.ULT:N. (KSt)
t U “:t • 0
10 :5 K15 :1.NMULT -

C F R A M E  BY FIsAVE , THI. ‘400 .E A ND SI G NAL .  ( P C  D A T A  iS READ iNTO TIlE PRO G RA M .
4. RLAD(2,2~~O ) ALPH A ,N(1IL E ,NTAF I,NWO RU,MU LT ,K60,Z1.?2.OlI ),C(2) ,Y2,YZ

1,v 3 ,yA, Y 5, Y t
2 0 u  F O R ” A T ( A 1 ’ .~~I5 , 1 . E 1 .4)

‘FAD (3.300) A L P4A .?sFIL ~ ,,TAP’ F ,NW O R D ,MULT ,K5I ,~~~,X2 ,((l),E(2).A~ .0
1 A2,It,DR0,ENRCR,~-ERR OR

4C 
~C C FUR 4 &T(A2U , d l c ,1 -t l’ .P)

4 (k 1’ , 1 ) : AL O , ( E (2  ))
A ( V ~.5,2) :AL PG( E(  ~‘) )

~(1(~.’,1):ALOG(~~(4 ))
‘(815,2) :AL)’I(l(.))

5.
SU’ :$UM,l . .

)S  C O N T I N UE
C HALl T~4L av ~~~ A r,r ENERGY OF THE wORD ~II 14G PROCESS E D IS COMPUTE)).

RAVG2 ZM SUMI NMU L T 012.0
55 C SUAR OUT INE ENE R GY IS CALLED TO COMPUTE THE DISTANCE MEASURES LMIH.

C LRIL , LM2H. AND LM2L FOR THE WORD AC ING PROCESSED.
CALL ENERGY INNULT .RAVG2 .A,B,R ,DM.NCT )
011 833,825):OM(l)
02(830.K251:DP)(2)

60 03(1430,K25):DM (3)
04(830.825) iDMIA)
1401 (830, K25):NCT(l I
1402 (8 30. 1(25 0 NCT (2

3(1 CONTINUE
65 C THE 4 AVERAGE DIS TANCE ME ASURES FOR THE WORD GROUP F ILE A R E  FOUND.

SUMI :SUM2ZSUM3 :SUMAXO .0
- NCIrNC2zC
- 00 24 JZ1 ,MW ORD

SUMIzSUMI.01(J.*251
70 SU NZ :SUM2.02 (J,KES) —

SUP3:SUM3.03 5,I.1( L5)
SUM 4:SUM4.G4 ( .4,1(25)
NC1~~NC1.NGi (J.K2’5)
NC2 :NC2. NQ2 ( .4. 1(2 5)

oEcT A~IAll AI~1E r.r~
r
~(

56 DL.) I It1ItI1JiIJL~.. ~~~
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75 24 CONTINUE
01 (NW,K25) :$UM 1/MWOR D
02 (Md ,K25) :SUM2/MWORD

QA lMW,825): SUM4lMWORE)
80 N01(MW.K~ 5):NC1

N02 ( W,K25) :NC2
25 CONTINUE

C THE AVERAGE DISTANCE ME ASURES FOR EAC H WORD 0’ EACH W O R D GROUP FILE
C ARE PRINTED.

85 PRINT 40
4(1

PRINT RC,NF ILE
A D FDRM$ T l .  WOR O GROUP ‘40. .,I5)

PRINT 75
9C 75 FOR M AT( GCH V A R I A B L E  38.4 19.2 9.6 FM

1 A M )
DO 64 J:1,MWORO
PR INT 69,J

69 FOR M A T S . WORD NU M ~ 1R •.I~~)95 PRINT 61,(Q1(J.I),I;1,5)
)‘RI.T 62,(S~~(.I.I),I :1,5)
PRINT 63.(..5(J,I),I:1,5)

~R I ,I 66.(045J,I 0
PR IN T Pb.(N~ 1(J,I),I:1,5)loll  D R I P I T  8 7 , ( N 0 2 ( J , I ) , Z 1,5)
P RT ’,T 55

35
64 CONTINUE
61 FCRM IT (1 4I L~~11’ ,!Ci .a)

1 (5 b~~ F 3c”AT (l p $ L5~ H ,‘ ( a .4)
63 F~S R 4 A T ( 1 ’ .i L~~1L ,!F~~C , 4 )

- -— - 
£~ FORMAT (10N LM2L .%E10.4 )
86 FORMAT (1OH NUMB (RH .SI1O)
87 FORMAT (10H NUM BER L .5110)

110 PRINT 35
P R I N T  35

C THE AVERAGE DISTANCE MEASURES FOR lA tH WORD GROUP FILE ARE PRINTED.
PRINT 45

45 FORMAT I’ WOR D GROUP AVERAGES .0
115 PRINT 61.(01(MW,I).I:1.5)

PRINT 69,(02 (MW,I),I:1.5)
PRINT 63. 03 (Mu ,1 ,I:1.5 )
PRINT 66,(0A(NW,I),lzl.5I
PRINT U .(NO1CMW,I) .I21 .5)

120 PRINT $7.N02 (MV ,I).I~ 1.5
C PROGRAM TER M INATION SEQUENCE.

PR INT 7’
70 FORMAT h Ill,. N ORMAL TERMINATION •)

END

BEST - 
AVARAB~E ~CO!(
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SURROUTINC PRINT1 MN, NIJMRER)
C SUBROUTI NE PRINTI •RINTS ALL OF THE CRO S S— C 3RR E LA T IOW TrAMS
C CALCULATED BY F’TCORA FOR A PARTICULAR SET OP M IDPOINTS.

COMMON IFFY1 IA I~~24O ) ,  8 (4200), DUM I (42 (3). 0UM2 (42.30), C (500
S 10I

COMMON /F’T2 IICOR (2190)
‘4UMPIALF = NUMBER I 2
NJM O TR z NUMBER a~ 4
1(U~L IM = 1 • N JMQTR / IC

10 LIMIT : NUMQT R — 1
C (LIMIT • 1) = 0.
00 115 1(25 : 1. LIMIT
C (1(25) = 0
C (1(25 • NUNHAL ’ • PIUMQTR) : I)

15 115 CONTINUE
DO 120 1(30 : 1~ KU PL IM
LCN TR — 10 • (KUPLIM — ‘(30) — I
MC N TR = LCN TR — 9
LI. = NUMH AL F • 1 4 LCNTR
DRI N T 1500, I.CNTR . C ILL), C ILL — 1), C ILL — 2), C (LL — ‘0, C
iLL — 4). C ILL — 5). C (LL — 6) . C ILL — 1). ILL — 8), 5 ILL — 9
2), MCNTR

120 CONTINUE
PRINT 15 02. C (NUM HAL F • 1)

25 DO 125 1 (40 = 1. KUP LIN
LCNTR : 10 • (1(49 1) • I
MCN TR LCNTR • 9
IL = NUM’IALF • I • LC’4TR
LU’ = LL • 9

• 30 ‘RINT 1500, LCN TR. MC (I). I LI. LU’). MC NT R
125 CON T INU S

R E T U R N
1500 FOR M A T (15. 28. 1OFIZ.3. 28, 15
15D2 F ORMAT 1. 0 •, 128, ‘12,3)

35 EN D

S SUBROUTINE UNPAC1 ( (IO,IN ,LL)
C SUBROUTI NE UNPA C1 ( TAkES A 60 BIT WORD AND SEPERA TES IT INTO FIVE
C 12 II? SA MPLES. THIS IS DONE FOP THE EACH 86 ~ORO RECORD.

DIMENSION IO(4000,!N(300
5 13.—S

00 60 Iti,LL
LTSIN II)

00 SB L.1,S
IS LTISLT .140. 37770

LT.Iz&.T .8140. 40003
IFILTJ •NE . 0) IT!. .140?. Ill
ID(Lft.LTI

C - •$NIFT (LT,—12). SHIFTS THE BITS OF VARIABLE sIT. TO THE RIGI4 T 12
$5 C - •~*CE3. tHIS IS ‘ERFORMED IN ORDER TO OB TAI N TIME FIVE 12 BIT

-; • 
- 

C - S*~PLES FR OM EACH 8” BIT WORD.
- LTèINIU(LT,—12) -

LSZLS I
50 ON TJ NUC

20 60 CON TINUE
RETU RN
END

58 BEST AVA1L4B~
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1 SUBROUTINE REV BIN IA, 0, MM)
C CALL PCVBINI A ,B,M)
C REVERSIBLE PERMUTATION OF ARRAYS A A N D B
C ‘RO N N3RM AL SEQUENCE TO REVERSE BINARY SEQUENCE,

5 C OR VICE VERSA.
C SEQUENCE LENSTH IS N S 2..M - -

C ~A ITTEN BY 1. DAVID LEWIS AND M A R I E  VE ST , ESSA.
C M ODIFIED FROM , OR INSP IRED BY THE 41301 PROCEDURE
C REV ER SEBINARY. B Y P. C. SINGLETON , SRI.

10 DIMENSI ON A 116304), 8 (lS3RA )
- COMMON IFFTCC IN. JC (15). ST (15)

M . NM
CALL PFTC
I~ (N .LE. 1) RETURN

15 N $ iC MM • 1)
NP = N • I

1 : 2
U . N — i

20 1~ 0 IC : M
105 1( N • JC (IC)

JC (IC) = — JC (IC)
IF IJC (LC) .LT. 0) SO TO 110

(IC s EQ.  2) RETURN
25 LC LC — 1

GO TO 105
110 1’ (N •LL. I .OR . U •LT. ‘U GO TO 115

T : A (I )  -

• A ( I) : A ( K )
30 A 11(0 = T

T : 9 1 1 )
9 (I) = A ( K)

3 1 1 ( 1 s T
IF (J .E3. 1(0 GD TO 113

35 KK = ND .1(
T = A ( ‘ (K)
A (1(51) : 4 (J) -

A (J) : T

40 ~ (1(51) = P (JO
B (-J O = T

115 1 = I • 1
J J I
GD TO 1~~fl

45 EN D

BEST AVAILABLE COPY
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SUBROUTINE CFFTRC (A .  I, NM, SCALE, NEXP)
C DISCRETE COMPLEX FAST FOURIER TRANSFORM.
C CALL C FTRC (&,B .M,SC.’U)
C INPUT 4 (J) • 1.8(J) IN REVERSE BINA V SE QUENCE.

5 C OUTPUT AU )  • 1.8(k) IN NORMAL SE3JEN CE .
C SEQUENCE LENGTH IS I) S 2’.N

- . C SC IS REA l . SCALING MULT IPLIER.
C (48 IS TIME SIGN OP THE EX PONENT IN T IlE TRAN S FORM DE FINITION.
C INNER LOOP SINES AND COSINES COMPUTE )

10 C RECURSIVELY BY SINGLETONS 0(10 DI”ERENCE ALG OR ITHM,
C INITIALIZE D FR OM A DATA TABLE.
C W RITTE N BY I. DAVID LEWIS AND MA R IE ~~~~~ ESSA.
C MO D IFIED FROM , OR INSPIRED RY THE 41301 ‘POCEDURE
C REVERSEF OUR IERC. BY R . C. SINGLETON , SRI.

15 DIMENSI ON A (16384), B (16384) -

COMMON /FFTCC /M ~ JO 115), S (15)
M = MM
CALL FFTC
N = JO (N • I)

20
NO = K

JSPA PL = 1
SC = SCALE

25 IF (ABS (SC — 1.) .11. I.E 19) GD TO l~~5
DO ifO JC -= 1, 8A (Ut ) = SC • A (Ut)
H (Ut) = SC • B (.JC)

100 CONTINUE
33 105 IF IN s EQ. 5) RETURN

DO ‘10 N 1( = 1, 8, 2
(S = ‘(K • I
RE = A (‘(K) — A (KS) - 

- -
I INK) = A (1(K) + A ( KS )

35 A (‘CS) = R E
1M = A (‘(IS ) — B (KS)

B (‘(K) = B (‘(K) • 8 (KS)
9 (1(5) = FIN

11 0 CONTINUE
4 1  IF (N s EQ. 1) RETUR N

EA PS = ISIGN U, NtxP)
N P :1
DO 125 JO = 2, N
SD = — S (JO — I)

45 CD = 2. 5 S (JO) • S (JO)
B = — 2 .  * CD
CN = 1.
CV =
SN = 0.

‘(K = I
SM = • E:w DS
JSDA ’

~
H = JSPAN

JS’AN = JSPAN • JSP*N 
— -

55 115 KS KK .JSPAN
= CN • A (KS) — SN • B (KS)

‘IN = SN • A (KS) • CN • S (KS)
A (KS) = A (51k) — RE
A 11 (K) = A INK) • RE

80 8 (KS) = 8 (KK) — FIN
3 (‘(‘(1 ~ 5 (1(51) • FIN
51K = ((K • JSPAN -I
‘(S S KS • JSPAN (

~II = SN • A (KS) • CM • B (KS)
85 RE = CM • A (KS) — SM • B (KS)

~ A ft~’() RE
A.IKI ~~ 5 A ftkK) •R F
B IKS ) $B ( K l 1) — FIN • ‘-. \,~

70 ~k2 kS . JSø *N $ 
FIN 

t
IF (‘(K .LT. N) SO TO 115
kK kk - NN

ZR *JJ .$E. NO ) GO 70 12: V

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~ ~~~~~~ -• _____ .—~~~~
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75 CD R . C N .CD
CN = CD ‘ CN
SM = CN • (X’S
SD : R 5 C M .S)
CM = SD • CM
SN — C M •
GO TO 115

120 K = K / 2
125 CONTINUE

RETUR N
85 E N D

SUBROUTINE R TRA N 2T ( A.  9. MM , INV)
C CALL RT RA N2T IA, B .M ,INV )
C IFIINV .GT.0) UN SCRAMBL E THE TRA N S F O R M S  0’ TWO REAL SEDUENCE S.
C IF( INV.LT.O) SCRAMBLE THE TR A N S F O R M S  IF TWO REAL SEIUENCES.

5 C INPUT AND OUT PUT A R E IN NORMAL SEOJENCE ,
C SEE W RITEU D FOP DETAILS.
C SEQUENCE LENGTH 1$ (I
C dR ITTEN BY I. DAVI D  LEW IS AND M A R I E  JEST, ESSA .
C MODIFIED FRO M, OR INSPIRED Ry THE R L3 D L ‘qOCEDURE

10 - C REA LTR IN. BY R . C. SINGLETON, SRI.
DIMENSION A (163R 6). 3 (16306)
COMMON /FFTCC FM, JC (15), ST (15)
N =
CALL FFTC

15 (1 JC (M .1)
NH = N F 2
IF (TNV .LT. 0) GO TO 120
IF ( V  ~LT. 2) GO TO 105

2 0 DO i :o J 2, (II
A (K • I) = B (U) • O (K)
B (K + 1) = A (SC ) — A
A (J) = A (U) • A (K)
3 (J) = B (U) — B (‘C )

25 130 K = K — I
105 * (1) = 2. • A (1)

A (NH • 2) = 2. -. H (1)
9 (1) = B (NH • 2) 0.
I’ (N •E~~. 0) BEO U RN

30 4 (‘(‘4 + 1) = 2. • I (NH • I)
4 (N • 7) = 2. • B (NH • I)
B (NH • 3) = 9 U. • 2) = 0.
IF  (N •EQ. 2) RETUR N

35 J = NH • S
110 NS = NH / 2 — 1

DO 115 L 1. (IS
I = A (J)
4 (J) = A (K)

46 A (K) = T
T : R (J )

BEST AVAILABLE COPY
RE TU R N

123 9 (1) = & (‘I~’ • 2)
I F  (M .LD. 0) P C T U B I
R (NH • 1) A U. • 2)
I’ (‘ .0 .  1) R E T J R N
K = ‘(‘4 • 2
DO 1 25 J = 2. NH
A ( K )  = A (U) • r~ (~ • I)
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B IN) A (‘(.1 )— H (.1)
55 A (J) = £ (U) — A (K • 1)

3 (J) = B (U) • A U • 1)
125 K = 51 • I

IF ( N  .EQ. 2) RETURN

60 J = NH • 2
GO TO 110
END

SUBROUTIPIE FFTC
C COMMON SUBROUTINE FOR FFT SUBROUTIN6S .
C JC IS ‘OW ERS OF TWO ARRAY.. JC (M):2..U—2 )
C ST IS SINE ARRAY.. ST (M)=SIN (PIF (2 ..N ))

5 C N IS TESTED FOR PROPER INPUT qAN 35, 3.LE.M .LE.14.
COMMON IFFTCC IN, JC (15), ST (15)
DATA (UC = 1, 2, 4, 5, 16, 32. 64. 129. 256, 512, 1024, 2045. 4’96
1. 0192. 16384) 

—

DATA (ST = 1.00000000000( .000, 7 .071667821816— 001. 3.826834523656—
10 1001. I.95090322016E 001, q .80171403296( 002, 4s90676743274E 002, 2

2.454122852296—O)2, 1.22715382857E—092, (..13506464915t—HD3, S.’6705
3676297E 003, 1.33390018629 ( C03, 7 .66)9’31R745E 004, 3.R3 495187571
4 5 0 6’4. 1.917475373116 004, 9.59737)9~’9S”NB05)IF (N  .LT. 0 sOB . N .GTe 14) PR INT 1S~ 0, 7

15 RETURN
1500 FO RMAT (.IJLLESAL VALUE FOR N, N ., 14)

(ND

- 

B~s1 AB~~~~~~~~ 

COPI
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SU ER OUTINE R (A LT R A  (A,  B. MN, NE, INV )
C CALL REALTRAN(A ,B .N .NE ,INV)
C IF (I (4V.GT .3) UNSCRAMBLE TIME TRAN SFO RM OF A R E A L  SL~~UEWCt .
C IF (INV 5LT. B) SCRAMBLE TØIC TRANSF ORM IF A PEAL SE3UEN CE.

B C INPUT AND OUTPUT AR E IN NO R M A L  SEO JEN CE.
C SEE W R ITEU ’ ‘OR DE TA ILS5
C SE QUEN CE LENGTH IS N 2*.M
C NE MUST A GREE WITH SIGN OF EXPONENT IN TRANSFORM DEFINITION.
C INNER LO IP SINES AND COSINES CO~ ’UTED10 C RE CURSIVELY BY SINGLETONS 2ND DI ”ERENCE AL GO R ITHM ,
C INITIALIZED FROM A DATA TABLE.
C JRI TTEN BY Is DAVID LEW IS AND M A R I E  dEST , ES SA.
C MODIFIED FROM , OR INSPI RED SY THE IL 3OL PROCEDURE
C RE A LTR &’J, BY R . . SINGL2TDN, SRI.

15 D IMENSION A (1~~385), 9 (16385)
CO M MON FFFTCC IN. JC (15), ST (15)
M M M  —
C4LL FFTC

20
N’( N H ’ I
EN = ISIGN (1,
SN = ISIGN (1, NE )
A (‘151) = 2. * A (MN )

25 9 ((IN) = 2s • CM • SN • B INK)
T~ (CM .GE. 0.) GO TO IfO
FIM = A (1) — A ((I • 1)
P. (1) 4 II) • 4 UI • 1)
B (1) FIN

30 (ZO TO 1~~5
1 30 4 1 ( 1  • 1) 2. • (4 (1) —~~~~ (1))

A (1) = 2. * (4  (1) • 0 (1))
3 Ii) = B (N • 1) fl s

1 05 IF (N .ED . ~) R~~TUP.N
35 SD = • SPI • 5T ( N )

2. • ST (N • 1)

CD r — .0 • (“~ • B
SN = 5 .

or  ‘0 ‘lB J 2, NH
C) z R • CM • C)
EN CD •
SD B • SN • SO
SN SD • S’J

45 6 A  A (1) . A ( K )
49 4 (I) — A ( K)

BA : 9 (J) • P (K)
33 = 9 (J) — 9 (K)
BE EN * 34 • SN * 40

SO 1 SN * BA — 2(1 • 4R
3 (‘(0 = ~ I — 03
B (J) = • 09
A ( K)  — P61
A (U) = AA • RE

55 110 ‘ ( : 5 1 — 1
R E T U R N
61ND

BEST AVAt1AB~F COP’1

63
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SUBROUTINE CFFTS (A, 9. MM , SCALE, NE IP)
C DISCRETE COM PLEX FAST FOURIER TRA N S F O R M .
C CALL CFFTS (A,B .N ,SC.NX)
C INPUT 1(J) • 1.0(J) 1(4 NORM A L SE2JEM CE5

5 C OUTPUT 4(k) • 1.8(K) IN REVERSE BIN A R Y  SEOJEPICE .
• C SEQUENC E LENGTH IS N S 2.sM

C SC IS BElL SCALING M ULTI PLIER.
C MX IS THE SISN OF THE EX PO N ENT IN TIM E TRANSFORM O61 IN ITION.
C INNER LOOP SINES AND COSINES CDN’UTE)

10 C RECURSIVELY BY SINGLETONS 2ND DIFFERENCE ALGOR ITHM.
C -INITIALIZED FRO M A DATA TABLE .
C W RITTEN BY I. DAVID LEWIS AND M A R I E  JEST. ESSA.
C MODIFIED FROM, OR INSPIRED r1y THE A L SOL PROCE D URE
C FASTFO-JRIERS, BY A. C. SINGLETON, SRI.

15 DIMENSION A (16354). 3 (16384)
COMMON IFFTCC IN, UC (15). S’IT (15)
NA : N  M N
C A L L  ‘FTC
N :JC (M .1)

20 N H N F 2  —

N~~~~~N H I 2
SC SCALE
IF CM .E0. 8) ~O TO 125
~~

F (N •EQ. 1) 30 TO 115.
25 CX’S = ISIGN (1, NE A P)

MN = N — I

DO 119 JA 2, N
CE SPIT (MA)

3-2 MA NA — 1
CD = 2. * CC •
SO — SPIT (MA)
R :— 2 . s C D
CN 1.

35 M 0 .
SN = B.
J J z 1
‘(K = I
SN = • CX PS

4 -  JS~~A(I ‘1-4
M’s = JS°A54 / 2

1’O KS = ‘(‘C • JSPA’I
RE = A (‘(K) — A ( Ks )
A (‘(K)  = A (‘(‘C) • A ( ‘CS)

45 1 i B (IlK) — 3 (5 (5 . )

B I N K )  3 ( ‘ ( 5 1 )  • 3 ( C S )
4 (‘CS) EN • BC — SN * F T~
I (KS) = SN * R~~ • CM • FIN
‘(IC ‘C C • N I-f
<S KS • ‘(Iê

RE = A ( ‘ ( K )  — 4 (i(~~~)

C A (‘(K) 3 (S ( ’C )  • A (‘(5)
rIM = P (5151 ) — 3
N (1(K) = B (‘(K) • B INS)

55 A (KS) = CM • RE — SN • FIN
A (KS) = SM • RE • CM • FIN
KK KS • NH
IF (‘(IC s LT s  N) SO TO 100
KK = IlK — MN

40 UJ J J .K
IF (JU .GE. NO) GO TO 1~~5CD = R • CN + CI
CN = CD .CN
SD R . C M . S )

65 - - A C’M~~~~C F t . S O, - -

- S N :  — C *  • CA PS
SM = CN . EAPS

70 110 -CONTINUE
113 DO 120 ‘(IC = 1, ‘1. 2

‘(5 = IlK • I
BE A (K’) — A (1(S)
4 (51K) = (A (‘(K) • 4 (KS))

64
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75 A (KS) =
FIN = B (‘(IC) — B (KS)

L 3 (‘(K) = (B (IlK) • B (KS))
8 (KS) = FIN

120 CONTINUE
• 80 125 IF (ABS (SC — 1.) sIT. 1. .61—100 GO TO 135

00 130 JB = 1, N
* CUB) = SC * A (J9I
9 (J9) = SC * B

130 CONTINUE
85 135 RETURN

EN)

1 SUBROUTINE PRECOEF (NPC)
C SUBROUTINE PREC OE F COMPUTES THE 12 PREDICTOR DE FFIC IENTS , THE 12
C REFLECTION COEF’ICIENT S , AND T IME M I N I M U M  S~~JA REO ERROR USING TIME
C LEVINSON ALGORITHM AND THE AUTOC OR RELAT IOM TERMS FROM SUBROUTINE

5 C AUTOCOR. SUBROU TINE STABLE IS USED TO INSU RE A STABLE FILTER IS
C GENERATED. THE PREDICTO R COEFFICIENTS ARE STORED IN DCOEC (J .12),
C J=1,12, TIE REFLECTION COEFFICIENTS ARE STORED IN PCO(FF(J,J),
C U:1.12 , AND TIME MINI M UM SSLJA R EO ERROR IS TIE (AR IAB LE 0.

- COMMON A (256).ACOR (13),PCOEF (12,12),GAM( 150.0
10 C=— *COR (2)

2 1 1  .0 C•C
PCOCF(1,1) —c
DO 151 J 2.NPC
J 1=J—1

15 SU M:fl .0 -

DO 15 1 1,J1
15 SUM SUM.ACOR (J.j—I ).PCOEF (I,J1)

G AC OR (J .1)—SUM
C —GI O

20 IF (435(C) .GT. 0.99) CALL STABLE (J,C)
0 3 11s0 C C)
210 20 I 1,Jl

20 DC O E F(  I,J) :PCOEF( I ,J1).C.PCOEF( J— I,J 1)
13 ‘CDLF(J,J) —C

25 RE TU RM
END

BEST AVAILABLE COPY
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SUBROUTINE REORDER (A, B, MM )
C CALL R!ORDER (A ,8,N) 

-

C REVERSIBLE PERMUT A TION 6F REAL SEQUENCE
C FROM FIR ST— LAS I—NORN A L SEQUENCE

S C TO 000-EVCN—REVERS C BINARY
C SEQUENCE LENBTH IS N • 2.sMs -

C WRITTEN BY I.. DAVID LEW IS AND MA R IE WEST , ESSA.
C REORDER, BY A .  C. SINGLETON. SRI . -

DIMENSION A (16364), 3 (14314), 1ST (15)
18 COMMON /FFTCC IN, LC 115), ST (15)

CALL FFTC -

IF (N •EQ. 0) R ETURN
JA : N • 1

13 J S z M . — 1  - 
-

3 . K B z i )  -

KU = LC (JA) —

00 100 514 = 1, KU. 2
S A (KA • 1)

20 A ( ‘ (A • 1) = B (‘(A)
3 (KA) = T

100 CONTINUE
IF (A s EQ . 1) RETURN
L I N : M 1 2 . 1  -

25 105 KS IC (18 • 1) • KB -

‘ ( L I : K S  -
— 

JJ = IC (44 — 43) -
-

KK KB .JJ - -

110 I( = KIC • 44
30 115 0 x A (‘(K • 2)

A (((51 
~ 

I) = A I llS • 1)
A (KS • 1) = T - -

- T = A (((K • 1)
R ((( IC • 1) = B (KS • 1)

35 9 (‘(S • 1) = T
‘( K : k N +j

‘(5 = KS • B
IF (IlK .LT. K) SO TO 119
‘(K = ‘(K • JJ -

40 KS : ’(S . JJ
I N K  •LT. -KU) GO TO 110 -

IF (JB .LE. LIMO GO TO 2G
JB J B — I
1 : 1 + 1

45 1ST (1) 49 -

SO TO 195
120 I~ (1 .Lt. u) BE ’VJR’1

49 15T (J) -
-

1 = 1 — 2
50 ‘(3 = KS -

SD TO 135 -

END

\‘ ~~~ C’3~~~~~~
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1 SUBROUTINE AUTO COR (NUMA (R,NPC)
C SUBROUTINE AUTOCOR COMPUTES THE ENEA QY TERM AND TIME 12 NORMALIZE D
C AUTOCORRELATION TERMS FOR EACH 236 SAM’LE WINOOW . THESE VALUES
C A RE STORED IN ACOR (J), Jsl,13 RESPECTFULLY.

• 5 COMMON A (256),ACOR (13),PCOCF(12 ,12),SAM(1S),EAAOR
‘(:NPC+l
SUNSIsS
00 10

13 SUM :SUM .A(I)
10 SMEAN SSLININUMBER

DO 13 Izl ,NUMBER
15 A (I)ZA (I)—SM(AN

SUM O5O
30 -20 I:1,NUMBER

15 20 SUM SUM .A(I).4(I)
AC OR (1) :SUM
00 25 J:2,N
SUN=0.r
NUM NUNBER— J .1

20 00 30 I:1,NUM
30 SUN SUM .A( I)*AI I+J—I)
25 4COR (J)ZSUAIACO RII )

RETURN
END

1 SUBROUTINE STABLE IJ,C)
C SUBROUTINE STABLE FORCES TIME ABSOLUTE VALUE 0 EACH REFLECT I ON
C COEFFICIENT TO BE LESS THAN OR ESUAL TO 0.)), THEREBY INSURINS A
C STABLE FILTER.

5 CC —C
PRINT 10,J.CC

10 FORMAT I. REFLECTION COEFFICIENT •,I2,. IS INSTABLE, t •,‘lS.S)
• IF (C sBTs 0s~ )) C 0 s ~) 

—

IF (C sLTs —0s~~~) Cz—S .39
10 RETURN

END

I SUBR OUTINE AM $A (N’C)
C SUBROUTINE BANAl COMPUTES THE PREDICTOR COE’FICIENT AU TOCORRELAT ION
C TERMS FROM TNt PREDICTOR COEFFICIENTS5

COMMON A (256) ,ACORIS3),PCOEF (12 ,12),SAU(13) ,ERROA
S DIMENSION PC(13)

NzNPC.i
PC(1)z1.0
00 10

13 0C(I.1)z—PCOEFII ,12)
10 -

DO 15
IS SUMSSUM.PC (I)5P (I)

SAM (1)SSUM
00 20 IsI,NPC

15

25 SU~~ SUM .’CCJ).PCIJ~
I) BEST AVAfl.AB[E COPY

20 34A11.1132.O.SUM
20 RETURN

END
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SUBROUTINE HILOW(NNULT ,A AV ;Q,A ,R,$,OM ,NCT)
C SUBROUTINE (4110W COMPUTES TIlL AVERAG E •K. FACT O R 1~ THE HIGH AND
C LO b ENERGY FRAM E S OF THE W OR O BEING PROCESSED.

A(3D).R(Se) ,S 30 ,0MI~~ ,NC T2 )
5 SUNISSUNZzBsU

NCIsNC2s O
DO 1’ K1Oz1,PJMUL T

GO TO 15
SUM1SSUMS.A4k10 )

10 NC1 NCI.1
GO TO

IS CONTINUE
SUM ZSSUM2 .A (K100/S (K10)
NCZ NCS+1

15 20 CONTIN UE -

13 CONTINUE
NCT (1)5P4C1
PICT(2)ZNC2
DIRU :SUM11NCI

20 DN(2)ZSUM2INC2
RETURN
END

4
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~• 1 SUBROUTINE (NERSYINNULT ,RAVSS ,A,B,R.ON,NCt)
C SUBROUTINE ENERGY COMPUTES THE AVERAGE 0? INC DISTANCE MEASURES

- I C LAi N , LAIL , LAIN , AND LNIL FOR THE WORD BEING PROCESSED5
• D IMEN SION A (SB,2),S(30,2),A131),DN (4),NCt4t)

5 RLIM1sO.$2
RLIM2sI54G
SUM 1 SUN2 s$UM3SSUMA 10.0
NCISNC2’B
DO it K1O.1,Nl(ULT

10 C TIME RESIDUAL DISTANCE MEASURES ARE LINEAR IZED FOR EACH FRAME.
00 5 ((3*1,2
IF(B (I(iQ,K5) .LEs RL IM I) GO TO 23
RMIzB (KIA,KS) -

RM I,IRM2—RLIM 2 .i,0)*RL!N1
15 60 T0 30 -

25 RA1 RL IM I
AM2 ZRLIN2

30 AA ,1 .BI (RN1—RM2 )
BB z—AA *RM2 -

2U JFIA (K1G,515 ) .0.1. RMI) GO TO 35
IF(A (K13,K5) •GT. RM 2) GO TO 4~
A(k10,515 )aAA.A IKIO ,IC’I)•RB
GO TO 45

35 A*k1O.K5)s1.G
25

40 A(Ki0,K5)’(.si)
43 CONTINUE
S CONTINUE -

C THE (41614 AND LOW ENERGY FRAMES ARE FOUND AND THE LIN EAR DISTANCE
311 C MEASUR E S LA iN , INtL. LN2H , AND LM2L ARC COMPUTED.

GO TO 15
SUN1 SUNI+A(K1C ,1)
SUM2zSUN2 .A (K10,~ )

F 
NC1=Ncl+1

35 GO TO 2i
15 CONTINUE

SUN 3’S UN 3+ I (‘(19,1)
SU (14:SUN4.A (K1G,2)
‘(C2 NC2 .1

40 20 CONTINUE
1 CON T INUE

C TIlE A AVERAGE DISTANCE PEASURES FOP THE WORD BEIN G ‘POCESSED ARE COMPUTED.
NCT (1) NC 1
NCT (2)*t,iC2

45 IF (NC1 sCIs 0) PICisI
IF (NC2 ,E51. ~) NC251
DM (1)ZSU N I/NC)
OM (2)zSUPf2/NC1
DN(3 ) SUM3INC2
OM (4):SUM4INC~g
PITUWN

~NO

~~~~
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