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FOREW)RD

I This Sumeary Report by Arthur L. Smirl, Depar tment of Physics, North

Texas State University, Denton, Texas, covers research progress for the

I per iod September 1, 1976 to August 31, 1977, under Office of Naval Research

I Contract NR 318-048. /4 - - /~? ;~7 7
The use of trade names in this repor t does not constitute an official

I endorsement or approval of the use of such hardware or software. This

report may not be cited for the purposes of advertisement , and its publi-

1 cation does not constitute Navy approval of findings or conclusions.

I a~~Arthur L. Smirl

I Principal Investigator
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I SUMMARY

I In this work, we report on our progress in attempting to use the high

electric fields and the ultrashort pulses that can be derived from Nd:glass

and CO
2 
lasers to investigate hot electron effects in semiconductors. In-

tense ultrashort optical pulses having durations of a few picoseconds and

I peak powers of io
8 watts can be readily generated by mode-locking a Nd:glass

I laser. The extremely high power and short duration of pulses from these

lasers make possible the study of saturable optical transmission properties

and hot electron dynamics of semiconductors on a picosecond time scale. In

addition to this study of carrier dynamics, we are also attempting to inves-

tigate stress and electric field biasin 1 of the absorption properties of

semiconductors under intense, short—pulse CO2 laser radiation.

Hence, we report on the deve1o~~ent (with coworkers at the University

of Arizona) of an initial model (see Appendix A) that describes the gener-

ation and the temporal evolution of hot electron—hole plasinas produced in

I the semiconductor germanium by the absorpt ion of intense , ultrashort optical

i (~ 1.06 ism) pulses. This model is shown to be in agreement with the

experimentally-observed enhanced transmission of single, energetic pulses

through thin germanium samples as a function of incident pulse energy for

two sample temperatures, 105 K and 300 K. It has also successfully des-

cribed the transmission of a weak probe pulse through the germanium as a

function of time delay after an energetic excitation pulse for different

excitation energies and for sample temperatures of 105 K and 300 K. Subse—

quent to the deve1o~ment of this model, van Driel and coworkers conducted

t iii
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a
f ,rthr r trJnsm i~;5; i on studies  ( .‘eo Appendix H). in which the enerqy band gap

of I h’ p rm ar i i um w.v~ tun ed hy hy lr o st a t i c  pressure , that corroborated this

propos(~d model.

Recently, however , the optical pulsewidth dependence of thin  qerinanium

samples was experimentally measured , as suggested in our earlier work (see

Appendix C). We found these measurements to be in substantial disagreement

I with the pred ict ions of our model. The question then arose as to whether

this disagreement with the proposed model was due to assumptions made in

I deriving the model , experimental uncertainties in physical constants used

in the calculations, or to relevant physical processes omitted from the

I model. A numerical investigation (Appendix D) of the effect of the electron-

I phonon coupling constants on the model revealed that , given the uncertainties

in these and other constants, the pulsewidth experiment was not a definitive

I t~~st for the model. In fact , given the uncer ta in t ies  in ce r t a in  of the

physical constants contained in the calculations, many of the questions con-

I cerning the physics of ultrafast phenomena in germanium can only be answered

by further experimental investigation.

I
I
I

I
I iv
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fJ LTRAFAST TR~NSIENT OPTICAL RESPONSE OF ELECTRON-HOLE

PLASMAS IN SEM ICONDUCTORS

Theory

During the past year , the theoretical activity in this project has

been a detailed study of the theory for the transmission of ultrashort

optical pulses through germanium. At the beginning of the year , an initial

model had been developed by A. Elci, A. L. Sniirl, J. C. Matter and M. 0.

Scully. Smirl and Matter had also completed single pulse and excitation—

probe pulse experiments with germanium. In addition , an attempt had been

made to generate numerical solutions to the complicated coupled set of

integro-differential equations in the theory.

However , there were several problems in the original computer codes.

The computer program was lengthy and expensive to execute , and the solution

to the differential equations was crude. Several modifications were

need ed to improve the accuracy and execution time.

There were fou r areas in which the numerical techniques were improved.

First , the execution t ime was considerably lowered by using Gauss-Laguerre

quadrature formulas to evaluate the integrals. Next, the accuracy of the

solution to the differential equations was improved by using a fourth order

Rungt~-Kutta solution . The third major area of improvement was the intiali-

zat ion routine which starts the program. By including limiting valves calcu-

lated in the high temperature limit , the executioni time was improved by

nearly an ordI r of magnitude. Finally, a correction routine was included

1
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in the program to check for and correct for roundoff error due to the large

number of iterations required to complete the calculation.

Having developed an e f f ic ien t  and accurate computer routine , W. P.

Latham and A. L. Srnirl generated the f inal  theoretical curves comparing the

experiments of Smirl and Matter to the theory of A. Elci , et al .  The results

were presented in the paper by A. Elci, A. L. Smirl , J. C. Matter and M. 0.

Scully.
1 

A copy of this paper is included as Appendix A of this report.

By the time the paper by Elci , et al) was completed , additi’~nal optical

experiments, in which the band gap was tuned by pressure , had been performed

by H. M. van Driel, J. S. Bessey and R. C. Hanson.
2 

The computer code was

modified to include these pressure effects and the corresponding theoretical

curves were generated by Latham and Smirl. The agreement between these new

experiments and the proposed model. was excellent. The pressure experiment

is reviewed in the preprint contained in Appendix B of this report.

Subsequently , J. S. Bessey , B. Bossachi , H. M. van Driel and A. L. Smirl
3

completed single pulse transmission studies in which the incident optical

pulsewidth was varied. (A preprint of this paper is included in Appendix C

of this report.) The pulsewidth experiment indicated the first disagreement

between theory and experiment. Whether this disagreement was due to the

simplifying approximations made in the model, the uncertainties in physical

constants , or the details of the physical processes included in the model

was inve~utigated . By numerically solving the equations for several valves

of the parameters in the theory , Lathain and Smirl generated a large library

of figures in which theory and experiment were compared . The culmination of

this theoretical study was the paper by W. P. Lathain, A. L. Smirl, A. Elci ,

and 3. S. Bessey4, which is presented as Appendix D of the report. Finally,

a review paper , in which diffusion is included in the model for the first

I
— 
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time , was presented by A. Elci , A. L. Swirl, N. 0. Scully, and C. Y . Leunq .5

A copy of this paper is also included as Appendix B of this report.

In sumeary , throughout the year, this project provided the theoretical

and numerical support needed to compare theory with experiment. Members of

this project submitted several publications. The initial paper by Elci, et

al.1 has been published in Physical Review B. The paper by Bessey, et al.3

has been submitted for publication. Both the paper by Latham, et al.4 and Elci,

et al.5 were presented at the International Conference on Hot Electrons in Semi-

conduc4-ors, which was held at North Texas State University, and have been ac-

cepted for publication by Solid State Electronics. All of the members of this

project actively participated in the conference. A. L. Swirl, principal inves-

tigator, served as conference vice—chairman.

Experiment

In the first year of this grant, the experimental effort has been devoted

to designing, constructing, and assembling a system that enables us to directly

monitor ultrafast processes. This system utilizes an excitation—probe technique

first used by Shelton and Armstrong6 to monitor the evolution of nonequilibrium

processes on a picosecond time scale.

This excitation-probe technique requires the use of the following equip-

ment (see Figure 1)

(1) A mode-locked laser producing trains of ultrashort pulses.

t (2) An electro—optic shutter to separate one of the ultrashort pulses from

the train of pulses produced by the mode-locked laser.

(3) A detection system to monitor the pulse train and the shutter.

(4) An apparatus to split the “switched-out” pulse and temporally delay one

part with respect to the other.

(5) An optical dewar to mount the sample and to control its t~~~erature.

-—- - _  -
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5

( ( )  A dvt~ct ion system to monitor the “switched—out” pulse both before and

after the sample .

This last year has been spent in designing , constructing, assembling,

and testing every c~mi onent of the system described above as well as

other pieces of peripheral equipment.

The mode-locked laser system consists of an end mirror , a laser head

containing a xenon flashlamp , a Nd:glass rod, a cooling system, an output

coupler , a dye cell in contact with the output coupler, a power supply for

the flashlamp , and an alignment laser to ensure the alignment of the laser

cavity.

This was the first part of the system to be assembled and tested. Mode-

locking the laser requires that the dye concentration be balanced correctly

with the pDwer applied to the xenon flashlamp to ensure that the rod lases

only once during the symeetrically shaped flashlamp pulse. As a consequence

the dye concentration (i.e. the volume to volume ratios of 1-2 dichloroethane

and an Eastman Kodak dye, A9860) was varied from 10:1 to 3:1 while the laser

output was monitored at each concentration as a function of voltage applied

to the flashlamp . Two monitoring processes were used. The output of the

laser was monitored directly using a fast risetime biplanar photodiode-

oscilloscope combination. Also the output was monitored indirectly using

a silicon PIN-photod iode in the photoconductive mode with an oscilloscope,

and the laser radiation was observed as a spike riding on top of the sym-

metric flashlamp pulse. As a result of these measurements a 5:1 dye solution

was chosen as the best match to our needs. It is necessary to point out, how-

ever , that mode-locking is such a complicated statistical process that we

have from time to time run into difficulties in obtaining clearly mode-locked

output from the laser system . At such a time , one must check all of the

- - .. -._ _ _
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pnss ihl~ causes of problems (e.g. bad dye , dirty dye cell) until the problem

te co’~ ected .

The next piece of equipment that was installed was the electro-optic

shutter (see Fig. 2) consisting of two Glan-Foucault polarizers , a Pockel’s

cell , a spark gap , a d.c. power suppl~ and coaxial cable to connect the

power supply , spark gap , and Pockel’ s cell. Among the important problems

associated with the set—up of the shutter were:

(1) One wou~.1 like the ratio of light passed by the shutter with voltage

applied to the Pockel’s cell compared with the light passed by the

shutter with no voltage on the cell to bt as large as possible. In

order to maximize this ratio (the switch—out ratio) the polarizers must

be crossed precisely before the Pockel ’ s cell is placed between them.

The switch-out ratio was tested by monitoring the light passed with no

voltage applied to the Pockel’s cell and comparing it to the light

passed when a single pulse was switched from the pulse train by the

shutter . This ratio was measured to be approximately 100:1 and should

not be confused with the usual extinction ratio.

(2) The KD*P crystal in the Pockel’s cell must be aligned very precisely

with its optical axis parallel to the direction of propagation of the

pulse train. Alignment of the Pockel’s cell was ensured by viewing the

crystal between the crossed polarizers while it was illuminated by an

extended , diffuse source and by orienting the crystal in such a manner

that a dark or opaque area shaped like a Maltese cross appeared centered

in the aperture of the polarizers.

(3) Breakdown of the spark gap must be controlled in one of two ways: either

by adjust inq the gap spacing or by adjusting the gas pressure. The pro-

duct of yas pressure and gap spacing must be chosen so that breakdown

- ~~~~~ —~~~~~~~ -- --- ~~~~~~~ - - — 
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H

occurs ea r ly  in  the pulse t ra i n .  One of the first few pulses must be

switched fran the pulse train since the pulsewidth increases at the back

of the train due to the various nonlinear processes associated with the

pulse production.

(4) Th’~ length of the coaxial cable-connector system between the d.c. power

supply and the spark gap must be chosen carefully since it controls how

long the shutter will be “open”. A problem, which still has not been

solved, is that the shutter occasionally switches out parts of two pulses

instead of one. This problem is associated with the “jitter” in the

overlap of the voltage applied to the KD*P crystal and the pulse train.

When the voltage overlaps a single pulse, it is switched out; whereas,

when the voltage overlaps two pulses, parts of both are switched out.

This problem has been approached in two ways. First, the frequency of

double switchout was reduced by varying the spark gap spacing and the

gas pressure. We are now in the process of trying a shorter length of

coaxial cable between the d.c. power supply and the spark gap (see Fig. 2).

We believe that this will solve the problem.

(5) The length of the coaxial cable-connector system between the spark gap and

the Pockel’s cell must be chosen carefully as it controls the time delay

between breakdown in the spark gap and turn on of the Pockel’s cell.

(6) The coaxial cable on the other side of the Pockel’s cell must be termi—

nated properly or ringing will occur allowing more than one pulse to be

switched out.

Once we had the laser and shutter assembled and operating , we calibrated

the silicon PIN-photodiode detection systems for monitoring the energy of the

switched-out pulse. These energy meters
4 
were constructed “in house” at a

_ _ _ _ _ _ _ _  
-
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cost of approximately $50.00 apiece. The detectors were checked for linearity

and found to linear over a 1-9 volt range. The absolute calibration of the

detectors was obtained by comparison of their readings with those obtained

from a Scientech Laser Energy Meter and sensitivities were obtained for

each of the detectors.

In addition , two detector systems that monitor the pulse trains and the

e]ectro-optic shutter have been installed and tested. The first consisted

of a Hamamatsu R617U biplanar photodiode in combination with a Tektronix 7904

oscilloscope with a fast write option. This combination (mainly the oscillo-

scope) proved to be less than optimal for our purposes and the oscilloscope

is presently being used on the other project funded by this grant. The

second system consists of an ITT P4000 biplanar photodiode in combination

with a Tektronix 519 oscilloscope, This system works satisfactorily although

we are now redesigning the housing on the biplanar photodiode to reduce its

ringing .

The pulse splitting and delay optics (see Fig. 3) consist of a beam

splitter , a stationary 900 prism (mounted on a very accurate Klinger Scientific

translation stage providing a resolution of 0.01 nun and an accuracy of 3 sin

over the 40 mm displacement allowed ) and two mirrors on orthoganally adjust-

able mounts. Two of the problems associated with this piece of equipment are:

(1) The paths traveled by the different pulses separated by the beamsplitter

must be measured precisely so that the path containing the translation

stage can be adjusted from a few picoseconds shorter than the fixed path

to many picoseconds longer than the fixed path. This can be done only

coarsely by mechanical measurement techniques, and zero delay must be

determined by more accurate optical techniques.

I
- -.~~ -~~~~~~ — -~~~~~~.- ~~~~~~~~~~ - _ _ _ _ _ _
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C . ) The two pulses must overlap at the sample surface requiring tests to be

made before and after each exper iment utilizing burn patterns on a piece

of photographic emulsion positional in the plane of the sample.

The optical dewar itself consists of a relatively inexpensive br ass con-

tainer with cold finger and a brass jacket with four optical ports covered

by 3 inch quartz optical flats. The dewar is evacuated by a “roughing” pump

and is capable of lowering the sample temperature to approximately 100 K.

The dewar sits on a NRC lab jack and is capable of being moved vertically

through 3 inches.

Finally, the latest piece of equipment to be installed and tested is a

flowing dye cell for the mode-locked laser. The old arrangement consisted

of a dye reservoir , a dye cell, and a hypodermic syringe all connected by

teflon tubing . Every few laser firings new dye had to be pulled into the

dye e11 by adjusting the syringe. The new flowing system consists of the

dye reservoir , dye cell, and a peristaltic pump which pulls the dye solution

through the cell at a rate of 0.2 cc/minute.

Once the entire system was assembled and each of the individual components

had been shown to be functioning properly, it was necessary to test the system

as a unit. This was done by repeating the single-pulse and excitation—probe

exper iments performed on germanium by Kennedy, et al.7’8 and Shank and Auston9.

These experiments have been completed and the results are shown in Fig. 4 and

Fig. 5, and the results are in good agreement with previous experiments .

In conclusion , experimentally, the first year of this grant has been

devoted to developing and ensuring the operational integrity of the basic

system. Each component of the system has been installed and tested rigor-

ously. The system as a whole has been tested by comparing data obtained using

the present system with data obtained at other laboratories.

I
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STRESS AND ELECTRIC FIELD BIASING OF OPTICAL

PI~)PERTIES OF SEMICONDUCTORS

For p—type GaAs and Ge, the optical absorption at 10.6 urn is due pri-

marily to direct intervalence band transitions between the heavy hole and

light hole valence bands. These direct transitions depend on the effective

mass (energy band structure), the occupancy of the various energy levels

(Fermi-Dirac distribution function) and the value of the matrix element of

the crystal momentum between Block states from the two bands.

A low-intensity, cw C0~ laser is being used to monitor the change in

the optical absorption of these semiconductors as a function of applied

stress. Since the effect of uniaxial stress on the band structure of these

materials is well studied, these low—intensity experiments should isolate

and calibrate the effects of stress on the optical absorption at 10.6 pm

without altering the carrier temperature in either band. The equipment for

these measurements, as shown in Fig. 6, has been designed and constructed

in—house.

Much of the interest in p—type Ge, however , is for devices that operate

in the region of saturated absorptivity . At high illumination intensities

two significant perturbations to the Fermi statistics of the two bands should

result: (1) A large number of direct absorption events will occur, leading

to a redistribution of the electrons and holes between the heavy hole and

light hole bands and (2) the carriers in both bands will be heated. These

changes will be monitored by measuring the optical transmission and elec-

trical conductivity. In order to provide high intensity illumination of

14 
1
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the semiconductors for saturated piezoabaorptivity studies, a pulsed CO2

laser was designed and built. This double-discharge TEA laser has a 60 cm

active region using Rogowski profile electrodes. The flowing gas is mixed

in a gas manifold that allows for variations and innovations in the gas mix-

ture . The gas is pre—ionized by two flashboards about 1.5 psec prior to the

main discharge of about 35j. The peak optical power output is in the range

of 1-5 Mw. The width of the optical pulse can be chosen from one of three

ranges. First, by adding a cw gain medium within the optical cavity, one

obtains the gain-switched output from the laser , as shown in Fig. 7. The

FWH~4 pulse width is about 80-90 nsec. Secondly , if the cw section is replaced

by a p-type Ge passive mode-locker , a mode locked train can be obtained with

a single pulse width of about 1 nsec. Also, pulses with continuously variable

pulse width in the range of 70-150 psec can be obtained from the free-induction

decay scheme shown in Fig. 8. here the smoothed, gain-switched pulse is

truncated suddenly by optically induced plasma in N2 gas. The beam is then

spatially filtered and passed through a cell of hot CO
2 gas. The pulse is

absorbed and a short coherent pulse is emitted. The width of the pulse is

determined by the phase relaxation time, which can be varied as a function

of the ga~ pressure in the hot 002 cell.

Other pieces of equipment which have been designed and built in-house

include optical tables, LW2 Dewars, a 10 w cw 002 
lager, stress apparatus,

a variable gas-filled optical attenuator, and many pieces of optical mounting

and translating equipment. Also , a ratiometer for small signal transmission

measurements and a dual-channel, gated peak—sample-and—hold for the acquisi-

tion of pulse data were designed and built in-house by Mr. D. Maxson.

The saturated pulse transmission experiment is shown schematically in

Fig. 9. Preliminary data shows that amplified short pulses will be needed
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to obtain hlqh enough power density to saturate the sample without optical

8ur face damage.

In sunnary , the equipment for both the small signal transmission and

the saturated pulse transmission has been designed and constructed and the

system is essentially complete. The techniques are currently being refined

to produce more accurate data and results are expected in the near future.
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Ultrafast trsnsknt response of solid itate ptasmaa.
L Germanium, theory, end expe,lment*

Ahm et Elci and Marlan 0. Scully
D.partnie.it of P*yslcs and C~ t~caI &knces Center , (/nivers~ty of Arizona. Tucson. Arizona 85721
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Depannwnt of ~~ysies. NonI. Texas State Unu’enity. De.uon. Texas 16203

John C. Matter
Sandia Labore tone,. A lbuquerque. New Mexico 87115

(Received 7 June 1976)

A fu’st’pnnc.ples t heory is developed ~or the generation and the subsequent transient behavior or dense
ekctron-hok plasmas produced in germanium by intense picosecond optical pulses Espenmental dali, are
dticusaed and compared with the theory It is shown that the valley structure of the Ge conduction bard.
phonons. and plasmons play signi fic ant roles in the generation and the temporal evolution of the plasma. The
agreement between the theory and espenments ta good. Scene predictions of the theory are discussed

L INTRODUCTION manium energy-band structure (Sec. IB), and
qualitatively discuss the physical processes which

The development of mode-locked lasers’ that occur dur ing and after the nonlinear light absorp.
produce optical pulses of a few ptcoseconds dura- tion by germanium (Sec. IC). We expound on the
tion and peak powers of �lO’ W has made possible theory In Sec. II. This elaboration proceeds
recent experimental investigations of ultrafast through a discussion of electron-hole distributions
electronic processes in semiconductors.~~ in (Sec. h A), direct absorption (Sec. II B), tree-car-
these experiments, the general method Is to sub- ncr absorption (Sec. UC), phonon-assisted relax-
ject an intrinsic semiconductor first to an intense atton (Sec. LID), plasmon-assistcd recom1~lnattonpicosecond (excitation) pulse2 of frequency u~ such (Sec. lIE), rate equations (or absorption and trans-
that ~ w, is greater than the band-gap energy of the mission (Sec. UF), and integration of the dymtmi-
material and to measure its transmission; then cal equations (Sec. fiG). The final section (Sec.
after some delay, to subject the same sample to hi) of the main text contains the comparison of
a second (probe) pulse of the same frequency but theory with experiment and our conclusions. Sev-
lower intensity and measure its transmission. eral appendixes include detailed calculations which
The tranamission properties of the semiconductor allow us to make critical simplifying assumptions
are significantly altered when the excitation pulse in our theoretical model. Appendi.x A considers
create. a large free-carrier density, and the intervauey transitions via phonon emission; Appen-
transmission of the probe pulse yields information dix B discusses Coulomb thermalization; Appendix
concerning the temporal evolution of the tree-car- C derives radiation absorption rates; Appendix I)
n c r  distribution . The ultrashort duration of the expands on phonon-assisted relaxation. Finally.
laser pulses makes It possible to follow this tern- in Appendix E, we present some details concern-
poral evolution on a picosecond time scale. tag the experimental method and apparatus.
In this paper we present a ffnat-pninctpiee ,

theoretical treatment accounting for the observed A. pedme n~~I method and data
behavior In the ex ation and probe pulse meal- V

urements in terms ~.. the energy-band stru cture A mode-Locked Nd:glaas (L.,0 = 1.17 eV) laser pro-
and other well-known parameters of germanium duces a train of pulses; each pulse is typically
(Ge). We note at the outset , however , that only 5—10 psec in duration and has —1 O~ quanta. Using
certain of the myriad of possible electronic inter- a laser-triggered spark gap and electro-optical
action.. are included In the present work. Future shutter, a single pulse can be isolated from this 

V

paper. in this series will deal with othe r possible train of pulses.’
electron processes such as diffusion and Kane-Like In the first experiment, this single pulse is
excitatIons, passed through a variable attenuator and focused V

In the remainder of this Introductory section , on an intrinsic 5.2-am-thick Ge sample [Fig. l(a)j.
we briefly review the experimental method and The focused spot is approximately 250 u r n  In d~am-results (S.c . IA), summarize the pertinent ger- ster. The transmission of thin pulse is then mon-

V 
~5 191
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‘ V FIG. 3. Probe pulse transmission data . Relative
Is V

transmi ssion unit s are given by the rat ios of the ex-
citati on tr a nsmission to probe tran smission for each

itored . The t ransmission data as a function of In- delay, norma lized such that the peak of the 77 lC curve
is unity.

cident number of quanta, for two Initial sample
temperatures (77 and 297~K), are shown in FIg. 2.
At low pulse energies, transmission follows Beer’s we will be concerned with the probe transmissions
law .’ As the incident number of quanta increases, at delay times longer than the pulse width. In this
transmission increases and eventually saturates. region, probe transmission increases relatively
Near 5 ~ 1014 quanta samples are damaged. rapidly, reaching a maximum near fe— 100 p.ec,

In the second experiment [Fig. 1(b)~. the sample thereafter decreasing slowly. FIgure 4 shows the
is fIrst  irrad iated by an excitation pulse of suffic- probe pulse data for different excitation pulse In-
tent energy to cause enhanced transmission . It is tensitles and for an initia l sample temperature
then followed , at a late r tim e 1~, by a probe pulse of 77 K. Ratios labeling these curves are the nor-
which is about 5’~ as intense as the excitation pulse. malized relative transmissions of excitatIon pulse
The excitation and probe pulses are derived from to probe pulse. The details of the experiments are
a single pulse as described in Appendix E. Probe further discussed in Appendix E.
pulse transmission data versus delay time t~ are
shown in Fig. 3 for initial sample temperatures B. Rev iew of Ge energy atnicture
of 77 arid 297”K and for a fixed excitation pulse of The energy-band structure of Ge is well known ,’about 10” quanta. There is a sharp increase in and Is shown in FIg . 5. The significant features oftransmission, a spike, in the region of temporal the conduction band are the locations of the con-
coincidence of the probe and excitatIon pulses (at duction-band valleys. The minima of these valleys14 p0 ) .  The spike is due to the scattering of the

are quite close in energy. The minimum locatedexcitation pulse into the probe pulse by an index at F is separated from the top of the valence bandgrat ing formed by the int erference of these two
coherent pulses in the crystal .” In this paper , 

by 0.805 eV at 300 iK. This separation is 0.889 cv
at 77 K. The indirect gap located at L has a sep-
aration of 0.664 eV at 300 ‘K and a separat ion of
0.734 eV at 77 K. The band minimum located near
X Is 0.18 eV higher than the minimum at L. There
are three other vaueys such as the one in the [111)

77•K ~~
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~~
4.
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j  tive masses mentioned above. The quantitative
/ results are not affected much by such an approxi.

- f matton because these valleys enter into the absorp-
tion properties mainly through their density of
states. This approximation results in the simpli-

~~~ 4 tied band structure shown in Fig. 6 , in which the
is — — — is fou r “effective ” L valleys and six X valleys are

~ ~~~
__—~ 2 \‘\ replaced by ten equivalent parabolic valleys. In

/ \ “.,..
~~ V each of these new valleys the effective mass for

/ \ ~~~~~~~~~ 
.
~., 

electrons is m~~O.22ni . These ten equivalent
I \ valleys are at some Indirect energy gap E~ , which

1 •0  (~~~~ ii~~ °’ is some average of the actua l indIrect gaps EL (at
L) and E~ (near X). The average we use is

FIG. 5. (~ energy-band (IV) structure at 3OO~ K. .
~j (8E~ + SE1). Thenewvalleys are assumed to be
centered in the Brlllouin-zone boundaries. In this

direction whose minima are located exactly at the approximate band model, the F valley and the two
Brlllouin- zone boundary . There are five other degenerate valence bands are also taken as para-
valleys like the one in the [100J directlon.Lo The bolic, with the effective masses m0-0.lni and
constant energy surfaces In these valleys are m5~~0.34;n , respectively.
elongated ellipsoids. The dens ity-of-states ef-
fective maas~ for the L valleys Is ret oi0.22m. ’c C. Phyalca of nonlinear light absorption m GeThe density-of-states effective mass of the cen-
t ral conduction-band valley is taken to be’ m~ When an excitation pulse is incident on a Ge
“0.1,,, at 300 K and 0.04m at 77 IC. sample , a portion is reflected. The unreflected

The valence band maximum is at F. Two of the portion of the excitation pulse enters the bulk of
valence bands , which are degenerate throughout the the crystal where most of i is absorbed . The
Brillou in zone when spin-orbit coupling is ne- light entering the bu lk c.L the crystal Is absorbed
glected , we call heavy -hole bands, while the third primarily by two processes. In the first process,
is ters~ed the light-hole band . At r , the light- “direct optical absorption , ” a quanta of light from
hole band is lowered by spin-orbit coupling with the excitation pulse is absorbed by an electron
respect to the heavy-hole bands by about 0.28 eV. which makes a transition from near the top of the
Except for a small region near the center of the valence band to the conduction-band valley near F,
Brillouin zone, the structure introduced by the leaving behind a hole in the valence band . Such a
spIn-orbIt coupling In the heavy-hole bands is process is allowed since the energy of the light
relatIvely minor. We will treat the two heavy-hole quanta ftw,~ is greater than the direct band gap E0.
bands as degenerate. The effective mass of the Once there are electrons in the conduction band
two heavy-hole bands in the central region of the and holes in the valence band , “free-carrier ab-
Brtlloutn zone is ret ,, =0.34m.’ We will ignore the sorption” is possible. Free-carrier absorption is
lIght-hole band owing to its small contribution to the process whereby an electron in any of the con-
the hole density of states and its large separation duction-band valleys makes a transition to a state
from the F conduction-band edge, which makes its higher In t hat same valley by means of the simul.
contributIon to light absorption negligible in the taneous absorption of a quanta of light and the ab.
current eTperlments. sorption or emission of a phonon (optical or acous-
Lat us remark that an enormous simplificatIon tical). An identical process occurs for holes in the

resu lts in t~ie algebra of the subsequent sections if valence band . The rate for direct absorption is
we treat L and X valleys in an equivalent manner usually larger than that for free-carrier absorp-
and assume parabolic energy band s with the eft cc- tlon ; however , the rate at which direct absorp-

tion events can occur decreases as the number of
‘ta eai’eww vaugvs occupied electron states in the F valley increases.I ~~~~~~~~~~~~~~~~ On the other hand , the rate for free-carrier ab-

sorptIon events increases as the number of d cc-
— L’L — — — 0 

~~~~~~~~ — — — L trons (holes) in the conduction (valence) band in-
creases.

Indirect phonon-assisted interband absorption

L processes which involve the transitIon of an d cc-
iron from the valence band near r to either the L

PIG S. R.&csd Os sn.rV-band structure, or X conduction-band valleys by the simultaneous

_ _  _ _ _  _ _ _- V. . - 
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.,l,s ur lfllon of ~ l)l~~t0fl and the absorption or emls- none . The effect of this relaxatIon is to reduce the

~ion of a ph~non, hire not impo rtan t in our problem . electron temperature and increase the lattice tern. V
The probabil ity tha t an electron will reach the L perature. The increase in lattice temperature due
or X valley by means of a real optical transition to these phonon-assisted Intraband relaxation pro-
to the r valley followed by a phonon-assisted scat- ceases Is significant only at very large pulse en-
tering to one of these side valleys is much greater ergies.
than the probability that the electron will reach the It is important to notice that the total number of
same valley by means of a second-order phonon- carrIers Is unchanged by tree-carrier absorption
assisted transition . For this reason , Indirect op- or phonon-assisted relaxation within the valleys.
tical -absorption events may be lgnored.’a These processes serve only to elevate or reduce,

Because of the small number of electron states respectively , the distribution temperatu re . Only
av ailab le in the F valley, one might conclude that direct absorption will increase the number of
the direct transitions are saturated at relatively carriers. Recombination processes serve to re-
low pulse energies . In fact , this is not the case duce the carrier number.
since an electron in the F valley will rapidly emit The recombination processes can be divid ed Into
or absorb a phonon and make a t ransition to one two general categories: rad iative and nonradlative.
of the valleys at X or L. A rate calculation In Ap- In the present work , nonradiative recombination
pend i.x A shows that the rate for electron transi- is much more im portant in reducing the carrier
twns  from the r valley to the L valley is greater number than rad iative recombination . As the car-
than 10” sec ’ since flW o >E L,I + maxUIil ,,) arid n c r  density builds up (as a result of direct absorp-
since the electron- phonon coupling constants in tions) the plasma frequency of these carriers in-
Ge are relatively large . Here EL,x  refers to the creases. At sufficiently large plasma frequencies ,
ind irect gaps and f2~ , to the phonon frequency of an electron in the F valley can recombine with a
mode M and momentum ~~. Thus electrons are hole near the top of the valence bands via emission
einpi ied from the central valley to the side valleys of a plasmon. Normally, electrons near the con-
at a rate t hat is larger than the direct absorption ductlon-band edge (at F) can recombine with holes
rate, and any decrease in the number of states via emission of plasmons only if the plasma fre-
available for direct absorption Is ultimately de- quency w1 is larger than the direct gap frequency
termined by the buildup of the electron populations E0,’fl [see Eq. (53)j. However , in our case , the
in the X and L valleys, plasma resonance Is considerably broadened due
Owing to the narrow bandwidth of the excitation to the nature of the direct absorption and subse-

pulse , only narrow regions of states in the central quent scatterings between and within the F valley
vafl es of the conduction and valence bands are opti- and the L-X valleys. Therefore , plabmon-assisted
cafl~ coupled by direct transitions . Thus nonequil- recombinatlons can occur at plasma frequencies
ibrium carriers might be thought to occupy very lower than E0/fl . As the electron and hole popula-
localized regions within the conduction bands and tIons build up, the plasmon. assisted recombina-
vak ’nce band , respectively. However , because tion rate becomes comparable to the direct abeorp-
eat h carrier  moves in the screened Coulomb field tion rate , causing the carrier number to saturate
of the other carriers , carrier-carrier scattering at plasma frequencies much less t han E0/fl. These
events will occur. These events Include electron- plasmon-assisted recombinations can be as im-
electron , electron-hole , and hole-hole collisions. portant in determining the final number of conduc-
The rate for such events is large. These collisions tion electrons as the saturation in the total number
ensure that the electron and hole dIstributions will of available electron states in the conduction band
be Fermi-like. They also ensure that the Fermi due to the buildup of the electron population .
distribution for holes and the Fermi distribution The collective plasma oscillations have a life-
for the electrons wIll reach a common tempera- time that is short compared to a picosecond . The
turd which is In general differen,, from the lattice energy lost in the decay of the plasma oscillations
temperature . Rate calcu latIons in Appendix B is rapidly transferred to single electron and hole
using two non-Ferm i-l ike distributions Indicate states and , thus , ultimately increases the temp.-
that if they are not Fermi-like , their lifetimes erature of the carr ier distribution. Thus the plea-
are quite short compared to the inverse of the mon-assisted recombinations both limit the num-
direct optical-absorption rate . For this reason her of carriers and raise the electron -hole temp..
we take th, electron and hole carrier distributions erature .
to be Fi,rmi.like at all times. Rad iative recombination may be of two types :

Electrons locat ed high in a conduction-band valley direct or indIrect . The recombination of an .1cc.
may relax within that valley by phonon emission, iron in the r valley of the conductIon band with a
Holes , of onurse , may also relax by emitting phD- hole in the valence band by means of emissIon of

- - . -— - - - - --- ~~~~~-- ~~—-- .—
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a photon I. termed direct; the recombination of an is a sensitive measure of whether the optically
electron In the L or X valley with a hole in the val- coupled states are available for absorption or are
ence band by means of simultaneous emission of a occupied.
photon and emission (or absorption) of a phonon is The probe pulse transmission (see Fig. 3) cait be
termed indirect . Roth processes occur on time understood in the following way After the pass-
scales larger than nanosecond, and are not im- age of the excitation pulse , the electrons (holes)
portant in our problem. are located high (low) In the valleys because of

The diffusion 4 of carriers from the interaction the high distribution temperature , leaving the
region (focused spot size times sample thickness) states that are optically cou p led available for
also reduces the carrier number. Preliminary dtf- absorpt ion. Hence probe transmission is small.
fusion (Holtzmann equation) calculations (to be pub- Later , as the distribution cools by means of intra-
Hatted ) indicate that the number of carriers leaving band phonon-assisted transitions and carriers f i l l
the interaction region on a picosecond time scale the states needed for absorption , the probe trans-
is small. In any case we are able to accour,t for mission increases. Finally , as the distribution
our e~~enI.mental results without invoking diffusion , tempe ra ture cools to near the lattice temperature.
In summary , the following rapid processes are the electrons (holes) occupy states near the bet-

Invoked in exp laining the passage of our 1 .06- tom (top) of the valleys , and states needed for au-
urn psec pulses through Ge: particle-particle scat - sorption are once again available; the probe trans-
tiring , electron-phonon scattering , direct and free- mission then decreases . This is summarized in
carrier absorption , and plasmon-assisted Inter - pictorial terms in Fig . 7.
band electron-hole recombinatione . In the cal-
culation, radiative recombinatlon and diffusion II. THEORY
are ignored as dIscussed above.
Physically, the single pulse t ransmission of Ge A. Electron and hole di~tnbutio n i

as a function of incIdent pulse energy (see Fig. 2)
In the Introduction, we argued that the electroncan be accounted for by direct interband transitIons and hole populations in our problem can be de-followed by heating of the electron distribution as

scribed by two Fermi distributions which ca n befollows : When the excItation pulse enters the cry s-
tal , It is absorbed by direct optical transitions , assigned the same temperature because of he

rapid Coulomb collisions . Electrons and holescreating a large number of electrons in the central have distinct Fermi energies. Thusvalley of the conduction band . These electrons are
quickly scattered to the side valleys by phonons.
Particle-particle scattering events ensure that the fd.(E) [i + exp(8d4) — ~

carrier distributions are Fermi-like and that both 1 ‘ 
-

electron and hole distrIbutions have the same temp-
erature. The transmission initially rises due to . 8o~~8cr(~ ) < 4 o , (I a)
the saturation of the available optically coupled
states as a result of direct absorption. Further
increase in the transmIssion for Intensities larger
than 1O~ quanta is h indered as the electrons are t~i t1~ T 

12 1 t) t7heated and removed from these states by free- n3~ n2carrier absorption and plasmon-assisted recom- 
I TJ~ T~binatlon . For these excitati on pulse intensIt ies ,

electrons in the F valley fall to lb. hole pockets ________fiTU
‘~~~~ 

.7/ ~~~~~ 
~~~~~~~~~~~~

lit the valer~e bands via plasmon emissions at a
rate comparable to l ight absorption thus limiting
the carrIer density.

Interaction region of the sample contains a large
numbi r of carriers with a high electron - hole temp..

After the passage of the excitation pulse , the 

~~~~~

erahire . Plasmon-assisted recombinatiens are
essentially turned off when the excitation pulse
has passed This Is discussed In detail In Sec.
Il ~~ . As time progresses, the distribution tenip- 

______ — ______ ______erature is reduced by phonon-assisted intraband (0
and intravalley relaxation; the probe pulse litter- FIG. 7 Schem.Itc diagra m for the temporal evotu-
rogates this evolution of the distribution , since It tlon of the tre. c.rrl,rs created by the exc ’tt stion pulse.
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]4 
f i nedby

f CL ,1~~~~~[ 1 4 ~~~P (  r N0 =E ,.mw /41e’ , (3)

~ 8~~,I4E) < + ~~~, 
(Ib) where ( _ is the high-frequency dielectric con-

and l ikewise for the holes stant , e the electron charge, and m the bare elec-
tron mass. Let us note that due to Its smaller ef-
tective mass and higher band gap, the r valley

t~~~~~~) = [1 + exp(8 i~~ 
+ h)]4 o 8I4 + 

has a negligible density of electrons compared
(ic) the L-X valleys. Thus, neglecting the r valley

and considering the effective mass of each of the
Here , all energies are normalized with respect to fou r L valleys to be equal tc~ that of each of the six
~~~ where c~’~ is the circular frequency of the x valleys , the total electron density is calcu lated
optical pulse. The subscript cr denotes the F __ ten times the density in any one valley. The
valley of the conduction band, cL ,X the L-X valleys electron density is given by
of the eunduction band, and H the holes in the valence
bands. e and h are the normalized Fermi energies n~~rh1’tp1(Z 1) ; (4a)
of the electrons and holc~, respectively; and S~ where the p ’s and the x ’s are defined in Table I.
and 8., are the normalized energies of the direct Likewise , the hole densit y is given by
and Indirect energy gaps, respectively. In the re-
duced Ge energy -band structure , the indirect en- 5~~~~~31a ~~2 (1 3)  (4b)
ergy gap is taken to be 8o s/ ~(8SL +6Sx) , where and p3(z3)=p 1 (z 1) gives the integral relation between
8 L is the normalized energy band gap at L and S~~ 

~~~~~~ h.
is the normalized energy band gap at X. As dis By taking the electron and hole distributions to
cussed earlier we will treat the L and the X 

~~~~~~~ be time dependent only, rather than dependent on
leys as equivalent and assume that they have sphe-
roid parabolic band structure. This simplifies
the algebra considerably, but does not make much TABLE I. Definitions of Integrals.
difference in the end results. Also note that, due _____________________________________________
to the rapid phonon- induced scattering of electrons

F(x) (1 •between the central and the side conduction-band
vall eys (see Appendix A), we have taken the F
va1lt~v and the I. - and X- valley Fermi energies to
be identical . In the reduced band stru cture , elec-

p x ) = A 1f dy,~~2F(y +x)tron and hole energle8 are given by

~ (l tz~~ )(E~ + ff~(E— £~~5)’/2m.1 cr 4(x) =A if  dy 3’~”f F ( y  sz*I~

E + fl~(~~— ~ L,Z)~/2~~1,OmC , (2a) t~1 (x )  = .4~f ~Iy yt1’F(y ~s)
8cr (~ ) (2 /a~ 0)(E0 + ft 2k1/ 2m 0) I

ft , (2b) ~ (x) J . dy {Iy ~ 1 )~ f l  +(y)’’~J 4’~ l(, +
$

8 (~
) a 212/2flw0m 1 , (2c) 

x fr(x +(~)) — +
and

h F5 ~~~~ = E,/ftw0 ,  r — - (2d) A 1 = (5/w~N,)(2,n,w / ) ~
12

Here £ is a wave vector , k, Boltzman n ’s constant , A2
nt ~ the effect ive mass for the F valley, m~ the at— A 1 (l/2r N )(~m w ,./k)3

~fecti ve niass for both the L and the X valleys, and
i”~ the effective mass for the heavy-hole bands.
~ L Z  refer to the wave vectors for the minima of
th( ’ conduction bands. The distributions defIned ~~,

above will depend on time through c , h, and 1’.
The Fe rmi  energIes Ii and e are related since the 54 8 1  n5 . .m 5~1..s) .~el/rtiiiaI number of electrons Is equal to the total num-
ber of holes at all times.

In the present work , It is convenient to measure s~-lS~— 8~~/ z .  (1~,/ 2 l nt~t 1/A7)l/r~(he electron density in terms of N0, which is de-

p— — ~~~~~~~~~~~~~~ 
- —

~~~
—-

~~ 
— . —- -

~ ~
.- - —-  — - 

~-
___$1_ ___

~.__ __~ - .. _~~ 
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t,~,$h time and si,ars , w~ at. ig nortni~ the pulse The behavior of the Fermi distributions for both
propagation pr’ii~lom w IIt i (n the intsractj ,n region electrons and holes Is determined Il ( , h , and ~
(spot area times the aami,Ie lhicknees) as far as are known at all times. Rather than dealing di-
th. electronic structure is e qncerned . This physl- rectly w ith the distribution functions, we will de-
cally reasonable assumption will be j ustIf ied and nyc another set of equations from (5a) — (5c),
its consequences will be detailed in a subsequent which will describe the behavior of , h , and i~
paper dealing with the pulse propagation problem . wIth time. For this purpose , we con~lder the
The distributions defined in Eqs . ( l a ) — (I c)  should time evolution of the electron density , which is
be viewed as spatial averages of the actual distra - given by
buttons over the interaction region . - d - dWe also take the photon density within the Inter- ~! 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
, (Oa)

action region to be time (but not space) dependent : a
N~~~ -Nt’~~(t). In addition , we assume that all where i denotes a summation over all conduction-
qu’anta hive the same wave vector. The radiation band side valleys. includes the spin summa-
energy density at t ime I is then given by tion and the normalization factor , I.e .,t3

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ E ’f
a 0

where N ( t )  is a normalized “photon ” number den- We substitute Eqs. (5a) and (5b) into Eq. (6a) , and
sity. Just as with the electron density , N ( I )  should recognizing that the free-carrier , r — j  scattering,
be viewed as a suat ia l average of the actual radia- and the relaxation term s do not affect the electron
tion density over the Interaction region , density , we obtain the result

The following equations (for the electron -hole dn - 5/ ~ ) - Sf (~
)

distributions) summarize the discussion of Sec . I: 
~~~~ ~~ 1~t 

)
~ 

+
~~~~ 

(_
~

_) . (6b)

~~~fc~ (~ ) r ( ~~~f) 4~~~~L) 

~~~ 
(5a) Inspection of Eq. (4a) shows that pi is a function of

D A rCA t .1 time via and ‘r. Thu s we can also write
+(!L~\ +(~~~t\  dn /bn\  d f a n \  dl ’

~~ / P Z L  \ •~ 
~~~~ ~~~~ 

+

~~~
—) 

~~~

- . (6c)

We define.9_ f ~~~~~ + f !iLt\ +(~Lss ’~ (Sb)
dl ci \ a: ) r —j  \ ~~~ / TCA ~‘ ~ J I l t!. , and 

~‘r 
(7)

~~
,1 (~~) 

. + + + (~~~
‘\ In terms of the integral s defined in Table I , we

dl ~ \ b t / D A  \ ~~~~ \ ~~~~~~~ \~~ t / R  ‘ obtain
(5c) y1( t) — q’1 

~~p 1(z ~
) — r t ‘~o~(z 1) (8)

where DA represents the direct absorptions; FCA , and
the free-carrier absorptions’ r —) the phonon-

, Ifi 1~~ t I2 1 
~~ 

.rL/ar I ‘i ~ 1 9assisted scattering from the F valley to the j  val- a” 2 P1~Z 1 Z 1 LPt~Z L , —

Icy; REL , the intravalley relaxation of electrons Therefore , combining Eqs. (6b) and (6c) we writeand holes by means of emission or absorption of
phonons; and R , the direct plaemon-asslsted re- ~~~~. - -

combination, We note that the direct absorption ;(I) + ~~~ ~~~ 
~~ 

=
~~~~~ ~~~~~~~ +

~~~~~ af~1(.~,
terms mainly contribute to an increase in the car - DA 1
n c r  number. The free-carrier absorption contnt- 10butlons serve to increase the distribution tempera-
tur e. The intravalley phonon.asststed relaxation The fact that the number of electrons equals the
terms decre .uap the distribution temperature. The number of holes requires that
direct recombinatlon terms decrease the electron
nu mber and increase the distributIon temperature. dn f8n\ dh (Sn\ it! f 8 n\  d •fl ~f l ’
The F — J scattering terms do not change the elec- ~i k~i~i~ ~7 i~,j j .)  ~~ 

‘t
~jj )  ~~

iron number or sig n ificantly change the electron
temperature; rather , they serve to populate the (11)
side valleys in the conduction band . We define

I

- -. . — ~~~ - . —--~~~~~~~~ - -~~~~~~~~~~ - -- .-
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/S n \ Ifb,, ’ bul _____i.1I 0* ~ ~ at( r / S ~~\ bn ’~ 1 / f 5n \ (12) 
~~~~~~~~~~~~~~~~~ 

(18b)

Then , from (11) and (12) we have -

di, dt di ’
SuI

— — ),~(I) ~~
. + ~~~ ~~~

- . (13) rCA , \ ~

Expressions for ~~ and Va~ are evaluated by dif - + 2E 81(k)(_~~~~) (18c)
ferentiating Eqs. (4a) and (4b). In terms of the in- VCA

tegnals defined in Table 1, these expressions are 
- 

~~~~~

~~

l(

~

) — [p 1 (z 1 ) — o1(z 1)] /[p1(z1) — a3(z 3)] (14)

and +2E8 (E)(~L~~~?) . (18d)

‘

~~

(

~

) = — zy , 5 (I )  . (15) f R I ! .

To this point , we have obtained two differential Since is =u K ,  Ii , 1’) we can write
equation s, (10) and (13), relating three unknowns :

du / au\ dE Ibis ’ dh fb u \ di’

different ial  equation relating these variables. We dl ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
‘~~~~‘ . (19a)t , h , ‘r. We wish to find still a third independent _._

accomp lish t hi s by considering the energy density Making use of the definitions of ~~ and , weof the electrons and holes. The energy density of Obta in
the electrons and holes , normalized by the photon
energy 1f~~ and the number density N0, Is given by 

~j ,, if a~\ bu’ 1 d
— (~~ ) r,.~

’1 k j  
~~

U V’ V’ (~~sL~~~\ J~,(~
) 

Su dr4. “~‘~ /U - 

+ L(i~) + (
~) ~~ ri] ~~~~~~. (1gb)

+ 2  ~~ (~ i ! i) f(~) +~~~
f E cr(~~

\
f.r~~)

~, aw, ) We define

~~~

0

(16) v v l ~~ ) 
_

~~
‘

r,~ ~~~~~~ 
(19c)

and du/dl by

Ibu \ / Su ’~
~ ~~~~~~ 

di~~(E) 
~~~~~~~~~~~~~~~~ ~u r j ) ,~

+ V rt(~~~,~~; 
(19d)

dl

- 
Thu s combining Eqs. (18a) and (19b), we find that

(17)
dl itt di’ b u t  bu t  b u t (20)

I The energy lost to the la ttice due to r— ., phonc*i- Let us note that In the evaluation of v, and ,.,

assisted scattering events is negligible. As dIs— the r valley can be neglected just as In the case
cussed earlier , plasmon-assisted recombinations of electron density, and for  the same reasons.
do not change is. Radiative recombinations would Thus in terms of the integrals of Table 1,
decrease the total energy , but they are negligible.
The free-ca rr ier  absorption and phonon-assisted ~i~ ’~p1(z 1)(l +v 15)
intra va ll ey relaxation contributions of the r valley + rt ”~80[p 1(z 1) — a,(z 1) 1 (21)
to the energy are negligible compared to those of andthe L and X valleys. The followIng equations sum-
man se these statements: ~~ .4l) i’t12 8 e [ ( 4 + z 1 )p 1 (~ 1 ) —  z~o~(s~)]

pit, / Su / bu \ (Iii
)  

+ 1r3 /2[ p
1(z ,) + v~(z 2 ) + 1z 1p1(z1)(1 +

+ SI (18a) (22)di ~~~~~~~~~~ 51!.

where Let us also note that when the r valley is neglected ,

_ _ _ _  _  _- . - — —
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is(I) .i’~~![v (z ,) + e~,(z~) j +  ‘T~~~50p, (z , ). (23) 
eF.~’4 v ,~Summari zing , Eqs . 110) , (13) , and (20) ar e a

coup led set of d i f fe ren t i a l  equations describing the
cr , .time evolution of the Ferm i  energies , and i1i arid v.k T ~~~

carrIer temperature T. For convenience , we
summarize our wor king equations below : FIG . S . I)i rect 0P~ ciI t r .f l~ i t  tOfl5 - SolU l I tnes  refe r

to electrons or holes , i~ s. v t n ”~ i photons.
d 

~~~~~~~~~~~ +E~~cr (
~~dl - St I D A  ~ •1 Ii, ’ ~ is the electron momentum operator; c ,ç and

are the electron and photon annihilation operators ,U0)
respectively . Electron momenta are generally

dh dc dl’ much larger than the photon momen t u m ; thus
(13) 

(s’~’ Ie ’’~~
(
~

).
~ I - ) . ( a ’~~’ {~~~~~ ) (25a)

d di’ Su ( bu bu For direct absorption , general ly the absolute+ ~~~~~~~~~ ~i 0* 
+ 

~~ rC A ~ 
‘ 

square of the interband mat r ix  e lement  cit the
(20) momentum operator ~ek ~~~~~~~~ is needed . This

quantity can be evaluated with the hel p of the so-
As the tig ht is absorhc .d the carrier density and called /-sum rule .2’ N ear the r-valley band ed~ c

temperature pass through a region in whi ch nei ther  (BE)
the low-temperature approximation nor the high- 

~ ~;n 2E0( 1 /i,~~ + 1/rn 1)te mperature approx imat ior  holds; as a result we
must evaluate thes~’ expression s numerically . (25b)
Firs t , we must t u r n  our attention to calculating The laser frequency If w . Is su ch that the d i rec tthe absorption and r e laxj t  ion rates appearing on absorptions will involv e t he  I’ va l l ey  :.:sl th e 1II’ .LV ~ -the right-h and sides of Eqs . (10) and (20).  hole bands only. The direct  ~b sorpt ion s du ~ to the

transitions betw een th e  l ig h t -h o lo  band and theB D irect absu rption
heavy-hole bands are neglilobl e since such t ran ,i-

In this and Secs. [IC and lID we will confine tions are restricted to regions away from the con-
ours elves to presenting only the results in order ter of the Pri llouin zone and thus restr icted by the
not to burden the dlsctission with too much algebra. Fermi stati st icai factors , and since the dens i t y
Direct and f ree-carr ie r ab sorptions in Ge are of the st ites of the l ight-h o le  band is smal l .
dealt with extens:vely in the literature . 14

~ ° A8 U sing (24) and ( 2 5 )  w i th  the help of the ci i .igrams
mentioned ear l i e r , a numbe r of simp lifyi ng ap- shown in Ft ~: 8 , i rvt  the ~ipproxi ma tions indicated
proximations can be made in mir problem. For in Appendtx C , one find s
this reason we discuss the appropriate electron - —
photon and electron-phonon coup li ng Hamiltonian s ~ N ( t) a ~ ( l ) , (26)at 

~~in th e text , and Pres ent a detailed summary of the
calcul ation in Appendix C. The appropriate dia- 8141 =N(I) o 0 ( i) ,  (27)grams describing the pertu r bation terms used in bi ‘ DA
the calculation are shown in Figs. 8 and 9. We
confine ourselves t i  the lowest-order perturba-
tion te rms  iescr i t i i’d  by these diagram s, higher- -

order t erm s  being neglig ible. 
.

The dia gran is  In Fig .  8 describe direct absorp- 
- 

- 
.

tron-phonon coupling is described by the well-
t io n and emission ( i t  a quantu m Kw~). The elec- I

known Han i t i t on lan
I,’

H,- ~ ~~~~~~~~ (s’~’I
t;i.l i’ c  \ P O (  ~~~~~~~~~~

(24)

~ ~~~~~~~~ ~ ‘~ “~~.5.C,5b1, + H .c. ,

where I s~’, refers to Bloch states (s is the band FIG . 9 . Free - i l r r u o r  trans ition s , Broke n l ines refe rIndea), 
~(~) is the unit photon polarization vector; to phonons

_______ _ _ _ _

‘,-.— ,—.
~~~~~~~~~~~~~~~~~~

——_——-.-- — -.- - .
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and I ~
— ‘._ N(I)a D(I), (28) 2 ao I I n n, ,I

° ~~~~~~~~~~~~~~ (33)DA

where c - o  

~~~~~~ U n= p i 2,
a~ ( I )  n~[l — F(z4) — F(z ,~~j , (29) L— a o ii ,&~<n ,

and

(3,) ~~~~~~~~~~~~~~~~~ 
where n~ 

and n3 are given by
(30)

3 ,fl I, (ni 0 + ~Pt 1
1
) / 2 (2m 0m1n1 N1, = 

~
.Pj

~\,m +  m 2 (‘~ ‘~ 
— E0)) (34a)

z ,, z 5, and F are defined in Table 1. N(t ) is the
normalized photon density in the interaction region ~~~
n ntione d r a r l i e r .  °D(

~~
) is the direct absorption

r ate . (~ i , ’C )Cs r, is the usual absorption coefficient ,i2 N = 
10 (2 m~mh 

3 / 2

0 
~~~~~ fll l

O — E0)+2m~(E0 — E0)) -

(per u n i t  length) observed in Beer ’s-law region7
( f o r  the  li ght freq uency “‘~)• (34b)

Iii  Fig . 10 , o~~’ o~ Is plotted as a function of elec-
t ro n-hole  temperature  for fixed electron-hole den- The existence of n, and n2 can easily be inferred
sities.  The eff ect ive masses and the energy-gap from Fig. 5. As ‘ 1— 0 , electrons collect at the

parameters  are the same for all the curves in bottom of the conduction-band valleys and holes at

the figure.  the top of the valence bands. When n~~n1 and

we observ e that as the density decreases , OD/ O0 
‘ 1 —0, E,<E ’ and E,~>E ’ ; thus direct absorptloas
can take place unimpeded and D~~ ~~0’ Whenapproaches 1 for all i’:
~~~~~~ and ‘1—0, E < E’ and the valence-band

u r n  a~, a,,. (31) states which can absorb flu ,, quanta are empty .
When ~~>~~2 and i ’— 0 , E ,,>E ’ and Et, <E ’ , and

Als o i~~ has the same behavior for all densities thus the inverse of absorption, i.e., stimulated
as 7’— whIch is to be expected since as 1~ emission of 11w0 quanta occurs , and o~ becomes
increases the probabil ity for the occupancy ~i — a s. The two densities n 1 and n 2 are large . For
a g iven conduction state decreases to essential- typical values of the effective masses and energy
ly zero , thus gaps , such as n,0 -w 0 .1 , rn 1o’O.34 , m~ e~0.22 ,

l im a~~= a ~. (32) E~~
— 0.7 eV and E0 — 0 .9  eV , and 11w0 = 1.17 eV ,

r - we f ind n 1 W0 4 X l0’ cm 3 and n2X5 -2 ~ ~ 02i cm ’.
As 1’ —0 , 0 D shows interest ing structure. We see In the experiment , the maximum electron densities
that there are two critical densities such that achieved remain below n2 .  FinaUy , we observe

that fo r n < n 1, the minimum of a~ occurs at finite
_ _ _ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

temperatures.
,.‘O” CN’ ’ As we shall see later , the direct absorptions re-t o  ~~——— —-- — —

- - ------- -—-—-—
~~~:~~~

‘,~~~~ 

- 

main dominant compared to the free-carrier ab-
— __-3.,O” sorptions for all light intensities used in the cx-

of the experimental results can easily be inferred
Os - from a diagram such as the one in~ Fig. 10. c,.

~~~~~~~~~~~~~~~~~~~~~~~~~ perim ent , and therefore , the qualitative features

- 
oil6 for Ge.23 Thus , for the effective-mass anaso 

:o,,.. energy-gap values quoted above , a,, 9x 1013 sec 4 .

0 - 

TL~~SOO K The usual (Beer ’s law) linear absorption coeffici-
02 ent Ii obtained from a0 by divid ing by the speed

of light In the absorbing medium , i.e. ,
0 i 000 ‘0.000 15.0)0 a,, .~ — (~~~ /c)a 0 — 1.2 x 10’cm 4 ,

K)
in agreement with the well - known value.

FtC ,. 10 Direc t aI~sl r p t I l ~n •x . t f b - t e n t  vs electron-
ra lu ri . I~hi~ cur~ i. ’~ ar c  gen rated for the

p r  . n , t , rp, “orre ’- i , i n J t n ~ to T L 300 ‘K. The C. Fres~canie, absorption
1. tc.l i . i  tli ’du ’ t eurv , l r i i ~~r t pusaib le t r a j e c t o r i e s
n i i i .  ,~ , ~ ~~~~~~ .~ t t ~.. ~,uls~ ...~. t h r ,~~ h Ike The electron-phonon interaction is described by

the Hamiiton ian

I
• —..—. —.-——-- . - - — — - —

~~~~~~~~ 

— —Ii-. - —__S•
~,_~

.. —
~~~~~~~

‘ . .- .— —
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La negligible cc,mpared to that of the L arid X val-
— ~ •>~,. (~p~~,)  leys; therefore , the r valley is ignored in the FCA
I.,, .

calculation . We also assume in Appendix C that
each electron after a phonon-assisted photon ab-

(3~) 
sorption remains in the same valley, since the in-
tervalley scattering rates among the L and X val-

where ~.t varies ov’~r the phonon modes , p is the leys are small . 3’
Ge mass density, ill;. is the phonon frequency , Q, With these approximat ions and others Indicated
La the electron-p honon coupling coefficient , and in Append ix C, we obtain the following expressions

Is the phonon annihilation operator. We note - for the absorption rates:
that for the Bloch states

IN I
(.c~’ f, ’~ .’Is E)~’~ ~ ‘(

~~
‘ — £... i’), t38a) 17 = — N( t) a~~~(1) , (39)

(.s~ ’I ~~~s~ ,= flç j~,i(~~ _ 
~
) , (36b)

where s refers to the conduction or the valence ~ 
, ( 40)

bands. Figure 9 illustrates typical free-carrier where
absorption diagrams. There are altogether 16 (1) — 4 a~[1 + 2(w 0100)r . J + a3 I’L}such diagrams. With the help of such diagrams
and (35)-_ (36b),  the rates (aN/al) and (8u / b l )  due x [c0(z,)+5(n~/ni1?c0(z1)I
to free-carrier absorption can be calculated as
summarized in Appendix C. In those calculat ’ons , + a ,[C 1 (z 2) + 5 ( m~/n i 1) ~~~~1( z 1)I (41a)

two plausable assumptions are made: (a) the same a1 =e 2Q~m~ / 3s~~,,pA 4i10 , (41b)
electron-phonon coupling coefficients are taken for
the L and the X valleys; (b) the same coupling co- aI — 2~~m~A w O/3r ( _PCA 11 (4 1c)

efficients are used for the electrons and the holes. a3 =4e
2m~A2(2mJIwo)t~ Y15,r 2 ,,pc*

fl3 , (4 1d)
This procedure is followed for the purpose of A2 = A +  ~A,,A,+ ~~~ - (41e)
simplifying the calculations , and can be j ustified
only a posteriori , after comparlsonwiththe experi- For the definition of ~ functions see Table I.  Her,~,imentaJ results . Let ! , be the angle between 

~~
‘ 

~‘ •k~T,~/hw~, is the normalized lattice tempera-
and the jth valley direction. The electron-phonon ture . For Ge , ,,~‘16 , p = 5.3 g/cm 7, A~~’—3.4coupling coefficients are then as follows. For the eV , A,=’17 eV , Q0~~6X l0’ erg/cm , li12~ ’ 1.88longitudinal optical phonons3’ 

~ ~~~ cv , and CA c~w 5~4 x 1O~ cm~sec at 300 ~X.Q~ Q0 cos~~, ; (37a) Using these values we find a~ ~ lO~ rec~~, (33~~2
X 1Oi3 sec t , and (33~~10’~ sec ’. Although a , seemsfor transverse optical phonons
to be quite large compared to a, and a7 , actually

Qr,~~ Qo stn fi , ; (3m) a3 occurs ii) 0TCA as cs 2 7’~, and slnce generaUy F L
—1 0~~, a~7’~ Is of the same orderas a,. Note thatfor longitudinal acoustical phonons

(37c) 
___________________________

for transverse acoustical phonons TL~ 30O K

QTA(q ’)” — q ’A.cos~ ,slnø , . (37d) 1O2

is the electron—optical - phonon coupling con-
etant . Th is coupling constant Is taken to be de-
pendent on lattice temperature:  Q0 6 * l0~” at
300 ‘K and Q0 — 2 x 10 ” at 71 K . A 4 and A, are the ~ 1~~ iO’ 

_j_ . _ __
____

___—~~
’
~~~~~ C 3

same deformation potential constants as in Herring
and Vog t~ ’ Also , we assume a single reststrahl
frequency for the optical phonons , and make a to4
linear approximation for the acoustical phonona2 :

(38a) , . . , , .~~i ‘~~~~
__

~1. ~~~~~~~~~30o wx~ ccx~o(38b)

Free-carrier absorption depends upon the d ee- no. U . Free-carrier abiorplion coefficierit vs
tron population. The r-valley eli.ctrori population .i.ctron - hole t.m perature .

— 
- — - - - — — .  — - —-. . .  -
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a ,,  a~ , a, are quite small compared to a0 9x 10~ -—---r—— t

sec4. n” ‘ cl,.’2

Plots of a ,CA as a function of (hw0/k,) r (—fl for
fixed n.V,, are given in Fig. 11 The behavior of

can easily be deduced from (41) for low- ~nd
high- temp erature  limits . In the low-tempe~~~ure
l imi t (for fixed t i)

~
8nV o~~~~[1+k ~~~ ) 

]3I3 
. 

. 

I

~~~

~ ~ (~
!!x\~ C0(z 1)

a /
/ 3~ 

\ 2 / 1

I I

5m ’ 
~ 

I 3p~ 
w~isI1 ~~~~

‘ 60(0
+_ i.L1+ \~~~) j ‘. (42) T~ X)

FIG . 13. Opttc.l-phonon’-aaststed relaxat ion vs
For the values of the density that occur In the cx- elect ron-hole temperature.

perimen t 3n/2A 1 <1 and 3n/2A2 <1 , and therefore

I 5rn 3 ‘ (~~u \
+ S(~

!fx
)~~0

(z1) 8n (r + - !-i) ~ 96n (43) 
\ a l ) S Z L  

— — 1r 0(1) + rA(1) 1 , (45)

and a ,~,,, ~ n. At large temperatures, i.e., as t where

r0(1) = rt0t c(c — 
~ L )

2 84 / 1 
~ !!!.~,) nc”2 x [ln(1 +e ’z) + 5(,n ,,/ m~~ 1n(1 +e”t)J , (46a)1~( _4~ ~0(z 1)— ~~~ ~A

5()I~~(iJ2 (44 ) rA( l) — r”c2(q — c~)[K (z 2 ) + 5(m~/m 2 )4ic(z 1) J (46b)

and rt0t =2 Q~n~w0/pt~NJI ’ , (46e)

ft 1 ‘m ~~~
+ 5 f — ~ \ ~, (z ,) — 120{,— + s( —

~~~ 
lnc r ca ) = 16A2 n , w ~/pw3NJI’ , (46d)

k in 3 )  A2 ~m31 j

and K ( ~~) is defined In Table I . [‘~(l) is the relaxa-
l000nf. (44b) tion rate due to the optical phonons, ~~(‘) , due to

The refore , as temperature increases , for a given the acoustical phonons . For Ge , r~°’~~2 x 1010

a 7~~ begins to vary linearly with T. We also sec and r” = s x  1010 sec ’ at 300~K. Owing to
observ e that In bot h temp erature limits a ,CA ~ ~~ . 

the (linear) dispersion of acoustical phon ons , the
temperature dependence of ~0U) and rA(l) Is dit-

D ~~~~~~~~~~~~~~~~~ 
ferent.  Plots of r0(l) and r~(1) vs (11w0/ k 1)ç (= T)
are given in Figs. 13 and 14. For large tempera..

We are particularly interested in electron-hole tures (fixed n)
oergv relaxation via phonon emission and absorp-

t ion , as it relates to the electron-hole tempera-
ture relaxation. The diagrams in Fig . 12 show ‘ ‘ ‘ i i

ear l i er , electron and hole transitions are assumed
to be intrab and and intravalley in phonon-assisted o~ - a . i O ~° -

i-elax at ion . The calculation of (bu/ll).,IEL from the l’~’~
li.~~rams of FIg. 12 is qu ite similar to the FCA r ° c

phonon emission and absorption . As discussed

calculat ion. As shown in Appendix D , we find 
~~~~ 

3,10’

- . Ic- s 

~ I I I

FIG. 12. t~honoa,-as- 0 2000 ama 10,000

sla te d relazat ’ca, .
- flO. 14. Acoustlcsl-phonon-asststed relaxation vs

•l.ctron- hole tempsrature.

— — ~~~~~~
— - 

- - - - -— -

~~

. .-.----—-‘----- --
~~~~~~

- — -—-‘-. —-.-- -----— - —.
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u r n  r’0(1) — 
2F”[l . (n,~/ ,, )7~))q1~25 to the fact that direct absorption populates onl y

I — —  the r valley. Therefore , the Fermi energy of t h e
F-valley electrons is perturbed relative to the Fermi

(47a) energy of the L-X valley electrons when the exci-
tation pulse is on. This relat ive perturbation is

Urn rA ( e) — 
2r 1 111 + ~~~~~~~~~ 

rapidly damped , as the two Fermi energies try to
A211 rapidly equalize by means of the phonon- assisted

intervalley scatterings between the r valley and
• (4Th) the side valleys. It is )ust such rapid damping that

causes the substantial broadening of the plasmon
thu s, relaxation via acoustic-phonon emission resonance. Note that Coulomb collisions (con-
and absorption becomes more important at high sidered in Append ix B) are ineffective in transfer-
temperatures . In this  limit , rO +r A~~ fl. Since ring electrons between the F valley and the sid e
itmu o ii as ~~~ the rate of relaxation of ‘1’ is in- valleys , and thu s would not dam p the relative per-
dependent of the density n as ‘1’ —~~~. On the other turbatlon of the Fermi energies referred to above.
hand , when I is near 1L (but n is much greater Electrons and holes can of course relax via intra-
than the thermal equilibrium density), valley and intraband phonon emissions , and thus

perturb the Fermi energies. But these are slowr0( l)—(3 /2A2)”[I +  ~(A 1/A 2)”~ J processes compared to the I’-L , X scattering.

* F101n313(I — 7rt°’n21
~(c — 

~L) , (48a) Their contribution to the plasnion resonance
broadening Is negligible.

As a result of the broadening of the plasmon re-
r~ (l)~~~(3/ 2A2 ) [ I + ( 1 / 5 ) (A1 /A2 )~’ J  sonance , plasmons have short lifetimes and plas-

mon emission wil l essentially be spontaneous
* F”1n413 (I_ ‘r L) — 8 r n (c — ‘Ti.) . (48b) rather than stimulated . An electron in the r valley

will recombine with a hole near the top of the vat-Thus the density dependence of r0(t) and ~A(~) is ence bands via spontaneous emission of a plasmon .different . Note also that the relaxation of ‘T Is Largely long-wavelengt h plasnions wilL be emit-density dependent since (Sn/ 5T) ,rx ~i.1i in this ted.39

limit. For plasmons which have long wavelengths and
The specific heat of the lattic e is approximately infinite lifetime , the electron-plasmon couplingconstant for Ge.23 Therefore (In “random-phase approximation ”) is given by the

~~, fb u\ =~ (49) Hamiltonian~
dl \ a i)  ~ dlREL 

~~~ ~~~~~~~~~~where CL =C L /Nok$ and C,~ la the specific heat of aEv ~• ;  ~~ 
)

the Ge lattice in erg/cm 3 K. 2 Thus
~~~~~~~~~~~~~~~~~~~~~~~ +H .c. ,

~_!:L =.! [r 0( O+ F A ( t ) I  . (50) (52a)dl c

The energy-gap parameters 8~ and &~ are func- where A; is the annihilation operator for a plasmon
lions of r i.. Therefore relaxation, in addition to of momentum 4. We are particularly interested In
retarding the growt h of 1’, will also Influence ,~, the interband transition terms (I .e. , recombina-
e , etc., through the variat ion of 8,, and 8~ as q.~ tion terms) In (52a). Near the r-vaney band edge ,
Increases. and again for long-wavelength plasmons (4—0),

E. Ptasmun-.iij aicd r,combinatk,n (ccf ~ 
r.-; ii) -[(4. P~,) ’?nE 0J 6 ~(~ ’ — £+ ~, (52b)

The combined electron-hole plasma frequency Is where P,., - (e~ I”~), the intraban i matrix element
given by of the momentum operator as in (25b). From lf ~,

41i 1n 1 1 f m m \ we find that the recombination rate for a r-valiey
&~~~~~~~~~~~~~ ‘ No + ‘  ~~~~~

_+
~~
_ . (51) electron with momentum ~ via spontaneous emis-,,~~ 

,,,
~

) 
~ fl1 3 ,

stan of a plasmon (of infinite lifetime) is given byAs the electron and hole (lensitios build up ~~ in-
creases en magnitud e , becoming comparable to
th e Ge gap frequencie s . The plasinon resonance r5 ( ) —  ~~ \ q~c _ 11 m E 0is substantially broadened when the excttallon
pulse Is passing through the sample. This is due x 6(E~(~ ) — E ,(E — 4)— Ifw~). (53)

- - -.-.—————---. . -—
~—. ~~~—.-.—..- -.-~~~~~—.- 

-
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,r.t
~ 

,~~. ~ ~~~~~~~~~~ -..- 
6,~ • 1I/2i’~ represents the plasmon resonance

I
~

• 

~ ~~~~ isconobln.tton. 
broadening mentioned earlier [see Eqi. (56c) p.sal

Double broken line, refer (Sed)J. we set (2/a)6,, equal to the r—L ,X
t~ pIsi s.. scattering rate calculatedin Appendiz A:

However , in our problem , piasmons have a
short lifetime, and the refore , the 6 funct Ion In ! . 5(2m~) ”((4+ Q’)(~~~_ E oY” (I~3)
(53) 1a repLaced by a Lor entzian. More precisely, “5

(53) is replaced byu

r (E) a(~~~~~ f ~3(4u’\IL!mr I1 When the pla.mon-aaslated recombinationa are

?~iI ~~~~~~ 

appreci able , electron and hole densities ar e
sufficiently large that w~1’,> 1, and near the plasmon

/ -1 ) , poi. (w ’w ,)

~(4, (E, (E) - s,,(I- 4)1/ )
(54) (~(u,) 5’i — ~~/e~m’.’(2/w,)(~,— w,), (58a)

where ,w) — i ,(~ ,w) + ic 3(~ ,w)  la the dielectric ( ((45.1/w v (5~~ )
function. Eq~.e~tion (54) is obtaIned from the self-
energy diagram shown In PIg. 15. We will approx-
imate r,, by the rate for those electrons and holes _ _ _ _ _ _ _ _ _ _ _ _

which are near the band edge at r; Le., we set
k ’0a f ld E.o~~E,”E o +~~2?/2M ir We wlU also as-
sume a high-frequency Drude form for the dielec- /2v~ ) (55~)
tr ic function: 2 ~(RW ~ — E0 — fi’q’/2m 9)’ + (NI2v,~?

(55) Prom these approximat ions and (25b) , we obta inw(w+

~1

- 
2e’w1 (dq 

Ir/21’0 (SOd)
3eJ m, i ~ 

q’ (Nw, — - *3q’f2m~~+ (Nf2~~0r’

Integrat ion over q gives

2e’~,n4”
- 3m, ,,,E0r0{j(t0 — flw,)~ + (h/2 r,) ’P ~‘+ z. — *w,y ‘l• (5 1)

Finally , we can write 
~~!__a(ON(t)+ s(O~ i(s), (60*)

(601 )C’ Ia
where s(l) is the normalized photon density per unit vol-

- i’1 p,(z,), (5k) ume and per unit time that enters the interaction
region (source)” and 1(1) is the normalized photon

~ ‘1”p1(~
) (59b) density per unit volume and time that leaves the

(see TabLe ~ 
interaction region .” We must calculate i(s) in
order to complete the equation above; however, we
would first like to make a few remarks about (Wa).

Let the excitation pulse enter the interact ion
F Ru. .quetlo ns foa absorption ..ud irmuinielo. region at 1-0, and let N(t - O) -0 .  Then , the formal

We are now ready to derive the rate equations S or solution ot (60*) is
desc ribing the abso rption and transmission of the

,#)l exp (
excitation pulse. Let us consider the ratS equation N(S) - f d~ (.(s’)_I( — J a(S ’) dS ’) . (61)
for N(S) first. It can be wrItten

_ _ _  - - - .—- ~~--
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Let us define rapid t ransient behavior of N(S) can he neglected,
and N(S) can be tak en as given by (63).

*O.j dl’ .(1’), (62.) In order to calculate 1(1), let us consider a thin
• slice of the pulse between S and 1+85 (see Fig . 16)

that has entered the crystal . The number of pho-L(t) - f dl’ 1(11. (6Th) tons in that slice Is given by sot. The passage time0
of the slice is 1,— ( _Y~~~1~/c , where £ is the widthS(t) represents the integrated photon density enter- of the interaction region (i.e., the crystal). 5,big the tnteractlon region up to the tIme 1; L(S) re- 
~~ ~ sec for £ —5.5  Mm; thus 1, is muchpresents the integrated photon density that has Left sm~~ er than the pulse width T. During the pass-the region up to the time 4S(0).O , L (0) - 0J .  Thus age of the 5sllce of light” through the crystal , cs(S)
will not change much since t, c< T , and ott) can beN( S) —S ( t) — L(t) 
considered to a good approx imat ion as a function

r— if dl ’ a(t’ ) [s(t ’) — L(t’)J
• A(1+ t,) —A ( S)  t dA (64*)A(S) •‘;~fi~ ~/ i

_ I
x exP~,

_
j  a(tidI’)] . (62c) since dA/d i — aN , and from (63) (where we haveV

noted that l<< s) and from (62e) A — S — s t
From this form it is clear that the last term on the

A( S + t,) A(t) 
~&i!~_ !a (64b)right-hand side represents the radiat ion which is 

A(O A(s)absorbed up to time 1:

I.. / 
., for ~~<c~t T .  The quantity t,a>1 and multiple re-

A( t) .j  dl’ a(1’)[S(t’) — L(t ’)j expç(~— J a(S )dlN) . flections can be neglected . For this thin slice , the
usual absorption equation

(62d) _
~~(8S)a (~~~ o)6S (64c)

Thus
can be Integrated from x -0 to x -~ and then mul-S(1)~~A(t )+N( t )+L (t ) ,  (62e) 
tiplied by (1 — r) to account for the reflection from

which Is an obvious result based on the conserva- the back surface to obta in the dens ity of transmit-
tion of energy . In the exper iments L~ cS , and ted quanta ,
L~~A +N—A . Note that dA/ dI - a(t)N(1). OL — ( 1 — r) OS(x —~~) - ( 1  — r)sOte ’.’”’, (64d)

The absorption coefficient a I. generally within
the range of 1014_10L~ sec ’. Initially we have where r is the reflection coefficient . Thus
a(S— 0)— 10” see’. Clear ly , the exponential factor 1(1) — (1 — y)s(t)e S~~” (65)In (61) dominates rapidly [i.e., a(1)N(t)x~k(S)J,
sad as N(S) Increases from its initial zero value , and
it will quickly reach the asymptotic value implied
by (60*): - L(t) I dl’ (1 y) s ( 5 I) t1~~~’) . (66)

N(s) — [s(i) — l(t)J/o(s) (~ ) 
The transmission coefficient for the excitation
pulse is given byIn a time of order ( 1/a )— 10~ ’ sec. Since the m u s e

width is much larger than this value , the initial
• 1 

f
dt’ (1 — r)s(t ’)e 4’t ” , (67)

£ S5 0

I
_k 

where S~ repre sents the normalized density of
photons In the laser pulse (Nw N,S5 is the ratio of
the laser pulse energy to the interact ion volume.)
Note that for a rectangular pulse of width 1

5(0 1.J( 1—r) S &/ T f o r o% s s r . (6$)
, ,.$, t o  for t< t ,

~~~~. I~ . ~~~~~~~~~ ~~~~~ ~ where (1- r) In front of S~ accounts for the reflec-
trans mlss m. tion from the front enrface of the sample, and thus
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~ 
f dl’ (1 — r?e~~~~”~. (69) 

G. Integration of dynamlnd equation.

I 0 We now make a few qualitative remarks about
The reflection coefficient was experimentally mea- (72a)—(72e) and present their numer ical solutions.
sured for all intensities of the laser beam used in At the initial phase of the excitation pulse absorp
the experiment, and was found to be nearly con- tiOn , c increases quite rapidly compared to n
stant .’ It is given by since after a direct optical transition an electron

in the r valley scatters to one of the L-X valleys.
r (~/ i —  l)~/(!/~~ + 1? —0.36. (70) After such a scattering event an energy of approx-

I In order to collect together our working equn- imately 1 — 8~ goes into electronic thermal agit*-
tions, we substitute the results given by equations tion . Therefore , rapproaches” 4(1 — S~) (‘1500 ~K)
(26), (58), and (63) in (10) ~~ ot~tain 

rapidly and S decreases to a negative value . in
this initial phase , plasmon recomb ination ,

(ISI ~,(I) ~~~-+ v~(i) ~~ ~~ (s 
_ l) (“r — Mr)Fi. (71a) phonon relaxation and free-carrier absorpt ion

terms are completely neglib ible; thus , we may

Likewise we substitute (27), (40), (45) , ~~ (63) ~ 
apply a nondegenerate (high temperature) approx-
imation to the Integrals in the v coefficienta (see

I (20) in order to obtain Table II). After this initial state , r may decrease
d df or increase depending upon the comparative rates

~_ (t) ii ~~~ of the phonon relaxation , plasmon recomblnatlon ,

I a 
(s~~ i) + ~~~.I(s_ Z ) _ [rO(t)+r A(O1. (71b) As n increases , initially the transmission also

and the free- carrier absorption .
—

a Increases. Eventually if n is sufficiently large,
Solving (71a) and (71b) for dc / dt and dr/dt , taking plasma recomb inations begin to compete with di-

I dh/dl f rom (13), df 5/dt from (50) and 5(1) from rect absorptions and n begins to saturate. The
(65) we have our complete set of working equations: saturation region is reached when

dr
~(!~ z) (~*) (~ — ~) _(!~~)(nr — Rr)ra 

(a~/o)s — (“p — 1r)r.. (73*)

This corresp onds to dn / d l — O .  In this region,
those electrons which have lust made direct op.

_(~i)(s — 1— r0 — F4), (72*) tlcal transitions can recomb ine with holes via

I di’ 
emission of plasmons and become available again

• _(!~~)(!.i)~s — 1) +(!~ )~~. — ~.)r for direct absorption . Plasmon s rapid ly decay and
a transfer their energy to electrons and holes. Thus ,

+(~~)(s — :-. r0 — 
in the saturation region , the main result of direct

(lab) absorption is the heating of electrons and holes.

dh (IS di’ (72c) TABLE II. High.temperature approxImation (lowI densities) .

(lad)
4~ A i ’I dl

l(t) — (1 — r)s(l)e ’~~~~, (72.) ~~) ‘  l~~/4~TL4,.4’

s’~(s)— ~/ A ~.”I where

~(t) .y ,~,4t)y1(t) ... v (th ,(t)

I ~~~~~~~~~~ ~~~~~ ~‘ir ~i . s— . ,~~
x {10[r ,(z~) + r5(t ,)) [p~(s,) — e, (z ,) J[p, (z ,) — o,(s~)j

V.. — I

— 9[p ~( zj ~~(2p ~(s ,)  — c,(z,) — c1(z,)J}. .,
~ 
..

~~~,I (721)

Given s(S) and e(0) , *(0), r (0), v~ (0), these equa-. i.,,,. — ts/f)t(i .5 + z~)8~ 3i’(2.5 a~)I~ ~sa ,/fl(~~ 4 3fl
lions can be solved numerically for ((5), A(S), r(t), 

~I r5(1), and 1(1) (or L) .

I
—- -- —--—.~. -- - - - 

—
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~ T I IO 2
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FIG. I’? . Tempor al behavior of Fermi energle. .~~~ T.mt*o$urs 7rK

p.aSS(S of excttation pulse.
• .1 ~ •lO IOn $0” to2° io~In this region i’ then varies accord ing to

Incident Rodiot ion Density (cm .3)— (s — — I’ A) (731’) FIG. 19. Electron density vi excitation pu lse deruii ty
for different pulse widths and initial latt ice tempe ra -

and inc reases rather rapidly. In the saturatian turs of 77 K.
region , the trajectories of the system remain
close to the constant n curves in Fig . 10. rises due to plasmon recombinations as discussed

The following several figures present the re- above .
suits of numerically Integrating (72a)— (72e ) during Figures 19—24 show the final carrier numbe r ,
the period the excitation pulse is present in the carrier temperature , and lattice temperature irn.
sample . All numerical solutions have been gen- mediately after the passage of the excitation pulse
crated assuming a rectangular optical pulse of as a function of excitation pulse energy for Latt ice
width 1. FIgures 17 and 18 Illustrate the temporal temperatures of 77 and 297 K. Again the depen-
evolution of the Fermi energies of the electrons dence of these cu rves on pulsewldth is emphasized .
and holes and of the carrier temperature as an Notice that, due to plasmon emission , the d cc-
excitation pulse of constant energy traverses the tron number begins to saturate somewhat and the
sample. We have presented these curves for sev- carrier temperature Is elevated for Large excita-
eral different pulse widths to emphasize that the tion pulse energies as discussed earlier. Also
pulse width has a significant influence on the temp- note that this model does not provide for sufficient
oral evolution of these quant ities. Note that for lattice heating to account for the surface dam age
the large excitation pulse energy used in these fig-
ures the temperaP~~e bet~ths near 1500 IC and

‘ ‘ ~ ~ ‘ ‘ ‘ ~ ‘ ‘ f ’ 25 p secln.tio l Somple 
.—

~~~.
. 

-Te~npeqa$u~i 7 . to - - 

~ • ~ psee — ..
~

104 _ s~~’~~.2.I0~~ ~!!~! -: ‘ ,dI - .i~~ -
U

I- . 

~
, 

~~~ . ,
._

. 

Ii ~~ -

~itiol Sample

03 T TTi:5~0 0.2 0.4 06 06 ‘.0 inciden t ~adiation 0ensut~ (cin~3)
/ I 

FIG. 20. Electron density vi excitation pulse d.nai t~FIG . ii . Te mpora l behavior of electron-hol, tempera- for different pulse wt~~ha and initial lattic e tempe rature
turp o( 297’K.

_ _ _ _ _ _ _ _ _ _ _  —
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~
’ ,Ol Sample ini t ial Sample

Tempeiot ui
~ 

77k  Tsnipecatui,

101 . 
~~~~~~~~~~~ i.I0 ps~~

~~SpSIC -~~~~~~
’.

10 . i.2.S peec

I0~ to •
lo ss QIC 

~~~~ to21 to ” 1020
inC,diPi’ Rodiatse Density (cer 3) Incident Rodiation Dsf*ity (cm 3)

FIG . 21 . Elnctron-ho le temperature vs excitation FIG. 23. LattIce temperatu re vs exc itation pulse
pulse denatty for diffe rent pulse widths and initial lat— density for different puien widtha and initial lattice
tire temperature of 77 K. temperature of 77 K.

we observe at the largest pulse energies. In Figs. ibie for such delay times. Since the experimental
25 and 26 , we show the correspond ing single pulse, probe pulse intensities were small compared to
or excitation pulse, transmission . These curves the excitation pulse intensities , the system evolves
are presented as a function of pulse width for lat- according to (74a) and (74b) and (72c) and (72d ) when
lice tempe i atures of 77 and 300 IC. the probe pulse passes through the interaction region,

For i > ? , we set s~~0 , I.’0. The system begins rather than (72a) and (72b) with
to evolve according to For a rectangular pulse of width r , the probe

d 1 \ transmission Is given by

~~~~~~~~~rO +r A), (7k)
L,,,~ f  dl’ (1 — r)s~~~(l’)e”” (75)

~!r .r ) (74b )dl ~, 4) 0 A and the transmission coefficient by

di and dh . dl are still given by (72c) and (72d). _ (~ — ~.)S (0~~t~I 
elF)

In (74a) and (74b) we have omitted the plasmon-as- T~ = 
~ 

j  dl e • , (76)

sisted reeombinat ions since , as discussed previ- ‘
ous ly,  when the excitat ion pulse is turned off the where l~ is the delay time of the probe with respect
plasmon process Is ltkewlst’ rapidly turned off .  to the excitation pulse. For t~>7 , Tr’ Increases
Notice that in the experiment the largest probe at first due to electron-hole relaxation . As elec-
puls e delay was about 300 j~sec and that direct trons and holes relax via phonon emissions , they
and indirect optical recombinations are still neglig- clog the optically coupled states E’ and E’ in Fig.

lO~ IC

teilel SomØe I n i t i al  Sompie
r.s,,p,,0s5~., 2~ 7I (  Tinçeroti,e 297 K

V
_ _ _

I. 2.Spe~~i

01 -~ •i • 101 •
io ” to’ ,o~ to” so’ 1020

Inc oleni Nn~ io t,on ~~nhltp Icinr1) Incident Radiation Density (cm 3)

FK’~. 22. tiectron-hole temperature vs excitation FIG. 24. Lattice temperature vs exc itation pulse
puli. r dcnsl tv for dl ffer ,nt pulse widths m d  initial 1st- density for different puls, widths and initial lattic e
11cc tempe ratu re of 291 K. temperature of 2t7 K.

-
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________________________________ 
Dela, I . is(~.,w~

~~Id~ 10’ 1020 102I FIG . 27 . Probe trsnemisaion vs delay ttme for differ-
Incident Rod,oi,o,. Densi,y lcm~~ ent excitation pulse densities and Initial lattice tempera—

FIG. 25. Exc i tation pulse tr a nam issto~ vs excitation ture of 77 K.
pulse density for initia l lattice temperature of 77 K.

between data and theory is good at lower excita-
S and reduce absorption. Further relaxation can tion energies. At the extremely high excitation
eventually free these states (or optical transitions , energies (—4 x 10” quanta) the theoretical enhanced
and probe transmission can decrease. These Ideas transmission does not saturate as does the experi-

mental transmission . However , since we are un-are summarized In Fig. 7. F igures 27 arid 28 show
probe transmission versus delay tIme for different certain whether the saturation in exper imen tal

excitation pulse radiation densities and for the transmission is due to bulk effects or due to the
two initial sample temperatures 77 a~~ 297 i .  onset of surface damage , we shall not dwell on
For these solutions , the pulse width Is assumed to thiS point.
be S psec. As the excitation pulse intensity de- F igure 30 shows the probe transmission data
creases , the probe transmission curve is general- (minus the zero delay time spike) and the corre-
ly lowered .3’ sponding theoretical curves. The theoretical

curves were generated for 2 x 1020~ ctn~~ incident
UI. COMPARISO N WITH EXP ULI MLNT AL DATA excitation quanta density, 5-psec pulse width ,

and 1O’-cm3 interaction volume. The agreementAND CONCLUSIONS
between the theory and the expe rimental data is

The expe rimental data and the theoretical curves reasonable (or both 77 and 297 IC.
for the excitation pulse transmission are shown in The overall good agreement between the theory
Fig . 29. The theoretical curves are for a 5-paec and the experiment permits us to draw a number
pulse width and a 3 x 10’-cm 3 interaction volume, of conclusions . An important assumption In our
This volume corresponds to a focused spot diam- calculations was that the large number of free
eter that is in accord with the experimentally as- carriers created by the excitation pulses be de.
limited value of about 250 ~m. The agreement scribed by Fermi-like distributions. Apparently,

this assumption works quite well deepite the in- 

Initial Sample
Tempiratis ,. �97 K ~~~~ i. ~~. .w.. 257 4 ~~~

- r ~~~~~~~~~~~~~~~~~~~~~ -l

I 1- 1
I . I O is,sc’ 1 021 /

i&i_ I • • 0” n~
___________ 

t~0~~~~~O 2~~~~~2~O 3 ~ I’ 

•-
~~ ;‘~~~~~ - 

a
~~Ioy Tm, pinc )

Incid,n l Rod,Ot, n Dsnsitp (Cm ~)
Ff0. 28 . Probe t ransmission vs delay time for dtf-

FIG. 28. Ezcltattnr pu lse transmission vs excita tion ferent excitation puls, densities and in iti al lattice tern-
pulse density for In it ial  temperatur. of 297 K. peratu re of 297 K.
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fre~~encies achieved in the experiments are actual-(7 ,

LT
~

T _

~
] 

ly less than E~ ’2lr . The max imum electron den-
sities occurring in the vicinity of 2 x 10Z0 cm 3,..t ’e •~~.S I. ØP 1

which correspond s to (max~.,)/t ~,0~ ’0.3. There is
a directly observable qu ant i ty ,  namely the ref rac-
tive Index for the optical frequency ~~ which is
directly related to the ratio u,/w 0. For the elec-$ i~_aI

, tron density quoted above , the maximum change

29~~K 
In the refractive index divided by the initial re-
lractive index is given by”

to rn I
.
, , , j  ma.x

1 
~~~ ~~~~~ 1(ma.x w.)2 005\ref index / 2\ ~‘olO~ tO ” 10’~ tO ’s

n cide n t Ou onta (i i  I.O6~..i ) - This is in good agreement with the direct measure-
ments of the refractive index .4FIG. 29. Theoretical and experimertsl excitation

pulse transmiss ion vs excitation pulse intensity. In Sec . II , the role of the phonon-assisted re-
la.xation was discussed in detail. We have seen
that the reason the relaxation extend s over a timetensity and the short duration of the optical pulses. span of a hund red picosecond s is due to the fact

Clearly, In order to observ e a large deviation from that the phonon-assisted relaxation in Ge is strong-
a Fermi-like distribution in a thin sample , one 1y dependent on the difference between the temper-
must go to even shorter pulse widths than those atures of the free carriers and the lattice and due
achieved in these experiments. It also appears to the existence of conduction band valleys in Ge.that If the sample Is only a few micrometers thick , In dif ferent materials with different energy-band
then one can average over the spat ial effects and structures and electron- phonon coupling constants ,obtain good results . the behavior of the probe pulse transmission wouldM any-body (p lasmon) effects are extremely Im- be (and is) drastically different .portant in intense nonlinear light absorption oNing As mentioned earlier , the lattice temperature
to the large number of carriers created and the Increase is generally small. Here , “sm all” canshort lifetime of the optically coupled states. PIns- mean as much as 10— 30 ~K at large light intensi-
tnon-assisted recomblnations play a role in the ties. This may be sufficiently large to be expert-
behavior of both excitation and p robe transmission mentally measu rable.
by saturating the free carrier densities while in An important assumption in the calculation of the
creasing their temperature. Plasmon-assisted phonon-assisted relaxation rates was the fact that
recombinations should have observable conse- phonon distributions were given by the usua l Bose
quences in similar experiments with other mater- distributions. This assumption apparently works
lals. How they would affect the excitation a.nd well. However , at large intensities (near 10~probe transmission would depend on the particul- laser quanta), large numbers of phonons are gen-
ars of the energy-band structure of each semi- erated . It is quite possible that a phonon instability
conductor. may occur , i .e. , the number of quanta in some

Let us emphasize again that the highest plasma phonon modes may grow to larger values than
those given by equilibrium values. This should be
investigated in the future.

~ 
r—-

~ ~~~~~~~~~~ i An interesting feature of the theoretical model
~~~~~ ~r, ~ —,

~ ~~~~~~~~~ 

‘.‘

~~~~ 
‘ “‘J as developed is the behavior of the transmission

________

ficantly near the saturation region when pulse

irK for different pulse widths. One can see from

~4 •1 
Figs. 25 and 26 that transmission changes signi-

~
width is increased . Sin e it is possible to split an

them , it is possible to perform the experiments

~ ::~,i - ,  

.
. , .~~~ 

optical pulse into separate part s and then rejoin

with variable duration pulses. These and other
experiments are currently under way .
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P’~o
APPENDIX A F -. I X  TRANSI1’ KTh S VIA

PII ONON LMI SSIONS In our approx imat e band model , the electron
energies are giv en by

Let us consider a particular side valley , say
(lll)vall ey. Using the electron-phonon coupling (~~~‘. E 0 .f l ’k’ ‘ 2’s’ ,, (Ald )

Hamtltonla n given by (35) , the transition rate for and
an electron going from the I valley to the ( 111)
vaLley via spontaneous emission of optical and E ( k  — ~) ‘m I~. . + N’(~ — 

~ CI I I J~~9 2”~ . (A le )

acoustical phonons can be written The phonon ~~~~~~~ in the ‘, fu nc t ion can be negiec .

/2’\ / ft ted , since li la qi~” sma ll  compa r ed to electron
ene rgies. t.ettmn ~t ~~~~~~~~~ where q
~cq ’ , k~1, 1 . the i rdegr al  o’i’r the ‘ function ta

X ~~~~~~~~~~~~~~~~~~~~~~~~ 12 trivial , and yields

-~~ ~~~~~~~~~~~~~ 
~~~~~~ 

~:~
‘ 

-

)( ô(E~~~~) — E
~~(~~ 

— ~ ‘) — nfl ,.). (A la)

(A 2
where ~ is sullfctently small such tha t e , re-
fers to an electron in the r valley and —~~~

‘ is suf- For an electron just raised t o the r v . ie - . by

ficlently large and generally pointing i n [ l l l l  optical t rans i t ion  F 4. j , 2~~ 2n~ ~~JLj~, Thus , su r r

direction such that c ,~~— q ’) refers to an electron ming over a ll V I e ’ ’4 we obt ain
in the [i l l ]  valley. If we let 

~~ t i i)  represent the
wave vector of the lowest point (in energy) of the _ ER r — i ’ 

~~~~~~~~~~~~~~ ~ 8 -
2’ I’~(111] valley, thenq ’ -k t1111 , and q ’ >k . Since q ’ is

smaller tha n the reciprocal-lattice vector , Kr ,~ 
A)

~~~~~~~~~~~~~~~~~~~ Electron-phonon coup!tng For n,4 .O .22rn , N.i~’~ 1.17 eV . L ,. ” u.7 e~~, p
parameters Q~(q’) were discussed In the text. ~~~ g/cm~. *is 0 ” 0 .02 eV . s’,, 6 l0’ erg cm
For optical phonons Q~~

.(
~~cos0 and and Q,,~~2 l0~ erg cm , I l x  10” sec ’ - ‘theaaQ0sinø , where 0 isthe angle between —q and absorption rate).

ic111~,. Since .-~~~
‘ is assumed to be generally In the

d1rection of~~~~,, Qw zQo and Q.t.~~~0. Thus for APPENDIX B COULOM~~THERMA U1aTiO%
optical phonona the right -hand side of (Ala) be-
comes In this appeiid tx we will calculate the l , ’~-t ime

of’an occupied state , which is finite due to Con-

~~ ~(E ~~ ) — E ~~ — i’ ) _ 1~f ~0)~ (Aib ) tomb scattering s among electrons and holes if
the distributions are not Fermi-like . For the

For acoustical phonons , Q~,~ .g ’(A~+ ~,cos~~t) sake of simplicity, we will  neglect t t , r  long -wave-
a q’(A~rn.I~,) and QTA ~q ’A ,cos0 sinØ*0 . Since lengt h screening of the Coulomb fi elds .  For an
q ’ sk (1111 , Q~5 sk (111 ) (~\44 A,)v Q5. Also, c~q’ electron state k in the tth valley , the scattering

~c4k11111 il0. Therefore , we obta in the contri- rate out of the state k is given by

-j

- (2’) j
’ 241? ( 4 f4re~~

j  (2T) ~~~c )  [I — f 4,(~~—~ )j

x(Ei’.,(~’)(l —f,,(~
’+~ )18(E,~(c 

_
~~)  — E~~(~ )+ E,,(1? • ~) —

+ 
~~~ 

(1 — f~,,(~’))f,,(1?. ~ )8(E,, (~ 
_

~~) — E~,(~) — L,, (1? + ~)+ E~,(1? ))). (B))

I varies over the conduction-ba nd valleys , t ’ over th. two valence bands. t~ and i ,, are electron and hole
distr ibut ions, respectively; E,, and E,, are electron a nd hole ener gies (b ,, is positive).

—

~

- -
~~~
--  . ------- ---- _ _ _ _ _ _ _ _ _
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I h e  HcattcrII&g rate tn t o  the state ~ is given by

‘~ “ \ t 2Pk’ I ~ /4ir e’\r~~..( ) J  ~~~~~~~~ ~ (
~~~~~~~~~~~~ i~~J1’Ct°~~

_
~~~)

(~~~~~ 

j i  _f,,(~~’)Jf,,, (
~
’ .# ~)O(E~ (k — q) — E~.(k) s. E,,(k’ + q) —

~~ [1 — f,,, (
~~
’ + ~ ))f,, (1?)o(E~1(~ 

— 
~~

) — E~~(~~) — E~,(1? ÷ ~) + E~,,(~’ ))) . (B2)

Of course , if the distributions are fermi-lIke , 5 1  if fl’(K — ~ A)2/ 2m ‘< E 5(i~)
with a commo n temperature for electrons and f,(~

) . ~~~uc+ L~~)’/2m ’ (B8b)
holes , then ri’. ro.vt  for any state ~~ . We will
evaluate r n  for two kinds of rather simple dis- 0 elsewhere;
tribut i ons which are energy dependent only. To
si mplif y the algebra , we will take the effective and 2 . 5A < K < ( l . 5 +  T~)A (i.e. , the width A l a
masses of electrons and holes to be the same rn large).
(since ,n 0.22rn , m~ 0.34m , this is not too dr~s- Let us consider an occupied electron state k In
tic). Also , the tota l electron density Is always the ith valley. The contribution of the conduction-
taken to be equal to the t otal hole density. band electrons to the f’ 9t is given by

(a) Let the distributions be Lorentalan with
narrow widths , such that ~~~~~~~~~~~~~~~~~~~~~~~~~~~ (B7a)a

.~~ ~[E ,, (k) — E0 —~ J~+ ~ ‘} where

i .~ ‘( E ~,(~ ) — E 6 — E) , (B3a) K — K  — ~ ~~ , (B7b)

2K , (k4 + K~) ( k2 + ~K~)t~~( k)— (5.~)~ j E,~(k)  — EJ ’ ’i. (5A)’} _______

5s .~ 4E,,,(k) — E), (B3b)

8kK’ 4K~ — 8k~K.i.e., ~~~~~~~~ 1. 
~ (k 2 _ K~.$~’ k(k t —I?15 ’ (B7c)

(i) Let us consider an occupied state ~: E,4(k)
a~~+ E G. Then ,

Let k .K.*â . A a â — O ,
(84*)

I(k ,K )  4 ln(4K _ /O)+ ~
. (K ./ f i ) ’ + O(l/~

2),_ 
~~. (88)

~~~~ (160e 4 m • /31’e~ )(i — ft) 3 ”/O . (B4b)

For
(ii) For the states 1? such that E~1( 1 ? ) <E +E0

— A o r
I 18 i l K —  2.5A , (139a)

ri? — (80e 4 tti ’/W~~,)(l — o)”/o , (B5a) I~~26 i lK .2 .9A . (B9b)

(B5b)
Thus, ~~~~ 80e4m /irfl’~~~’ 3 x fØ~ nec ’. The

Setting n.’~~0.22ni , _ — 16, we fi nd 80e~
,,, /3fl~t!. 

contribution of the holes is about the same; thus
10k ’ seC ’1 . Thus li”, r~’ (light absorption r ’” . - 8 x 1o’~ sec~ which is greater than the ab.

rat e). sorption rate. Finally, we note that when we irs-
(b) Let the distributions be of the following d ude further screening effects this rate drops to

fo rm: around lol l sec~~ .

1 If Il~(K - ~A )’/2n, ’< E,(~ ) — E 0 APPENDIX C RADIATIO N II SORPTION RATES
~ ft’(K + ~A~~/2rn ’, (Bea)

o ci 
(a) Direct absorptwns. From the diagrams

sewh.re; shown in Fig. 8, we readily find

I
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— — 2  (
~) ( “ )

‘ 
(~~v: ~~) N:~~

a
~b e i i ~*

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ [1 _f ~f t ()] [ ~ fcr~~~~~18 ,r(~~’~~) ”  E ( ~) _ 8u,,)

+ 2l’~~,’”~j  (!~I!” 1(N~ a 1  + 1)~~~ J ( z , e~~~~ (~) .p
~ cr , k .~. q)~’f~~(k+ ~~~~~~~~~~~~~~ ~)

\ N/ ~mcI \ ( ,u),/ I
+ E ( ~~) _ P i~ & q).

(Cl)

Here , ~(~) denotes photon polarization. The meaning of the othe r symbols are as defined in the text . The
sum ,1,~ also includes spin summation. The extra factor of 2 in front of the terms is due to the tact that
we have two degenerate valence bands. The photon momenta are comp letely neghgible compared to the
electron and hole momenta. Therefore , q ’s in the interband matri.x element of ~, in f ’s and in the ô func-
tions can be omitted . Also , the radiation is primarily at the circular frequ ency 

~~~~ 
and the corresponding

N~’~~>’ I. Therefore , the spontaneous emission term can be neglected . To obtain

5.5 1 
~~~

‘ ~~~ 
~
‘“ I• •

~~~~~~ .s~ ~

we perform E.~ on (C l) , and find

a~. ( er~e’ “
I DA ~~~~ ~ (t ) 5 Rcr , ~1 ~ t ,~~)I2( 1 — f cr (~

) — fg (~ ) 1~(E cr ( ~ ) + E ( ~ ) — 1k.,0). (c 2)s —  - - -

The interband matrix element of ~ near the r-valley band edge is given by

I~cr ,~ j~ ,‘ ,k, ~ m 3E 0(nz 0 .. ,n4)/2m 0m~. (C))

In our approx im ate band structure , the electron arid hole energies are given by

~~~~~~ k 0 +~~
2k ’/2 n, 0, E ,,(~) . f l ’k ’ /2m 4. (C4)

The integral over the ~ function is trivial , and yields

I N(s) ( 4e’E0 \ f 2 ni 0;n~(f l ~~ — E~)’~ 
/2

~ I D A  
— — 3t fl2~~ ) ’\ f l 2 (,n 0 + u.n) )

______ _______ V( — i * exp{~ (ni~~
°rn A ~ 

— E0)+ — 1+ exp~~ (E0 + mA (fl.~0 — E 0) — E,~ j  ). (CS)
m0 +nz 4

— — N ( t ) ~~J 1 — F (z4) — 1~’(z~)] To fi nd Sn/St j~~ we need 5f (k) ~1 DA
~~ I D A

• — N( t) G D (t).  (28) Se I 1 / 2d’i~ — ~~ I
~~I D ,, Nd ( ft ~~i1~~

r(
~~ ~:To find

• ~ I ~~~~~~~~~~ ~~~~~~~~~ . +~~ I ~~~~
t I DA N,~ (2’~~ ~t IDA ~f IDA j

(16*)
can be calculated in completely analogous manner.
I’ is given by the negative of the rtghthand side of Because of the two degenerate valence bands
(CI) 11 �~ Is replaced by ~~~~~ Thus , ~~~ ~~ is
given by the negative of the right-ha nd aide of ~1~U1~ I — ! SfcrOc) (C?)
(C2) , and ~ I DA 2 8t I DA

Thus ,
• l / ( t) a J  I — F(z ,) — b(s ,) ]

•e l  I 2d’k
•N( t)a D(i) . ( C6) 1 I D A ~~~~~I~~~ f~~ ’ [ E cr ( ~) +E w(~) ] 

~~~~~~~~~~~~~

____________ — __•_ ____%_- -..‘
~~~~~~~~~~

- -
~
__ ._ —.-.-
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Because of the ô function ô(Ecr(~) + E,~(E) — Ik.,,~) j~~ the conduction band electrons f irs t . Since the free-
a1~~~ (k )  at ~ ~~~ 

Ecr (k)+ E (k) = fl~~~, and carrier absorptions strongly depend on density,

— 
and since the density of electrons in the V val ley

1 ( 2d’k 
~
fcr 0~ 

an is negligible compared to the L - X  valleys we will
= I ’VT - = N(t)a (j).

P A  N 0., (2~~ ~, 0* 0,. 
0 consider the L -X  valleys only,  and ignore the r

(27 a) valley.
With the help of the diagrams , like the ones

(b) F,ee- arrie r absorp l ions. Let us consider shown in Fig. 9, we find

FCA IL ~~~~~ 
~~tr&4l 

~~ 
(
~

) ‘( l + ~ ,~ ,)

XfCI(~)(l —f~(~+ 4— 4’)]6(E~,(~) ÷ .IYw, — E01(~ 4— 4 ’ ) — flfl ,,.)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
E01(~ )+1b~ ,— E~,(~~+4)

E~,( k + 4 — 4 ’) —  E01( k — V) — f l i ~,

(2 r \E l c E (Zr C2 if \  
~~ TIg (  ~ \( e

\ s  I 1ç ~i:;;-i 
‘ 

~~ \ZpIi.,.)kmc / ‘~‘‘°

~
(1cI~~~

1 — I 01(~~+4+4’) )6( E 01(~ ) + It,, -. E~,(~ +6+ 4’) +
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 4 C e ’~~~~~ )~~~ l C j , )~~~

E01(k) + L. , — E01(k+ 4)

+ 
Q~~4’)(cj,~~+4’ I e’ ~I cj ,~~) (cj ,~ +4 +4’ I e*~(k(4) .~~

I cJ,
~~
+41)!

E~,(~~+ 4 + 4 ’) —  E~,(~+ 6’ )— ft hi ,

+ (~~~EE (~~~t~~ _) ( N ~~~~÷ 1) 
~~~~~~~~~~~~~~~ 

~_~~ _ )2 (l +,~~,.

xf~,
(
~)L’ _ f

~~~~~ —4— 4’))~ (E~~~~) — flu,, — flfl ,. — ~~ J(~ 
— 4—4 ’ ))

~
— ~~~~~ - 4 ) —  11w,

E,~(~~_ 6_ 4 ’) +lk. ’,— Iç,(~ _ 4 ’)

+(
~

) ~ E ~~ 
(2s~~A) 

( N ~~~~+ 1) ~~~~~~~~~(~~~~) 
‘

~~~ .

x f,,(~)[1 — 
~~~~~ 

+ 
~~
‘ — 4) Io(E~,~

) + nfl 4 , . — Nw, — 
~~CI(~ 

+ 4’ —
— 4 le ’~~ ’I cj , —~~~ 4X cj , —~~~ 41 e~~ ’C~(4) ‘~~i c j , E)

E~,(~~) — E01 (k — 4) — n ,

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 

1

(C8)

As before , j refers to the valleys, ~ to the phonon modes. fl ,•. and i~,,, are phonon frequencies and phonoa

— -.———~~~~~—-—— ...,-. —‘.. . ~---—-— - -—
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dist ributions , resp ’ct lv e ly .  Q_ (4’) arc the phonon-electron coupling parameters discussed in the text . We
wil l  assume that t licri ~ ar e no phonon instab ilIties , and that

- ] -
. 

~~~~~~~~

_ . (C9)

As before, the light momenta q k ,q ’ and can be neglected in f ’s, 6 funct lons, and the matrix elements.
In the jth valley , for the l3loch states ,~’

(cj ,~ • 41 e’ ’~~(4) 
~~ C J , ~~ (cj ,~~ (~(4) .~ Icj ,~ ) ‘N(m/ mc)( ~(4) . ~~~. (ClO)

Since q’ is smal l compared to the reciprocal- lattice vector~
( j ,kiq~Ieah4~~Pj cj ,k) I .  (Cli )

Phonon energies hfl , , . <’ F ,, Nw, and can be neglected In the 8 functIons. We will also neglect spontane-
ous photon emission terms, as done before in direct absorpt tons. With these approximations , and after
a redefinition of integration var iables , we ot~ain

rCA-IL. 
= — 

(m ~~~~.p) N4 ~EE 
~~~~~

? ‘3  I 4(4) .4’ ‘(1 + 2

x [J,,(E) — f ~,
(
~~ 

+ 4’)] 8(E ,,(~) + Nw, — + 4’)). ~C 12)

We again average over lig ht pola.rizatlon , then perform (1/N0) Z~, and find
SN

rCA-IL.

= — ~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~ 

I ~~~4’~~’(q ’) ’  
(i + 2 ~TL._ ) [f , ,(k )  _ f,~~~~ 

4’)] o(E~,(~) . N..~ — E,,(k .4’)) .
(C 13)

In our approximate band structure,

E CL , ~(~) !~~ + ~~~~ — 
~~~, ~)‘/2m 0 .

Substituting this in (C 13) and summing over the valleys, changing the integration variable ~, we find

ax 
~

, ( 2Ow’e~N \ ( 2d’~ 1pIEc~
.
~

’k2/2mc —_E ,”~ — F (~~~~
11
~~~

2fhc 4 N~~ — E, 
)~~\3,n ’t.,~~~p jJ ~~9 L \ k,T / \ k1T J

Q~ (4 ’) l2 (q ’)~ 
(1 .2  

~“~
) 8(

~~~k2 
+ — 

fla(~~+4 ’)a)  ,

where FIo)~ ( 1 + efl” . For optical phonons ,

~~~~~ (~ + 2 
,
~
(

i. 
) 

_ ( i  + 2 ~a~~&) (~~ ..)f ~~~’
(q~ a .

Owing to t he 6 functio n , integration over 4’ is qu ite simple:

• Nw, — 
fl2(~~~~~~ )2 

)_~,~~~
3

{[(fl4k2 ) I /2 (n4113y11] ‘ _[(.
~~~

+ 11w0) (~~
) “] ‘ } .

(CIS)
For acoustical phonons, ~~~~~~~~~ and

_ _ _ _ _  - --- . —~~~~~~~~~~~~-— -
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IQ (4’)I’(q’)’ 
(1+2~~ T~ )

,~ (2si~ fl,,.

(d’q’ (A~ + IA ~ A,+~~A~~ (q’)4 (1+ ~~) ~~ 
‘tt’\ ZNiTL \

~ lIc~q’ CA 
( flc 4q’ )(q ’)’ 1+

One of the int egrations in the same as In (C 13). The other gives

‘ll’k’ n’(~+4’? \d’4’ (q ’)’S 
(~~

_‘__ + — - 2— ~1

(2 t m) ( ? n ) ~~2 {[~Jt~k1 \‘~~‘ ‘lf.’k’ \ I/215 1(~’~ ~~~ f 53 k2\ i / 3 ] S }  (Cib)+ Nw2m~ 
0) +(

~
-
~
--— -

~ J L~~~~~
’
~~~’°) ~~~

Substituting (C 15) and (C16) in (C14), performing the remaining angular Integrations (of E), then letting

~~ N~4~/Thw0m,. we obtain -

- — I  = — N  ~1~
‘“ I 

~~( 

5e~m
,~

Q~ 
) 

( i+  
2ka T

k)  (
lOA2e2m’

~ I rCA-IL 3 ,,.p~ N’fl, Nfl0 3i’~~i_pk ) (k 5T~.)l f ”dY {f ty ÷ 1) 1 ’z + (j~)” )’

J o

___________ 
e2A ( 2m 0)~/ZQIw ) 1/2

_ [(y+l)u/! _ (Y) 314} [ F (  ~~ -L!~) _ F (
Y+ 1 +

r
6 Q )] +( 3~’~..PC~’l’

1’ 
. 
)

x f d y {I (y + I ) ~~2 + (y ) U2J 1 _ L (y + l)”~..(y)”~)’} [ F ’Y &c E \  F( 3 ? + 1 + 80 o)]~~. (C17)
r 

~~~~~~~~ 
r

Thus ,

~ 0 / 2  ,
I 5(rn V ( i  + 2~~- c) c.,(z 1)+ a , cx  5e!!L) C0~z 1) a , x5(~!!L) ~1(z1)l . ~Cl 8)

m~~/ \  a0~ IYCA-IL.

2 ’ A . U ~ 
,, can be obtained from (CIS) by simply omitting (m,/m,) f actors , replac ing z 1 = (S0 —

by z 2 =h ’7 , and dividing by 5. Adding electron and hole contributions we obtain SN/at I r c a  given by (39).
can be obtained by a simple energy-conservation arg ument :

SW I 
• 

2 aU — 1 a(Nw~M~JJ) I =a
~~,.

(1)N(t) . 4C19)
~~ ITCA fl5)()N0 ~ FCA Nw 0N, ~ Irc*

APPENDIX D: PHONON-ASSISTEI) RELAXAT ION

l’honon- assisted relaxation may be represented by the diagram s shown in FIg. 12. Let us consider the
I .  - .V valley electrons first. Using the electron-phonon coupling HarniltonIan given by (35) , we find

~s ~ ~~ 2 pfl,,.

I(7) , + l)fl (cj ,E I ~~~~~~~ ~P I d ,~ + 4’) j ’f,,(~ + 4’)[i — f
~~,

(
~~

) )6 (E,,(~ + 4’ )— E,,(~ ) — Nf l ,,,.)
‘I

— I (ci ,~ — 4’ Ie ” ’ tc j ,~
) I’/~

(
~)I’ — f ~,(~~

_ 4’) ~~(E,,~~) — E,1~~ — 4’) —
+n ,,,.fl (ci ,E I e ’1’ Ici ,~ — 4’) l’f.,(

~— 4 ’) I 1 _ f
~,(~~))6(E,, (E)_ E,, (~~

_ 6 ’ )_ N c i..,,.)

— I (c ~,E4 4’ e”Icj ,E) ’f ,,(~) [ l  _ f,,(~+4 ’))o (,E,1(E +4 ’)  — E
~,

(
~) — nn,,,.)}] . (Dl)

Using (CII), vs find

I 1 ~T—
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~1~~f l  ~~~-~~- - I Q (4 ’)I ’
—~‘----- — [

~ •tLf ,,(
~ + 4 ’) — !.,(~)1 6(E,,(~ + 4 ’) — E,,~E) — Na,,,.)

•~ IlIL ‘~ • fi” a•

— Lf., (~~) —f ., (~ — 4’))b(E,,(E) — F,,(E — 4 ’) —
+v ,,cE +4 [ i _f,,(~)Jr,(E,,(E+ 4 ’) — E01(E)— NP,,,.)

_f,,~~)[I — f,,(
~

) — 4’))6(E,,(~) — E,,(~ —4’ ) — flfl,,,.)]. (Di)

We multiply (D2) by E,,(~ ) and sum over the electron states and the valleys:

~~~~~~ I ‘ ~I 
~2 

[?1,,,.E,,(~ ){ If,,(E + 4’) _f~,(k)] 6(E,,(~ + 4 ’) -  E~,(~ ) - Nfl,,,.)
~~ 511. pN0flw , ~ç ,,

~~
. ,,,.

— [f., ~~~~ 
—f ,,( E —  4 ’)J 6(E~,(~ ) - E01(~ — 4’ ) —

+ E61(~) f,,(~ + 4’ )[l _ f,,(E) J6(E,, (~ + 4’) — E,, (~) — Na,,, .)

— E,~(~) f,,(E)[ 1 —f~,(E — 4 ’)J o (E,,(c) — E01(E — 4’ — NO,,,. ) 1 .  (D3)

Using the Identit ies

+ 41(1 — f ~~~) )a (E ,,~~ + 4’) — E,,(~ ) — NO,,,.)
— ~~~~~~~~~~~~~ + l)’)(1 — (I + ‘ci ’~~

’1,3)~~) 6(E,,(~ + 4’) — E~,(~) — NO,,,.)
• (e’~

10
~v — 1)_t[(e M1eI~~~

4P3 + l)~ — (e~~
1cI~~ ~~~~~~ I p)6(E,~(~~+ 4’) — ~~~~ — Nfl’.,.)

• (~~~( f l ,,,.)  
— l)~ Lf~,(~) —f ~,

(
~ + 4 ’)6 (E 01 (~ + 4 ’) — E,,(~ ) — 110,,) ,  ( ‘>‘)

we find

bIs. / ‘ __________ __________

~ t~~ R I L
NOft1

~ 
) 

~~~~ 

IQ’.(~ ’)I ’ 
(~~‘.‘

. es~~v_ i)
° MI

x ~E ,,,(k) [f ,,(k + q ’) —f0, (k)]6(,E ,,(k + q ’) — E~,(~ ) —

— E,,(k)(f11(k) —f ,,( k—  q’)} 6(E 01(k) — E~,(k — q ’) — Nf l ,,,J } .  - (D5)

Since phonon energies are small ,

ii ,,,. — (e’~°’.. — l ) 1  “k,T L / li f l ’., . — k 1T/na ,,,. . (D6)

Letting ~ — + ~~
‘ ui the second term , we obtain

/ 1  
_ _  _ _— I

et Li. k pNoL~o) E E IQ
1
~~~’)I’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

11 (‘I
(D7 )

Owing to the 6 function,

!!~L f  5 ‘ “
~~ J IIIL. 

E IQ,,(4 ’) l’ (k ,T — k.T~) [f , , (~ +4’) —f,,(E)]6(E ,,(~ +4’) — E ,,(~~) —  lIP ,,,.). (D8)
it ~

Rsd.fln ing £ in each val ley, we obta in

!~f L I  lO(k 1T— k ~~~ j  vs f d~~fd ’4’ 
IQ,,(4’) I

St 
~~~~~ 

pN,Ni&0(21)’ L.~• 
a., .

x (f(~~ 
+ L ,~ + Nf l ,.) —f ( E  +E 0 ) J O ( *  

kq coa +~2.C_ —
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*a1...) . (D9)
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where cos8 k~~’ and

I. ‘~‘/2m, - 1(F ) - (e”” + I) ’ . (D10)

Since pt ionon energ ies are small ,

(Dli)

and can be omitted fro m the 6 function. Thus ,

10(kiiT— k :TL) 

~ 
f  dc ’f d ’~ ’ lQ,,(4 ’)j ’~~~8~~~ ci(

lI’
~ l ’c058 + . C). (D12 )

Substituting the properly altgular averaged electron-phonon coupling coefficients we find

•t La1. 
~~~~~~~~~~~~~~ d ’~ ’f d ’4 ’(Q’+A ’q ”) 5

~~9~~~~ 
o(h zk~

s cose +~~~Lz) . (D13)

The remaining integrals are trivial , and we find (in terms of the normalized quantities)

511. 
= _ r b 0 15(~~—c) F (f _  

~~~~ 
ln(1 ~~~~ r1”5(~~.)r 2(r — L ) .c( z ,). (D14)

511. can be obtained from (D14) by replacing z~ byz ,, dlviding by 5, and omittlng (m ,/m,) factors.

r~~~

APPI- ND1X L EXPE RIMENTAL METHOD AND DET AILS served if It were not for the pulse shortening effects
of the nonlinear saturable absorbe r that is used to
passively mode lock the laser. For a discussion of

(a )  Iniro ductlon. This appendix contains an elab- the basic principles of mode-locking and the pro-
ora t ion  of the experimental method . This presen- duction of ultrashort Laser pulses , the reader is
ta t i on of the experimenta l apparatus is given in de- referred to von der Linde .’
tail because picosecond pulse techniques are not The mode-locked output from the Nd:g lass laser
a standard tool of solid-state physicists , and some system employed in these experiments consists of
aspects of sample preparation may be of interest a series of appro *imately 100 pulses separated one
to the “ nonsolid staters .” The f i rs t  experimental from the next by approximately 8 nsec. Each pulse
section contains a description of the mode-locked is typically 5—10 psec in duration and has an ener-
Nd:glass laser system , electro-optical switch- gy of 0.1 mJ at a wavelength of 1.06 ~jm. The Ia.r.~r
out apparatus , and the pulse splitter and delay op produces single well mode-locked pulse trains on
tics. The second section presents properties of more than 80% of its firings. A brief description
the germanium sample , including purity , surface of the lase r hardware follows.
p reparation , and thickness measurement. The The active lasing medium , a Brewster-cut
third section discusses the detection system , and Owens-Illinois ED-2S Nd :glass rod approximately
the fourth discusses possible sources of experi- 19 cm long and 6.4 mm in diameter, is housed In
mental e r ro r -  Figure 31 show s the entire apparat- a Korad Ki laser head. The glass rod is pumped
us in block diagram form. by a helical xenon flash lamp with an arc length of

f b I  I”d~~- pre/~uraIson . The production of very 28 in.  A high-voltage , symmetrically shaped pulse
sliori optical pulses by mode-locking requires a
laser — v st em wi t h  an active medium that prov ides
.t Iai -~ t’ ‘a in  bandw i dth for l ight amplification. 1 1~fflhii ,, ~~~~~~~~ A —? f ’  ~~ ~ with a Iluoreseent bandwidth of 2.7 I f S*JT1E5 J
I0’~ iIi., has the potential of producing pulses as

short as (I 3 psec. Iii pract ice , pulses between 5
and I ~‘ psci- durat ion are obtained . This deviation
f r o m the t l ienr ct i - . i i ty caicul ated pulse width is 

________ 
—I

caused by the bro~cte nIn g of short pulses in a di e— Joi~rC~on PULS ( SP1.ITT ~~J_
pi i•sive and n on l i iw a r  m ediu m and by spectral [D(Y(CTOS wt•Av OPTICS
n a r r o wIng due to pre fe ren t ia l  amplif ication of tn- sr~.cosoucTos —~
q UCt lCy roniprinents close to the gain ma.ximum. In SA~ P0•I

fact , pulse widths  would be wider than those ob- FIG . 31 . Bl~~k dtagram of the expe rt meml .

~~~~~ — .
~~~ --- - —~~ - - -~~~~~~~~~~~ - ~~—~~---
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from a l0-kV power supply Is used to ionize the / 
T. -~-~

xenon ga... The high-voltage pulse Ia 0.5 msec in
~ iration , and it typically delivers an energy of
600 J at 4.5 Ky. Both flash lamp and glass rod are
cooled by circulating Wate r maintained at room
temperabire. The power mpply consists of a 60- 

~ ~~~~~~~~~~uF capacitor bank plus pu lse shaping electronics.
The flash lamp and power supply are fired approxi- ue~u.
mate ly once per minute.

Atee,,.u~o,Tb. laser oscillator cavity Is 120 cm long with a
Psq r~ Pu.,,spherica l mirror of radIus 2.5 m with a reflectivity -

of 99.1% at 106  ~m at one end and a flat mirror FIG. 33. Pal., spl itte r and delay optics.
with a reflectivity of 27% at the output end. The la-
ser is mode-lock ed by placing a 1-mm-thi ck cell the first part of the pulse train , which Is reflected
containing at 10:1 solution of dichioroethane and by the second Gino prism , break s down a spark gap.
Eastman Q-swltch solution A9860 In contact with Upon breakdown , a voltage pulse from a charged
the output mirror. The output mirror form s one trsnsmlseion lins Is applied to the Pockels cell; the
face of the dye cell. Thus it must be resist ant to length of the charged line is chosen such that the
the solvent dlchloroethan e as well as withstand the duration of the voltage pulse Isequal tothe tempor-
high-power levels of the optical pile... The mode- al pulse sepa ration In the train In order tha t one
locking dye Is replenished alter each laser firing and only one pulse Is switched out of the train .
by siphoning fresh dye solution from a rese.~v lor In order to perform the two pulse or probe cx-
with a hypodermic needle . perimenta , the single pulse selected from the

The single most cr itical component of the entire train mustbe split ln two and avartablede lay must
laser system is the glass laser rod . SeIi-foousing be introduced between these two pulses. Figure
of the pulse propagating in the glass rod, due to 33 Is a detail of the pu lse splitter and delay optrcs.
tbe nonlinear refractive index n

~
, Is a tua ~or prob’. Although a weak probe pulse is generally desired

lam La achieving reliable mode-locking in this for the probe experiment , the pulse is split by a
laser. Using Owens-Ill Inois type ED-2S lasir 56-50 beam splitter for ease in alignment of the
gins., W~ Obtaine d clean pulse trains on approat- two pull., coinciden t on the sampLe surface. The
mately 60% of the firings, variable optical delay is Introduced by means of a

In ordsr toperform the two expertmeats, aslngi. translatable Porno prism. The pIano-convex lens ,
puls. must be sel.cted from the train of picos.c- focal length f—20 cm , serves to increas. the optic-
ond pulses. Figure 32 show s the slectro-optical at energy density of the pulse and to angularly sep-
shutter used to perform this function . The pulse arate the two pul8es for detection . The lens is
trite passes throug h a Pockels cell placed between placed alter the pulse splitter and delay optIcs in
two Gino prisms which act a. nonabsorbiog crosssd order that the prob. pulse spot size in the plane of
polarizers. If no voltage is applied to the Pockeli the sample remains Independent of the prism posi-
cell , the light passes through with no change in tion. Alignment of the optical components and
polarization and ii rej ected by the second cross d translation of the prism are critical in order that
polar izer. When the half wave voltage is applied the two pu lses are spatially coincident on the plane
to the Pockels cell , the light polarization is rotated of the sample and remain that way during the cx-
by 90’ and thus the light is t ransmitted by the second per iment. Alignment of the two pulses is confirmed
polarizer. Voltage is held off the Pocksis cell until by inspection of burn patterns on exposed Polaroid

film placed in the plane of the sample , because the I
red beams used for alignment of the laser are not

~.1 —‘
~~~~~

,,?---- -- -- --. coincident with the infrared laser output after pas-
4.... sing through all the switch-out and pulse splitter

and delay optics.v 
c Cr~sta1 sampte. The semiconductor material

a used in these ’exp.rlmenta Is intrinsic germanium. 
. ... ~ ~~~~~~~ I’oi.am,z r The minimum resistivity of the high-purity single

crystal sample is 40.0 (1 cm at room temperature.
The sample was prepared from a crystal wafer 1
is. to diameter. First one su rface was polished
flat and smooth end then etched with Syton . The

FIG. 32 . Elec t ro-optical s~ iu.r. purpose of etching is to remove the damaged (from

p
_ _ _ _  - -
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m ch anical pol ishing) surfac e layer and clean the tical collect ion system is designed such that the
surface of impurities in order that the opt ical men- detectors intercept radAatlon only from a small sot-
surements reflect the bu lk properties of the solid. Id angle completely filled by the sample. Electric-
As is well known , etching the sample surface has a! shielding reduces pickup of electrical noise
an important effect on the observation of recombin- from the flash discharge . Detection of recombtna-
ation radiation of germanium excited by a thermal tion radiation from germanium is eliminated by
r -rce.  After  the f i rs t  surface was prepared , the the sharp cutoff in spectral sensitivity of the sill-
s...nple was bonded to a KZF-2 glass substrate , con photod iodes at 1.1 ~m.
which has approximatel y the same coefficient of The pulse energy detectors were calibrated both
therma l  expansion as germanium and is transpar- absolutely and relatively. Absolute calibration was
ent at the laser wavelength. Then the sample was performed against a calibrated Quantronix model
ground down to the desired thickness and the eec- 500 energy receiver and model 504 energy/power
ond surface was also polished and etched. Sample meter. Relative sensitivities of the detector units
thickness i s determined to be 5.2 urn by the inter- were measured w th  the units placed in their re-
ference fringe spacing of the reflection spectra spectlve experimental confl gu x~at1one.
measured in the infrared region of 3—15 ~im. (e) Experimental e rror . We believe the main
Crystallinity of the sample is verified by observing sources of error for both excitation and excitation-
the x-ray diffraction pattern of the sample. During probe measurements to be the variation in pulse
the measurements the sample on the substrate is width and in energy from one laser firing to the
mounted in an evacuated Dewar with quartz win- next . The laser pulse train envelope is somewhat
dows in oTder that the sample can be cooled. The irrepr oducible , and the pulse width and shape vary
sample temperature is measured by a thermo- with the location of the pulse in the train of pulses,
couple in contact with the crystal surface. as described by von der Linde.’ This irreproducl-

( d)  De tection sy s tem . Two different types of ble and random nature of the pulse evolution within
detectors are used in these experiments. The en- the laser cavity precludes the continued selection
tire pulse train (minus the switched out pulse) is of identical pulses by the laser-triggered spark
monitored in order to verify that the pulse train gap. The pulse width (unmeasured) Is believed to
is well mode-locked. Todothis , the taser output range from 5 to 10 psec in duration . The depend-
is displayed on an ITT model F4000 biplanar var- ence of the excitation-probe data on the level of cx-
uum photodlode and a Tek t ronix model 519 oscillo- citation is clearly depicted In Fig. 4; the theoreti-
scope ; the combined response time is approxi- cal dependence of the single pulse (excitation trans-
znately 1 nsec . mission data on pulse width are illustrated in Fig.

The primary measurement in these experiments 25).
is the measurement of energy In a sing Le (incident , in addition to the uncertainty In pulse energy and
reflected , or transmitted ) picosecond pulse. This width from data point to data point , the transverse
is done by means of United Detector Technology mode structure of the laser is also uncertain (un-
model lID silicon p-i-n photodlode operated In the controlled) . Deviations of the transverse mode
photoconductive mode, When the laser pulse is structure fro m the TEMQ0 mode will lead to “hot”
incident on the large area photodiode , electron- spots on the surface of the semiconductor sample
hole pairs created in the intrinsic region Junction when the beam is focused. Variations in the posi-
are swept out by the reverse bias and charge an tions of these “hot” spots as the mode stru cture
intcgratingcapacitor . Thevoltage nn thiscapacttor changes from one t ir ing to the next will result in
is proport ional to the energy In the pulse and is variations in the degree of overlap between the cx-
read by means of a peak-detector-and-hold clr- citation and probe beams and consequently will re-
cu l t  and displayed on a digita l voltmeter. The op- suI t in scatter in the probe transmission.

•tT)ur(ng the c reirac of this work we have appreciated F. A. Hopf , and S. V. Psp1~’. Phys. Rev . Lett. 32,
the •up~x rt of the ERDA . the NSF, the Alfred p. 419 (1974) .
Sloan It,un .Iat lon , the t . S. A ir Force , (SAMSO), the ~0. H. Auct on and C . V. ~ ian k, Pt~ s. Rev. Lett . 32 , 2120
Mt ice of Nav al flesea rch, and the Al- Hazen Resea rch ( 1974) .
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Since the minima of the L valleys are exactly at the 747 (1958)
BriUoutn-zone boundary , there are four of them In- ~ C. Herring , BeLl ~‘st. Tech. J. 34, 237 (1955).
stead of eight.  Tha t the min ima of the valleys along “cL 2.31 for (Is.
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12. +IkaT)+5N ,X~haT. Setting this equal to the radiati on

1 D. L. Daxter , in Ref. 12. energy density that is absorbe d , sN 0R~1, we find 55T
‘ A. H. Ks).,, Phys. Rev. 97 , 1647 (1955). ‘4 (*w~ Lo), or in term s of the normalIzed quantities ,
1’H. Y. Fan , W. Spitzer , and B. J. CoUin. , Phys. Rev . i’I’4(1 —

101, 564 (1956). ~11,. au thors would like to comment at this point that

~~~Rosenb.rg and M. Lax, Plays. Rev . 112, 843 (1958). the absolute values of the probe transm issions shown

~M. Lax and 3. 3. Hoplield , Pity.. Rev. 124, 115 (1961). in these figures are higher than those experimentally
‘H. 3. 0. Meyer , Plays. Rev. 112, 298 (1958); 3. Plays. observed. This is a resuLt of the approximations made

Chem. Solids !, 264 (1959). in describing the Ge band structu re . Fuil.her study
~J . N . Lutthlnger and W. Kahn , Plays. Rev . 97 , 869 has shown that the absolute tran smI ssion may be ad—
(1955). justed by removing some of these approximations.

VU there were no valleys , thi, statement would not be These points are discussed in a following pa per.
true . Si that case the free-carrier absorpttona could ~ The refractive index for the optical frequency w0 ii
become dominant at high light intensities, approximately given by ( _ (1 —

25C A. Rogarth, in Mater ials f J,e ~ in S,,nicos~~ctoe
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APPENDIX B

PHYSICS OF ULTRAFAST PHENOMENA IN SOLID-STATE PLASMAS
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ABSTRACT

Over the past half—decade measurements of the nonlinear ,

nonequilibrium optical properties of the germanium solid-state

plasma have been carried out in several laboratories . These -

measuremen ts involve , for example, the ultrafast relaxation

of optically-excited electron-hole distributions

in semiconductors and the photoluntinescence spectrum of Ge at

high excitation intensities. Here , we review our present

theoretical understanding of these experiment . and we discuss

the theoretical limitations . We also extend ou r previous model ,

through a simpi. calculation , to include carrier diffusion .
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I. INTRODUCTION

L The development of lasers that can deliver high intensity

optical pul ses of extremely short duration has renewed and

stimulated the interest in the measurement of the optical prop-

erties of semiconductors. Such measurements give information

about the ultrafast dynamics of ~*x)togeflerate1 electron-hole

plasmas,as well as the band structure of the semiconductors.

In this paper , we review some of our experiments in which

picosecond optical pulses were used , their results, and our

theoretical work concerning them. We also present the

results of a simple calculation that illustrates the effect

of including diffusion in our previous model. Other major

work in this area, performed at Bell Laboratories, will be

reviewed by D. H. Auston in an invited paper elsewhere in

this issue.

In this paper, we will separate our discussion

into two parts. The first part (Section II) describes the

photogeneration of the carrier plasma by an intense ultrashort

excitation pulse and the evolution of that plasma during the

time this excitation pulse is incident on the sample. The

second part (Section III) describes the temporal evolution of

tha t  photoqeneratal plasma after the excitation pulse has

passed , as monitored by a weak probe pulse. In addition, we

also present, in Section III , a simple analysis of the possible
effects of carrier diffusion on these optical measurements.

V 
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II. OPTICAL GENERATION OF HIGH DENSITY , HOT ELECTRON HOLE

PLASMAS

In this section we review experiments in which the electron-

hole plasma is generated by the absorption of a single , ul tra-

short optical pulse in a thin semiconductor wafer. The trans-

mission of this single pulse through the sample provides infor-

mation concerning the generation and evolution of the plasma

during the period the pulse is present in the semiconductor.

The nonlinear transmissions of thin germanium wafers have

been measured by Kennedy et al) and Smirl et al.2 using ultra-

short (5-10 psec) pulses at l.O6iim from a mode-locked Nd:glass

laser. Figure 1 shows the transmission of a 5.2i,jm—thick Ge

sample as a function of incident pulse energy for two sample

temperatures , 77K and 300K.2 These curves display two regions.

There is a region in which the transmission is nearly constant

and there is a nonlinear absorption region in which the trans-

mission rises slowly and appears to peak where the crystal is

damaged by the optical pulse. Similar measurements have been

performed on thin samples of Hg1...~Cd~Te by Matter et al.
3, as -

shown in Fig. 2. We shall concentrate on the Ge results, since

the theoretical model for Ge is more nearly complete.

Recently, Elci et al.4 have presented a theoretical model

that accounts for the tranamission of single optical pulses

through thin Ge samples in terms of the energy band structure

and other well-known parameters. The band structure of Ge is

shown in Fig. 3. The data presented in Fig. 1 can be accounted

60
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for  in terms of this model in the following way . When the

optical pulse enters the Ge crystal, it is absorbed by direct

transitions . Thus, it creates a large number of electrons

(holes) in the central val ley of the conduction (valence)

band . The electrons located in the central valley of the con-

duction band are rapidly (~ lO
14aec) scattered to the conduc-

tion band side valleys by .ong wave vector phonons. Since

these electrons are emptied from the central valley to side

valleys at a rate that is comparable to the direct absorption

rate , any decrease in the number of states available in the

central valley for direct absorption is ult imately determined

by a buildup of the populations in the side valleys. Carrier-

carrier scattering events, which also occur at a rate comparable

to the direct  absorption ra te, ensure that the electron and

hole distributions will be Fermi—like . They also ensure that

the Fermi distribution for holes and the Fermi distribution

for electrons will reach a common temperature that is in general

greater than the lattice temperature . Since the photon energy

is greater than either the direct band gap E0 or the indirect

gap E~~
, a direct nbsorption event followed by phonon-assisted

scat ter ing of the electron from the central to side conduction

band valleys results in an excess energy ‘rIwO
_E
G being given

to thermal  agi ta t ion. This excess energy results in a carrier

temperature due to direct absorption that is much higher than

the lattice temperature . Thus , direct absorption results in

the creation of a large number of electrons (holes) in the con-

duction (valence) band with a high distribution temperature .
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If the above mentioned processes were the only ones included

in the model , the transmission of the thin Ge wafer would

begin a t i t s  Beer ’ s law value and rise as a function of in-

cident pulse energy because of the saturation of the optically

coupled states as a result of direct absorption . The observed

rise in transmission as a function of inc ident pulse energy

is , however , much slower than the band f i l l i ng  due to direct

absorption would predict. The observed slower rise is caused

by many body effects  in the electron-hole plasma , as will be

discussed below.

As a result  of direct absorption, the conduction (valence)

band of the sample contains a large number of electrons (holes)

with a high distribution temperature . Electrons (holes) loca-

ted hig~~~~ ? the conduction (valence) band can relax wi th in  that

band by phonon emission. The effect of this relaxation is to

reduce the carrier temperature and increase the lattice tem-

perature . As the distribution cools by means of these intra-

band phonon—assisted transitions , carriers fill the states

needed for absorption . Thus, phonon-assisted relaxation tends

to increase , or further enhance , the sample transmission .

Phonon-assisted relaxation occurs on a time scale comparable

t o the op t ica l pu lse  w i d t h .

Many body effects in the electron-hole plasma , which be-

come si g ni f i ca nt  as the densi ty of the car r ie rs  created by

the  optical  pulse increases , cause the experimentally-measured

transmission as a function of incident optical pulse energy
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to rise more slowly than predicted by band filling caused by

direct absorption alone . In particular , an electron or a

hole moves in the  screened coulomb f ield of other electrons

and holes. The quantized long range part

of the screened coulomb field is a plasmon. As the carrier

density increases , because of direct absorption , the plasma

frequency of the carriers increases. If the carrier density

is sufficiently high, an electron in the central conduction

band valley can recombine with a hole near the top of the

valence bands while emitting a plasmon . Normally, plasmon—

assisted recombination (PAR) can occur only if the plasma

frequency is larger than the direct band gap frequency

E0/~ . However , in our case, owing to the strong perturbation

of the solid by the optical pulse, the plasmon resonance is

broadened considerably . Therefore, PAR can occur at plasma

frequen~..ies below E0/Ti. These collective oscillations have

extremely short lifetimes and rapidly decay , transferring

their energy to electrons and holes, thus increasing the carrier

temperature. Therefore , as the carrier number increases , the

PAR rate increases ,which retards the growth of the carrier

number and raises the carrier temperature. Thus, further in-

crease i n  the sample t ransmiss ion  is slowed as the electrons

(holes)  are heated and removed from the optically coupled

states. Free carrier absorption , although less effective ,

also serves to increase the distribution temperature while

the pulse  is incident on the sample .

I
I
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Th us , we see that, physically, the single pulse trans-

mission of Ge as a function of incident pulse energy (see Fig.

1) can be accounted for by direct interband transitions fol-

lowed by heating of the carrier distribution . The solid lines

in Fig. 1 represent the calculated transmissior~~using the model

of Elci et al.4 The agreement between theory and experiment

is quite good .

Plasmons play an important role in determining the trans-

mission properties of thin Ge wafers on picosecond time scales.

Luckily , there is a property of PAR that makes it possible to

test experimentally. PAR is sensitive to hw~/E0. If the direct

band gap E0 could be increased slightly while keeping the car-

rier density relatively constant , the PAR rate should decrease

appreciably. This would result in a decreased plasma temper-

ature for a given pulse energy , and one would expect the sat-

urated transmission to increase owing to the carriers being

located lower in the band . It is possible to increase E0 by

subjecting Ge to pressure. Van Driel et al.5 have measured

the nonlinear transmission of picosecond optical pulses (l.O6~im)

through a thin Ge sample as a function of hydrostatic pressure

up to 24 kbars , as shown in Fig. 4. At high intensities , the

degree of enhanced transmission is observed to increase then

decrease as the band gap is tuned with pressure. In terms of

our model , the increase and then decrease in enhanced transmission

with increasing pressure is caused by a decrease in the PAR rate ,

plasma temperature , and carrier density . The initial increase

in the degree of enhanced transmission as the pressure is in-

creased from 1 bar is primarily a result of a decrease in the

--5—--- -- -5 . - S
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PAR rate caused by an increase in the direct gap E , which

allows for a slightly more dense but cooler plasma . This

results in the optically coupled electron-hole states being
completely

more,~occupied than at the lower pressure and , therefore ,

causes a higher transmission. This trend continues up to

a pressure of approximately 10 kbar. Above this pressure ,

other effects begin to dominate . For example , the direct

absorption coefficient in the Beer ’s law region will decrease

with increasing pressure, reflecting a decrease in the joint

density of states, for t~w0 = 1.17 eV,as the valence and con-

duction bands move apart. This decrease in absorption coef-

ficient results in a decrease in the carrier density and ,

thus , the plasma frequency. A more subtle effect in the re-

duction of the e f f iciency of the PAR process occurs because

the indirect energy gaps do not increase as fast as the direct

gap with increasing pressure. Therefore , the ratio of the

central to side valley electron populations decreases with

increasing pressure. Since the efficiency of the PAR process

depends on the number of carriers in the central valley of the

conduction band , the number of PAR events decreases as well.

Because of the role of the conduction band side valleys

in the present interpretation of the single pulse transmission

data , van Drie1~ have measured the photoluminesence spectra ofet al.
Ge as a function of excitation level at l.06iim. Figure 5 shows

the results such experiments performed at sample temperatures

of 295 and 174K. Four different excitation irradiances (50,

I
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500, iø~ and l0~ W/cm 2 ) were used at each temperature .

The data at both temperatures show a peak at l.76~m cor-

responding to the indirect gap recombination. In addition ,

there is a second peak at l.5um , corresponding to direct gap

transitions. The direct gap photoiwnineacence intensity in-

creases with increasing excitation leveL The main features

of the data can be understood by a simple argument. Recall

that electron scattering from the central to side conduction

band valleys by long wave vector phonons is extremely rapid .

Thus , any buildup of the central valley electron population

must be accompanied by a buildup of the populations in the

ten side valleys. At low excitation levels, the number of

electrons created is so small that an insignificant number

exists in the central r valley ; nearly all recombination is

indirect. At higher excitation levels, the number of electrons

in the central valley increases. Although this number is al-

ways much less than the number in the side valleys , the re-

combination rate across the direct gap far exceeds that across

the indirect gap because the latter requires phonon partici-

pation . It is therefore possible with increasing carrier

density to observe more direct than indirect gap luminescence .

The theory , shown by solid lines in Fig. 5 , is seen to be in
good agreement with experiment.

We now make a few additional comments concerning certain

assumptions made in this model. An important assumption made

in our calculations4 is that of local thermodynamic equilibrium .

-----a.
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Although we have u~ ed the rapid rate for carrier-carrier col-

lisions as a justification for taking the carrier distribution

funct ionsto be Fern%i-Dirac , it is none-the-less an assumption .

The implications of this assumption are currently being in-

vestigated. If the distributions are assumed to be Fermi-

Dirac , the calculations are greatly simplified . The plasma

can then be described by a local temperature and Fermi energies.

To this date , good results have been obtained with this assump-

tion , as the experiments described above illustrate.

A more drastic assumption is to neglect the spatial van-

ation of the parameters (temperature and Fermi energies) that

characterize the electron-hole plasma throughout the inter-

action volume of the thin (approximately 5pm-thick) Ge wafer.

Thus , in the interaction volume, electrons and holes are des-

cribed by Fermi-Dirac distributions with appropriate Fermi

energies for electrons and holes and a single temperature for

both , all of which are independent of position . Therefore, the
the the

effects of~ longitudinal diffusion of,~carriers and of the optical

pulse propagation are neglected . This is a severe limitation

of the model and can be relaxed by allowing the plasma parameters

to be dependent on both space and time. We include, in a sim-

plistic manner , these spatial effects in the model for the first

time in the next section of thi3 paper . Other approximations

and simplifications to the model are discussed by Latham et al.7

in another paper in this issue.
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I I I .  EVOLUTION OF THE PHOTOGENERATED PLASMA

The electron-hole plasma created by an intense picosecond

optical pulse evolves rapidly after the passage of that pulse,

owing to the rapid relaxation processes that take place in

semiconductors. Substantial information concerning this tempo-

ral evolution can be obtained by measuring the transmission

of a second , weak picosecond pulse that is delayed in time

with respect to the excitation pulse. In this section , we

briefly review the experiments that monitor the temporal

evolution of the hot plasma after the passage of the excitation

pulse and our present understanding of these experiments. In

addition , through a simple calculation , we consider the effect

of diffusion on the present model.

The relative transmission of a probe pulse

as a function of time delay af ter an excitation pulse for Ge

sample temperatures of 77K and 297K is shown in Fig. 6 (from

Ref .  2). In these experiments the probe pulse had 5% of the

energy of the excitation pulse. The excitation pulse was in

the region of nonlinear transmissio4 and the probe was in the

region of linear transmission (see Fig . 1 ) .  Note that the

probe transmission rises rapidly, peaks, and then turns over

for delays of the order of 100 psec. The solid lines in Fig. 6

are the probe transmissions calculated from the model of Elci
4 -assisted carrieret al. , in which only the intraband phonon,,~relaxation is taken

into account; diffusion and other possible interactions are

neglected . In view of these approximations , the agreement

achieved is good .

68
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The probe transmission can be understood in terms of the

mode l of Elci et al. 4 in the following way. After the passage

of the excitation pulse, the interaction region of the sample

contains a large number of carriers with a high distribution

temperature. The electrons (holes) are located high (low)

in the bands because of the high distribution temperature ,

leaving the states that are optically coupled available for
the

absorption. ThusVAprobe transmission is small. Later , as

the distribution cools by means of intraband phonon-assisted

transitions and carriers fill the states needed for absorption ,

the probe transmission increases. Note that the PAR process

is essentially turned off when the excitation pulse has passed

through the sample.

One might plausibly attribute the decay of the probe

transmission for long delays (Fig. 6 ) to carrier diffusion ..8’9

Because of the large focused spot size for the optical pulse

(25O~im in diameter), diffusion transverse to the direction

of light propagation is entirely neglible. However , diffusion

of carr iers  from a reg ion near the sample surface into the bulk

crystal in the direction of light propagation can be signifi-

cant. We term the diffusion in the direction of light prop-

agation longitudinal. Reflectivity experiments that measure

the longitudinal diffusion of an optically-created surface

carrier density into the crystal bulk have been carried out

by Au ston and Shank .8 However , note that longitudinal carrier

diffusion will not necessarily a f fec t  surface and bulk measure-

ments in the same manner. When a probe pulse

— -‘
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transmitted
is through a thin sample, it sees the same total number

A
of carriers ( neglecting Auger and other recoinbination ) for

all relevant delays ; however, the carriers wil l  be spa t i a l ly

rearranged because of d i f f u s i o n . To investigate how the

carrier diffusion affects the bulk transmission measurements ,

we perform a simple calculation based on the calculations of

4
Elci. et al.

To study the effect of carrier diffusion alone, we assume

that the plasma is in thermal equilibrium with the lattice.

This is the case for delay times greater than 100 psec, since

on these time scales phonon—assisted relaxation is essentially

complete. This plasma , although inhomogeneous in spatial

distribution , has a un i form temperature T = T~ (lat t ice tem-

perature). We will assume local charge neutral ity and ambi-

polar d i f fus ion . Thus , electron and hole densities are equal

everywhere. Electrons and holes have different Fermi energies

EF and EH , respectively, which are space and time dependent,

although EF and are related since electron and hole densities

are equal .  Finally , we will assume that the electron (or hole)

density is space and time dependent only via EF (or EH). Since

diffusion is longitudinal , we have a one-dimensional diffusion

problem , where EF = EF (x ,t) and EH F.11(x,t). The electron

density and hole density are given ty 10

E + E E 
E + E H

n ( x , t )  i f  dEp ( E ) F  I a)  dEp
h
(E)F —

~~~
--

~~~
-- . (1)
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Definitions of the various symbols and functions used in this

and the subsequent formulae are given in Tables I and II. Also

the carrier density, n(x,t), must satisfy the diffusion equa-

tion

(2)

We will not attempt to calculate the ambipolar diffusion con-

stant D. Instead , we will use the value measured by Shank and

Auston.8 If an initial density n(x,o) is given , (1) and (2)

determine the subsequent E~ (x~t) (or EH(x t)).

Since the optical pulses used for probing are weak, we can

neglect the perturbation of the distributions induced by the

probe in the calculation of its transmission . Also, since the

probe pulse duration is short compared to the diffusion time

scale , we can neglect the effect of the f inite probe duration

on the probe transmission as well. Within these approximations,

the probe transmission is given by

2 ~
‘ dxa (x,t)

Tpr (t )  (1 - R) a (3)

where r (x,t) is the absorption coefficient , and ci (x,t) depends

on x and t via EF and EH. The absorption coefficient ci as a

function of E~ and EH is calculated in Ref. 4. It is composed

of two parts:

cz (x,t )  — aD(x ,t) + a~~~(x,t) , (4 )

I
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where is due to the d irect electronic transitions from the

va lence bands to the central conduction band valley of Ge

and is due to the free carrier absorption . Expressions

for and cXFCA are given by Elci et al.
4 as

aD(x,t) = cz
0

[l — F (~i1) — F (
~~2

) J  ( 5)

aFCA (x ,t) — ci
1

(~~0
(p

3
) + 2 [~~~]~~~o ( L ~4 ) J

15 5/2
+ a2U1(p3) + 2 

~~~~~~ 
(6)

In order to calculate the c&rrier distribution n(x ,t) at

some later time, we need the initial distribution fl(X
~
tdelay=O )?

the spatial distribution of carriers as they a~e generated by

the excitation pulse. We are currently working on a model

that will give n(x
~
tde1ay=O). However, for the present, to

avoid considering the temperature dependence of the electron-

hole plasma, we take the time origin to be such that temperature

relaxation is complete. Thus, n(x,0) n(x,tdelay:lOOPsec ) is

used as the initial condition for solving the diffusion equation .

Of ccurse , n(x
~
tdClSY~

lOOPsec) is itself not known ; we must

assume an initial distribution and investigate the effect of

its temporal behavior on the sample transmission . Again , we

emphasize that we do not intend this to be an exact calculation ,

but rather a simple investigation of the possible effects of

diffusion for long time delays.

------5-- -- - — - -~~ -- - -

--5—



73

To understand the effects of di f fus ion  on the probe trans-

mission, we perform the following calculation . Given the aver-

age density of carriers created by the excitation pulse in the

interaction region , i~, (see Elci et al.
4) and assuming a spat-

ially dependent initial carrier density n (x ,0), the diffusion

equation , Eq. (2), can be solved for the subsequent carrier

distribution n(x,t). Results of a typical calculation are

shown in Fig. 7., where an initial distribution of the form

n(x,0) — no e~~
m is assumed. Since the electron temperature

is equal to the lattice temperature, the Fermi energies EF(x~t)

and E
~~
(x,t) can be calculated from Eq. (1). Next, knowing the

Fermi energies, ci D and ciFCA can be calculated from Eq. (5) and

Eq. (6), and the transmission can be calculated from Eq. (3).
absorption

The spatially dependent direct and free carrier
A

coefficients,

calculated from the carrier densities of Fig. 7 , are shown

in Fig. 8 and Fig. 9 , respectively. Note that the direct

absorption coefficient is always much larger than the free

carrier absorption coefficient. Finally , Fig. 10 shows the

resulting probe transmission for times greater than 100 psec

and for various initial density distributions. The average

electron density for all curves in Fig. 7—10 is 2.5xl019/cm3.

Figure 10 illustrates that for low average carrier den-
the

sities, diffusion will tend to decrease
A
probe transmission , as

might be expected . However , when i~ is large enough , d i ffu s ion

can actual ly cause an increase in probe transmission , as shown

in Fig . 11. While this may seem surprising at first , it be-

comes more reasonable if the following physical argument is
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considered . Consider a simple schematic of the diffusion

process such as the one shown in Fig. 12. Since n stays

constant , the probe pulse sees the same number of carriers

independent of time delay. However , the states that are

optically coupled are restricted to narrow regions in energy

in the band structure . So, if we consider only direct ab-

sorption of the probe , not al l carriers are ef fective in

filling the optically coupled states and preventing absorp-

tion. Thus, it is not right to say that for the probe

is proportional to n(x ,t)dx, the total number of carriers,

rather ,

f fleff (X ,t) dx — Neff ‘ 
( 7 )

where Neff denotes the total number of carriers effective in

clogging the optically coupled states needed for absorption.

N f f ~ the total number of carriers effective in preventing

light absorption , is altered by diffusion as shown schematically

in Fig. 12. If the number of carriers is large, when they mi-

gra te from the front sur face , they can fill the states needed

for absorption away from the front surface without depleting

the optically coupled states near the surface ; Neff increases

and absorption decreases. If n is small , d i f f u s i o n  wil l  de-

crease neff in the front region without increasing neff sig-

nificantly in the back , thus the transmission decreases. Thus,

depending on the total carrier number, longitudinal diffusion

--5 -5-- — 
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can cause the probe transmission to rise or fall. Experi-

mentally, we have not observed a rise for long probe delays

at present densities.

Diffusion should also affect the probe transmission for

shorter delay times as well. That is, carriers diffuse while

they lose energy to the lattice. However, when the carriers

are hot, D is smaller than its thermal equilibrium value for

the same density . In a precise calculation , one would have

to allow the diffusion coefficient D to depend on time through

the carrier temperature.

Excitation-probe measurements have been performed on

Hg1 xCdxTe3 as well as Ge. The results of these measurements

are presented in Fig. 13 for comparison with the Ge results

and for completeness.

* —~~~~~~~~~~ 
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IV. SUMMARY

In this paper , we have reviewed recent experiments that

measure the nonlinear , nonequilibrium properties of germanium

and rtercury cadmium telluride. In addition , we have described
germanium

how the experiments can be accounted for by a recently pro-

posed model that describes the generation and temporal evolu-

tion of hot electron-hole plasmas produced in semiconductors

by the absorption of intense , ultrashort  optical pulses.  In

these calculations , however , several assumptions , omissions ,

and simplifications are made. The major assumptions are the

following . The carrier distributions are assumed to be Fermi-

Dirac for all time scales of interest. All carrier densities

and Fermi energies are allowed to depend on time but not posi-

tion. The overall good agreement between the theory and pre-

sent experiments indicate that these assumptions work quite

well despite the intensities and short durations of the optical

pulses. However , more exact calculations and definitive experi-

ments are in progress in an attempt to investigate the impli-

cations of these approximations. These calculations will also

include processes omitted from the original model , such as

Auger recombination and diffusion . We believe it is clear that

future investigations with picosecond optical pulses will yield

information concerning the individual characteristics of se~cti-

conductors and the dynamics of the fundamental processes

that take  place in semiconductors.
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TABLE CAPTIONS

I. Definition of Symbols

II. Definition of Integrals and Constants
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fABI.J~ 1

w l3ght frequency = 1.17 cV

e electronic chargc

high frequency dielectric constant 16

c spccd of l igh t

cA sound ve l oc i ty  5.4 x ~~~ cm-sec~~

m electronic ma ss

m electronic effective mass in the central 0.1 m
0 valley of the conduction band

mc density of states effectjve mass in L-valleys 0.22 m

effective hole mass 0.34 m

T empera ture 300°K

direct gap 0.889 eV (at 300°K)

indirec t gap 0.664 eV (at 300°K)

A
~
, Ad electron-acoustic phonon coupling coefficients 17 eV, -3.4 eV

Q0 electron-optica l phonon coupling coefficient 6 x ~~ erg cm~~
p mass density 5.3 gm-cm

3

optical phonon frequency 0.02 eV

R reflection coefficient 0.34

£ sample thickness 5.5 pIn

D diffusion constant 230 cm2-sec~~

~~~~~ 0
— ~~~~~--~~~~~~~~~~ ~~~~~~~~~~ -. -5-—-
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FIGURE CAPTIONS

1. Single pulse transmission of a 5.2um-thick single crystal

germanium sample versus incident energy in uni ts  of quanta

at l.06~int for temperatures of 297K and 77K.

2. Single pulse transmission of a 5inn—thick Hg0 39Cd0 61Te

sample versus incident energy in units of quanta at l.O6pm

for temperatures of 297K and 105K.

3. Ge energy-band (eV) structure at 300K.

4. Transmission of a 5.2jLm—thick germanium sample as a function

of incident energy and pressure, for a sample temperature

of 295K.

5. Emission spectra of germanium for different excitation

irradiances 10 at temperatures of (i) 295K and (ii) 174K.

6. Probe pulse transmission of a 5.2~im-thick germanium sample

versus time delay for sample temperatures of 297K and 77K.

Relative transmission units are given by the ratio of the

probe transmission to excitation transmission for each

delay , normalized such that the peak of the 77K curve is

unity .

7. The variation due to diffusion of the carrier cicneity , n(x,t)

as a function of longitudinal position and time in a 5.Spm-

thick germanium sample . The average density is determined

by the total carrier number/interaction volume.

8. The variation due to diffusion of the direct absorption

coefficient as a function of longitudinal position and time

in a 5.5pm-thick germanium sample.
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9. The variation due to diffusion of the free carrier absorp-

tion coefficient as a function of longitudinal position

and time in a 5.5pm-thick germanium sample.

10. The variation of the probe transmission with time as a

result of diffusion, for an average carrier denisty of

2.5x1019/cm3.

11. The variation of the probe transmission with time as a

result of diffusion , for an average carrier density of

4.75xl019/cm3.

12. Schematic of the diffusion process

13. Probe pulse transmission of a Spin-thick Hg0 39Cd0 61Te

sample versus time delay for sample temperatures of 297K

and lO5X.
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Abstract

The noflhlnear transmission of uitrashort optical pulses

(~ •1.O6ua) through a thin germani~~ 
sample has been measured

as a function of pulsewidth. Thes• measursments provide in-

sight into a recently proposed theoretical model that describes

the enhanced transparency observed at high inten sities .
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R cently Elci •t al. 1 have pre s.nt .d a theoretical model that

accounts for t,e ultrafast transient response of optically—created , hot

electron-hole plasma. in germanium. This model is shown to be in sub-

stantial agreement with the observed nonlinear transmission of single ,

ultrashort optical pulses through germanium as a function of incident

I pulse energy at temperatures of 105 K and 297 K and with the transmission

of a weak probe pulse as a function of picosecond time delays after an

intense excitation pulse.2 In addition, the theory agrees well with

experimental nonlinear transmission data obtained as a function of band

gap energy achieved by pressure tuning a germanium sample. One feature

of this model is the predicted strong pulsewidth dependence of the non-

linear transmission of these intense , ultrashort optical pulses through

I germanium .

This pulsewidth dependence is depicted in Fig. 1. This figure is a

plot of the theoretical transmission of a 5.2w~ — thick sample of ger-

I manium as a function of the ntab.r of incident quanta for a sample tem-

perature of 77 K and for theoretical optical pulse widths of 2 .5 , 5,

I and 10 psec . Elci et al.1 have suggested that experiments with variable

duration pulses be performed to provide a further test for the theoretical

model. In this paper, we report the results of such measurements.

I A schematic of the experimental apparatus i. shown in Fig. 2. A

single pulse, having a wavelength of l.O6pm and a pulse width T of 5-10

I psec, is switched from a train of pulses frost a mode—locked Ndtglass laser

by an slectro—optic shutter. To produce variable-width pulses, this

I single optical pulse is split into two separate part, that are then re—

coebined collinearly after one part has been delayed with respect to the

other with a Michelson interferoaster. The recombined pulse is then focused

I on the sample to a spot with diameter of approximately 250~im. Th~ sample

I
- ~ - -—- — — — - ----- .- --
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is an undoped , high purity 
~ min 

— 40.0 ~2cm) , single crystal germanium

wafer that is cut with the (111) plane as the face, mounted on a KZF-2

substrate, and polished to a thickness of 7.5~am , as determined from an

interferometric technique.

Figure 3 is a plot of the transmission versus incident pulse energy

for two pulse widths, t and 2r , and for a sample temperature of 105 K.

Each point shown is the average of 8 to 12 data points, and the error

bars indicate one standard deviation. Although the exact pulse width t

is uncertain from one optical pulse to the next, it can be readily seen

that the difference between the two curves is less than the uncertainties.

in the data and substantially less than that predicted by theory.

The pulsewidth dependence of the transmission can be understood in

terms of this model in the following way. Initially, when the optical

pulse enters the Ge sample most of it is absorbed creating a large number

of electrons (holes) in ti-~e central valley of the conduction (valence)

band. These electrons are rapidly (compared to a psec) scattered to the

conduction band side valleys by phonons. Carrier—carrier scattering

events ensure that the carrier distributions are Fermi-like. Since the

energy of the light quanta fiw is greater than the direct band gap E

and the indirect band gap E
0, a direct absorption event , such as the one

described above , gives an excess energy of approximately 4*w 
~
EG to elec-

tronic thermal agitation. Thus, direct absorption followed by intervalley

phonon and carrier-carrier scattering. causes the conduction (valencc)

band to contain a large nustber of electrons (holes) with a temperature of

approximately 1500 K.

If only these processes are considered , the Gs transmission will rise

as the optical pulse energy is increased because of the saturation of the J

- — - - -_________ —-—- - 
~~~~b— 

.—.-—————.———---—.



101

available optically coupled states du. to direct absorption; but no

dependence on pulsewidth will result. However , intravalley electron-

phonon relaxation and plasmon-assisted electron—hole recombination , when

included , wil l  cool or heat , respectively, the carrier distribution. If

the phonon-assisted cooling dominates, more of the electrons (holes) will

be located lower (higher) in the conduction (valence) band, thus more

completely filling the states needed for absorption; the transmission

will further increase. However, if heating due to plasmon—asaisted

recombination is the stronger, the electrons (holes) will be located

higher (lower) in the conduction (valence) band, thus freeing the states

needed for optical absorption; the transmission will increase more slowly

as a function optical pulse energy.

To understand the pulsewidth dependence of these two processes, con-

sider two pulses of equal energy but different width incident on a Ge

sample . While the longer pulse interacts with the sample , there is more

time for both phonon-assisted relaxation and plasmon—assisted recombination.

If heating due to plasmon emission is dominant, the longer pulse will have

the higher distribution temperature and, consequently, the lower trans-

mission . If the phonon-assieted relaxation is stronger, similar arguments

show the transmission will have the opposite pulsewidth dependence. Al-

though we have simplified the situation somewhat, these are the dominant

effects. The coupling constants in the paper by Elci et al.
1 
were such

that phonon-assi~ited cooling of the carrier distribution was small during

the time the pulse was present in the sample, thus plasmon heating effects

determined the pul sewidth dependence.

Thus, the present data represents the first substantial disagreement

between experiment and a heretofore successful model. (Prom our discussion

— - . --,-- -- -—- — - -  — — ——-~--..- --—-,--. -. ---- 
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of the pulsevidth dependence of the model it appears tha t for some reason

either the plasmon-assisted recombination is not as strong as we originally

calculated or that the phonon-assisted relaxation is stronger) . Whether

this disagreement is due to the 3implifying approximations made in the model,

to the experimental uncertainties of physical constants used , or to the

details of the physical processes considered in the model is currently

being investigated. Because the calculations of Elci et al.1 have pro-

vided a theoretical description of a substantial body of experimental data,

we still believe this model to be substantially correct. However, the

present measurements indicate the need for further exper imental and theo-

retical study in order to place our understanding of these ultrafast pro-

cesses on a firm basis.

We thank W. P. Latham and J. C. Matter for their comments concerning

the manuscript.
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Figure Captions

1. Predicted single pulse transmission of a thin Ge sample vs.  incident

pul~;c’ enerqy densi ty  (number of quanta/interaction volume ) f o r  pu lse-

w idths of 2 . 5 , 5, and 10 psec for an initial lattice temper.~turc’ of

77 K (f rom Elci  et al . 1 ) .

2.  Block diagram of experimental apparatus for producing pulses of

variable width.

3. Experimental single pulse transmission of a 7.5~im - thick Ge sample

vs. incident pulse energy for pulsewidths of t and 2T for a lattice

temperature of 105 K. Corresponding theoretical curves are shown

for pulsewidths of 2 .5 , 5, and 10 psec.
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ABST RACT

Recently , Elci, et al. developed a first principles

model that accounts for the generation and transient be-

havior of dense electron—hole plasma. produced in germanium

by picosecond optical pulses. The agreement between this

model and early experiments is substantial. However, recent

transmission measurements, involving optical pulses of vary-

ing width, are in disagreement with initial predictions of

this model. Here, we emphasize the dependence of the optical

properties of the Ge plasma on the electron—phonon coupling

constant, the broadening in the plasmon-assisted recombina-

tion, and the energy band structure, and we suggest adjust-

ments to the original model that should produce agreement

with these more recent experiments. The pulsewidth depeild-

ence in the transmission is shown to be sensitive to the

relative strengths of the electron-phonon relaxation and

the plasmon recombination during the temporal evolution of

the hot electron-hole plasma.
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—U- - -~~



I. INTRODUCTION

( Recently, Elci, et al.1 have proposed a theoretical

model that describes the generation and the temporal evolu-

tion of hot electron-hole plasmas produced in the elemental

semiconductor germanium by the absorption of intense, ultra—

short optical (A — l.06~m) pulses. This model has been shown

to be in agreement with the experimentally-observed enhanced

transmission of single , energetic pulses through thin ger-

manium samples as a function of incident pulse energy for

sample temperatures of 105 K and 300 K. 2 ’3 It has also suc-

ceasfully descr ibed the transmission of a weak probe pulse

through the germanium as a function of time delay after an

energetic excitation pulse for different excitation energies

and for sample temperatures of 105 K and 300 x. 3 Subse-

quently, van Drie]., et ~~~~~~~~~ have conducted further trans-

mission studies, in which the energy band gap of the geL-

manium sample is tuned by hydrostatic pressure , that corrob-

orate the proposed model.

However, Bessey , et al. 5 have recently experimentally

measured the optical pulsewidth dependence of the transmission

of thin germanium samples, as suggested by Elci , et al. 6 ,

and eve found these measurements to be in substantial disa-

greement with the predictions of the model. In addition ,

Ilci , et al. have reported7 that, although normalized, rela-

tive transmissions are in agreement with exper iment , absolute
calculated transmissions are somewhat higher than those

111
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measured. The question thus arises as to whether these

disagreements with the proposed model are due to the assump-

tions made in deriving the model, the experimental uncer-

tainties in physical constants used in the calculations,

or the physical processes included in the model.

We demonstrate in this paper that variations produced

in the model by attempts to simplify the germanium energy

band structure and by the experimental uncertainties in the

electron-phonon coupling constants and the strength of the

plasmon-assisted electron—hole recombination are sufficient

to allow this disagreement between model and experiment.

In Section II, we begin with a briar review of the

theoretical model of Elci, et al.~ Then, in Section III,

we demonstrate that, in this model, the absolute optical

transmission is drastically affected by replacing the non-

parabolic energy band structure of germanium by a parabolic

band structure. In Section IV, we show that the optical

pulsewidth dependence of the phonon-assisted carrier relax-

ation processes and the plasmon—assisted recombination

processes is opposite and that the pulsewidth dependence

of the transmission can be varied at will by adjusting the

relative strengths of the two processes.
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II. REVIEW OF THE MODEL

I According to the model proposed in Ref. 1, the trans-

I mission of a single optical pulse through a thin germanium

sample as a function of incident pulse energy can be ac-

I counted for as follows. When an excitation pulse is inci-

dent on a Ge sample, the unreflected portion of the pulse

I enters the sample where most of it is absorbed by direct

transitions, creating a large number of electrons (holes)

in the central valley of the conduction (valence) band.

I The electrons are rapidly ( < l0~~
4sec) scattered to the

conduction band side valleys by long wave vector phonons.

I Particle-particle scattering events, which occur at a rate

I faster than or cf~mparable to the direct absorption rate,

ensure that the carrier distributions are Fermi-like and

I that both electron and hole distributions have the same

temperature, which can be different from the lattice temp-

I erature. Since the photon energy ~w0 is greater than either

the direct energy gap E0 or the indirect band gap EG~ 
such

a direct absorption event followed by phonon-assisted

I scattering of an electron to the side valleys results in

the photon giving an excess energy of t
~
wo

_E
G to thermalI agitation . This excess energy results in an initial dis-

tribution temperature (approximately 1500 K for a lattice

temperature of 300 K) due to direct absorption that is

( greater than the lattice temperature. If the above processes

I
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were the only ones considered , the single pulse optical

transmission would begin at its Beer ’s law value and in-

crease as d f u n c t i o n  of incident pulse energy because of

the saturation of the optically coupled states as a result

of direct absorption . Note that. owing to the rapid scat-

tering of electrons from the central to side val leys of

the Conduction band by phonons , any decrease in the num-

ber of states available in the central valley for direct

absorption is ultimately determined by the buildup of the

electron population in the X and L-side valleys.

As the carrier density increases because of direct

absorption, the plasma frequency of these carriers increases.

At sufficiently large plasma frequencies , an electron in

the r-valley can recombine with a hole near the top of the

valence band via emission of a plasmon. Normally, pla2mon—

assisted recombination can occur only if the plasma fre-

quency is larger than the direct band gap frequency E0/1’~.

However , in our case, the plasma resonance is considerably

broadened due to the nature of the direct absorption and sub-

sequent scattering between the central and the side conduction

hand valleys. Therefore , plasmon—assisted recombi nat.ion can

occur at plasma frequencies lower than E
0/?l. These collec-

tive plasma oscillations have lifetimes that are short corn-

pared to a picosecond . The energy lost in the decay of the

p1asmc~ s is rapidly transferred to single electron and hole
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states and , ul t imately, increases the temperature of the

carrier distribution . Therefore , as the electron and hole

populations increase, the plasmon—assisted recombination

rate increases , which limits the carrier number and raises

the electron-hole temperature . Thus, fur ther  increase in

the sample transmission is prevented as the electrons (holes)

are heated and r emoved from the optically coupled states.

Free carrier absorption events, although less important,

also serve to increase the distribution temperature while

the pulse is incident on the sample.

Owing to direct absorption and plasmon-assisted recom-

bination , the interaction region of the sample contains a

large number of carriers with a high electron—hole tempera—

ture . These electrons (holes) located high in a conduction

(valence ) band valley can relax by emitting phonons. The

effect of this relaxation is to reduce the electron—hole

temperature and increase the lattice temperature . As the

distribution cools by means of these intraband phonon-assisted

transitions and carriers fill the states needed for absorption ,

the transmission increases. The phonon-assisted relaxation

occurs on a time scale comparable to the pulse width .

Af t e r  the passage of the optical pulse , the interaction

region of the sample contains a large number of carriers with

a high distribution temperature. The final temperature is

determined by the number of quanta in the optical pulse and

_ _  _ _ _ _  ~~~~~~~~~ - -- —-- -
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I
by the relative strengths of the plasmon-assisted recombina-

tion and the phonon-assisted relaxation. The plasrnon-

assisted recombination is essentially turned off when the

excitat ion pulse has passed through the samp le. As t ime

progresses, the distribution will continue to cool by phonon-

assisted intravalley relaxation . Experimentally, a weak

probe pulse interrogates the evolution of the distribution

after the passage of the first pulse and is a sensitive

measure of whether the optically coupled states are avail-

able for absorption or are occupied . Immediately afte~- the

passage of the excitation pulse the probe transmission is

small since the electrons (holes) are located high (low) in

the bands because of the high d is t r ibut ion temperature ,

leaving the states that are optically coupled available for

direct ~wsorption . Later , as the distribution temperature

cools and carriers fill the states needed for absorption,

the transmission increases.

* The position of the optically coupled states needed

for direct absorption depends on the model band structure.

A discussion of the effects of the simplified band structure

on the ge rman ium transmission is given in the next section.



III. SIMPLIFICATIONS TO THE BAND STRUCTURE

One of the basic simplifications in the theoretical

ca lcula t ions  of R e f .  1 is to replace the actual germanium

energy band structure with a parabolic band structure having

two degenerate valence bands and a conduction band with a

direct  valley having energy gap E0 and ten equivalent side

valleys with averaged energy gap EG. Actually, the central

valley in germanium is highly non—parabolic , and the six

side valleys in the (1,0,0) direction are located higher in

energy than the four side valleys in the (1,1,1) direction.

In this section, we investigate numerically the effec t of

assuming a parabolic central conduction band valley on the

absolute value of the optical transmission . We illustrate

that such assumptions are sufficient to account for the dis-

crepancy between the calculated and observed transmissions

reported in Ref.

If the calculated transmission is to fit accurately the

experimental data , the number of available states in the

conduction and valence bands must be properly estimated.

However, an enormous aimplication in the calculations results

if the bands are taken to be parabolic. At the band edge,

the central valley of the conduction band can be taken to

be parabolic with an effective mass m0 = O.O4m
e~ 

where m
e

is the electron rest mass . However, the photon energy

is greater than the direct band gap, and the optically coupled

117
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states are located , in general , above the central valley

edge , where the central valley is broader than this ef-

fective mass would predict. Given that one wishes to make

a parabolic approximation to the band structure , the ques-

tion then arises as to the UbestU choice for the centra l

valley effective mass.

One solution, which has already been mentioned , is to

choose the effective mass equal to the band edge effective

mass, m = O.O4m . However, this procedure results in an

erroneous value for the linear absorption coefficient since

it does not accurately reflect the curvature of the bands

near the optically coupled states. It also results in an

erroneous estimate of the states available up to the optically

coupled states.

Another solution is to equate the expression8 for the

Beer ’s law absorption coefficient calculated assuming para-

bolic bands to the experimentally measured coefficient at

the frequency w0 and to solve for in0. This procedure ensures

an accurate linear absorption coefficient but still results

in an error in estimating the number of states available up

to, and including , the optically coupled states. This pro-

cedure produces a value of 
~ 

O•O6ine at 77 K and m0 O.l2m~

at 300 K. A higher value of in
0 ii obtained for the higher

temperature , since the band gap is less and the optically

~~~W 
_______ - ____ _______
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coupled states are located higher in the actual band struc-

ture .

Figure 1 and Table I illustrate the magnitude of the

error that can be introduced by making a parabolic approxi-

mation to the direct conduction band valley . Figure 1 shows

the simplified germanium band structure used in the calcu-

lat ions of Ref. 1 for the two effective masses, m = O.O4m

and in
0 O.lme. at a temperature of 300 K. The optically

coupled states are indicated in the figure. Table I illus-

trates the effect that these two choices of effective mass

can have on the number of available states in the conduction

band central and side valleys up to the optically coupled

states. Note that, as the central valley effective mass is

varied from O.04m to 0.1015 , the number of electrons required

to fill the conduction band up to and including the optically

coupled states is not appreciably changed ; however , the •~um-

ber of holes required to fill the valence band is tripled .

The choice of the central valley effective mass can have

a dramatic effect on the germanium transmission . Figure 2

is a plot of the single pulse transmission of a 5.2gm-thick

germanium sample as a function of the incident number of

q uanta for four effective masses. The sample temperature is

300 K. The curves are generated by using the model presented

i n R e f .  1 and varying the central valley effective mass, inc.

The transmission is higher for the smaller effective mass

s~ ncc a given number of holes (created by direct absorption
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of the optical pulse) will more nearly fill the states avail-

able in the valence band up to the optically coupled states

(see Fig . 1). Figure 3, which shows the transmission of a

weak probe pulse as a function of time delay after the ex-

citation pulse, illustrates the effect of m
0 on the sample

transmission as the carrier distribution cools.

The “best” choice for m~ probably lies between the value

at the band edge and that calculated to give the correct ex-

perimental linear absorption coefficient at since the

former results in underestimating the available valence band

states needed for satura tion and the latter overestimates

• this nur.ber. Notice that, if a parabolic approximation is

made to the energy band structure, a single effective mass

cannot be chosen that accurately predicts both the linear

absorption coefficient and the number of available states

up to, and including the optically coupled states. Also note

that the “best ” choice for in0 at 300 K will be different from

the “best” choice at 77 K since the direct band gap is narrower

at 300 K , and the optically coupled states are located higher

(lower) in the conduction (valence) band .

it is clear then that assuming a parabolic central con—

duction band valley leads to uncertainty in the value of the

absolute transmission . Similar uncertainties are introduced

by attempts to obtain a simplified model for the valence

band and for the conduction band side valleys.

-——-- ---- —--
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IV. PLASMONS, PHONONS AND PULSEWIDTH DEPENDENCE

In this section, we use the model of Elci, et al.1

to investigate numerically the roles of the intravalley

electron-phonon relaxation and plasmon-assiated electron-

hole recombination in determining the dependence of the

optical transmission on pulaewidth. As we pointed out in

the introduction, the experimental measurements5 are in

substantial disagreement with the original calculations,1

as shown in Fig. 4. Note that increasing the pulsewidth

lowers the theoretical transmission for larger pulse inten-

sities. However, there is little if any pulsewidth dependence

in the data.

In the model , intravalley phonon-assisted relaxation

and pla.mon-assisted recombination will cool and heat, respec-

tively, the carrier distribution . If the phonon—assisted

cooling dominates, more of the electrons (holes) created by

direct absorption of the optical pulse will be located lower

(higher) in the conduction (valence) band. Thus the states

needed for absorption will be more completely filled, and

the transmission will be enhanced . However , if heating due

to plasmon-assisted recombination is the stronger, the elec-

trons (holes) will be located higher (lower) in the conduction

(valence) band . The states needed for optical absorption

will thus be freed, and this process will tend to decrease the

transmission as a function of optical pulse energy .
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To understand the pulsewidth dependence of these two

processes, consider two pulses of equal energy but different

width incident on a germanium sample. While the longer pulse

interacts with the sample there is more time for both phonon-

assisted relaxation and plasmon—assisted recombination. If

heating due to the plasinon emission is dominant, the longer

pulse will have a higher distribution temperature and, con-

sequently, a lower transmission. This trend is illustrated

in Fig. 5. This figure is a plot of the single pulse trans-

mission of germanium as a function of incident pulse energy

for the three pulse-widths: 2.5, 5, and 10 psec. The phonon-

assisted relaxation terms are neglected in this figure. If,

however , the phonon—assisted relaxation is stronger , similar

arguments show that the transmission will have the opposite

pulsewidth dependence, as presented in Fig. 6. Figure 6 is

identical to Fig. 5 except that the plasnion-assisted recoin-

bination terms have been neglected while retaining the phonon

relaxation terms.

The actual pulsewidth dependence is determined by which

of these two processes is stronger. The coupling constants

in the paper by Elci, et al. 1 were such that phonon-assisted

cooling of the carrier distribution was small during the time

the pulse was incident on the sample, thus plasmon heating

effects determined the pulsewidth dependence. The experimental

data obtained by Bessey, et al.5 indicate that either the plas-

mon effects were overestimated in the original calculations

_  - ~~~~~~~~~~~~~~~~~~~~ -
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or the phonon-assisted relaxation was underestimated. Indeed ,

an uncertainty does exist in both processes.

Cons ider for example , the accuracy with which the electron-

optical phonon coupling constant Q0 is known . Table 2 contains

a l i s t  of several experimentally and theoretically determined

values for Q0. Evidently,  there is a substantial uncertainty

in Q .  This uncertainty has a dramatic effect  on the evolu-

tion of the optical transmission both while the excitation

pulse is incident on the sample and after its passage. Figure 7

illustrates the change that occurs in the transmission as a

function of incident pulse energy when Q0 is varied . The

plasmon terms have the same strength as in Ref .  1. For the

lower values of Q0, there is negligible cooling during the

period the pulse interacts with the sample ; the final values

of t ransmission are determined primarily by direct absorption

followed by plasmon heating of the carrier distribution. For

this range of values, the dependence on is small. However,

for the larger values of (for example, Q0 2xl0~~ ~~~~
the phonon-assisted cooling competes with the plasmon-assisted

heating causing the electrons (holes) to be located lower

(higher) in the conduction (valence) band , which results in

a higher transmission.

The uncertainty in also affects the temporal evolu-

tion of the germanium transmission after the passage of the

excitation pulse as shown in Fig. 8. The rise in these

I 
- — .

.
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transmission curves is directly determined by the time it

takes the electrons (holes) to relax to the bottom (top) of

the conduction (valence) band and more completely clog the

states needed for absorption. In fact, interrogation of

the temporal evolution of the transmission of the sample

by a weak probe pulse would represent a sensitive method for

determining Q ,  if all other parameters associated with the

model were precisely known.

There is also an uncertainty in the plasmon-assisted

recombination that is a result of the approximations made

in the calculation. In Ref. 1, the plasmon recombination

rate was calculated using the Drude form of the dielectric

function . Thus, the calculation of the plasmon rate must be

regarded as phenomenological with the plasmon broadening

being an estimated constant in this model. The plasmon

broadening was estimated to be proportional to ten times the

rate for scattering of an electron from the r-valley to the

(111)-valley accompanied by the emission of a phonon.

One convenient way of demonstrating the effect of the un-

certainty in the plasnion recombination rate is to vary the

plasmon broadening by varying the phonon-assisted intervalley

scattering time , wh ich is inversely proportional to the

broadening . Figure 9 illustrates the change in the trans-

mission as a function of incident pulse energy when is

varied . Increasing 1c markedly increases the transmission for 

——--- --- — — — ----~~~~~~~~ ----~~~~~~~~~~~ -- - - -—
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larger incident energies. For larger ~~~ the plasmon

broadening is smaller and plamnon recombinatione are less

effective in heating the carrier distribution. Thus, the

electrons (holes) are located lower (higher) in the conduc-

tion (valence) band; the transmission is higher.

If either the electron-optical phonon coupling constant

or the plasmon broadening were known with certainty , the

other constant could be estimated within this model by varying

the unknown constant to obtain the proper transmission and

pulsewidth dependence. However, the uncertainties in the

phonon relaxation and plasmon recombination rates make an

accurate evaluation of either constant impossible within the

present model.

_ _ _ _ _  
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CONCLUSION

In the previous sections, we have illustrated the

effect of the simplified band structure, the phonon-assisted

relaxation , and the plasmon-asaisted recombination on the

transmission of picosecond pulses through germanium. In

par ticular , we have shown that the pulsewidth dependence of

the plasmon effects is opposite to that of the phonon-

assisted relaxation. Because of the uncertainties in the

electron-optical phonon coupling constant and the plasmon

broadening , the deviation of the experimentally-measured

pulsewidth dependence of the germanium transmission from

the initially predicted pulsewidth dependence can be accounted

for within the framework of the model , if the proper balance

is maintained between plasmon recombination and phonon re-

laxation during the passage of the pulse through the sample.

Since this pulsewidth dependence can be adjusted almost at

will because of these uncertainties , the pulsewidth experi-

ments do not provide a definitive test of the model. We

believe the model to be essentially correct since it agrees

with a substantial body of experimental data; however , further

experimental and theoretical study is required to completely

determine the model and its physical constants.
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ABSTRACT

The conventional perturbation theory in quantum

mechanics for the interaction of electromagnetic radiation

with matter , which is based on the time-dependent vector

and scalar potentials, is shown not to be gauge invariant .

The perturbation problem is reformulated , using the approach

of x . -H. Yang , in a gauge-invariant  way , in which the trans-

i t ions between states are induced by the quantum mechanical

power operator . In order to use an unperturbed Hamiltonian

which does not involve the electromagnetic field , the gauge

is chosen to g ive the electric dipole interaction . This

choice can be made if the magnetic f ie ld  is negligible and

the electric f ie ld  is slowly varying over atomic d imensions.

As an example , the Kramers—Heisenberg formula is derived

from the gauge invariant  electric dipole interaction.

— -------- -- —-,~~~ - ---— 
— 

-— - -—~~~~~~ - • • —• —- — ~~~~~~~~—



I. INTRODUCTION

Over half a century has elapsed since the discovery

of quantum mechanics and the first treatment of radiation

problems in the new quantum theory) Although most quantum

mechanics texts treat the interaction of radiation and

matter , few books do more than mention gauge transformations

and relegate them to the problems.2 5  The necessity of doing

calculations in a gauge invariant way is often not emphasized.

In fact, many books proceed to expand out the terms involving

the vector potential , and treat them as perturbations.69

Other books use the electric dipole interaction from the start,

without necessarily relating it to the vector potentiai)°’~~

A few books do point out that the electric dipole interaction

is related to the vector potential interaction by a gauge

transformation)2 16 The perturbing question arises, however ,

as to which interaction to use - the one involving the vector

potential or the electric dipole interaction — or is it

merely a matter of taste? It is the purpose of this paper

to show that it does make a difference and the electric dipole

interaction shou’d be used when it can be. It may be necessary

to use higher order electric multipoles and magnetic multipoles

as well .

145
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In order to substantiate this claim , a gauge invariant

t ime-dependent per turbat ion theory is developed)7 Since

the Schrödinger equation can not usually be solved exactly.,

the interaction between the radiation and the atom 18 is

treated by perturbation theory. The most convenient and

na tu ra l  choice for the unperturbed Hamiltonian is the

Hamil tonian  for the atom in the absence of the radiation

f i e ld .  As we will show , this choice of the unperturbed

Hamiltonian implies that the electric dipole interaction

is the correct gauge-invariant interaction to use in these

problems , when the magnetic multipole and higher-order

electric rnultipole interactions are negligible.

The reason the electric dipole interaction for these

problems plays such a fundamental role is that it is the

only interaction for which the atomic HamiltOnian and the

electromagnetic field are decoupled in a gauge-invariant

way. Thus the expansion coefficients of the wave function

in terms of the unperturbed atomic states can be interpreted

as true , gauge-independent probability amplitudes for finding

the atomic system in an unperturbed s tate . For another

choice of gauge , the gauge-invariant unperturbed Hamiltonian

is shown to couple the atom and the electromagnetic field .

I f  the H a m i l t o n i a n  is broken up in a way that does not

— —------—-~~--- — -—• • ___________ -- - --- -
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preserve gauge invariance, the expansion coefficients for

the wave function are gauge dependent and cannot be inter-

preted as probability amplitudes. The fundamental significance

of the electric dipole interaction was noted by Iamb~
9 in

1952 when he remarked that another choice of gauge gave results

that were not in agreement with experiment.

The subject of gauge transformations in quantum mechanics

has been recently discussed in an excellent article by Yang~
7

who emphasizes the importance of doing calculations in a gauge

invariant way. Some of his points are reviewed here for com-

pleteness, and to make the fundame ntal ideas available to a

wider audience. In particular, Yang uses the correspondence

principle to show that the gauge-invariant energy operator

for the system is not the Ramiltonian, which is gauge dependent,

but the Hamiltonian without the time-dependent scalar potential.

From this fundamental point, a gauge-invariant time-dependent

perturbation theory is developed, in which the transitions

between states is induced by the gauge—invariant quantum

mechanical power operator. We have extended his treatment by

writing the power operator in terms of the electric dipole

energy and derivatives of the electric field , which shows

the naturalness and convenience of the electric dipole ap-

proximation. The gauge invariant perturbation theory is then

applied to the scattering of light by an atom to derive the

Kramers-Heiaenberg formula.2° These ideas can be used to
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supplement the usual textbook treatment of radiation theory

in quantum mechanics and quantum optics.

The role of gauge transformations in quantum theory

was apparently first pointed out by Fock.2~ Wey 122 developed

a unified theory of electromagnetism and matter based on a

principle of gauge invariance. His theory was the harbinger

of the modern gauge theories of particle physics .23 The

principle of gauge invariance states that the Schrodinger

equation is form invariant under simultaneous gauge trans-

formation of the wave function and the vector and scalar

potentials. Subsequently, Pauli 24 called the gauge trans-

formation of the wave function a “gauge transformation of

the first kind ,” while the usual gauge transf ormation of the

electromagnetic potentials he called a “gauge transformation

of the second kind.”

The goal of developing a completely gauge invar iant formu-

lation of quantum electrodynamics has been pursued by many

workers ,25 and has been beset with many technical difficulties.26

A resurgence of interest  in the role of the electromagnetic

potentials in quantum theory occurred when Aharonov and Bohm27

suggested tha t  they had some significance apart from the electro-

magnetic fields they described . The development of the laser

also stimulated interest in the interaction of the electro-

magnetic field with atoms, molecules, and solids. The gauge

invariant Hamiltonian for a system of nonrelativistic particles

interacting with the radiation field was derived by Power and 

- p.- . —~~~~~- - - -
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zienau 28 using a canonical transformation. This method

has been used and extended by many others. 29 A good review

of this work has recently been given by Woolley.30

In Sec.II the conventional perturbation treatment

of radiation is reviewed to point out some common misconceptions.

In Sec. III the form invariance of the Schrodinger equation

under gauge transformations is shown. The gauge invariance of

expectation values for observables and their equations of

motion is discussed in Sec. IV, which leads to the gauge in-

variant energy operator . The formulation of a gauge—invariant

t ime-dependent perturbation theory is given in Sec . V . Then

in Sec. VI the electric dipole interaction is derived by making

a particular choice of gauge and neglecting magnetic and higher-

order electric multipoles. In Sec. VII these ideas are applied

to derive the Kramera-Heisenberg formula for the scattering

of light by an atom. Finally the paper is summarized and con-

clusions given in Sec VIII.

II. CONVENTIONAL APPROACH

The conventional treatment of radiation problems in quantum

mechan ics6 8  is reviewed here briefly to point out its m ade-

qacie. and some common misconception .. The main objection is

that the conventional perturbation theory is not gauge invariant.

This fact leads to possible spurious interactions and expansion

coefficients that are not probability amplitudes. For an un-

perturbed Hamiltonian which doe. not depend on the electromagnetic
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field, the gauge should be chosen such that the electric

dipole interaction is the perturbation, which is discussed

in Sec. VI . This interaction is not a weak field ap-

proximation to the conventional treatment, but is the

correct gauge invariant interaction when the magnetic field

is negligible and the electric field is slowly varying over

the atom.

The Hamiltonian for a particle of mass m , charge q , and

momentum 2 = -ifLV in an electromagnetic field described by

the time varying vector potential ~ and scalar potential A0

is

H = H(A,A0
) = (~ - q~/c)

2
/2m + V + qA~, (2.1)

where V is an external static potential energy. The quadratic

term in Eq. (2.1) can be expanded to give

H(A ,A0) = H~, - (q/2mc) (Ap + pA) + (q2/2mc2)A 2 + qA0, (2.2)

where H0 is the Hamil tonian 0(0, 0) in the absence of an electro-

magnetic field

H0 p2/2n% + V . ( 2 .3 )

The Coulomb gauge

= 0 (2.4)

- .~~~~~~~~~~~~~~~
—  —

~~~
--- — —_ _ _ _ _ _ _  --
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I
is often used in Eq. (2.2) so that p A  A .~~. The

conventional procedure is to use ~~ as the unperturbed

Hamil tonian , and the remainder in Eq. (2.2) as the pertur-

bation . However , this approach is not gauge invariant.

The coefficients in the expansion of the wave function ~

in terms of the eigenstates of ~~ are gauge dependent, and

can therefore not be interpreted as probability amplitudes.

Appendix A gives a discussion of the lack of gauge invariance

of the expansion coefficients in the conventional perturbation

theory. Even the Hamiltonian in Eq. (2.1) or (2.2) is not

gauge invariant, which is discussed in Sec . IV.

That there are difficulties with the conventional per-

turbation theory can be seen by considering the case in which

there is no electromagnetic field. The situation in which

the electric field E 0 and the magnetic induction B = 0

can be described by the potentials A 0 and A
0 

0. Then

the perturbation in Eq. (2.2) is zero, as it should be.

However , as we show in Sec . III , the same situation of no

electromagnetic field can also be described by the vector

potential A — VA and the acalar potential A0 -~ A/3 ( Ct ) ,

where A is an arbitrary function of space and time. Then

the perturbation in Eq. (2.2) is not zero, but is a spurious

interaction. When treated by perturbation theory, this

interaction would give incorrect results. It is horrifying

to think of the time that could be spent in calculating the

_ _ _ _ _ _ _  - - --— - -- -— — —~~~~~--. ~~~~~~~~~.- - . -
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effects of this spurious interaction to nth order. This

example should emphasize the importance of doing perturba-

tion theory in a gauge invariant way.

As we will see in Sec. VI, the gauge can be chosen ,

in problems where the magnetic field is negligible and the

wavelength of the radiation is long compared to atomic di-

mensions , such that Eq. (2.1) becomes

H = H0 
- q~~(0 , t) ~~r , ( 2 . 5 )

where E(O ,t) is the electric field at the origin (chosen to

be the center of the atom). The electric dipole interaction

in Eq. (2.5) is obviously gauge invariant , since it does not

depend on the potentials. It is also the correct perturbation

to use in conjunction with H~ .

It has sometimes been thought that the Hamiltonian in

Eq. (2.5) is only an approximation to Eq. (2.2) that is ap-

plicable in the weak field case when the A2 term is negligible,31

because the electric dipole interaction is linear in the

electric field. This erroneous conclusion sterns from the

similarity in form between the -qE~r t ’rm and the -(q,’rnc)A.p

term in Eq. (2.2) when the Coulomb gauge in Eq. (2.4) is

used .

The matrix elements of the two interaction terms are not

equal , but they are, however , related. If , for example, A0
4

•1~

- — —~~~~~~~~- - -~~~~~~~~~~ -. —---—- —--— --—--
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is chosen to be zero (as it can be in the absence of charge

density), then the electric field is

E = -~A/~~(ct) for A0 0 . (2.6)

For a harmonically varying field of frequency w , Eq. (2.6)

implies that

E(0,t) = iwA(0 , t)/c  . (2.7)

The commutation relations between the components x1 of r

and p,

[x 1, p~ ) = ~~~ 
( 2 . 8 )

where i = 1,2,3, implies that the commutator between H0 in

Eq. (2.3) and r is

[H0~- r) = -if~p/m (2.9)

The eigenstates •~ of H0 satisfy the eigenvalue problem

H~~ — e • , (2.10)

where e is the eigenenergy. When matrix elements of Eq. (2.9)

are taken between the eigenstates •n,  the result is

w~~ ( r )  — i ( p) ~~~/m , (2.11)

________________ - —
~~~~

-._. —- -----—-—---- —-- - - —
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where w is defined asnm

= e
n em 

(2.12)

and the matrix elements are defined as

= <
~ n~~~m

> . (2.13)

The matrix elements of the electric dipole interaction are

thus

—q E(0,t)~ (r)~~ = (w/w~~ ) (—q/mc)A(O ,t).(p)~~ (2.14)

when Eqs. (2.7) and (2.11) are used.

If the resonance condition ,

= e1~-e~ (2.15)

is satisfied , it appears that Eq. (2.5) is equivalent to

Eq. (2.2) without the A2 and A0 terms .32 However , for virtual

processes in perturbation theory, the resonance condition in

Eq. (2.15) is not satisfied . This point will be discussed in

more detail in Sec. VII .

Since the electric dipole interaction in Eq. (2.5) and

the -(q/mc) A~p interaction in Eq. (2.2) give matrix elements

differing by a factor of w/w in Eq. (2.14), it can be

decided experimentally which interaction to use. Lamb33 has

_ _ _ _ _ _  - -- —- - - ---— ~~ —- -~~~~~
------ ~~---. - - - -
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shown experimentally that the electric dipole interaction

of Eq. (2.5) is the proper interaction.

We shall show in Sec. VI on theoretical grounds that

the electric dipole interaction is not a weak field approxi-

mation to the full Hamiltonian in Eq. (2.2), but is fully

equivalent to Eq. (2.1) under the approximations that (a)

magnetic effects are negligible (i.e., the magnetic induction

B does not appear) and (b) the field E(~~,t) is slowly varying

over the atom (i.e., the dipole approximation is valid).

Furthermore , Eq. (2.5) is the correct Hamiltonian to use when

H0 is taken to be the unperturbed Hamiltonian. It is inter-

esting to note that many early workers in quantum theory did

use the electric dipole approximation .20’34 In the next

section the form invariance of the Schrodinger equation under

gauge transformations is discussed.

III. GAUGE TRANSFORMATIONS

The Schrodinger equation for a particle in an electro-

magnetic field described by the vector potential ~ and the

scalar potential A0 is shown in this section to be form in-

variant if the wave function 4~ and the potentials are trans-

formed in an appropriate way. The electromagnetic field is

unchanged if the potentials undergo a gauge transformation ,

while the probability density is unchanged if ‘4’ is mul ti-

plied by a phase factor. These transformations were shown

—
. - —— -------—- -. .— — —-.-—‘-- -

~ —— 
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21by Fock as early as 1927 to be intimately related . Dis-

cussions of the form invariance of the Schrodinger equation

under gauge transformations are available in several books,35’37

but the subject  is reviewed here because of its importance for

subsequent sections.

The Schrodinger equation for a particle of mass m in an

electromagnetic field is

(l/2m) (p— q~ /c) 2 
‘4 + V’4 + qA~ P = ir& ~~ /~~t (3 .1)

when the Hamiltonian of Eq. (2 .1 )  is used . A new wavefunction

~~~‘ can be obtained by mult iplying ~4’ by a phase factor ,

‘ 4 ’  = exp (i qA/ct~)~ , (3.2)

where A = A (r,t) is a real function . Equation (3.2) is called

a local gauge transformation of the first kind after Pauli.24

If Eq. ( 3 . 2 )  is substituted into Eq. (3.1) the Schrodinger

equation becomes

(1/2m) (p—qA ’/c)2 ~p ’ + V’4,’ + qA~q,’ = i~~~p ’/~t , (3.3)

which has the same mathematical form as Eq. (3.1). In order

to preserve the form , the new vector potential A’ is defined

cig

A’ A + VA , (3.4)

~~~~~~~~~~~~~~~~~ —-S - ~~~~~~
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and the new scalar potential A~ as

= A0 
— ~A/~~(ct) . ( 3 . 5 )

Equations (3.4) and (3.5) are the customary gauge trans-

formations of electromagnetic theory ,38 which are called

gauge transformations of the second kind by Pauli.
24

The nonuniqueness of the vector and scalar potentials

is due to the way in which the observed electric and magnetic

fields are expressed in terms of the potentials.38 The mag-

netic induction

B = Vx~ , (3.6)

is invariant under Eq. (3.4). Likewise , the electric field

E = —VA0 
— 3A/~~(ct) , ( 3 . 7 )

is also invar iant  under Eqs. ( 3 . 4 )  and ( 3 . 5 ) .  Therefore any

choice of gauge function A can be used and the. same electric

and magnetic  f i elds wil l  be obtained . However , the wave

function is changed according to Eq. (3.2).

Thu s the Schrodinger equation is form invar ian t under the

local gauge transformation of the first kind in Eq. (3.2) if

the scalar and vector potentials transform according to the

customary gauge transformations of the second kind in Eqs.

(3.4) and (3.5). In the next section the gauge invariance of

expectation values for observables is discussed .
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IV. GAUGE INVARIANCE OF EXPECTATION VALUES

The expectation value of a physical observable should

not depend on the choice of gauge . If it did , then its

va l ue would be ar b i t r a r y ,  since the gauge funct ion A in

Sec . I I I  is arbi t rary. In this section , the consequences

of this  reasonable requirement are invest iyated. Following

Ya ng, ’7 the correspondence principle is used to determine

the proper operators for observables.

If R is a Hermitian operator which describes an observable ,

then its expectation value in the state ‘4) must be equal to its

expectation value in the state ‘4)’ in Eq. ( 3 . 2 ) ,

(4.1)

in order to ensure gauge invariance. The gauge transfc’-med

operator 0 ’ is defined as

0 ’  = exp(iqA/hc) 0 exp(-iqh/rkc), (4.2)

which wili be called a gauge transformation of the first kind

on the operator . A pr ime denotes a gauge transtormation of

the f i r s t  k i n d  in Eq. ( 4 . 2 )  on all operators excel t the vector

potential A m d  the scalar potential A0, for which a prime

denotr’s a gauge transformation of the second kind defined in

Eqs .  (3.4) and (3.5), respectively. Under a gauge transformation 

.- ---—-——



159

I
of the first kind in Eq. (4.2) A and A0 are unchanged , so

the prime on them is reserved for the gauge transformation

of the second kind .

The Schrodinger equation in Eq. (3.1) is form invariant

under the gauge transformation on the wave function in Eq.

(3.2), when Eqs. (3.4) and (3.5) are used for the new poten-

tials. The expectation values of all operators are inde-

pendent of gauge transformations of the first kind when Eqs.

(4.1) and (4.2) are used . However , not all operators are

form invariant under the gauge transformation of the first

kind in Eq. (4. 2). For example , the momentum operator

p = -if~V is not form invariant under Eq. (4.2), but the com-

bination (p - qA/c) is.39 A gauge transformation of the

first kind in Eq. (4.2) on (p - q~/c) gives

(p - qA/c) ’ = exp (iq .Afl~c) (p - qA/c) exp(—iqA /~c)

= (p - q VA/c ) - q~/c

= (p — qA ’/c), (4.3)

where Eq. (3.4) has been used for A’ . The calculation here

has been given explicitly to show how the vector potential

becomes transformed by a gauge transformation of the second

kind as a consequence of the gauge transformation of the first

ki nd on p. Likewise , the operator i1~ ~‘~t is not form invariant

under the gauge transformation in Eq. (4.2) , but the combination

(it~~/~ t - q A )  is. A gauge transformation of the first kind on

-- —~~~~~~~~- --- --- -

-
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- qA0) gives

(i1~~/~~t - qA
0
) ‘ = exp( iqA fh c ) ( iha/ ~it - qA0) exp (-iqA/t~c)

= (i1~a/~ t + q a A / a ( c t ) ) - q A 0
= it~~/~~t — qA~ , (4.4)

where Eq.  ( 3 . 5 )  has been used for iç,. The ~icalar potential

becomes transformed by a gauge transformation of the second

kind as a consequence of the gauge transformation of the f i r s t

kind on ifia/at. We emphasize again that the prime on the vector

potential ~~~‘ and the scalar potential A~ denotes the gauge

transformation of the second kind given in Eqs. (3.4) and (3.5),

respectively.  The prime on all other operators 0’  denotes the

gauge transformation of the firat kind in Eq. (4.2). The

o p e r a t o rOm a y  involve A or A0 as in Eqs. ( 4 . 3 )  or ( 4 . 4 ) ,  but

the prime on the operator 6 still denotes the operation shown

in Eq. (4.2).

Another operator of part icular  interest that is not form

invar iant  under Eq. ( 4 . 2 )  is the Hainiltonian H ( A ,A0 ) in Eq.

(2.1). The Hamiltonian transforms under Eq. (4.2) as

H’ (A,A )  exp(iqA/hc) H(A,A0) exp(-iq/t/1~c)

= H ( A ’ ,A0 )

= H(A’,A~ ) + qaA/ a (c t )  , (4.5)

where Eqs.  ( 4 . 3 ) ,  ( 3 . 4 ) ,  and ( 3 . 5 )  have been used . Al hough

—5-——- - - -- -—--- - —5— — --- -
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the time evolution of the system with wave function 4’ is

described by the Hamiltonian H(A,A0) through the Schrodinger

equation , it need not represent the instantaneous energy oper-

ator. In fact Eq. (4.5) shows that the total Hamiltonian H(~~,A0)

can not represent the energy operator , since its expectation

value is not gauge invariant, i.e.,

=

=

~‘ <4’’IH(~~’,A~,)4’’> . (4.6)

The question thus arises as to the proper choice for the energy

operator and other operators representing physical observables.

This question is answered in the remainder of this section.

An operator representing a physical observable must, of

course , have an expectation value which is independent of the

choice of gauge . Yang17 has used the correspondence principle

to select the appropriate operators to represent physical

observables. According to him, an operator represents a physical

quantity with a classical analogue only if the equation of motion

for the expectation value of the operator is of the same form

as the equation of motion for the corresponding classical quantity .

The equation of motion for the expectation value of an oper-

ator 0 can be obtained by differentiating Eq. (4.1) with respect

to the time t, and using the Schrodinger equation . The Schro-

dinger equation in Eq. (3.3) can be written as

—5- - . -- - - -
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H ( A ’ , A~,) 4 ’ ’  = if~~4’’/~t (4.7)

where H ( A ’ ,A ’ )  is the Hamiltonian in Eq. (2 . 1 )  wi th  the vector and

scalar potentials A’ and A~~, respectively. The time derivative of

Eq. (4 . 1 )  can be written as

ifld<4 ’’ 0 ’ 4 ’ ’>/dt = — < 4 ’ I H ( A ’  , 0 ) e ’ 4 ’ ’ >

+< 4 ’ ’J  (if~~/at — qA~,) 0 ’ ip’ > , (4 . 8 )

where the scalar potential has been taken out of the Hamiltoriian.

From Eqs. (2 . 1)  and ( 4 . 5 )  it can be seen that

H(A’,O) = (p - qA~c)
2/2m + V = H’(A ,O) (4.9)

is form invariant under gauge transformation . Thus when Eqs. (4.9),

(4.4), (4.2) and (4.1) are used , it can be seen that Eq. (4.8) is

man ifestly gauge invarian t, i.e., it is valid if the primes are

removed.

Even though Eq. (4.8) is manifest ly  gauge invariant , it is

not the moss,. convenient form in which to write the time development

of the expectation value. The time derivative in the last term

of Eq. (4.8) can be carried out to give

ifk d<4 ’’  I8’* ’ >/dt — <4 ’ ’ I ( 0 ’  ,H(A’

+ <4 ’  (if ~~0 ’/ ~ t ) 4 ’’> . (4 .10)

:1
1~

- --  — 5-——- —- -
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The manifest  gauge invariance has been lost in thi, traditional

form,4° since the right hand side of Eq. (4 .10)  is the sum of

two terms , neither of which is gauge invariant. However , since

the left hand side of Eq. (4.10) Ia gauge invariant , the sum of

the two terms on the right hand side gives a gauge invariant

result .

Equation (4.10) can now be applied to give the time dependence

of some observables , for which the explicit gauge invariance can

be seen by inspection. Since Eq. (4.10) is gauge invariant , the

primes can be removed . When it is applied to the position operator

~ , the time rate of change of the average particle position is41

md<4 ’Ir 4 ”/ d t  — <41 (~ — q~ /c)4”  . (4 .11)

By using Eqs. (4.1)  and (4.3) it can be seen that Eq. (4.11) is

manifestly gauge invariant, i.e., it is valid with primes on 4’,

r, and A. From the classical analogy the operator on the right

hand Bide of Eq. (4.11) is used to define the velocity operator

v — m ~~ (p-qA/c) , (4.12)

which is form invariant under gauge transformation of the first

kind .

The time rate of change of th . average velocity operator

- - -~- - - —5----— --5-- -- ~~— 5-.-. —.-~~~~~ -—---—— —5— -- —
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~ in Eq. (4 .12)  can also be obtained by applying Eq. (4.10)

~ ithout the primes) . The equation of motion is41

<4 ’i !IP>/dt = — < 4 ’j ( V V ) * >  + <4J qE *>

+ (l/2c)<4I (yx~ — ~ xy) 4 >  , (4 .13 )

where the electr ic field E and the magnetic induction ~ are

defined in Eqs. ( 3 . 7 )  and (3 .6 ) , respectively. Equation (4.13)

is the quantum mechanical analogue of Newton ’s second law , since

the right hand side is the average of the forces. The last term

in Eq. (4.13) is the average value of the Hermitian Lorentz force

operator.

The energy of the system should also be a gauge invariant

quantity)7 The question was previously raised in Eq.(4.6) as~~~wI~~t

operator to use for the energy. The Hamiltonian H(A,A0) is not

form invariant under gauge transformation as Eq. (4.5) shows.

However , Eq. (4.9) shows that H(A,0) is form invariant under a

gauge transformation of the first kind. If Eq. (4.10) is applied

to H (A ,0), the result is

d<4’(H(A,0)4’>/dt = <4’IP4’> . (4.14)

The right hand side of Eq. (4.14) i~ the average of the q’~an tum

mec hanical power operator P defined as

I

_____ 

I
’

‘j .-—- .— .———————,———
-- 

____________________________________________________________________________________
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P = (q/2) (E~~ + y •~~) , (4.15 )

where the velocity operator v is defined in Eq. (4.12). Equation

(4.14) is also manifestly gauge invariant, i.e., it is valid

with primes on 4’, ~ , and P. From Eq. (4.13) it can be seen

that the electric force is qE. The electric force qE does

work, but not the magnetic force. Equation (4.15) is the

quantum mechanical version of the classical statement that the

power put into the system is the time rate of change of the

energy of the system. We can therefore identify H(~~,0) with

the quantum mechanical energy operator.

V. GAUGE INVARIANCE OF PROBABILITY AMPLITUDES

In this section a gauge invariant form of time-dependent

perturbation theory is developed , following the method of Yang.
1

The customary perturbation theory, discussed in Sec. II , is

based on using H0 in Eq. (2.3) as the unpexturbed Hantiltonian,

and the remainder of Eq. (2.2) as the perturbation. As shown

in Appendix A , the customary approach is not gauge invariant.

For an arbitrary gauge , the interpretation of the expansion

coefficients in the wave function as probability amplitudes for

finding the system in an energy eigenstate of the unperturbed

Hamiltonian H0 is not correct.

A. Lamb19 has noted , the correct gauge to choose to interpret

the expansion coefficients as probability amplitudes of finding

the system in eignstate. of the unperturbed Hamiltonian H0 is

the one for which the Hamiltonian has the electric dipole interaction

— 5— — 5— .— - - --5— - - —5- - —~~~ -- —s.. ~~~~~~
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given in Eq. (2.5). This choice of gauge, however , is not ar-

bitrary , but is seen to be a consequence of the gauge invariant

formulation of time-dependent perturbation theory .

The energy operator H(~~,0), shown to be form invarian t

under gauge transformations in the last section , is used as the

unperturbed Hamiltonian . It satisfies the eigenvalue problem

= E (t)4’ (t) , (5.1 )

where 
~ 

and are in general functions of the time t because

A is time dependent. The wave function 4. for the Schrodinger

equation in Eq. (3.1) can be expanded in terms of the complete

set of states {4’~ } as

4’ = ~~~~~~ . (5.2)

When Eq. (5.2) is substituted into Eq. (3.1) and Eq. (5.1) is

used , the equation of motion for c~ is

if~ c~ c~ ~~~~~~~~~~~~~~~~~~~~~~~~ . (5.3)

In contrast to Eq. (A2), Eq. (5.3) is gauge invariant . It should

be emphasized that 4.m in Eq. (5.3) is in general a function of

time because of Eq. ( 5 . 1 ) .

~~~~~~~~ 

- -5 —.—

~~~ 

-- --
~~~~~~

. 
~~

5-—

~~~

-— —-5—



167

It is now shown that the coefficients c~ in Eq. (5.2)

are unchanged under a gauge transformation . If a gauge trans-

formation of the first kind in Eq. (3.2) is made on the wave

function 4 in the Schrodinger equation in Eq. (3.1), and the

gauge transformations of Eqs. (3.4) and (3.5) are used, the

t ransformed schrodinger equation in Eq. ( 3 . 3 )  is obtained. The

same procedure can be used on the eigenvalue problem in Eq. (5.1)

to obtain

= , (5.4)

where is related to 4’~ by Eq. (3.2) and where Eq. (4.9) has

been used. The unperturbed energy £r~ 
is unchanged under the

gauge transformation on the wavefunction. Since both 4” and

are related to 4. and 4’~ by Eq. (3.2), the expansion of 4,’ in terms

of has the same expansion coefficients as Eq. (5.2),

4’  = Ec~*~ . (5.5)

Thus , when Eq. (5.5) is substituted into the Schrodinger equation

in Eq. (3.3), the equation for the time-dependent coefficients c~

is

— c c ~ ~~~~~~~~~~~~~~ I (qA — i1~~/~t)4.’>c . (5.6)

From Eqs. (4.4), (4.2), and (4.1) it can be seen that the matrix

_ _ _  - ~~~~~~~~~ - 
-
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elements in Eq. (5.6) are equal to the matrix elements in Eq.

(5.3). Since (c~~} are independent of the choice of gauge they

can be interpreted as the probability amplitude of finding the

system in energy eigenstates of H(A,0), the physically meaning-

ful unperturbed Hamiltonian.

Although Eq. (5.3) has been shown to be gauge invariant ,

its physical significance can be clarified by rewriting the

interaction term . If Eq. (5.1) is differentiated with respect

to time it can be shown (Appendix B) that for n ~ m

= i
~
h (Cn 

_ E
m)

1
<4’n I P4’m> (5.7)

where P is the power operator in Eq. (4.15). Therefore Eq. (5.3)

can be written as

(if ~a/a t — ~~ ) c = i1’~(c — c )~~~<4’~~ P4.> Cm (5 .8 )

where the “dressed ” eigenenergy i~ is defined as

= + <4.~~1 (qA0 
— ~~~~~~~~~~ . (5.9)

Equation (5.8) remains gauge invariant because the matrix elements

of the power operator P in Eq. (4.15) are gauge invariant . The

dressed eigcnenergy t in Eq. (5.9) is also gauge invariant because

- - 5- -- ~~~~ --— 5- .- - —5- -- --_ 5-
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h . t  h t .  x m~- C :i Ihe r I ~hl . hdnd -J de u r e  g.iuqe i n v a r i a n t  by Eqs.

(5.1), (4 4), c 1.~~) anJ (-~.i). Cquation (5.~~) explicitl y shows

~h i t t h e  t r a n si t i o ns  between states are induced by the power

~)) r , i t ’~’r .  In con t r a s t , i n the conven t iona l  t ime—dependent  per-

t urbation theory ~n Eq. (A 2 )  the transitions between states are

induced by gauge dependent potentials.

Al though Eq. ( 5 . 8 )  shows clearly the physical significance

of the interaction which induces transitions , it can be rewr i t t en

in a form in which the electric dipole approximation becomes

more na’ura l . The classical power can be written as

= qE~~v = d(qE.r)/dt — q ( ~~E/a t ) . r

—q(~~F1/~ x 1
)x.v . (classical), (5.10)

in  term s of the components x
1 

of r , etc . The summati on conven tion

n repea ted ind i ces (i , j  1 ,
2
,3) is used . The dipole energy

qE— r expl icitly appears in Eq. (5.10). An express ion  s i m i l a r  to

Eq. (5.10) also holds quantum mechanicall y .  In Appendix C it is

shown tha t  the matrix elements of the power operator are

~ 
(q E .r , H (A ,OH~

5.11

The c u r l y  b racke t s  denote the anticonvnutator

(a ,b) = ab + ba , ( 5 . 1 2)

4 ________________ -5— - .  - 5 - - — — -  -5— — — — — — —~~~-- —.— - ---— - - — 5-—
—
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V
wh ich is used in Eq. (5.11) to qive a Hermitian operator .

Equation (5.11) is a quantum mechanical form of Eq. (5.10).

If Eq. (5.11) is substi tuted into Eq. (5.8), the result

is

(if ~~/~~t - 

n~~ n 
=

m t n

+ (it ~q/ 4 )  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ . 
( 5 . 1 3 )

T hi s  e q u a t i o n  is s t i l l  exact and is also m a n i f e s t l y  ga~ qe invar-

iant , since c , : and the matrix elements are exp l ic i tly qauge

i nv~~r i an t .  Since the electric field E = E ( ~ , t )  is a f u n c t i o n

of r , i t  cannot  be taken o u t s i d e  of the inner product in Eq. (5.13) .

In the next section it will be shown how Eq. ~5.1 3) can be sim-

plified by making some approximations.

.1 ~

‘1 ~

_ _ _ _ _ _  
- - ____ _ ___ _ ___-_ _ _  -
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. 1
V I .  ELE CT R I C  DIPO LE AP PR O XI MATION

I If the magnetic field in the problem of interest is neg-

ligible , then we can simplify Eq. (5.13) by choosing the gauge

I such that the vector potential is zero . If we can fu r t h e r

assume that the electric field is slowly vary ing over the di-

mensions of the atom , we obtain the electric dipole approximation.

I S p e c i f i c a l ly ,  we choose the gauge f u n c t i o n  ~ in  Eq.  ( 3 . 2 )

such tha t  the new vector potent ial  A ’ is ,

A’  = A + VA -
~~ 0 . (6.1)

I Thus  the  gauqe f u n c t i on  1. is

A ( r , t )  = - fd~~1 A(r 1,t )  + A ( 0 , t ) ,  ( 6 . 2 )

which is path independent. The new scalar potential Ac in

Eq. ( 3 . 5 )  ca n be wri t t en  as

A ( r ,t) fdr 1 
. (V

1
A ( r11 t )  + ~A ( r 1, t ) / ~~ ( c t ) )

+ IA (0 ,t) — a t t ( 0 , t ) / ~~( c t)  1 ( 6 . 3 )

I I Eq.  ( 3 . 7 )  is subst i tu ted into Eq. (6.3) we have

I A~~(r , t )  = - fdr 1 F ( r 1, t )  ( 6 . 4 )

I I ,
~
, ( 0, ) i s  a 1~~o ehosc~n such t h a t

I
I 

_ _ _ _ _  -- - -~~~- - -~~~~~~~~~~~ -— -,________ -_ _ _ _ _ _ _ _ _ _ _ _ _
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~A ( 0 , t ) / ~~(c t )  ~
- A~~(0 ,t )  . (6.5)

The Schrddinger equation in Eq. ( 3 . 3 )  thus  becomes in the

new gauge

— q fd~~1
.~~ (r 11 t ) 4 ’’ ih~~j ’/ ~~t , ( h .6 )

where H
0 in Eq.  ( 2 . 3 )  is the Hami l ton ian  in the absence of the

f i e l d . A m u l t i p o l e  expans ion  of Eq. ( 6 . 6 )  can be made , but if

~he el e c t r i c  f i e l d  is on ly  s1~~ .1y v a r y i n g  over a tomic  d imens ions

the m a i n  cont r i b u t i o n  is the e lectr ic  dipole  i n t e r a c t i o n,

q E ( 0 , t )  - 
.~

- ) ‘
~~
‘ = i1~ hp ’/~~t , ( 6 . 7 )

for  which the H arn i l tonian  is the same as Eq. ( 2 . 5 ) .  Thus the

contention that the two Hamiltonians in Eqs. (2.1) and (2.5)

ar e  equ iva l en t  if  there are no magnetic e f f ec t s  and the dipole

appro x i m a t i o n  is made is v e r i f i e d . The choice of gauge in Eqs.

( 6 . 1 )  and ( 6 . 4 )  makes Eq.  ( 5 . 1 3 )  more t rac table .

E q u a t i o r  ( 5 . 1  ~) s i m p l i f i e s  considerably  i f  E var ies  slowl y

~,- ; ‘-r  the ex t e n t  of the wave fun ct i on s  
~~~~~~

. i n  t h i s  e l ec t r i c  dipole

approx 1 rt~~ inn E can be rep laced by i ts value at the orig in E ( 0 , t )

and the spatial derivatives of E can be neglected . Then Eq. (5.13)

can be w r i t t e n

— —--- - - 
. - -—— 
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(if~a/at - Cn~~n

= — ~~~~q E ( 0 , t ) -  ( 6 .8 )

which is s t i l l  valid for any choice of gauge.

This equation can be simplified still further if

magnetic effects are negligible so that the gauge in which

A = 0 and A is given by Eq. (6.4) can be used . Then the

unperturbed Hami lton ian in Eq. (5.1) is H ( 0 , 0) = H
0 given

in Eq. (2.3), for which the eigenvalue problem is given in

Eq. (2.10 )  with e~ = c~~ . The scalar potential A0 in Eq. (6.4)

becomes in the dipole approximation

A -q E(0,t) . r . (6.9)
o — —

Thus , Eq. ( 6 . 8 )  can be rewritten as

— 
~~~~~ = 

~~~~~~~~~~~~~ 
E ( 0 ,t )  

~E~~nm cm , ( 6 .10)
MIII

where the matrix elements (r)~~ are defined in Eq. (2.13)

and are now time independent. Equation (6 .10)  is completely

equivalent to the Schrodinger equation in Eq. (6.7)-

Thus the Hamiltonian of Eq. (2.5) is the physically

meaningful Hamiltonian to use if H0 is chosen as the un-

perturbed Hamiltoniart . The probability amplitudes and en-

ergies calculated will then be gauge invariant, in contrast

- — . 5-—~
- 

—‘-- - - —~~~ - -
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to the ones calculated from Eq. ( 2 . 2 )  using the Coulomb

gauge in Eq. ( 2 . 4 ) .  In the next section these ideas will

be applied to the scatter ing of a photon by an electron

bound in an atom.

VII. KRAMERS-HEJSENBE~~ FORMULA

In this section the equation for the time—dapenden t

probability amplitudes derived in Eq. (6.10) is applied to

calculate the scattering cross section for a photon from

an atomi c electron , which is called the Kramers-Heisenberg

(KH) formula.2° In the conventional perturbation theory
42

based on the Hamiltonian in Eq. (2.2), the three Feynman

diagrams shown in Fig. 1 must be evaluated to obtain the KH

formula to first order in the fine structure constant e2/-t~c.

Even though the conventional perturbation theory is not

gauge inva r i an t , the KH formula is. A simplification can

be made by using the gauge invariant formulation of the last

section to calcu la te the cross section . Then only the two

Feynman diagrams in Fig. 1(a) and (b) need to be evaluated

if the - 1E~ r interaction is used , where the charge q = -e.

In order to calculate the cross section for the scat-

tering of photons, the quantized electromagnetic field is

conven i ent . 43  The vector potential for the quan t i zed  electro-

maqnet i c  f i e l d  in the Coulomb gauge is 44

--- - -5— -- - - - .—~~~~~~~--- - - —5- —-



175

1/2 A ( )

A(r ,t) = ~~~c (iV2w V) {aka c expEi (k.~~~wt)I + h.c.} , (7.1)
k ,a

where h.c. denotes the Hermitian conjugate of the preceding

term , V is the volume , w = kc is the angular frequency , and

A0 
= 0. The Coulomb gauge in Eq. (2.4) is used, and the

polarization vectors (cz=l,2) are orthogonal to the wave

vector ~~~~. The photon creation and annihilation operators,

a and a , respectively ,  satisfy the boson commutation

relations ,

1-
Eaka , ak.a u l  = ‘5ki~ 

6 cza’

(a~~ ak,a,I = 0 , ( 7 . 2 )

-1- 1-
[aka , ak,a,I = 0

The quantized electric field E is calculated from Eq. ( 2 . 6 ) ,

which gives

1/2 
~
.E ( r , t )  = 

E
(fiw/2y’ ) iak~~

c exp[i(k.~ —wt)) + h . c } . ( 7 . 3 )

The el ectr ic f i e ld  is , of course , gauge invariant and can be

used in Eq. (6.10).

In the initial state i the electron is in the atomic eigen—

state ~ of H iii Eq. (2.10) with energy En , while the photonn 0

has the wave vector k and polarization t with energy faw . In
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the f i n a l  state f the electron is in the state with energy

while the photon has the wave vector k’ and po1ai~~zation

~~
‘ with energy t~w ’. The intermediate state in Fig . 1 (a) has

one electron in the state with energy and no photons .

In contrast , the intermediate state in Fig. 1 (b) has one

electron in the state and two photons with  wave vectors and

polarization (k,cL) and (k’ ,i ’). The total energy of the inter-

mediate state in Fig. 1 (b) is + ~~w + ieiw~~.

Equation (6.10) can be solved by iteration to second order

to obtain the probabi l i ty  amplitude c~~
2

~~ (t) corresponding to

Fig. 1 (a),

(E’.r) (E •r)
= (ie2/h) E ‘

~~

° - ml - o  - in
m c .  — Cc +f~w+j0)3 n (7.4)

x fdt1 exp ( iL~Et 1 /ti) exp(iEnT/1’1_iEmt/’h)

The electric field amp l i tude E0 is defined as

= (hw/ 2 V) 1”2 
~ ( 7 . 5 )

and E~ is defined analogously with w and ç~ 
replaced by w ’ and ~~

‘

respectively. Equation (7.3) for ~ has been used in the inter-

action term in Eq. (6.10), and the polarization vectors ~.. and C , ’

I
_ _ _ _ _ _ _ _ _ _ _ _  — —~~~----~~~~~~~~~ - ~~~~~~~~~~~~~~ . ---- -- ------- — -
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I
correspond to- polarizations c~ and cz’ , respectively . The matrix

elements in Eq. (7.4) are defined in Eq. (2.13). It is assumed

in Eq. (7.4) that the interaction has been switched on at time

-T in the remote past. At the end of the calculation the limit

as -T~-~ will be taken. The quantity +iO in the denominator is

interpreted as an imaginary infinitesimal whose imaginary par t

goes to zero through positive values, and is required for the

convergence of the integrals. The total energy change in the

process of scattering from the initial state with energy E n 
+ 1~W

to the final state with energy Em + 1~W ’ is

1~E~~~~ + r ~w ’ - c  — tiw , (7.6)m n

which turns out to be zero when the limit -T-’-~ is taken.

The probability amplitude c~
21
~ (t) corresponding to Fig. 1

(b )  is similar to Eq. (7.4). The electric field amplitudes

and are interchanged, since the photon with wave vector

and polarization ~~~
‘ is now emitted first. The energy c~ in the

denominator of Eq. (7.4) is replaced by + tiw + -hw ’ , since

there are now two photons in the intermediate state.

To calculate the transition probability per unit time , and

then the cross section, it is extremely important that the am-

plitudes cm are true gauge-invariant probability amplitudes. We

have established this fact in Sec. V. The probability per unit

- ---— - 5-— -- —-—~~~ -5— - -- - -
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time W
fj 

of making a transition from the initial state i to the

final state f is

W f1 = lim C~~
2a) ( t)  + ~~

2b)
c t i

2 /(t + T ) ,  (7 . 7)
T

in second order of perturbation theory , since the numerator is

the probability of making a transition during the time t + T.

The only part of c~
2
~~ and c~

2
~~ that depends on the time is the

integral in Eq. (7.4), so that the limit in Eq. (7.7) gives

u r n  fdt iexp (iAEti/ti)I 
(t + T)~~~

= 2ii~~6(AE) (7.8)

The 6 function whose argument is the change in energy for the

scattering process in Eq. (7.6) insures that energy is conserved

for the overall scattering process. In contrast , the energy of

the intermediate state j in Eq. (7.4) is not equal to the total
energy entering

e + -fiw , ( 7 . 9 )

since the denominator would then vanish. The state j is thus
spoken of as being a virtua l state , and for these states the

resonance condit ion in Eq. (2 . 15 )  is not v a l i d .  Thus in this H 

—- — —-5 -.—~~~ — —-5-- . — 
~~~~~~~~ ~~~~~~~~~~~~~ 
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case the -qE.~ perturbation is not equivalent to the A .p term

of the conventional perturbation theory in Eq. (2.2).

The iifferential scattering cross section is defined as

Ewfj/ flux , (7.10)

where flux = c/V for a single incoming photon in the volume V 1

and the sum is over all final states in which a photon is scat-

tered into an element of solid angle d~ in the direction of j
~
’.

If Eq. (7.4) for ~
(2a) Ct ) and the similar expression for ~ (2b) (t)

are substituted into Eq. (7.7), and Eq. (7.8) is used, the result

from Eq. (7.10) for the cross section is

da/d~2 = r2 m2 w (w ’)2ti 2 

~~

2 (7.11)

+ 
r mj

w in 
+

where r0 e2/4 nmc2 is the classical electron radius and Win

is defined as in Eq. (2.12). Equation (7.11) is the Kraniers—

Heisenberg (KH) formula for the scattering of a photon by an

atomic electron. The two terms within the absolute value bars

correspond to the two diagrams of Fig. 1 (a) and (b) with inter-

action vertices eE(0,t)-.r. This form with the electric dipole

...—.———- .—— —
——---—-- - —- — - — —.

~~~~~~~

---——..—-- ---

~~~~~~~~~
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matrix elements is the same form as originally obtained by Kramers

and Heisenberg .2° A derivation along the lines given here is

given by Power .

On the other hand , most derivations42 of the KH formula use

the conventional perturbation theory based on the Hamiltonian

in Eq. (2.2). The (e2/2mc2)A2 term which is represented by the

Feynman diagram in Fig. 1 Cc), must also be included as a per-

turbation. The vertices in Fig. 1 (a) and (b) are given in this

case by (e/mc )~~~p. A calculation similar to the above gives the

cross section42

dc/dQ = r~ (w ’/w ) 6 
A 2

- (mfi ) 1 ~~~ - ? mj ~~~~~ + ~~~~~mj~~~~ P jn  (7 .12 )
w w

1~~
4’ tu ’

The first term within the absolute value bars is the contribution

from the A2 term in Fig. 1 Cc), while the next two terms come

from Fig. 1 (a) and (b), respectively, with the A p  vertex. It

is not obvious that Eqs. (7.11) and (7.12) are the same,46 but

Dirac47 and Raym48 have shown that they are. For the sake of

completeness the derivation is given in Appendix D using our

notation.

It is at first surprising that the gauge dependent conven-

tional p.rturbation theory would give the same result as the

- - - -
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gauge independent electric dipole interaction . As shown in

Appendix A the amplitudes a~ calculated in the conventional

perturbation theory are gauge dependent. Therefore , the trans-

ition probability calculated from Eq. (7.7) on which the cross

section in Eq. (7.10) is based would be incorrect. The reso-

lution of this problem is obtained in Appendix E, where it is

shown that the difference between the gauge independent proba-

bility amplitudes c~ and the conventional amplitudes a~ is

of order e, the charge on the electron. Therefore the discrepancy

between the correct electric dipole interaction and the incorrect

conventional perturbation theory would show up only in higher-

order perturbation theory.

VIII. CONCLUSION

In this paper gauge transformations in the quantum theory of

the interaction of radiation and matter have been studied. The

special role of the electric dipole interaction -qE(0,t).r in

problems in which there is a negligible magnetic field and the

wavelength of the radiation is large compared to the size of the

system has been emphasized . Calculations involving the electro-

magnetic field should always be done in a gauge invariant way.

In order to use an unperturbed Hamiltonian which does not couple

the matter to the radiation , it is necessary to use the electric

dipole interaction . Otherwise, the coefficients in the expans ion

of the wave function in terms of the unperturbed states would be

gauge dependent, and cannot be interpreted as probability amplitudes.

I
I

—
- 5 -  -
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The common impression that the expansion coefficients for

the wave function can always be interpreted as probability amp-

litudes is erroneous , since the probability that the system be

in a given enerqy eigenstate must be gauge invariant. Therefore

the conventional perturbation theory based on an unperturbed

Hainiltonian for the matter uncoupled to t-he ~ i d ia t i ~~n f~~~ld

and using the A .p and A2 interaction terms as perturbations is

incorrect , since the expansion coefficients are gauge dependent.

The electric dipole interaction was illustrated by calcu-

lating the cross section for the scattering of a photon by an

atomic electron. The cross section obtained in this way is equi-

valent to the Kramers-Heisenberg formula calculated from the con-

ventional perturbation theory using the potentials. The reason

for the agreement is that only terms to second order in the fine

structure constant are included . In higher orders a discrepancy

would appear between the two approaches, and the correct result

would be the one in which the electric dipole interaction is used .

The gauge invariant formulation of the perturbation theory

discussed in Sec. V is general , and can be extended to problems

in which the magnetic field can not be neglected . A gauge in-

variant formulation in terms of both electric and magnetic multi—

- 17 , 30poles can be g iven .

• -5----— 
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APPENDIX A: Conventional Perturbation Theory

The customary procedure in solving the time-dependent

Schrodinger equation is to use the Hamiltonian in Eq. (2.2)

with H0, defined in Eq. (2.3), as the unperturbed Hamil-

tonian and the remainder in Eq. (2.2) as the perturbation.

The unperturbed Hamiltonian satisfies the Schrod inger equation

in Eq. (2 .10 ) . The wave function ‘4 in the Schrodinger equation

in Eq. (3.1) can be expanded in terms of {~~~} as

= ~~ a 
~ 

(A l)

If Eq. (Al) is substituted into the Schrodinger equation in

Eq. (3.1), the resulting equation for the coeff icients is

itiã~ = e~ a~ + E <‘~n ’ I(-q/2mc) (A•p + p.~~)

+ (q 2
/ 2mc 2 ) A 2 + qA0 I~~~~>a~ . (A2 )

The transitions between states are thus induced by the gauge

dependei~. potentials in Eq. (A2).

If a gauge transformation of the first kind in Eq. (3.2)

is made on the wave function , and Eqs. (3.4) and (3.5) are

used , the new Schrodinger equation obtained is given in

Eq. ( 3 . 3 ) .  The wave function ~i ’ can be expanded in terms of

- - - - --5 —~~~~~-— — - --~~— — -
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the eigenfunctions in Eq. (2.10) as

= > a ’ 
~ 

. (A 3)

When Eq. (A3) is substituted into tne Schrodinger equation

in Eq. (3.3), the equation for the coefficients a~ obtained

is

if~a~ = e~a~ + 
~~ 

I (-q/2mc) (A’~p + p .A ’)

+ (q2/2mc2) (A’)2 + qA~ pm >a
~~ 

. (A4 ~

The amplitude a
~ 

is in general not the same as an. The

question then arises as to what is the correct probability

amplitude of finding the system in the state with energy

e~ . This question was answered by Lamb19 when he said that

on the basis of experiment the correct gauge to use is the

one for which A = 0 as given in Section VI .

That the coefficients a~ and a~ are not in general the

same can be seen by substituting Eqs. (Al) and (A3) into Eq.

(3.~~) which gives

= ~~~~~~~~~~~~~~~~~~~~~~ • (AS)

Since A = A ( r , t ) ,  the coef f ic ien t s  in Eq. (AS)  will in general

be complex numbers not equal to

- —_— --5-— -—-- 5-- — - - - -— ---— -- — - - --- -_ --~~ -—
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APPENDTX B: Matrix Elements of the Power Operator

In this appendix Eq. (5.7) is derived following the

method of Yang .17 If Eq. (5.1) is differentiated with respect

to time , we obtain

+ H(~~,O)q~ = 

~m~m 
+ ~~~ . (81)

If the inner product of Eq. (Bi) is taken with respect to

the result is

~m 6nm + (Cm
_ C

n)~
1I)n I l

~
)m > = <IP IH (A ,0)lp > (82)

Th e time derivative of H ( A , 0) in Eq. ( 4 . 9 )  is

H(A ,0) = (q/2)((E + VA0
).y + y.(E+VA0)) , (B3)

when Eqs. (3.7) and (4.12) are used . However , the cormnutator

of H(A,O) with q A0 is

r!i(A,0),qA ) = (—i fiq/2 )  ( v - V A 0 + VA0 -v)  (B 4)

Therefore Eq. (B3) can be written as

H(A ,0) P + (iti)~~~(gA ,H (A,O)j , (85)

where P is the power operator defined in Eq. (4.15).

_ _ _ _ _ _  5-—- - - —- - - -5 —-5
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Equation (B2) then become s

C m 6 +

= <~p~~ P1p~~ . (B6 )

For n m Eq. ( 5 . 7 )  is obtained , while for  n = m , we have

a special case of Eq. ( 4 . 1 4 ) .

- - --— - - -- 5 -
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APPENDIX C: Power Operator and Electric Dipole Energy

In this appendix Eq. (5.11) is derived . A straight-

forward calculation shows that the comm utator of r and H(A,O)

is

r ,H(A ,O)I= ihv , (Cl)

where the velocity operator v is defined in Eq. (4.12). If

Eq. (Cl) is substituted into the matrix element of the power

operator in Eq. (4.15), the result is

= ~~~~~~~~~~~~~~~~~~~~~~~~~

~<~‘~ I (E.H A~o)x ~ - x.H(A ,O)E.)~~~~l (C2)

I where Eq. (5.1) has been used.

If the coimnutator of E~ and H(~~,O) is calculated the

result is

ii 
IE~~H(A~ O)1 = (if~/2)(v~~(~ E /ax~ ) + (aE~/ax~ )v~) (C3)

for i 1,2,3, where v .(j = 1,2,3) are the components of

I the velocity operator v in Eq. (4.12). When Eq. (C3) is

substituted into the last: term in Eq. (C2), the result

1’ is

I

I 
j r

—
- - -

~~~~~
.-

~~
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p

<&~I (E1H~~~o x ~ — xjH(~
l
~
O)Ej)*m

>

n m
)<
~
1
~n~~~~~m

>

+ (i~ / 2 ) < 4 ~n i { {V j i aE j/~ X j }s X j )
~

)
m > (C4)

where the curly brackets are anticomniutator brackets defined

in Eq. (5.12). If Eq. (C4) is substituted into Eq. (C2),

we obtain Eq. (5.11).

El
~~



I 189

I
I APPENDIX D: Equivalence of the Two Forms of the Xramers-Heisenberg

Formula

I The two forms of the XE formula given in Eqs . (7.11)

and (7.12) have been derived using the e~•~ perturbation in

Eq. (2.5) and the (e/mc )~~ p + (e2/2mc2)A2 perturbation in

I Eq. (2.2), respectively. Their equivalence has been shown

by Dirac47 and Baym,48 but for the sake of completeness the

I derivation is given here using our notation.

The co sutation relation between the components of

5 r and p in Eq. (2.8) implies that the Hamultonian H0 in Eq.

I (2.3) and r have the comutator given in Eq. (2.9). These

two comutation relations can be used to show that the first

I term on the right hand side of Eq. (7.12) ~i

I £‘~~
6an — ~~~)l 

~~ fW ~~

I 1 ’~ 
A

— w~~~ 
(~
.
~ ) ( c ’ p)j~ } (Dl)

1
If Eq. (Dl) is substituted into Eq. (7.12) and Eq. (2.9)

I is used , the cross section is

I da/dfl - (r~ ~
2 w’/~~

2)

I J E {t ’ .r (c — c 1 ’)

I + (c:.!)mj(~~ 
)jnWaj~jn

(W im~ 
— (w~~+w .)

_1
)}(~ .

I

~• 1 
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _- ____________________________________________-



ii
Using Eq. (2.12) and the energy conservation implied by

substituting Eq. (7.6) into Eq. (7.8) we can prove that

W~jWj~~(W j~ - (w~~—w) 1) — ww ’(w~~—w)
’ +w (D3)

and 

(—~;~ - (w~~+~ ’)~~ ) — ww ’(wj +~’)~~~W . (D4)

Equations (D3) and (D4) can be substituted into Eq. (D2),

which gives Eq. (7.11), except for an extra term. That j
extra term vanishes,

— • m j ~~~
’
~~~~in} — 0. (D5)

since the atomic states are complete, and the coordinates .1
commute. Therefore , we have proved the equivalence of the

two forms of the RH formula in Eqs. (7.11) and (7.12). 
-

I
.11
I

El ~~
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I

I APPENDIX B: Relation Between Gauge Dependent and Independent

Amplitudes

In this appendix it is shown why the conventional per-

turbation theory discussed in Sec. II and Appendix A gives

the same KR cross section in Eq. (7.12) as the KR formula

calculated in Eq. (7.11). The equality is established in

Appendix D. It is shown that the difference between the

coefficients is proportional to the square root of the fine

structure constant e2/hc, so that the discrepancy between

perturbation theory with the electric dipole interaction

and the conventional perturbation theory will show up only

in higher orders.

The gauge function A(r,t) relating the electric dipole

interaction in Eq. (2.5) with the Hamiltonian in Eqs. (2.1)

or (2.2) i~

A(r,t) — —~ (0,t).r + A(0,t), (El)

from Eq. (6.2). The coefficients a~ in Eqs. (A3) and (A5)

are , in this case , the coefficients an of Eq. (5.5). Thus

the gauge invariant coefficient. c~ are related to the gauge

dependent coefficients a~ of the conventional perturbation
theory by

— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

‘1’
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from Eq. (AS). If th. exponential in Eq. (E2) is

expanded , we obtain

C~ a~ - i(qjhc) E ~
(O, t ) ( r)

~ _am + . (E3 )

Thus the difference between the gauge independent proba-

bility amplitude c~ and the gauge dependent .~xpdn~ion co-

efficient an is of order q = -e, the charge on the electron.

Therefore, the conventional perturbation theory gives the

same result for the KB formula in Eq. (7.12) as the gauge

independent form in Eq. (7.11) to second order in the fine

structure constant a — e2/?~c.

I I
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LIST OF FIGURES

Fig. 1. The Feynman diagrams used to calculate the

Kramers-Heisenberg formula. When the Hamiltonian

in Eq. (2.5) is used only (a) and (b) are needed.

When the Hamiltonian of Eq. (2 . 2 )  is used all

three diagrams are needed .
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