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ABSTRACT

B
This study is concerned with detailed expansions for the renewal

function 11(t) and various of its generalizations . Our assumptions

concerning the growth rate of the tail of the underlying lifetime

distr ibution F(x) are of the form 1~ x”M(x)dF(x) ~~~, where
J~~

v ~ 0 and M(x) belongs to an appropriate class of monotone functions.

When F(x) has a finite variance , it is shown that ( for t -‘ 0)

t11(t) = — - 1 + 
~~~~~~ 

F (2) (t) + L (t)p 1 2’~i

where p 1 denotes the ith moment of F(x) , F (2) (x) is the second

derived distribut ion of F(x) , and L( t )  is a function of hounded

variation such that , in particular , L ( t )  = o(l/tN (t)) as t • ~~~. A

similar expression for 11(t) involving a f in i t e  number of derived

distributions is derived for the i n f i n i t e  variance case. In addition

our approach yields refined expansions for the factorial moments and

cumulants of the number of renewals in the t ime interval (0 , t ) .  By

developing estimates for the moments of the forward re rr~~ve-t~~~-----

we can also evaluate the variance of the number of r~newals In an

interval of t ime away from the origin. r~~

Our main task throughout is to demonstrate thaj various remainde1r.~4

terms are functions B(x ) of bounded varia tion bel~ng~i~~’to ~~ ‘7 I
moment class B(M; v) defined by the property 

~~~~

‘ 

j x 1~~ ~X t ) t d B tx ) t ’~ m•

N 
-

~~~

For this purpose we prove an extension of a theorem due tf Wienej, Pit$,
— I p

Levy, and Smith concerning analytic functions of Fouf!!? iett~b,-— -~

This research was stç ported in part by the Office of Naval Research under
~~ Contract No. N000l4-76-C-0550.
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~~~~~~~~~~~~~~~~~~~~~~ in 6(M; v); our vers ion is the most generalI~~1
~ which can be obtaii~ed wi th respect to M(x) . We also demonstrate that

certain convolutions which might be presumed to belong to B(M; 0) are

actually in 8(M; 1). En conjunction with the Wiener-Pitt-Levy-Smith

result this unexpected property (referred to as “smoothing magic”)

yields renewal theoretic results which are stronger than can be

achieved using the former alone.

Several of these theorems are applied in a discussion of the time-

dependent behavior of the superposition of identical independent

renewal processes. Aspects considered include the distribution of the

niather of events in a time interval near the origin, as well as the

variance-time and covariance-time functions.
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CHAPTER 1: fl~TRODUCTION

The purpose of this study is to develop detailed expansions for

the renewal function and various of i ts generalizations . The renewa l

function (which we write as 11(t)) is defined as follows: Suppose

that is a sequence of positive iid random variables with

distribution function F(x). The random var’ables X
3 

may be regarded

as the lifet imes of similar objects which are successively and instan-

taneously replaced ; in other words , renewals take place at “times”

X1, X1
+X2, X1+X2÷X3, ..., 

and so on . Then N
~
, the number of renewals

by time t, is the largest integer k such that

+ + .. . + t~

and 11(t) = 1N t by definition. It is not difficult to show that

11(t) = 
~~ P{X1+X2~ ... +~~ t } .

n-i

The renewal function occurs in a var iety of usefu l probability

models arid has been studied extensively by many authors. The most

fundamental and earliest result concerning 11(t) is the Elementary

Renewal Theorem which states that

-~ !._ as ~~~~~
t U1

where • EX
3 

and the limit 1/p 1 is interpreted as zero if

p
1 

- +‘~~. The first rigorous proof of the Elementary Renewal Theorem



is due to Feller (1941) who made use of a Tauherian theorem for Laplace

transforms .

The development of renewal theory since 1941 has proceeded along

two parallel lines , depend ing on whe the r the random variables X~ are

assumed to be lat t ice or non-lattice. F e l l e r  (1949) introduced the

theory of recurren t events for the situation in which the random variables

X 1 are restricted to (say ) the integers ; a recurrent event U is said

to occur at times X1, X1+X2, ..., and u~ is defined as the expected

number of occurrences of U at time n. Erdos, Feller , and Pollard

(1949) proved that

1(1.0.1) u -p —— as n -.n p
1

under an aperiodicity condition. Using (1.0.1) Feller (1949) showed

that

(1.0.2) 
j~O 

{uj 
- 

~
_
~
-) 

~-!j~’ 
as r.

provided p
2 

EX~ ~ . Various general i zations of (1.0.1) and (1.0.2)

have been obtained since 1949, each involving some assumption about the

sequence f~ - PtX
3
-n), n - 0,1,2 These results are too numerous

to review here; for ~ thorough discussion of the theor of recurrent

events based on a unified app roach we refer the reader to the study

by Smith (1976).

The present work is concerned with the theory of renewals which

differs from that of recurrent events only in that the random variables

X~ are not restricted to a lattice of values. There ti~ corresponds

to the expected number of renewals in the time interval (t t+1]; this

— -.--. - ——-.--- — ---
~~ 

: - - 
~~~~~~~~~~~



3

can be written as U(t~l) 
- 11(t) and is known as the Blackwell dif-

ference. Blackwell (1948) proved the following analogue of (1.0.1):

For any fixed a > 0,

(1.0.3) H(t+a) - 11(t) -~ ~— as t -
~

Later ~e shall refer to the following important generalization of

(1.0.3):

KEY RENEWA L THEOREM (Smith, 1961; page 498) Suppose that the distr i-

bution F(x) vs non-lattice and tha t k(x) is Riernann-integrable in

every finite interval and

max Ik (x ) I < 
~~~~

n--~ n<x�n+l

Then

k(x-z)&I(z) -~ L 
~~ 

k(z)dz
0 1~1j  0

a8 x - 
~~~, where the right-hand side i8 interpreted as zero if

p
1 

—

A consequence of the Key Renewal Theorem is the following extension

of the Elementary Renewal Theorem:

SECOND RENEWAL THEOREM (~nith, 1954) Suppo8e F(x) is continuous and

“2 — f° x2dF(x) <

_ _ _ _ _ _ _ _ _ _  - —~~~~~~~-
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(1.0.4) 11(t) -s--— + 

~~~ 

- l} + o ( l )

w t

The Second Renewal Theorem is a prototype of the results which we

shall derive; our concern w i l l  be to develop approx i mate fo rmulae for

11(t ) (and several of i ts ex t ensions) involving romainder term s which

tend to ze ro as t ~~~ . The rate of convergence for such terms

ty pical ly follows from the analytical  properties imposed on F ( x ) , and

we shal l make two kinds of assumptions concerning the under ly ing  d is tr i

bution.

First , for technical reasons, it will be necess~’y to assume that

F(x) possesses a certain amount of smoothness, although cert~ inlv not

as much as absolute continuity. In fact , we shall merely require that

some iterated convolution of 1 (x) possess an absolutely cont i nuous

component.

However our main assumptions will deal with the growth rate of the

tail of the distribution F(x). This rate can be expressed in various

ways involving, for exaniple , “o” or “0” terms of functions of slow

growth. (A detailed discussion of such conditions in the recurrent

events situation is given by Smith (1976).) Here we choose to measure

growth rate by al lowing for the existence of moments of a fairly

general nature as follows :

(1.0.5) x”M(x)dF(x) <



5

Note that ( 1.0.5) impl ies , in particular , that

1 - F(x) = o as x -÷
x’~M( x)

it will be necessary to restrict the choice of M(x) to one of two

classes of monotone functions; we refer to these families as M and

M .  Rough ly speaking, functions in M* grow like polynomials. The

class M contains M* and is , in a sense, the most inclusive family

with which we can deal. Apparently Smith (1967) introduced the

systematic use of moment classes in renewal theory , arid since then

other authors have employed slightly different families of monotone

functions.

Our two basic results concerning the renewal function are given in

Chapters 2 and 4. The first (Theorem 2.4) provides an expansion for

the renewal function in the finite variance case, i.e. , when (1.0.5)

can be assumed for v � 2 and M(x) M. Theorem 2.4 sharpens the

Second Renewal Theorem by replacing the remainder term “o(l)” wi th

a known function and a new remainder term wh ich is of the order

o(1/tM(t)). The latter is , in fact , shown to he a function of bounded

variation sat isfying a condition similar to (1.0.5) . The form of the

expansion in Theorem 2.4 is not new ; an ancestial version is disguised

in the addendum to the paper by Smith (1967). However our result is

slightly more general in terms of the moment class used and is actually

the best which can be achieved via our particular approach.

Our second result (Theorem 4.6) concerning the renewal function

deals with the situation where F(x) possesses an inf~~ite variance

but satisfies (1.0.5) for v = 1 + 6 with 0 6 < 1. The expansion

—-~~~~~~—-..-— -—-.-- .— —
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for 11(x) in this case is far more complicated than in the previous

one, and the analysis required is l i k e w i s e  more deta i led .  The main

task in proving Theorem 4.6 is (again) to demonstrate that a certain

remainder term is a funct ion of bounded v a r i a t i o n  s a t i s f y i n g  an

integrability property like (1.0.5) . t heorem 4.b is the renewal

theoret n. analogue of a result due to Stone ~~ Wa i nger (l~(~’) and

considerably generalizes subsequent work by [kihrnan ). 1 ) 7( I) .

In Chapters 5 and 6 we extend our investigation to higher moments

of the renewal counting process N
~
. Chapter 5 is concerned with

detailed expansions for the factor i al moments

~k
(t) = E

~
(N
~
+1)(N

~
+2) ...

defined for k = 1 ,2,3 These, in turn, y ield infonnation about

the ci.muilants of Nt , thus refining results ohtained by Smith (1959)

as well as allow i ng for more general moment conditHns . ~ur e.~pressions

~or the second and third cumulants of Nt are presented in c1os’~d form ,

and we indicate an approach for deal ing with higher order ~umu1ants.

However further work (perhaps of a combinatoric nature) will be required

in order to evaluate in a direct fashion the constants involved in the

higher order situat ions.

An interesting question related to the problem of finding the

variance of N
~ 

is that of evaluating the variance of the number of

r enewals in  an interval of t Une a~ from ~~~~~~~~~~~ This involves

the moments of the forward recurrence-time 
~~~~~

, which is defined as

the time measured forward from t to the next renewal. Estimates for

E [~~J are discussed in chapter 6 , and specific results obtained for

— 
— — — — .---

~~~~~~~~
-- - --—a—
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and Ff~~ J are used to study variance-time and covariance-time

funct ions .

The mathematical tools which we use throughout our work are

described in Section 2.1. Theorem 2.1 (due to Smith (1967)) provides

detailed informat ion about. the remainder term in the Taylor expansion

for characteristic functions. In order to deal with functions of

characteristic functions Smith (1967) developed a modificat ion of a

well-kn own result due to Wiener , Levy , and Pitt which , in its original

form , states that the reciprocal of a non - vanishing fun ct ion  w i th  an

absolutely convergent Fourier series possesses an absolutely convergent

Fourier series. Theorem 2.2 , which is an extension of Smith’s theorem ,

concerns analytic functions of functions in the class v), which

is defined as the Banach algebra of Fourier-Stieltjes transforms of

functions B(x) of bounded variation such that

I J x 1 v
M(~x I)}dB( x ) J

for fixed v � 0 and M(x) N. The proof of Theorem 2 . 2  (wh i ch is

largely based on recent work done by Smith (1976)) is contained in the

Appendix. The key element in both the proo f and the applicat i on of

Theorem 2 .2  is a device referred to as a smooth mutilator fun~~ic’n,

which bears some resemblance to the test functions used in the theory

of generalized distributions .

In order to establish certain results in renewal theory via the

“Wiener Pi t t L~vy Smith approach” we must frequently demonstrate first

that some Fourier-Stieltjes transform belongs to a particular class

v). Suppose, for instance, that F(x) is a distribution function

s... ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ — ~—.—.--.-,—-,——.—-----———- .. - —
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sa t  isfving (1.0.5) for v 2 and sane M I x )  • M. l’hen i t s  l ourier-

~t i c l t ~ es t ransform (wh i ch we wr i t e  as }~~~ (t,)) belongs to B~(M; 2).

If we form the ;~ 
,
~~~ ~ z .r i ‘~~~ ~~

‘
:~~~ z ’ I u  1 7 ) ~ L of 1(x  ) , defi ned as

( 1 .0 . 6)  1(1) (x) = 

~: 
U~~± du ,

where is the first moment of 1:(xJ , then F t l )  
(
~ ) is a member

of  1 rather than 2). rn t ransform notation (1.0.6)

is written as

(0) ~~~~~~ _2-

and we can interpret the “loss” of one whole moment as the price to be

~iid for dividing by -iO . (In fact, this effect is generally a conse-

~uence of applying the “integration operator” l/(-iO) to a Fourier-

Stieltjes transform.) Now suppose we convolve U(x) - I:
(1)(x) wi th

itself , where U(x) is the Ileaviside unit function; clearly

[1 - F~1)(O)] [1 
— F t i j (0)] e ~~N; 1)

and one might naturally conclude in view of the above that

(1.0.7) 8 (M; 0).
-iO

Surprising l y i t  can be shown (see Lema 2.3 ) that the transform (1.0.7)

belongs to the class 8+(M; 1); in other words, the convolution in the

numerator of (1.0.7) has the unexpected ef fe ct 0 causing a “lost”

moment to “reappear.”

- -~~ 
—

~~
- - - - -. -
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4 
This property, which we refer to as om othi .‘ maui’~, plays a vital

role throughout Chapters 2 , 4 , 5 , and 6. In conjunction with the

Wiener- Pitt-Levy-Smith tlieorem ,smoothing magic yields renewal theoretic

results which are much stronger than can be obtained by using Theorem

2.2 alone. F~~ extensions of the smoothing mag ic effect are discussed

in Sections 4.3 and 5.2 . We suspect , moreover , that these may them-

selves be special cases of some even more general property of convolu-

tions su~Jh as (1.0.7).

\n app licat i on of one of our main results (Theorem 2.4) is given

in chapter 3 which deals with an aspect of the t ime-dependent behavior

of the superposition of identical independent renewal processes. This

prob lem originall y provided the motivation for studying detailed

expansions for the renewal function. Suppose that the sources in the

superposition consist of N renewal processes , each with underlying

distribution F(x) and corresponding first moment 
~~~

. Then the

probability that no event in the (scaled ) superposition occurs during

(t
0 , to + t~tj is ~,iven by

— t 0+~ t —- N
p = - 1 - F - u ~dII(u)}0 )

~j1t0fN — N /u 1 —

Assuming N is smal l , if the superposition has not reached equilibrium

by time t0, then P0 involves the behavior of the renewal function

11(x) for only moderately large values of x. By using Theorem 2.4 it

is possible to obtain fairly sharp estimates for P0 and related

probabilities . The discussion of the superposition application is

resumed in Chapters 5 and 6, where we derive approx imations for the

corresponding variance -t ime and covariance-time funct ions. The variance-

- —~~ - - --
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t i me curve has been used for statistical analysis of superposition

(see Cox and Lewis (1966)), and it is conceivable that our work may

lead to improved results in this direction.

_________________________ — -~~~~~~~~~~~~~ -~~~~~~~~~~~~~



CHAPTER II: SOM E PRELIMII’~ARY RE~1EW A L TH EORY

The purpose of this chapter is to review some ideas and techniques

related to the problem of characterizing the remainder term in a parti-

cular type of expansion for the renewal function. Our basic model is a

sequence {X~} 1 of iid random variables with distribution function

F(x) and corresponding renewal function defined as

11(x) = ~ P{X~ + ...+ X � x }.
n=1

For the applications we propose in Chapter 3, it is entirely reasonable

to assu.m~ X~ is non-negative, although the discussion that follows

below will extend to unrestricted random variables. In Section 2.2 we

examine the asymptotic behavior of 11(x) as x + ~ when F(x) hae a

finite variance; a study of the inf inite varia nce situation will be

taken up in Chapter 4.

2.1 Some Basic Tools

The notati on and methods which we follow are largely based on a

lengthy paper by Smith (1967) which app eared in the Proceedings of the

Fifth Berke ley Syniposiun . The systematic app roach developed in this

work incorporates a ntiab er of feature s which are essential to our

discussion in subsequent chapters .

Al though a density is often assiined for F(x) in applicat ions , we

shall obtain results under considerably weake r conditions . Consequently

we shall refer to the following classes of distribution fiz~ctions :

- ~~~~~~~-- - - . _ _ _
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T: distributions with a nonnull absolutely continuous component,

C: distributions 1 (x) such that , for some k , the kth

iterated convolut ion of F (x) is in T ,

U: distributions F(x) whose Fourier-Stie ltj es trans form

F+ (O) satisfies Cra x~~r ’ s Condition C: u r n  infj1~F
+(O) I > 0.

t o l  -*

It is not difficult to show that T C c Li .

The growth rate of the tail of the distribution F(x) will play a

cr it ical role in our results. A key concept employed by Smith (1967)

is the notion of a moment class of monotone functions. Smith introduced

the class M * of functions M(x ) satisf ying the following condi tions:

(1) M(x) is nondecr easing in [O ,oo) ,

(2) M(x) ~ 1 for all x -~ 0 ,

(3) ?1(x+y) < M(x)M(y) for all x , y � 0 ,

(4) M(2x) — O(M(x) ) for all x ~ 0.

V(M;v) will be used to denote the class of distribution functions F(x)

such that for some moment function M (x) and some v � 0 ,

~~ M (jx~)dF(x)

A typical M function is M(x) asymptotical ly equal to x3” 2 log x;

a special 14 function is 1 (x) 1. Not e that if M(x) N , then so

is x~M(x) where ~ � 0. Condition (3) ensures that V(M ; v)

wil l  he closed under convolusion . Note that Condition (4)

excludes functions which grow exponentially fast, such as M(x )

asymptotically equal to exp {x/(log x)}  and exp{x6 } for 0 < 6 ~ 1.

In fact , if M(x) E M then M(x ) 0(x 6) as x -
~ for some large B .

- ,- -.~~~—- — — 
:— —

~~~~~ ~~~~~~~~~ 
. 

~

—.--— -
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Various authors have introduced similar classes of monotone functions ;

see , for instance , Stone and Wainge r (1967) , Smith (1969) , Ess~n (1973),

(lover, Ney , and Wainger (1973) , and Smith (1976) . In a recent study of

the theory of recurrent events Smith (1976) replaced Condition (4) with

the less restrictive requirement

(4’) For every fixed h > 0 , M(x+h) — M(x) as x -
~

Functions in this class , which we shall denote by M , are referred to by

Smith as right moment f unct~ono .

A function T(x) (not necessarily in M) which satisfies (4 ’) is

said to be a function of moderate growth and has the canonical representa-

tion

(2.1.1) T (x) = b (x) exp{ f a(uJ du} as x

where c1(u) /u -. 0 as u + ~ and b(x) -. 1 as x -
~~ ~~~. Recal l that

functions of slow growth have the Karamata representation (2.1.1) where

(1(u) -. 0 as u + Ce ; funct ions of regular variation are character ized by

the requirement that a(u) .1 p as u -. 
~~~ , where p is positive and

finite. T (x) is a function of moderate growt h if f T(log x) is a

function of slow growth.

The advantage to be gained by adopting M rather than M is that

we are able to incluae functions which grow asymptotica lly like

exp{x1’2 } and exp{x/(log x )} .  Howeve r our approach will necessitate

what Smith (1976) has labelled the Umbrella Condition U:

J 1loz M(~)1

This excludes functions which grow asymptotically like e
X
.

_ __ _ _ _ _ _ _ _  -
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The membership requi rements for M are essentially asymptotic.

Smith (1969, 1976) pointed out that N may be extended to the class of

functions N (x) such that for some M(x) satisf ying (1) through (4’)

above , both N(x)/M(x) and M(x)/N(x) are hounded as x -~

Throughout our work we shall write L(M; v) for the class of

functions f(x) such that for some ~ 0 and M(x) in some specified

class, Ce

I-Ce Ix
V M(Ix)If(x) dx

Likewise 8(M; v) will denote the class of functions B(x) of bounded

variation satisfying

v
i _Ce ~

xt M(!xI)IdB(x)I <

Equivalently,  functions in 8(M, v) are fin ite (complex) l inear combi-

nations of distributions functions in P(M; v ) .

If f(x) is in an L-class we write ft(0) r00 
e1OX f(x) dx for its

Fourier transform. If B(x) is in a 8-class we write B~(O) =

iCee dB (x) to denote its Fourier -Stieltjes tran s form . This “dagger”

notation will be applied in an obvious way to classes of f~thctions ; for

example , the class of characteristic functions of distributions in V(M ; v)

will be written as V’
~
’ (M; v ) .

A main feature of the Smith (1967) app roach is a theorem which

provides detailed information abou t the remainde r tern in the Taylor

expansion for a characteristic function. This result is adunbrat ed b y a

sim ilar result of Smith (1959) concerning the Taylor expansion for the

Laplace-Stieltjes transform of a distribution function, and it has found

applications elsewhere in probability theor y . Because we shall need to

refer to the later result , the relevant portion is reproduced here:

- 
—-

~ 

- ..- ,- —-— — — —----- —s-



15

fl-LIiORLM_2.1 (Smith , 1967; page 270) Let F(x)~ V(I ; t) for some e > 0,

and let k � 0 be the greate s t  integer not exceeding e.

(a) h” :, t z~e f l)  ~ ~~~~~~ r , ~~ ~ oz e1 ’v~’o se zn, i r~.j1 cons tan t

c cind have

F+ (e) - 1 + ~~ (i o)~ + 
~~~ 

~ic sgn O t(0)
j —1 j!

whe re j i.  jB the 3
th moment of F(x) and st(o) E Lt(I; 0).

(b) If t � 1 and r is any integer , 1 � r � .e , for any

F’
~
’ (6) E P~

’(M; t) we have

r-l ~~~
. 

~~~~~~~~~~
FT(O) — 1 + ~~ (i e) 3 + t (e)

j l  j! r! r

where tt (O) E 84 (14; t-r) iB the Fourier tr ansfor ,n of some

function t (x)E L( I ;Q) such that t~ (0) = 
~
1r and

iCe ~ (x)Ith 
~~ 

~~~ dF(x) .

When r ia even, or if r is odd and F(x) r efers  to a non-

negative r~mdo ”n vari able , t~ (O) = 
~rFtr)

(0)1 where

Ftr) (8) EV + (M; e-r) . In any case, t~(O) ia exp ressible as

the linear combination of two characteris tic fu nctions, one of

which correepon de to a positive rcvzdom vari able and the other

to a negative one.

We note that the original proof of Theorem 2.1 given by Smith (1967) uses

only COflditio ns (l) through (3) for M(x) € N and consequently suffices
for M(x) c N.

The distribution function F(r) (x) referred to in Theorem 2.1 is

4. 

-~~~~~~
-

— 
-

~~~~~-- ~~~~~~~~~~~~~ 
--
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known as the rth 
derived dis tribut ion and can be written explicitly in

terms of F(s). A crucial consequence of Theorem 2.1 is that r whole

moments are ‘lost’ in going from F(x) to }
( ) (X) . I.

(r)(X) is

absolutely continuous, and we shall Write 1(r)~~~ 
for the corresponding

rth derived density. Derived distributions are strikingly apposit N

renewal theory; they were first used by Smith in his 1953 Cambridge Ph.D.

dissertation , and Theorem 2.1 was foreshadowed in results obtained by

Smith (l~)S9)

Authors have typically analyzed the behavior of the renewal function

by ass~.aning a particular moment condition for F(x) and deriving an

expression for H(x) which involves a remainder term of the “o” or “0”

type or a function of slow growth. The methods emp loyed are generally

ad hoc. A well known example is the Second Renewal Theorem which states

that if F(x) is continuous and has a finite variance, then

+ 
[
__ 4-lJ + o(l) as ~~~~~1

Following the systematic approach developed by Smith (1967), we

shall be concerned with proving that remainder terms belong to specific

8-classes. A n~.miber of results, including the n~ re familiar kinds of

estimates , can then be deduced from this stronger type of conclusion.

The cornerstone of this approach is a variation of a well-known

theorem due to Wiener, Pitt , and L~vy. In its simplest form the original

result states that the reciprocal of a nonvanishing function with an

absolutely convergent Fourier series possesses an absolutely convergent

Fourier series; see page 91 of Wiener (1933). Smith (1967) sharpened the

Wiener-Pitt-L~vy theorem in order to deal with functions of Fourier-

Stieltjes transform of functions of bounded variation. Following a

_______________ 
- L ~~~~~~~~~~~~~~~~



functional analytic approach Chover , Ney , and Wainger (1973) modified the

Wiener-Pitt-L~vy theorem to obtain results with applications in the

theory of branching processes.

Both these modifications are included in a very comprehens ive version

of the Wiener-Pitt-L~vy result developed by Smith (1976) for Fourier

series. Much of our work will depend on the Fourier-Stieltjes analogue

of a portion of Theorem 3.1 of Smith (1976). Since absolute continuity

will be an issue , some additional notation is required: If q(0) is a

characteristic function, write 1 - 
~[q(O)] for the total weight of

probability in the absolutely continuous component of the corresponding

distribution. Def ine

p [~ (O) ] = inf
k

In particular p(4(O)] < 1 if q>(e) C4.

We now state the version of the Wiener-Pitt-L~vy theorem which will

be invoked later.

Theorem 2.2 (Wiener-Pitt-L~vy-Smith) Suppose that $(O) and ~(O)

belong to 8~’ (M; v) for some M(x ) € N and some v > 0, and asswi~e

that ~ e)  vanishes identically outs ide an interval J .  F i€r thermore,

suppose tha t as 0 rzo~e through J, the point z = q(e ) imap s out an

arc C in the complex p lane and that ~~z) is analytic at every point

of C.

(A) If  J is a compact interval then 4i(O) 4 ($(O)) 81’(M; v ) .

(B) If J jo an infinite or semi-infinite interva l and

€ V4(M; v) ,  then ij~(O) 4’(~ (O ) ) c 84(M; v), provided no

eingulari~ty of 4 ( z) is within a distance p [~(O)J of the

origin.

-~~~~~--~~.-— —~~~~— - - - .  - . - . — —
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The proof of Theorem 2.2 is essentially contained in the two papers

by Smith (1967 , 1976), obviating a dctaile~2 discussion at this po int .

Theorem 2.2 differs from Theorem 2 of Smith (1967) only in that we have

replaced M by the broader class N. The (non-trivial ) changes in the

;~roof required by this generalization are given for the Fourier series

situation by Smith (l~76), and since the task of carrying out these

modifications for the Fourier-Stieltjes case is lengthy albeit straight-

forward , we refer the reader to the Appendix for a complete proof of our

version of the Wiener-Pitt-LAry-Smith result.

One important modification does, however , merit special coment.

Both proofs given l)y Smith (1967, 1976) involve the construction of

a 8’~r~o, t h  ~~ ii at ’~r functi on , abbreviated SMF. Given four real constants

u < ~ ~ the SMF qt (x; cL ,B , y , ~~) based on these points has the

following properties: It vanishes when x a or when x � 6 and has

the value unity on the interval B s x ~~ . I t  is monotonically

increasing on a < x B and monotonically dt creasing on y X < 6.

The SMF is infinitely differentiable , and each derivative is bounded,

vanishing identically , except when a x < B or y < x < 6. 1~rite

q(x ; a,B,y, 6)  
~~ 

e~~
8X q

1 (O; a,8,y,6)dO.

The SMF constructed by Smith (1967) has the property that q(x; cz ,B , y ,6)

L(M; v) for any M(x) and any v � 0. However when M is replaced

by N a im.ich smoother S?~D is required ; for a construction see pages 47-

48 of the paper by Smith (1976). We shall refer to this particular SMF

in subsequent applications of Theorem 2.2 .

It is interesting to note that the amount of smoothness that can be

built into a SW is restricted by the fact that i t  has a compact support .

_ _ _ _ _ _ _ _ _ _  -
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Smith (1971) proved that a necessary and sufficient condition for the

existence of a probability density function p(x) with compact support

such that pt(Ø) Lt(M; 1) is that M (x) satisfy the Umbrella Condition;

this is a consequen ce of Theorem XII of Paley and Wiener (1934). Since

the construction of such a density is the essential step in the derivation

of a SW , we cannot hope to improve Theorem 2.2 to include functions

M(x) which grow faster than the rate permitted by the Umbrella Condition.

Of course when F(x) Z7 (M, v) and M(x) grows like eX , it is still

possible to deal with renewal theoretic questions (and this has been

done by various authors) , but this situation requires the use of ad hoc

techniques.

2.2 Smooth inç~ Uagic

We now use the Wiener-Pitt-Levy-Smith approach to prove a result

(Theorem 2.4) which describes the asymptotic behavior of the renewal

function when F( x) has a finite variance. Although Theorem 2 .4  is

foreshadowed in the addendiwi to the paper by Smith (1967) , several novel

features w ill en~ rge from our proof , as well as a slight generalization

— -~ -— —.--—~~~~~~~~~ — -~~ —~~~~~~~~~~~~~~ 
—‘- — .  -- —-~~ ~~~~~~~~~~~~~~
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of the preliminary version .

Assume that F(x) € t)(M; 2) 
r~ 

c for some \4(-~) M. Sinc€ the renewa l

function 11(x) is not a function of totally bounded variat ion, it does

not possess a Fourier-Stieltj es transform. When dealing with positive

ran dom variables corresponding to renewal lifetime s, this difficult y

can be avoided by using Laplace-Stieltjes transforms, however we wou1d

then be forced to recast Theorems 2.1 and 2.2, thus losing the capabil ity

for possible future extensions to unrestricted random variables.

Instead we shall deal with a modified renewal function H~(x)

wh ich is bounded, nondecreasing and absolutely continuous. Let

be the triangular density function

1 x= - , x~ < a

= 0 , otherwise ,

. 2
so that A

T
(e) = 

sin (ae~4~1. . For 0 r~ < 1 Jefine (suppressing thea (aO/2)~
dependence on a)

(2.2.1) tlç(x) 
~ ç

fl 

~~ ~a
dFn~~~n-O -

~~~

where F0(x) = P {O < x} and F~(x) = P{X1 + . . . - X~ � x }, n = 1,2 

Then
~ (e)H (0) = — a

1.~~~ FT(O )

By Theore m 2 . 1

2~~~FT ( 0)  — 1 
~ 

iO ~ -a.— ( i O)

so that if we write B — ( l - ,) - 

~~ 
i~~, then

——-- _______ ______ ___—_-----_—.__.--—-.--- .-—----- - . — S — ~_~~S - ~••—~~ -~~ - ______ -
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A (0)
(2.2.2) H~ (o)  =

‘ +B ~~~~~ ~~~~~~ F
(7)

(O)

There fo re

- 
~~ °) 

=

+ I c  1 (2 ) (0) 1

Let I be a small open interval containing the origin . For 0 ~ I it

is not difficult to show that

~2 2
lB + 0 ~ F ( 2 ) (0) I 

> 
~~~

and for all 0, BI > p1c 1 0 1 .  Consequently for 0

( 2 .2 .3 )  IH~(e) 
- _____ = 0(U ,

un ifo r~nl y wit~ respect to c. Write i?~(0) for the Fourier transform

of the modified renewal function corresponding to the negative exponential

distribution with mean 
~~~~~

. Clearly

~~~V (0) (1 -

TT (o) = 
a

1 - ~1i0 -

and for 0 € I , the re exists a positive constant C such that

- 2 2
1- 1 1~~1~ 0 ~~~1

~~~~ ~~~~ 

- -‘--—-— I C f
l-ii1iO-c

(2. 2.4)
C~1Ie l 

_________S ———— < C.
I l-~i1jO-r~

L 
_ _ _ _  _ _ _ _ _ _   — - — ~~~ -a- --—- —
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(2.2.3) and ( 2 . 2 . 4 ) , together with the Triangle I nequality , imply that ,

for 0 I ,

U
~~~

) - ~T~(efl = 0(1)

~~~~~~~~~~~~ for 0 < c < 1.

Since we are assLmWig that F~(9) belongs to C~ , it fol 1~~s

that sup F~ ( 0)  I -
~ 1. This implies that H ( i )  - i1 (0)1 is bounded

C C,

as c 1 for 0 / 1. Furthermore (2.2.2), (along with the fact that

is integrable ,) can be used to show that H ( o ) is integrable for

0 j I , and , of course , the same claim may then be made for I~Jo).

Consequently we may legitimately app ly the Fourier inversion formula

(2.2.3) H~~x) 
- ~~(x) = ~~~~~ 

J e
0X { H ~~( I i )  -

since the integral in (2.2.5) is absolutely convergent. Setting

H (x )  u r n  H (x) and R’(x) = lirn ~ ( x) ,
ç~1 c

it follows by bounued convergence that

(2.2.6) H(x) - ~(x) - 

~~

— J e~~~
X 

~~(e) { ~ - + ui}do.
-
~~~ 1-F (0) —p1 -~ 

—

Using the expansion F+ (0) = 1 + ~j1i0 1 (1)(0) wh ich is a consequence

of Theorem 2.1 , we may fo r~na ll y write

1 1 1 1 1
i~F+(0) 

- 

-p liOFtJ)(e) 
= 

-~~i~

- --—- 
--- .— - . - —- -—

~~
-- —

~~~~
-_ —--
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= —k--— I [jf + (~ )J k

k 0

l~F+ (0) [l~F+ (
~~~) ] 2

(2 .2 .7) = 
_J_~

_ 
+ U) — + (1) 

—

-~j1i0 -(J1i0 1 - Ft(0)

Therefore

1 
- = ~ F’~2 (0) 

+ L4(O),
1-F~

’(o) -jj1iO 2~i1 ~

[1-F~1~(e)1~
say, where LT(0) =

1 - FT(0)

Our objective is to show that L4(0) is the Fourier-Stieltjes

transform of a function of bounded variation in a particular B-class, and

we shall employ Theorem 2.2 for this purpose. First we prove the

following auxiliary result:

LEI tIP 2r3 (Smoothing Magic) Let F (x) c P(M;2) for som e M(x) M.

Then

[1 - F+1 (0)1
2

( 2 . 2 . 8 )  ( C BT(M; 1).
- iO

P1~)OF. We want to show that

2(1- - F~
’
1 (0)] 1 - 

u41 
(0)12

(2.2.9) 
( )  

- - € 8T~ t; 1) .

— 
- - 

-iO -iO



24

Write IJ (x) for the unit function P{0 ~- x} , and define

F~ 1) (x) = U(x) - F (1 ) ( x)

U(x) - J F(1) (x~z)d} (1)(z) .

Then proving (2.2.9) is equivalent to showing that

2.2.10) 2F~1)(x) F~~~2(x) L(M; 1).

The following respresentation for F~1)2(x) requires no proof, having

am obvious interpretation :

= 
{F ~~1) (~~) }

2 
+ 2 J F

~l)
(x-z)I

~~~~~~~~
dz

Consequently showing (2.2.10) aix unts to proving that

2F~1)(x) 
- {F~l) (~)}

2 
- 2 

j

x/2 
F
~l) (x-z)~ 

1-~ (Z) 
ldz c L(M; 1).

Since 1-F(x3 L(M; 1) and(.11
(x

M(u) du xM(x) ,

we have

~ J M(u) dudx

I-y Fubini’s t heorem for nonnegative fun ction s it follows that

I M(x)F~1)(x) dx

S . —- - - - ~~~~~ -~~~~~~~~~~ -. - -~~~~~~~~~~~ .- - - -~~~~~~ -
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On the other hand , since

J uM(u) ~~~~~~~~ +

x — ~l 
—

as x -. 
~~~, we have xM(x)F’~1) (x) -‘- 0. Therefore

I x(M(x)F~1)(x) }2dx

Conseqt~ nt1y by a change of variable

1
.’ 

x{M( ~)F ~1) (~ )} 2 dx <

and s ince M(x) ~ M(~)H (~) ,  it follows tha t

(2.2.11) [F~1)(~’)]
2 L(M; 1).

Since F(x) has a finite varianc e ,

ç F~1)(~)du <

and since u ?1(u)F’~1) (u) ~~- 0 as u ~~- 
~~~, we obtain

(2.2.12) F~1) (~)F ~1) (x) € L(M ; 1).

Finally a second application of Fubini’s theorem yields

x/2 1-F —j xM(x){ J0 [F
~l) (x-z)

~
F
~l) ( x ) I I  (z)~~ dZ}th

s xM(x) 1
x/2 

~ 
l-F(x - z) ) l -F (z J dzdx

J O J O  ~1 ) ~~

4-

________ — —~~~~ ~~~~~~~~~~~~~~ - -
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= 
l-F(z) 

(

“i 

x M(x) 1-F (x-z) dxdz
0 ~l ~2z

(2.2.13) = z l-F(z~ J (y+z)M(y+z) 1-F(Y) dydz.
O ~ z 1~i 1

Over the range of integration y � z we have M(y+z) ~ M(y)I.1(z).

Consequently the integral in (2.2.13) is less than or equal to

21 zM(z) 
l -F (z ) J yM(y) dydz

3 ~l 
p

1

- - . - 1-F(x)which is finite , since L(M; 1). Consequently
p

1

x/ 2
(2.2.14) J [F~1)(x-z)-F~1)(x)][~~~~~ J dz L(M; 1).

(2.2.11), (2.2.12) and (2.2.14) together imply (2.2.10), proving the

l~~na.

We note at this point that the result of Lema 2.3 is quite

remarkable. In view of the fact that [1 - F t l) (O) J
2 is in the clas s

1) ,  we might reasonably conclude that (1 - Ftl)(0)] 2/ (- iO ) is

in the class 81’ (M , 0) ,  i .e .  we would expect to lose one whole moment

as the price to be paid for dividing by -iO. The convolution in the

ni.inerato r of ( 2 . 2 . I ~) apparently causes the “los t ” moment to “ re appear ” ,

and we refer to this surprising efficacy as smoothing mag ic.

Now write q t’(O) for the special SMF q r (0; -2 , -1 , 1, 2) and

def ine

- -~~~~~~~~~~~~~ --~~~~~~~~~
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14(e) = qr(~) L~(e)

and 14(0) = [1. - qr (0)]L~’(0).

Clearly

L’
~
’ 0 — 

[l-F ’tl)(e)1
2 

~~ ? ()~~

(o)

Set J - [-2 , 2] and ~(z) = Since Ftl)(0) is continuous at the

origin, IF (1) (0)I is bounded away from zero in a neighborhood of the

origin say ~~~ 6) .  On the othe r hand

m i  l - F ~
’(0 ) t = A > 0 ,

6s0s 2
S 

-2�Os-6

since otherwise F(x) would be a lattice distribution. Consequently

l - F ’
~~0~ I Ainf ~~~~~~ - — — > 0.

- 
.
~ Ii

~~1
iv

-2�Os-6

Thus for 0 ~ J , z - Ftl)(8) maps out a continuous curve that l ies

outside the circle

I~
I
l

Using Part A of Theor~n 2 .2  we conclude that qt (0)/F ~1) (0) is in 8’
~
’ (M; I ) .

It  then fol lows by the smoothing magic of Lema 2.3 that Lt(0) 81’(N; 1).

I t  is sonewhat easier to deal with

(1 - F+
1 (0 ) 1 2

L~(6) — [1 - q (0)] ~~
1 - FT (0 )

Here take J — (-cc ’ , 2)
~

(2 , cc’) and $(z) — 1-L~ . Since F’~(0) C 1 , it

is not difficult  to see that p[F 1’ (O ) ] < 1. As 0 runs through J ,

— —~~~~ -....-- —.. - - — —
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IF+(efl is bounded away frm uni ty. By Part B of Theorem 2.2

1 - g’ L~
) 3+ (f~4; 1),

1 - F (0)

and it follows that 14(0) 8~(M; 1). Consequently

L+(0) — Lt(0) + 14(0) 8’~
’(M; 1).

We have shown that

1 ~~~~1
1-F~

’(0) -p 1iO

p
2is the Fourier-Stieltjes transform of —
~~

-— F (2) (x) + L(x) whe re

L(x) 8(M; 1) .  Consequently

~
(
~

) { 
- 

- 

- 

-

a l F (0) p110

is the Fourier transform of

~~~~~~ ~
{ ~~ + -

Fr jn (2 .2 .6 )  it follows that

H(x) - 

~~~~~~ 
_.

~~~~~ F(2) (z) + L(z) }

1T(x) - 
~~~ ~~~~~~~~~~~~

But W(x) - 
~~~~~~~ 

~! + ‘~a~~~~’ 
so that

Aa (X
~~

) d{ 
J 1 

F~(z)}

‘ 0~~ ~~~~~~~~~~~~~~~ —-
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= ICO Aa (X~Z) { U(z) + d~~_4 F(2) (zj + L(z)
j 

- dU(z)}

~~~~ 
may be rep laced by linear canbinations of triangular dersities,

and these, in turn , may be used to approximate characteristic functions
of intervals by a “sandwiching” process described by Smith (19b4) . By a

standard extension argtm~ent we then obtain

x11(x) = — U(x) + —i F~2~ (x) + L(x) - U(x) + C.

Since > 0 it follows frcin the Strong Law of Large Nunters that

H(x) -, 0 as x -
~ - ~~~. Therefore C = -L(- 00) = 0.

We now state the renewal theorem which has been the aim of the

preceding discussion:

THEOREM 2.4 Suppo e e tha t is a sequence of iid positive random

variabl eB with dia trj bution function F(x) ~ V(M; 2) C for some M( x) M.
Then

11(x) 
n~l 

P {X1 + . . .+ X~ ~ x) - (f— - l)U(x) + F~2~ (x) + L (x) ,

t ’hai ’e L(x ) ia a f zøzction of bounded uar iatiun in the class B(M; 1) ,

L( cc’) - 0, wad, in particular ,

L(x) - 
~~~~~~~~~~~~~

aa X - ’ ~~~~~~.

-
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Reference to renewal theorems of this typ e (involving a derive d

distribution term in the expansion) appears to have been made f i rs t  by

Smith (19b7); see the addendum to that paper. The version stated above

seems to be the most general result wit h esp € ->.’t to the moment cZa ~s N

that can be obtained via the Wiener-Pitt-LAcy-Smith approach. The proof

of Theorem 2.4 does suggest extensions in other directions which will

be taken up in subsequent chapters. In Chapter 4 we shall discover some

smoothing magic in an investigation of the renewal funct ion , assuming

F(x) c Q (M ; 1 + c i ) ,  0 < ci < 1. This will involve adding more terms to

the expansion in (2.2.7). In Chapter 5 we shall examine cuniulants of

the renewal process (and, in particular, the variance,) when more than

a second m~~ent is assumed for F(x) .

- S - - — - S --



QIAPTER III: Al-I APPLICATIOII TO
SU PERPOS I T I O~ OF RE I~EWA L PROCESSES

I~iaving examined a fund amental problem in renewal theory in the

previous chapter , we shall now apply the main result (Theorem 2.4) of

that discussion in a brief study of superposed renewal processes. The

lit erature concerning superposition is quite extensive, and consequently

we have confined the review in Section 3.1 to a small number of references.

Section 3.2 deals with the probabilistic behavior of superposition under

trans ient conditions , an aspect which has largely been ignored by

previous authors.

3.1 A Selective Rev i ew

Suppose that ~ independent sources each give rise to a series of

events and that the outputs of these sources are superimposed into a

single pooled output. The superposition process is thus a series of

events in which an event occurs at t ime t if f an event occurs at t in

at leas t one of the N canponent processes . This model was f i rs t stud ied

by Cox and Smith (1953) in connection with a problem in neuro-physiology ;

however , it has also arisen in a number of other diverse areas of appli-

cation , including the theory of congestion in telephone traffic ,

investigations of computer failure patterns, and studies of multi-stage

industrial processes involving simi lar machines operating in parallel.

Cox and Smith (1953) dealt with the superposition of str ict ly periodic

sequences of events , i . e . ,  when the events from the ith sourc e occur

S - - —- -- — ~~~—~-~~-- S S
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exactly at t imes ~~ 2O~~, 30~ ’ ... , where 
~~ 

is the period of the ith

source , Ci = 1,2 ,...,N ,) and the periods are mutually irrational.

Although this is a deterministic situation , it can be shown that

asymptotically as N becomes large , the pooled output (viewed over a

long period of time) becomes indistinguishable from a Poisson process with
N

parameter A = ~ (1/6.). Mild assumptions are made to ensure that as N
i— l

tends to infinity , the t ime scale is dilated so that no small group of

period s 0~ is comparable with the mean interval between events in the

superposition .

A consequence of this rather surprising result is that f o r  lar ~j e

the anal ysis of local behavior of the superposition yields l i t t le  info r-

mation regarding the individual sources. It is well known (and easy to

demonstrate) that the superposition of p independent Poisson processes

each of parameter A is i~se1f a Poisson process of parameter pA.

Therefore no finn conclusions can be drawn from the analysis of a pooled

output which does not differ significantly from a Poisson process.

For small N it is possible, at least in principle , to estimate the

0
~
’
~ 

accurately , provided the pooled series available for analysis is

long . The p rocedure consists of decanposing the frequency distribution of

the intervals between successive events. For larger values of N , Cox

and Smith (1953) p roposed an analysis based on the variance-time curve

VN (t ) - Var{nifl,er of events occurring in the superposition during [0 ,tj } .

~~~ (t) , which can be estimated fr an observations on the superposition,

oscillates about N/6 for large t iff the series is the Pooled

out let of ‘~ periodic sources .

More generall) ~e wish to study the behavior of the superposition

when the sources form independent renewal processes . The superposition

- S - - - - — —~~~~~~~ - --~~~~~~~~~~~ - .—
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w i l l  not , in general , be a renewal process , since the intervals between

events arc riot necessar i ly  i ndependent random v ar iables . ( In  fact , if

thc superposition of two independent renewal processes with the sane

intcroccurrence distribution F(x) havins~ mean ~j  ~- is also a

renewal process , then all three processes are Poisson ; see, e.g., Karlin

anu lavior (1975 , page 2 (  ) . )

Cox and Smi th (1954) assumed that for each source the intervals

between successive events f~nn i sequence ol iid positive random

varial)les with distribution F(x). (~c shall refer to this as the

identical ly distributed case.) They considered the equilibrium behavior

of the superposition a long t i me after the start of the p rocess as fo l lows:

For i = 1,2 N let be the time measured back from a fixed

sampling point to the preceding event on the ith source. I~~f i ne Y

as the corresponding random variable for the supe rposition . I’hen

Y = mm (Y 1,. .. ‘~N~~

For renewal processes in equilibrium the Key Renewal Theorem can be

used to show that

( 3.1.1) P{Y ~ > = r 1-F~x) ~~~~ = - F~1~ (y),

provided that ~i = xdF (x) < ~~~. (Note that (3.1 .1) does not depend

on the choice of the sampling point.) Then by independence

P { Y  > y } = [1 - P (1) ~~

The density corresponding to the backward delay distribution for the

superposition is ~iven by

- --
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~3. 1.2) ~
- [1 }:(V) 1 [1 - 

~(l) 
(y)

Now le t  G(x) denote the (equilibrium ) distribution of the interval

hetwecu events in the superposition , and 1e~ g(x be the correspond ing

den si tv . C1c’ar lv the mean interval ! t t i e c n  events in the superposition

is JN . Suppose we take a sampling poin t  chosen at random ove r a ve ry

long time interval and define as the time measured back to the last

event in the superposition . I f  X denotes the length of the in te r -

even t inte rval in wh i ch the san~) 1ing p~~ iIIt l i e s , then X has th e length -

biased dens i ty  x g ( x ) / ( . . / N ) .  The conditional dens ity  of gi ven that

X x
0 

is uniform over (0 , x0) .  Thus the unconditional pdf o f : is

(3.1 .3) r L . 

x~~ ( x )  
dx = 

l-Gjy)
y x

0 ~/N ~

Because the renewal processes are in equil ibrium , the expressions (3 . 1.2)

and (3.1.3) are equivalen t , and consequently

(3. 1.4)  1 - G(y) = [1 - F ( y ) ] [ l

Write L for the leng th of an interval between consecutive events in the

pooled output under equilibrium . (Note that dividing L by 1 (L) =

corresponds to a dilation of the t ime scale.) Then assuming F (0) = 0

( 3 .1 .4 )  implies that as N

= [1 - F(~~) J [ l  -

= [i - F(~~ ) j  { 1 - 1
i/N i-F(uJ du}

- — ~:— — — - —5—-—- ~ ,— - — 5— --— -..- S ~~~~~~~~~~~ ~~~~~~~~~~ 
—.—. S —-
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Cox and Smith (1934) showed equivalent l y that as ~ tends to infinit y

the limit distribut ion of the number of events occurring in an interval

of length ~rr /N is Poisson with parameter i .  They made the mild

assi.mption that the re ex ists 8, 0 1 , such that F(t) = 0(t8)

for small t. It can be shown more gene rall y t hat in the l i m i t  the

numbers of events in non-overlapp ing intervals are independent , i.e. , the

superposition is a Poisson process. Such results provide a theoretical

basis for making a “Poisson assl.m~)tion ” in a number of app lications , just

as t he Central Limi t Theorem is frequently invoked to j u s t i f y  assumptions

of normality.

Cox and Smith (1954) pointed out the di fficulty of analyzing a

superposition when N is large, noting that the sources might equally

well be strictly periodic or renewal processes. They suggested a variance-

time curve analysis for situations in which N is small and unknown. (cf.

Cox and Lewis (19(6, page 215).) Let a, and refer to h(x).

Then

No2t - 1 ~~- —s-— N + -

I-I l ‘
~ i 31J l

for very large t. Ccinparison with the empirical variance-time curve

y ields estimates for the four unknown parameters . However these are

based on sample estimates of higher moments which tend to be unreliable.

Cox and Lewis (19tb) additionally noted that this approach is likel y to

be inefficient because trans ient effects are not taken into account,

suggesting an area for furthe r investigation . We shall return to several

related issues later in Sections 5.3 , 5 .4 , and 6.2.

Since 1~~ 4 very few authors have dealt with the inferential aspect

of superposition. On the other h and , l i m i t  theorems have received

_ _ _ _ _ _ _  — 
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increas ing at tent ion , and most recentl y there has been a su rge of interest

in the supe rposition of very general types of point processes.

Khintchin e ( 1L360 , Chapter 5) observed tha t the process describing

the ~trr iva1 of calls in a telcphcne exchange often approximates a Poisson

process more closely t han mi ght be expected. lie explained this phenomenon

hs showing that the superposition of indefinitely many uniformly sparse

hut not necessaril y identical renewal processes tends to a Poisson process.

Since the statement of this result in the English translation of

Khintchine ’s monograph is somewhat awkward, we quote the following recent

version due to Karlin and Taylor (1975, Chapter 5):

I-or n = 1,2,..., and for i = 1 ,... ,k , where k as n •
n fl

let N .(t) be a renewal counting process with underlying distribution

F~1(t) . (For every n the processes (N1~i
(t)),... ,~N~~~(t)} are

assumed to be Independent.) The superposition process N~ (t) is defined

as

N~(t) = ~ N~~(t) , t 0.
i= 1

Then according to Kh intchine ’ s theorem,

him P{N (t)-j} = 
e~~

t (At )±  
, (j 0 ,1, . . . )n j !

if and only if
kn

~ F . ( t )  =
n-pc= i l  ni

provided that u r n  max F~~~(t) - 0.
n-~~ 1si ~ k~

Franken (1963) proved a refinement of this result for the iid case.

_ _ _ _ _ _  
5- - - ..-. -5- -~~~ -
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Let

= N - (u +
~~~~ ) - N -

~~~~~ 
)‘iii ni o i i i  o

for i = 1, . . .  ,n and n 1 ,2,..., where the underlying distribution s

F~~(t) are for i = 1 ,... ,n identicall y equal to Fn(t)~ 
Define

= 

i~ I ~~

and assume that nhI (t) = ~i(t) for all ii and t , where 1i (t is the

renewal function corresponding to I~~(t) , and 11(t) is an arbitrary

renewal function . Franken (1963) showed that if F1 (+0) < 1/2 , then

r Q . ( k )
~ 

P{c~=k} = ~ ~(k){
l + 

~ 
‘

. } +
0<k<x o~k<x 1 1 n n

where the Q~(k) are certain calculable polynomials in k, r 0,1 

If ‘- (+0) 1/3 , then the estimates so obtained are uniform in x.

Franken ’s proof (which is quite cumplicated) is based on a generating

function approach which makes use of a Charlier Type B seri es .

Unfortunately the condition “i~i~~(t )  = 11(t)” is unrealistic , ruling out

use of the expansion in many applications. This restriction has apparently

been overlooked by authors quoting Franken’s result; see , for e~ainple , the

review by Cinlar (1972).

Ainbartzumian (1965) discussed two “inverse problems” related to the

superposition of renewal processes: (1) determining N and 1 (x) when

the sources consist of N identical renewal processes, and (2) determining

1 (x) and A when the component processes consist of a Poisson process

with parameter A and a renewal process with underlying distribution P(x).

M~artzumian ’s results are stated vaguely, and no niun er ical examples are

• S S ~~~ S 5 S ~~ 5-~_~ S - 
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presented. his “general method” for the firs t problem does not go beyond

the work of Cox and Smith (I~ S4), ito r is it clear that his “method of

m~~ nts” answers the second question satisfactorily in a statistical sense.

In a second paper Ainbartzumian (19U9) discussed the correlation

properties of the intervals in the superposition of N not necessarily

identical renewal processes in equilibrium . Let X , \~~, X2,.. . denote

the lengths of consecutive intervals between events in the superposition ,

and let

~(z) = ~
11=1

where = Corr(XO ,Xk). Also let F1(x) denote the underlying distri-

bution for the ith renewal process. Assume that (A) for i = 2,3,...,

N the Laplace transforms

= e SX d F . (x)

converge in the strip -a < Res < 0 for some a ~‘ 0, and (B) each

F1(x ) possesses an absolutely continuous component. Then t i n  the some-

what confusing notation of .Ainbartzunian)

c_2. + (c -1)q,(l) =
° 1= 1  2

where C

0 

EX~, ~k = x~ dFk (X) , and o~~ ~: ~~
Fk(x).

Ambartzumian did not , however , extract closed expressions for the serial

correlations.

Blumentha l , Greenwood, and Herbach (1968) cons idered the ra te of

conve rgence to the exponential form of the inter-event distribution for

the superposition , both as a function of time and as a function of N ,

-~~ - S-- ~ —- — - - 5-~~.t__.___,•_ 5- — - - - - 5 5~~~~~~~~~ _~ S
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the number of component processes . They examined both the iid and

the non -identical cases , assuming that the underlying distribution s are

members of the gama family with selected shape parameters. By making

such concrete assumptions, Blumentha l , Greenwood, and Ilerbach were able

to generate a number of interesting plots wh i ch enabled thcm to rate the

effects of f actors such as system age , system size and shape of the

distribution on deviation from the exponential limit. The most important

conclusion was that system age can cause very large deviations from the

lim it,and that these can extend over a relatively long t ime span. The

work of Blumenthal , Greenwood , and hlerbach is apparently the first to

deal with the transient aspects of sup erposition from a practical stand-

point.

Lawrance (1973) studi ed the dependence of intervals between events

in the superposition of independent (not necessari ly identical) stationary

point processes . In particular he obtained the joint distribution of any

n~ther of ad j acent inter -event intervals following an arbitrary event in

the superposi tion . A1tI~ugh this distribution can be stated in a closed

form , the result is notationahly intractable. In fact Lawrance found it

necessar y to restrict his study to the joint distributions and serial

correlations of at most three adjacent intervals. h is work includes some

interesting numerical results based on superpositions of Erlang renewal

processes.

Recently Coleman (1976) dealt with a special type of superpos ition

involving dependence . Suppose we start with a renewal process in equili-

brium and choose ixidependently a sampling po int . The distances from this

point measured forward and backward to renewal points define two new

renewal processes . Their superposition constitutes a folding over of the

past of the original p rocess onto its futu re , and these are independent

S~~~~~~~~~~ -- S S - - --
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only in the Poisson case. Coleman obtained the joint distribut ion of k

ad j acent intervals for this rather unusual example of superposition .

3.2 The Trans ien t  &ehavior  of Sup~!p~si t i o n : A Renewal Theoretic _ Approac h

The studies reviewed above have , for the most part , dealt with

probabilistic aspects of superposition of renei~al processes. )\e

believe that one goal of such work should be to provide insights which

1’2ad to improved statistical methodology, and there is clearly a lack of

results which are useful in this sense. Inference about the source

processes based on observation of the pooled output is feasible only when

the superposition differs significantly from a Poisson process. This

suggests the need for further investigation of superposition of a relatively

small number of processes under time dependent (rather than equilibrium)

conditions.

Although we shall not attempt to develop statistical techniques for

dealing with data arising from superpos i tion , Theorem 2.4 can be used to

derive certain results for the transient case which may well lead to more

precise statistical work in the future. Specifically we shall consider

the relatively simple problem of finding the probability that k events

occur in an arib it rary interval of t ime for a superposi tion of N

independent, identical renewal processes {X~}
’
~~1. (Apparently this

issue has been overlooked by previous author s, including Blumenthal,

Greenwood , and Ilarbach (1968).)

Let F(x ) P{X~ � xl , and wri te 11 (x) for the corresponding

renewal function . We shall assume that

- 
_5_~~~~~ S~ S S — - -~~~ 5---- -- - - — -- 
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( 1) N , the number of sources , is fixed and relatively small , (so

that i t  cannot be regarded as tending to infinity) ,

(2) the first renewal lifetime X1 for each component process

begins at time t = 0 ,

and (3) by t ime t to the component renewal processes have not yet

reached equilibrium .

Furthermore we shall assume that F(x) i V(M; 2) C for some moment

funct ion M(x) € M , using 
~~ 

and to denote the f irs t  two moments

of F(x) .

Let ~t ‘ 0 be a fixed increment of t ime , and for j = 0,1,2,...,

and k = 0,1,2 ,..., define

p
3 

= P {exact ly j renewals occur in (t0, t0
÷~tJ

for given component process)

and 
~k = P {exact ly k renewals occur in (t0, t0+i~t}

for the superposition).

Studies of tne limiting behavior of super position as N becomes

large typically involve a standardization which can be thought of as a

dilation of the time scale for the sources . Specifically the process

is replaced by (NX~/~.i1} 1. We shall follow this procedure here

for the sake of comparison with the l imit ing Poisson distribution which

we shall write as

The probability that no event occurs in (t 0 , t~+~ t] for the process

— t ~At — ~1t /N — t +
~~~~. 

S

(3 . 2 .1 )  p0 — J 1 - F( ~ J J + J ~~ 1 - u} ~~~— N/ij1 — o — N/~i1 —

- -- - 5  _ _ _ _ _-
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Note that the first term on the right-hand side of (3.2.1) is the

p robabil i ty that the f i rs t  renewal takes place after t ime t0 + t~t ;  the

second term is the probability that a renewal occurs in (0 , t 0 J such

that the next renewal takes place after  time t + A t .
0

For convenience write

~ ~, t /~ and 6 ~i (t t)/No ~~o 1

Using the independence of the sources

1
. t ’+ 5

P0 
= ~l - F(t’ ~) 

+ U(t~) 
- 

10
0 F(t’ + 6 - u)dfl(u)

(3.2.2) t’+6 N
+ F(t’ + 6 - u) dH(u) }.

(3. ..2) can be simplified by applying the ntegral equation of renewal

theory ; consequently

t ’+o
(3 .2.3) P0 

= 
{l 

- [1 - F(t~ + 6 - uJdh1 (u)~

(3 .2 .3)  is a particularly revealing expression which does not appear to

have been studied elsewhere . I t  involves both the behavior of F(x)

near the origin and the behavior of 11(X) for moderately large values of

x.

We shall deal with the former by assuming that there exist positive

constants A and p such that

(3.2.4) F(x) = Ax~ + 0(x ’~’~~) as x - 0 .

- 
—. S -- ~~~~~~~~~~~~~~~~ - -  - -
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This is a fair ly mild condition , in view of the fact that (3.2.4) is

satisfied by a number of useful lifetime distributions , including the

unifom ,negative exponential , ganuna, and Weibull families .

To handle the transient behavior of 11(x) we apply Theorem 2.4 of

the previous chapter. Substitut ion into (3.2.3) yields

(3 .2 .5)  P0 = {l - 

f
~~~

6
i - F(t~+ó-u)][~~ + ~~~~ dF~2~ (u) + dL(u)1}

where the r~ nainder function L(x) belongs to SCM , 11. Note that the

bounded variation property of L(x) is essential to this application.

Now by assumption (3.2.4),

t’+ó 6 A6~~
1 +2

~
j [1 - F(t~~6-u) ]du = - _______ + o(6P )

Since the second derived density is given by

f (u) = (v-u)dF(v),
( )

it follows that

t ’+ó

~~~~~~~ f ~~ [1 - F(t~+6-u)JdF (2)(u) 
=

2p~ to
(3.2.6)

— 
] ~ J o  

~~ 
[1 - F(t~+6-u)j (v-u)dF(v)du .

After interchanging the order of integration , simplifying and collecting

terms , (3.2.6) reduces to
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~~~~~~~ i: u
2dF u+t ;) + udF(u+t’)

- 
~~~~~~~ [1 - F(t~+6)] - 

A6~~ 
~~ 

udl (u+ t ’) + 0(r~~~
2)

0

The most intractable term in (3.2.5) is

~ (1 - F(t~~6-u)JdL (u) = L (t ’÷ó) - L(t ’)
0 0

(3.2.7)

- A j (6-v)~dL(v+t~) + o( 
f:~~

v
~~~

1 dL(v+t~)}

The difference L(t~+6) 
- L(t~) is not amenable to a Taylor expansion

unless F(x) possesses additional smoothness. We prefer instead to

assume that

1(3.2.8) - 

2 = 0(6 ) ,
t ’ M(t ’)
0 0

which should not be unnecessar ily restrictive , especially in applications

where F(x.) may well have more than a second moment.

We shall use (3.2. 8) in connection with the following lenuna which

implies that

L(t~+o) 
- L(t~ ) = _ _ _ _ _

provided that M(x) is , additionally, a special type of function of

moderate growth. 

--- — - -_J~~~~~~_ ~~~~~~~~~~~~~ ..--—- - -



45

LE~MA 31j _ A -  ~ M(x) .‘~1 and ~~~~~ that

(3.2.9) ~~~~~~~ -~--~~~ - = 1 + 0(i) as x
M(x) X

f o r  ~~~~~~ Constan t c > 0. Then

(3 .2 . 10) L(x +6) - L (x) ~(M; 2 ) .

P ROO F. By a change of variable ,

X~~1(x ) d(L (x+ 6) -L (x) } = 

~~~~ 

{u2M(u-6)-u~~(u)}dL(u)

(3.2.11)

- 26 J uM(u-6)dL (u) + o2 

~ 
M(u-6)dL(u)

6 6

Using the facts that L(x) 8(M; 1) (b y Theore m 2.4), M(x) is a
function of moderate growth , and

u2 M (u-6) - u2M(u) — uM(u){u
fMO.1_6) 

- iI }M(u)

we can apply dominated convergence to conclude that the integrals on the
right-hand side of (3.2 .11) are finite . Thus L (x+ó) - L(x) ~ 6(M ; 2)
and, in particular , as x -‘

lx
2
M(x)[L(x+6)-L(x)]j 

~ J u2M (u)Jd(L(u+o)-L(u))j 0.
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N .h . Various authors have obtained estimates for the function

1i~x~1) 
- 11~x ( , wh ich is someti mes re fe rred to as the ‘~B1ackwe11 difference” ;

see , for exan~ le , Theorem 3 of Stone (1905) . ~c can modif y Theorem 2 . 4

in an obvious manner to obtain an expaiis ion for  the Blackwell difference ,

and the remainder term L (x+1) - L(x ) then belongs to B(~f; 2) according

to Lema 5.1 , provided , of course , that F(x) . V (M , 2 and M (x)

satisfies (3.2.9). Lenuna 3.1 thus improves the resu1t of Stone (1965)

who showed that

L ( x÷ l )  - L(x)  = 0 ~~~~~~~
--- as x

log x

if F ( x )  V ( I ;  2). We suspect, moreover , that (3.2.10) is t rue for all

M(x) ..

Returning to (3.2.7) , assumptions (3.2.8) anu (3.2.9) imp ly that

t t +-~ -,

f 
° [1 - F(t’+6-u)jdL(u) =

t ’ 0

0

1~y expanding the right-hand side of (3.2.3) and collecting terms

of the same order of magnitude we obtain the following estimate :

b~~~ i~ f ixed  N xn~I t 0 , z:~ At 0,

(3.2.12) P0 = 1 - (At )~~ l + 

~~~~~ 

udF(u + t’)~

p
( ~i+~ A~J~ 

— 1 ~+ _______ —~J 1 + — J udF(u+t’)
N~ 1+p — ~‘1~~ s 0

~ 2
+ ‘‘~~~~~~~ L i  

- F( t ’+o)) - -
~~
‘--

~~ U dI (u + t ’)
ZN ° 

°

S 5~~~~~~ 5 - 
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1
+ Vt ) :~~~~ ~ 

+ — J udF(U+t~) 0(At)
—~ — 

~
‘
1 6 -~

The approximation (3.2.12) nay be too complicated for practical purposes;

however ( 3 .2 .1 2 )  does , in fact , simp l i f y to

P0 
= 1 - (At)~~1 + 

~~ ~: 
udF (u~t~ )~~ o [(At ) ’~ ’]

so L:at by c~iq arison with the limitin g Poisson case ,

(3.2.13) p = - 

~~ J: udF(u+t ’) + 0~ (At)~~~}

Expression (3.2.13) is particularly interesting , since it reveals that N

and to (rather than the behavior of F(x) at the origin) determine the

rate of convergence to the Poisson limit. Furthermore, the “correction

term” in (3.2.13) is specifically related to the first moment of the

distribution F(x).

The approach outlined in this section can be used to derive

approximations such as (3.2.12) for P1. P2. P3. and so forth. The

al geb raic details become increa s i ng ly complicated , and for convenience

we simp ly nbte that

= + r udj:(u+t ’) + 0((At)
1
~~}

and for k ? 2,

= 0 [ ( A t )  

~]
These estimates u~nonst rate that the ‘ smoothing magic” of Section 2.2 can

lead to detailed result s concerning suI)erposit ion . We shall resume our

discussion of this application in Section 5.3.

S 
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QIAPTER I \’ : A R EP RES E~’1T ATI0N FOR THE
RENEWAL FUi4CTION WHE~1 THE VARIANCE IS INFINITE

In this chapter we resume our study of the asymptotic behavior of.

the renewal function 11(x). We shall develop an expansion for 11(x)

assuming that F(x) , the underly ing distribution , has an infinite

variance and, furthermore, that F(x) V(M; 1+6) C, where M(x)

and 0 < 6 < 1. Some previous work related to this problem is reviewed

in Section 4.1. The methods used to prove Theorem 2.4 are relevant to

the present situation , although, as we show in Section 4.2, a different

k ind of “smoothing magic” is necessary. Our main result (Theorem 4.6)

is contained in Section 4 . 3 .

4.1 A Theorem of Stone and Wain g~er

In a study of the theory of recurrent events Stone and Wainger (1967)

dealt with a lattice distribution t f )~ defined on the integers

and with the corresponding renewal measure {u~}~~ ~~~. (In the more

familiar situation where f = 0 for n < 0, f
3 

is interpreted as the

probability that an aperiodic event takes place for the first time at

time j ,  and U
k 

is inte r preted as the probability that a recurrent

ever occurs at time k.) Note that {f ~ } . ~~ and {u~ }~~ are

the analogues of the probability density and renewal intensity functions
which arise when F(x) is assumed to be absolutely continuous. Specifi-

cally Stone and Wainger considered the problem of estimating u~,

assuming that 
~~~ 

has at leas t a fini te nonzero f irst  moment

_ _ _  - - - 
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.\ br ie ~k”~c r i~~t ion of their work is appropriate here , si n~ e the theories

of recurrent events arid renewals are parallel to a great extent .

‘-~t one and ~cainger introduced a class of moment functions M(x)

defined ftc the foll~~ing properties :

(i) 2 s M~x) < for 0 ~ x

( i i )  M ( x )  is nondecreasing ,
-l -1

i i i)  y log ~ v x log H (x) for 0 < ~

( iv)  x 1
~ log :~ux) 0 as x

We shall refeF to this class as M’ . For part of their  work Stone and

.ainger requi red additional restrictions , including the condit ion ~i ( 2 x )  =

0(M1x)) for all x 0. M ’ is homologous to the classes M and ‘~~~

used in Ci~apter 2 , although the latter seem to be more natural ; condition s

S (iii) and (iv) are not obvious and were needed by Stone and Wainger for

purely technical reasons. M ’ does include furict ioiic such as

x~(log x)
6 eX

6
,

where 0 < ~ 1, and eithe r y > 0 or y = 0 and ~ > 0.

Two additional sequences are defined as follows: Let

q0~~~
i1 - ~ f~

j=1

S and - ~ f L r k > 0.
j ak+ l ~

Al so set

rk 
a - q. for k 0.

S j~k~1 ~

Since is finite , the sequence {q~}~~~ is s~m~nable. Note that if

we assume , in addi tion , the existence of the second momen t of {f ~ )~~ ~~~,

_ _ _  
- --- S~ _ _  
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then when 
~n = 0 for n < 0, the sequences {q~} 0 and

cor respond to the f irst  and second derived distributions , respectively.

Write  q (m) for the ni-fold convolution of iq~} 0 with itself.

For the one-sided case where {f . }~~ is concentrated on the non-
3 3- -(0

negative integers , Stone and Wainger obtained the following result:

ThEOREM 4.1 (Stone and ‘~‘ainger , 1907) Assume that

~ .1+6 - -
L i ~

(i) ~j =~~

ó~ 0 < 6 < 1, and some M (x) M ’ . Then f o r  n ~~~~~~~~~~~~

lar w , as k -* (0 ,

~ * 
(m - l)

1 n ~r q  k
(4.1.1) U

k 
- 

~~

_ = 

~ 

+ 0(p(k)),
1 m l

where for k > 0 ,

1 2k jM (j)f.
(IA — _ _ _  + _ _ _  V _ _ _ _ _ _ _— 2+2~~ L 1+6k M(k) kM(k) j=k/_ 1 + 1 k- il

In J~~’t ,

(4.1.2) p(k) = ° as k -
~~

k M(k)

based on such minimal conditions the estimate (4.1.2) for the

remainder term in the expansion is surprising ly sha r p . Unfort un ately the

m eaning of Theorem 4 . 1  is not entirely clear; the statement begs the

question of the precise rninber n of terms to be included in the expansion

s...- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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for a particular choice of ~~, and this issue is not resolved in the

rather sketchy proof given by Stone and Wainger.

Results similar to Theorem 4.1 were later obtained by Ess~n (1973),

(~i1though he, too, failed to specify n). Whereas Stone and Wainger used

~~~~~~ techniques to obtain (4.1.1), Ess~n showed that a relatively simple

proof is possible if certain comutative Banach al gebras are first intro-

duced. In particul ar, Ess~n derived approximations to U
k 

in which

the remainder term is shown to be of “o” or “0” type , depending on

corresponding assumptions made concerning the distribution (f~}~~

The Banach algebra method also yields results in renewal theory , hut in

this ‘;o~itext it appears that no si gnificant advantage is to be gained

over the approach discussed in Chapter 2; (cf. the remark by ~nith (l)7b;

; ntge 16)).

Theorem 4.1 does suggest an expansion representation for the renewal

f unction 11(x) , al though we do not believe (as conj ectured by Stone ~~d

Waingem ) that the techniques used to obtain (4.1.1) can be readil y adapted

to the non-lattice case. Of course we have already established such a

result for i~(x) when F(x)  has a f in i t e  second moment (see Theorem

2.4), and clearly the expansion in that case consists of a si ng le tern.

Therefore ~c now consider the cui i~equem1c&- of assuming that F(x)

~i ( ~~-~~; l+~)~ C for 0 < ~ < 1 ano some appropriate nt xment function M(x),

in ;  a aau n ir ;, further rn. ~e , th a t F(x) baa an ~~.
‘
~~it~5 ’ ~~(~~~~~)~ 2d mc r ’k-nt.

This problem was , in fact , the subject of a Ph.D. dissertation written

by L*ibman (1970) under the direction of Stone at the University of

California at Los Angeles . IXibman made rathe m specialized assumpt ions

concerning F(x) , such as

_______ -- - - — -5---—.- - -~~~~~~~~- S - S - — --
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-a
1 - I (x) Cx as x

where C is a constant and 1 < < ~~~, and,

F (x+l) - F( x) = 0(x 1
~~) ~ .5 X

Us i ng Fourier ana1yt~c methods he obtained results of the form

ti(x) 
~ 

-jj~
- T (x) + o(1) as x ÷

n~ 1

where for 0 , T1 (x) = x and

Tm (X) a t;1T 1
(X) 

- T (x) * [l - F ( x ) ] .

The n~ ther n of terms is specified to be such that n a 2 and

s n(n-l). i~abman did not allow for more general moment

conditions. It is interesting to note that his techniques resemble

methods used by Stone (l9O S) rather than the app roach followed later by

Stone and Wathger (1967).

4.2 A Pre1imi nar’~ Look at the li on -L at t ice _ Case

Let n � 1 be s~~~ positive integer and consider the following

formal expansion:

_____ - 

~l~01) O 
= 

~~ I 
1~ [l~Ftl) (en }

a __L~ { ‘ 

~~ 

[1-F ’
~i~ (e) J~ + 

~~

__

~

_

~ 

—(E-(;E~
-i-
~ 

}

~~~~~~~~~ ~~~~~~~~~
- . 

— - - 
- -~~~~~~~~~~~~ 5 - 5 - —
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1 n j1~F+1 (0)J J
(4.2.1) = 

_ _ _  
+ ~~ ___-~~~~~~ — +

-~ 1 i0 j=1 -ti 1 iO 
n

say, ~aere

n~1

(4 . 2 .2)  L (0)
I’ 1 - F (0)

This expansion is s imply an extension of (2.2.7). In Section 2.2 we

showed that Lt(0) 6+ (M ; 1); here we do not hope for such a big

uividend . It seems reasonable (in view of Theorem 4.1) to expect that

L~ (0) 5~~M; 6) for some n a 2 depending on ~~. Also note that

since F (x) has an inf inite second moment , we can no longer write

[l.F~1)(o)1/(-~1ie) as 1J 2Ft2)(0)/2u~
.

Before proceeding to study the integrability properties of

we derive an interesting alternate expression for L~~~(0) . Recal l that

part (a) of Theorem 2.1 deals with Taylor expans ions of characteristic

functions when moments of non-integral order are known to exist. Using

this result (and setting N n+1 for simplicity) we obtain

[l~F1tl) (0) ] N to ! 6
~~

h tst (e)f~ exp{inN - (sgn 0)~~~(N4)~~ - Nic~}

Choose n so that N is even and oN = 1. (This can be accomp lished

without loss of generality ; if 6 — + c for some smal l c > 0, then

replace the moment function M(x) by M ’(x)  x~M ( x ) . )  Sinc e c can

be any real constant, take c - (N -1 ) i i /~~ . Then e”~ - 1 and

________ _ 
[5t (9) J N

_____— ___ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _ _ _  - - —5----
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so that

+ [ T(~) ] fl4 l

(4.2.3) L~(0) =

‘1 (l)~~

(4.2.3) provides a particularly transparent representation for

in addition to relating n and 6 in a surprising simple manner.

h owever since it is easier to deal with F(1)(x) than s(x) we shall

take ( 4 . 2 . 2 )  rather than ( 4 . 2 . 3 )  as our starting point.

Becaus e we are now assuming that F(x) has an infinite variance,

the moment function M(x) must necessarily grow slowly, for example , l ike

1-6
2

x log x.

Generally speaking , x 1
~~

6/M(x) cannot be bounded; otherwise

~~
“ 2 ~ 1+6 1 6

I x dF(x) J x M(x) -
~~

---——- dF(x)
o M(x)

For convenience we shal l assume (throughout this section only) that

x ’ 6 /M(x) is , in addition , a nondecreasing function.

Previous studies of the infinite variance case have yielded “o” or

“0” type estimates of the remainder function L~(x). Here our goal is

somewhat more aithitious ; we wan t to show that L~ (x) belong s to some

appropriate moment class , and for this purpose we shall utili ze the

approach presented in Chapter 2 .  In othe r words , we shall atte mpt to

develop same additional “smoothing magic” ~n order to cope w i t h

transforms such as (4 .2 . 2)
S Consider once more the remainder L 1 (x) , assuming now that

F(x) ~ V(M ; 1~ 6 ) .  Since M( x ) is nondecreasing ,

- - 

~~~~~~~~~ S S - S _ -- - S



55

u6
~~ M(u)du 

< X M (~~

and therefore

~: i: 
~~~~ M( u)d thi~1) 

(x) <~~~~~~ .

By Fubini ’s theorem it follows that

(4.2.4) x6~~ M(X)[l-F(1)(x)]dx < 
~~~
.

(4.2.4) is equivalent to writing
On

~

~ 
j x 

- 

~i(x)Il-F 11~ (x)1d x < - 5,- ,
ri=l 26(n-1)

and using the monotonicity of ?.-I(x) and F(1)(x) we can deduce the

absolute convergence of the series

n~l 
2n6

2 
M(2 6~~~~ )F~~~(2Th.

Consequently

~ 22n6
2 { M(26~~~~ ) F~1)(2

6fl
)} <

n=1

an~i this , in turn , implies that

6(n +l)

~ J
2 

~20-1 { M(x) F~1)
(x) } ~~~~ 

< 
~~~

.

n— i 26n

There fore

x26~~ { M(x) F~1) (x)} 
dx <

_ _ _ _ _ _ _ _
- - --- -~~ ~~ 5 5 S 

— 
-~~ -.
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and since M(x) = 0(M (~) ) ,  we can conclude that

(4. 2.5) L(M ; 26 -1 )

and

(4 .2 . 6 )  F~1) (~-) F~1) (x) L( M ; 26-1).

Furthermore , since x~~
6/M(x) is nonde c reas ing ,

26-1 -
~ x/2 - -ix ~M(x) ]~ { J [F~1) x - z) - F

(1)
(x) ] f ( l ) (z)dz }dx

2 ~ 
, x/2

~ J 
x ~ [M(x) ]~ f zf (1) (x - z ) f

(1)
(z)d zdx

~°° 26-1 2 1x/2 l -~
= I x [M(x) J ~~~~~~~~~~ f~1 -1 (x~z)z

u 
~1(:)f(~~ (z) dzd. x

~o M(z) ‘- ‘ ‘

~ (constant) J~
) 
(x)6 M(~ ) f (1)(~) 

(x/2 
,~~ M( z) f (1)(z)d:dx

Therefore

x/ 2
(4 .2 .7 )  J {F~l) (x -z)  - F~l) (x) } f (1) (z )d z  L ’1 ; 2~ - 1).

(4 . 2 . : ) ) , (4 .2 .6) , and (4.2.7) together imply that

2F~1) (x) - F’~1~ 2 (x) L (?’l; 2o- 1);

(cf. the uerivat ion of (2.2. 10) in Section 2.) Using Theorem 2.2 we can

-- - ____ _____________ ___-
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t hen conclud e that L~ ( 0) t t (M; 2~ -l). However this result is not as

strong as might be cx1 cctcd , clearly 2~ - 1 - 6 for 0 6 1 and

lur thennore , 2~ 
- 1 is negati ve unless 0 < 6 < 1 -

Theorem 4.1 seems to suggest that if mo re terms are added to the

expansion for 1/[l-F~
’(0)] the remainder 1~~(0) will be a member of

6~~M; 6) provided n (depending on 6) is large enough. Unfortunately

the methods we have used to analyze L~ (0) do not appear to be adequate

for dealing with transforms of the type

[1 - F~~ (0)]
n+1

(4.2.d)
- iO

when n ~ 2. One apparent drawback is that F(x) must possess a

ucrivative of order n 1). Although it may be 1 ossiHt- to overcome such

obstacles by more refined analysis , we shall follow a different approach

in the next section.

4.3 Two Auxi l iary Functions: £1(x) and

Let us return to (4.2.2) and rewrite L~ (0) as

[1-F (0)] ~1 - ft (0)~n
(4.3.1) L~(o) * ___________ ___________

n 
u~ F(1)(O) ~ ( - i O )

Clearly ne i ther (~j0~~~ fl nor f~1)(O)/(-iO)
1”
~ is the Fourier

t rans form of an thtegrable f~.a’tcticm . However we c~an express their dif-

ference as the transform of the difference of two appropriately chosen

integrable functions.  This device wi l l , in fact , enable us to avoid the

diff icul t ies  mentioned above and obtain the desired analogue of Theorem 4.1.

_ _ _ _ _-- - S~~~S — -- -—. ~~~~~~~~~ - —
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First we need to introduce two auxiliary functions. For x > 0

define

I-F 1 (x)
~l (X)  = ________

and £2
(x) = 

i:  ~~~ 
- ~ L } f k -) L1\ ~

w iere y 1/K and k 2 is the si~a1lest integer such that

~
l/k 

= 0(x6 M(x) ) as x -

(Since we are dealing with positive random variables , we may take ~1(x) 
=

= 0 for x < 0; otherwise this definition must be extended.)

These £-functions faintly resemble the g-functions which appear in the

proof of Lemma 2 of Smith (1967; page 275).

Notice that

1 (X f(1) (y)
(4.3.2) Z1 (x) - ~2 (x) = —r---— - J ~ 

dy,
x o (x-y)

and this difference is integrable, since both t1(x) and ~2 (x) be long

to L ( I , 0). (We shall not prove that e1(x) and ~2(x) are integrable ,

since this is a consequence of Lemmas 4.2 and 4.4 g iven below.)

Consequently the Fourier transform of (4.3.2) exists and is given by

- ft (o)
r’(y) (1)

(- iO) ‘~‘

so that the expression in braces on the right-hand side of (4.3.1)

corresponds to the n-fold convolution

[t 1(x) - Z2 (x) ]*~

S - — 1~~
I_

~
JL_ - -.
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Therefore we may deal with (4.3.1) by performing a binomial expansion

and studying the integrabilitv properties of convoluUons of the type

[
~~ (x) ] *

for j = 0,1 ,... ,k , where t~m denotes the mth iterated convolution

of 
~~~

. with i tself.

Before proceeding to the main result of this chapter , we establish

the following four lemas :

LE 111A 4.2 If F(x) ~. V( M ; 1+6) ~~r 0 < 6 < 1 ~:i M(x) € M* , ~~~~

L(M; 6-y) .

PROOF. The symbol K wil l  be used (here and throughout this section) to

denote a generic positive constant. Theorem 2.1 implies that f(1)(x)

L(M , 6); consequently by Fubini ’ s theorem

CF 1 
(x) x 6-1M(x)dx = x M( x ) 

1
~ 

f(1) (u)dud.x

= i J0 x6~~ M(x) f(1)(u)dxdu � K J~ 
u6 M(u) f (1)(u)du < 0

LEI’t1A 4 . 3  If F(x) P(M; 1+6) f~~~ 
0 < 6 1 ~~ M(x) M , t h ~- -r:

for all z 0,

x6 M(x) I~ 1 (x -z) -~1 (x)Idx < K z~ .

-
~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~ 

5 5 5 _ ~~~~~~~ - __ ___
~~~~~ _ S ~~~~~~~~~~~~~~~~~~~ S 
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PROOF. Clearly for 0 z x/2

- -e 1(x) l = ~1 (x ,:) +

say , where

~~(x , z) = F~1)(x) 
{

X~~~~~~~~~~~~~~ 

- 

~~~

and ~~(x,: = 

~~~ J ~ 
f~~ (y)dy.

Since

KF~1 (x) z  Kf 1 (x) z
< 

~~~~~~~~~ 

= _______

it follows by Lemma 4.2 that

x~ t(x) ~1(x , z)dx < K ~~~~ M (x )~ 1(x)dx

< Kz~ J~ 
x6~~ M(x)-e1(x)dx < Kz~

Similarly since
- xK f

<

Lemma 4.2 and the fact that M(2x) = 0(M (x) ) imp ly that

x6M(x) ~2 (x ,z)dx K J ~~ M(x)f(J) (~)dx

< Kz1 i;~ 
x6M(x) f

(1)(~)dx Kz1

L
~wj uii - —-- —~~~~~~~~~~~~ - ~~~~ — -- -—~~~~~~~~—--- - — ---—-~~~- - —~~~~
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ihc next result is included for the sake of completeness , since it

parallels Lemma 4.:. Actual ly we shal l only need to use the fact that

L ( I , 0).

LEHI4A 4 .4 ~~~r - t - c : ~~ F(x) V(~’1; ~~~ for 0 6 < I and ~‘1(xj

~‘L4r~h~:r ”?crc -~wswne tha t there er is t r  ~~ - r-~
- ç s tz- Ve - ( ‘ ; t ’z~~ C 1 -

~~~~~ t?~zt  yC/M(y) is c~r~ wir~~. ~~~ ~2
(
~~ 

L(M; ~~~~~S~~
) •

PROOF. 12(x) 
= \

1 (x) + A 2 ( x ) , whe re

x/2
t.
1 (x) = J ~~~~ 

- 

~~~ 
} f(1)(y)dy

and A
2(~) 

= J~,2 ~~~~ 
- -

~~~~~~~~ 

} f~1~~(y)dy

Since f(1)(x) is nonincreasing , it is not difficul t to see that

A
2(x) < K f (1)(~-) x~

Therefore (using the fact that M(2x) =

x~~’r M( x )A 2 (x) dx � K 
~~~~ 

x~M(x) f (1)(~)dx < • ~~~.

For 0 y ~ x/2 ,

(x -y )~~~ 
- - 

~~~~~~~~~~ L~-~’-~ 
- I

_I

= .L 
~ ~~ (~ )k K

x 1
~~ k=l k x - -



pr Consequentl y by Fubini ‘s theor~n

I x ~(x)~ 1 (x)dx 
5 K -\ ~ M (x) J~ 

f(1) (v dv~~

(X/2
= K 

J o 
x M( x) y f (1) (Y J d Y d.\

= K y f ( 1) (y) 
~~ 

x6~~ ~-1 (x)Wd y

K 
~~ 

y 1~~ f(1)(Y)M(2Y) f X~~~~ dxdy

~ K 
~~~ ) 

~l ( 2 y )  (y) Uy <

Therefore both A 1 (x) and A 2(x) belong to L ( M ;  6-y) ’ proving the

lemma.

LEflt 1A 4J~ - : o ~~ F(x) V(M; 1”) f r  0 < ~‘ < 1 and ~1(~x) Y~ .

~t ;~! S fl ,~~ iO7?~5 ~~~~~ 
j ~t5l ~ ~~~~~~~ some ~~~~~~~~~~~~~~~~~~~ -~~~~ -~~~~~~ E < 1 —

~~~~~~~~ ~‘~~at ‘ / 8  ~~~~~~~~~~ 
‘
~~~~~i i

-- S r .  -ill ‘ 0,

J x6M (x)~~ 2 (x- z )  - £2(x)Idx < K z~.

PROOF. it is easily verified that

- ~ ,( z ) f  � J 1 (x) +

where

—- - - 
S - - - S S



(5)

1 1 1 1 )
J1(x) 

= _ _ _ _ _ _ _  - 
~~~~~Sj 

- + ~~~ f~1~ (ykl v

,u iu .1~ (x) = 

~: 
{~±~ ~~~ ;; } f(1)(Y)d Y.

Since f(1)~x) is decreasing and ~1(2x) = 0 (~- 1 ( x ) )

I ,~
x M (x)IJx)dx ~ I x M ( ~~) f  (~~- )~ 

- dx ~ K z~ .
- (1)

I? is more difficult to deal with For 0 
~ 

p - 1/2, ~ = I -

and ~ x/2 ,

J 11 (x) 
= ~ 

~~~~~~~~~~~~~~~~~~~~~~~~~~ 

- ______  - 
(x v)1~~ 

+ ~ L f(1)(v) dv

~ f~~ (~x~ 
(Ax-zr SL~~~L• + + (Ax- z)x~~ - 

~~~
-
~~~~~

-
~~~~~~

- 

-

~

~Ve can write

(A x - : )~ 
- (~x)~ = (~~~) Y j 

(
~~ 

~ ( 1 ) J 

(

~~~~~~
} i

j 1  -~ Ax

where the series converges absolutely , since Iz/Ax ! < I for x/2.

r c I ri

- (Ax)
~~I K zx~~’

Likewise

(~x-z)x~~
t 

- —
~~~~~~

-
~~ 

= (z-Ax)x~~ ~ ~~~~~~~~~~ (z)J
(x-z) ~ j=l X

_ _ _ _- — 
S ~~~~~~~~~~~~~~~~~~~~~~~~ - -~~~~~~~~—~~ - -~~~~~~~~~~~ - - _ _ _ _  -



50 t ~0t

A X Z
~~~~~~~~ :)x - —

~~

—--

~ ~ K zx
(x - z)

It s not hard to sh~~- that f(1) (~ x) L (M; 
~) for \1 (x)

consequently , it foll~~s from the above that

~ ~1WJ 11 (x)dx K :~~~.

No~ let J1)(x) = J1(x) 
- J11 (x). uver the range of integrat ion

0 < v — ~x , we can write

1 1 1 1
~~~~T-

5
. ~~~~~~~~ 

- 

~~~~~~~ i-~ 
-

(~~:-y) Cx-:) (x-y) x

= 
~~~~~

- ‘  

~ f iJ 1 — 

- (~~~~ )
3 -

j=2~~ J X

= 

(
~~~ 

j j~ 1

j=: ~1 i=1

~-~a ri the sc rii~s converges un ifo rnlv in y, si  i ic~ - - 
p < l ,’ , and

+ 1/2 < 1. Therefore tcn~-b y-tc’~~ integration of the series
‘ ‘  P~n~ussib1e , and

~~~l2~~~~~~~ 

= 

j~2 I I ~ J(~)x~’ J :~ J y - 1
~~

1 
f(1) (y)dv .

Let v be a positive integer; by asst.znption

j
..- jpx 

f( 1 . (Y)dy = ~~~~~~~~~ 
I

(j ) ( V )  x6~~~0 0 
0 VIL

- —5,.-— —.- -——-— ---S 
-
~~~~~~~~~~~~~~~~

. — ____•,.___ - -~~~~~~~~ -- - -—-
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~~~~ 

~ 
y V f )

(v) 

~~~ ~Hx
o-v - l 4 c dxdy

-

~~~~

- r v V M(~~i f (y ) ~ x6~~~
1
~~ dxdv

0 
(1)

= 
~~~~~~~~

i L  )tItC ! ~~M r ’ 15 ,

(PA v
( v — c — ~~) v f( I) (v)dv L (~~, 6— u— i ).

This i~ p i i e s  that

A x ) .) 1 1 ~~x ’ (Lx �

~ 
j~ 2 ~ ( ~ ~~~~~ ~: k~

+1
~
l
~i 

1 ( A)  ~~ 
~(I) 

(v)dv

K z~ 
~ ~ (i~ )(J )(i)~~Y ~~~~~~~~~~~~~

j = i= l  ~ 1

~~ ~~ 
j-l 

~~~~ j-j

j=2 i—i I

~ i 
j~~ 

~~~ 
~~~ - -

j=2 ~
‘ 

— —~

v , Y ~~~~~~~~~~ Y 1 1I S 5 ~

~(I — - f l )  
l y 

(1)
1~~ 

—

K z~’

- ~~~~~~~~~~~~~~ ~~~~~~~~ --- - _ _ _ _ _ _  ‘
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lia r lore

‘ ~~i(X
,J 1 :W s 1~~

coini let i~~ g t p t ~ N°°1 01 t 1~~~ l t-9TUTIa .

For x > 0 def ine R(x) = U(x) — F( 1) ( x )  u i !

1 ‘ (1 )S Ix ) = dx.

J o

(‘la~~ R (x) = S(x) = U for .~ 0.) Clcar1~ I~~() 1 I S
~~~ 1 )

( ) .  S(~ )

n~~ccver , is an iJK-re i~.ing I un~ t ion ot iiih n~~ t - i  v a r i a t i o n , (since the

var i ance of F I x )  is i n hi nit ) , aii~ tb (re t M r t l ies f l i t  1 i c s i _ ’ 5s a

Fourjer-~ t ieltjcs transform. ccii s. i.e na. i n,a1l~ J t r i t  i f~ ~~~( x) ~. i th

the quotient 11 - I
~~~ 

(~ ) ]/ ( -  ~1 i o). RI x )  Li.1 S( Hat a roli in the

I ol lowing rL’ l r es t - l i t  at  ion for the T ene’ .i I I air. t ion :

T l— L0~ L’ i 4 6 ~t I \ } / , / p IT
II 11= 1 -

i 1, t 1 4 4 ) ~ ) P~ 1 , I + C ji 0 c 1
— ii

~ j~~S /  -

j x ’ W I x )  —

0

, ~~~ 
;~ r ’~: p. , t Ii it t n  i -  _r I. ’ .~5r ~ :~ . - it ., p j  

~~~ 1 — 6

• 4 t ~) . _ 1 “ \ ) .
•
.~ in  r .  ;n I - /.. t I-~ 2 be or— iu I leo t I ’;

I /k  
= 0(x~M(x)) i: x • ~. Th,n

_  _ _ _ _  
S

- - —---5- 5 -’ —5-—--— -— - ___~~~~_ S_ -1~~ I- -
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(1

11(x) = P {x
1 

+ . .+ x -
~ 

x )  =

(4.3.31 
k

= S i}u~x~ ;~ s(x)*[~ (x)J *(j~~
) 

(x),
1 j=l

~~~~~~~~~~ L~ (x) i.~- ~~ ~~ 4
) - t , ,  

~ ~~~~~~~~ ..~~ ~~~~~ :~ , :r. ~~ .7 ,~~ ~3(~1 , 6)

in ; ~~~
-
~~~ :S - ,

’ 1 ,

Lk(X) 
= O~5_;5~

1
~5-5

~ ~I (x)

- x -

*
~.B. Ilicoren 1 .6 does not cover the subclass of H consisting of

functions ~l(x which grow “almost” as fast as a fractional power of x.

For examp le , choose 6 1/2 and let ~1(x) grow asymptotically like

x V2 /log x .  Then the variance of FIx) can be infinite , but there exists
1

110 constant c -~ 1/2 such that y ~ h og y is increasing . This

Ior .ie i line ” situation can be dealt with , although the details would

require L~\1CJ15IVe di gr ession ; we r e f e r the reader to the discussion of the

subclass M 3 (1) in the paper by Smith (1967) .

Secondly we note that t th ~ and M ( x )  have a bearing on the si:e

of k .  We imp lied in Section 4.2 that k should  be chosen as the smallest

positive integer such that 1/k ~ 6, and this  choice w i l l  , in fact yield a

va li u p ;;1:ls ion . .i~~’ever M(x ) might conce i~ •th lv  h~ Isv Ip t  ut i cal l iqri ;I 1

( s a n ) ~
U’4 log x , and in such cases i t  is possible to reduce the ntm~ber

of terms used in the expans ion .

F i n a l l y ,  i t  shou ld be pointed out that  when ~ = 1 expir’~ ion (4.3.3)

reduces to the expansion given in ‘Fheorem 2.4.

-5 —,. 
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i’ FOOF 0F ThLURE~ 4 .6 As ~.t have n it  m i  in ~ ei: t ton 2 .2 , the rc~ewa1

tatiL t ion lI t ) dot -s not J n sses~. a F o u r i e r - S t i e l t  s t ranslon’i . (‘oii

~‘t ~~i k i / t l V  i~e —.ii .ili studs the t r a j i s l i I 1 T  ~ i the mc~1j f i e t l  r erienu l t a i n t ion

h ( t J  Jet  ineJ u (2.2.1) fir 0 - S f, - 
~ . by h e uy ’~ 2 . ]

- 

~I R )  = (1- ; )  - ,.1~ i. - ‘,j
1 +
~ ~~~~~

s (~) I (I; 0) and s(’~) = 0. t \ i i t i ng ( an  be fo re) ~ = (l- ) -

— 
il) , i t  i s  t o t  i i  1 ft ciii t to slier. t h i t

—— —5 - 5 — - S 
~~~~~~~~~~ ~~ 
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~~ 
- ,

(l— -j~ +

and con sequently = U( ~~~~ for all in a small open i n t e r v a l

centered about the or i~ i f l , .A~~. 1 1 S !~~ ’~ l~. :1 
- ‘: i- • ~ 1 I ~ . I U t i m  i I best

facts imp l y that if 0 • I , then

• ~
l ( i ~.)

- - - = 0(1)

un i fonnly fur 0 ç -S 1. (Re-call that [ (g) is t ilL characteristic

I anct i n  of t h e  triangular den s i ty  - (x )  . ) Del in i n g  U (  x )  and ~I( x) as

in se-ct ion 2 . 2  no at~di tional changes in the p r-ooi of Iheoreni 4. 2 at  p

needed to conclude that

(4.3.4~ H( x ) - 11(x ) = -~~ ~~~ e~~~
’
~~ A

I
(~~~)

i 
- 

1 
+ 1

-~~ I - ~ i F ( I i ) ~~~ -

I .owever we now use the I ot-mal CXI )~ flS ion I . 2. 1) i rs  u ;~~ o~~~ t ( 2.  2 .  ‘) , i-. iie t e

the rnuiiher of terits is i Iio ~ eii t he is. us .~~- f i i i e d  in  t i n  s t u t e i ’ e i i t  i l t 1 tm’

t heur - r: . ( U i  ~~i1 w ill be to demonst rate- th at t h ~ remainde r term

given by ( 5 ]  .3.1) is a member of the class ‘1; 6). (Since the maiiy-

valued funct ion 1
L for non- integer values of It  is. c / i r s  he te , we

~~~~

-—

~~~~

— - 5 — -- ~~~~~~~~~- -~~~~~~~~~ —~~~~~~~~



es ta l  I ish the fol lowing convention to avoid .u’~ i ~ui t : SI it the complex

~ l ute along the .ic~~at iCe real axis front 0 t5 o - - ‘ , and define ~ in

the open slit 
~ 

lan e when I arg :1 — by  an ;i lvt  i ~ . n u t  i nuat ion front the

~o s i t i \ m ’  real axis.)

As before i~rit e y — 1/k. ~~I I l m m  l ( I)’’~ ~ absolutely continuous

i~ith s.kni sjtv 
~(1) 

(x)

J 
1 1  = ~~~~ 11) (Ofl 1~~~) 

-

a k ,. 1 f t ~)i 1( - i n )  ( - r H

i~e recogiii:e the ri .~ht - hand side of (-1 .3.5) as the Fourier trans form of a

constant t ime s

- 

a~~~*~~l) (x)*[~ l (x)~~2 (x) ] *k

a~~~ 
~~~~ (x)*~~~~~

3) (x) f
w

(x)*~~~(~~*zz~~~~~(x~~
.

For convenience denote the k-fold convolution ~1
J 1 \) * ~~

J
~ (~ ) as

£ ( .\I . Then it will suffice to prove

k 
- f (x) *~*k (x) . L(M; 

~
).

Ihe convolution £ (x) can be rewritten as the multi ple integral

( 1 .3.6) 
~ J ~i1

i x u *)~ j
2
(Ui)~ i 3~~2

)... £ i k
(uk~1)du1 ~~k-l

~stic rm’ u~ u~ ~~. ..~~ 
uk i  and i. can be either 1 or 2 for j = I ,

k. Without affecting the value of tIte integra l it s e l f , the range

of integration for (4.3. 6)  can be rep laced i v  the un ion  of k sets,

S~ u T ~ u T 2 u ...u

_ _
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where _S i- - t~n.- set of (k—i) - dimensional poin ts I U 1 , . . . ,U ,
that

+ :~ t \  U 
S

5 \~ •e~~ v

k I

4 iLl  for j = 1 , . - ,~ - l , 1 . i s  the set ot  ( k - I )  - dimen s i ona l  l ) Oj - i t s

I ,U I sUCh thatN - i

* + ‘ ,L\ U. X , ~~ x , •1 i1j  U. IL U
• i < k - I ~ 1 i - k-i

‘oti~e t hat  aith u,h the set .s T arp r io t  1i~~o~ it , th eir I I t ~~ei 5~~it 1 ) 1 5

t o  tm sets of rn ~SU i ~~ L I  ru.)

a tvpic :t l •~et  I , say T
1
. I f  ( u

1
,.. ,o .)  . T 1, then

0 - A - U~ -

Oct = x~ u~ WIU V. = U t u r  j = k - I .  i I ~ IOL 1 IJ .lli tV (4 . 3 7 j

iS  P u n t  v. i l i -nt  to

2 ,... ,u- ) - u
1

or , i i  othe r wor d s
k-I

v . + 
~~~ V .  x .

i~~~~l ~ i - j k I  ~

h i m  l e t  u p

J . . .  J (x~u*)t’ (u 1 ) 
i~~~k~1 1dU

1 
. . .  duk i

(1 .3.3~ - f . . .  I ~~~ • (v
1
)L fx  

- 
~~~ v . }  i ( V , ... 

k k ) d v 1 . . nV
1

.

I

S 
-. - - - 

-
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L :o~tset luertt Iv we flay i~r i te

k
(330) ~ (x) — i~~. (x)

•
j = l  -

~

wnere

f . . .  I 1. ~x~u*)~~. (u 1) . . .  (uk l )uu l . . .
sx

1c 2 (x) = f . . .  f ~~~. (u 1)~~. (x~u*)~~. U 2 1 . ..  ~.(~~~1)du1 .. .  duk

anti so forth.

It (u1,.. . ,u 1) .. S , then

x - u~ ~ U 1

for i = 1,2,... ,k- l. Therefore (by adding all (k-I) inequalities)

(k-l)x - (k~1)u* ? U .

and this ur~)Iies

x - u~

Consider now a typical integral lV~(x)~ say W 1(x), ~~d the

corresponding integral

(4.3.10) {W 1 (x-z) -W
1(x)} 

f (1)(z)dz

Clearly we can rewrite

W 1(x-z ) 
- W 1(x) r1 (x ,z) - r2(x,z),

-

~ 

S S 

~~~~S



5 . ~-

where

:‘
~ 

( \ ,::)= j . . . I f. (s. z)~u*) C (x-u ~) f l u 1) - .  
L
k

k 1)du~ . . .d~~~~u~~ max u - x j  - _

l~-j • k

1 1 1 0  2~~’~~ 
= J . . . I C j (x 5 u * ) ( . ( u J )~~~ e ( lj ) d u u ~~

max u. x
I- j~ k-l ~

• a tm  s tlieor-ern (us Inc ~ to denote- the indicator i~~ t s . t  ion)

~8 M (x)~1 (x ,zJ~s

= ; . . .  ~ 1(x) f 1( \ :) ~* 1 - 
~ .\ it ~~~~)‘u . 0 ‘0 1 1

.
~~ {~* 4 n~~i U - X -  - In

1 ) . .  L (u
k j )du

I 
... LIUln i k-1 J L

k

14 .3.11) = 

~~~

..  

~ 
{ f v÷u *) 6 

~b v # u *) C (v- ) - 4 .  (v )J .

max U . ~ ~dv - f .  (u ) ... C . (u~ - 
) du ... du k I -i - z ’ k I  J ~~, 1I S _

_I

If max u v - z , then ;nax u • v , so t h i t  u~ ‘ k- i Iv.lv j- k I ~ 
- 

1- j • I I ~ -

i .Oi iSc 0 Uc. r i  t ly on t lie range of i ntegrat ion lou t h e i n t  e~ r~i 1 in (4.3. 11) ,

(y+u *) 6 
~1( v + u *) K y M ( v ) .

~~ •  

—
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Furthermore , since we arc working with U s z x/2k (see (4.3.10),) we

have

2k: -
~
. y u~ s v + (k- l)v = ky.

rherefore we may app ly Le mm a 4.3 or 4 . 5  (depending on whethe r i 1 = 1 or

= .~~ and conclude that the inner integra l  in (4 . 3 .11)  is dominated

1w is.:~~ . On the other hand ,

J~ -J C (u 1) . . .  (u~~1)du 1 . . .  d~~~1 <

since both ~1(x) and ~~(x) are integrable. It follows that (for

0 -~ : x/2k ,)

I x M (x)11 (x ,z)d~ < Kz~ s K(1 +

Next  we show that F2 (x ,z) satisfies a corresponding inequality :

i~.v Fub ini ’s theorem (recalling that z x/2k)

j
1
~ 

x6M(x)F 2(x,z) dx =

(3 .3.12) - f . . .  
J~( 

x~M(x)C (x~~u*)x {x ~~:~~u*+ max u. <x }dx }u - U  3 k: ‘1 1~j k-l ~

t ( u 1) . . .  ik
Uk i l  ... du~~

Let y x - u~ . Then on the range of integration for the inner integral ,

u~ � (k-1)y, so that

(u *i~y) 6M(u* i~y) ) sv ‘ 1 ( v ) .

5,—-



Consequently t i i t - inner integral iii (4. 3 . 12) is ior~ it it ed

( c~

(4.3.13) K r ~1)y ) L  (~~) L { ~~~ Z~ max ii .
-~ 

* 
1
1 i~ j —k-l ~

-. k: - u

~- 1i1C e u~ (k-il max u , it fol lows that
l- j~ k -l

v • 2k: - I k-I) , i a \  U
l e vi 1

on t h e  range o
1 

in teg ration f i r  (4.3. 12 ) . t i t  v - : + max u .  , 51 )
1~ j~ k- 1 ~

that

1 2 k - I ) :
lfl1L\ U. -

1 j - k- 1 K

/ t f lLL for k = 2 , we have

LI 
- 

- S;2, 2
l~j~ k—i 

-
,

I or j = 2 , . . - , k— 1 set

~~~

. N) = t .  (x )/J  f. ( u ) d u .

i m t  U. , U.  , . . . ,L be independent random v a r i a b l e s  w i t h  Lie n s I’;
1 2 13 i k I

function s g . ( . - j ,  
~~~

. (x) , .  ..  ,g~ ( x )  , respectivel y , and let q~ s ’12 ‘3 k 1

denote- tire dens i ty function of max U. . Thus ( r i s i ng (4.3. 13)) it is
2~j k - l  ‘j

easy to see that the multiple integral (4.3.12) is dominated by

(4.3.14) K 
~~ 

1 
y~~l(v)L (v)dy} q (w)dw .3z/2 ~w

—. -5-  —“• ~~—- ~~- —~~~~~~~- S 5 _~~~~~~w 5-
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No~ if = 1 , then it is not til l f i cul t to ye r i lv that

i ( x l  t O ~~~~~~ } ;n~ :~1 x ~Ux)

ho show the same when i 1 
= 2 write

= ..1 (x) + ‘ 2 ( x )

as in the proof of Lcnmna 1 .2. Since i (1) (X) - L(M , 
~ ) is nonincreasing

a;id ~‘ 1(x)  c M

~1 (x)f ix) K u M (u)i (u)du(1) -‘x/Z 11)
(3 . 3. lu)

S U 1(u) f (1) (u)du 0 as x •

Furthermore

(4.3.17j 
~~~ 

K x6
f

( 1 ) (~~) .

and both (4.3.16) and (4.3.17) imp ly t hat

1 +- - , -x ~!(x) . , ( x )  0 as x

For t 1(x ) we can write

A 1 (x) K{A 11 (x) 
+ A 12 (x)~

say , where for fixed P. > 0 ,

A 11(x ) 
~~~~ J Y f

~1~ (Y) dY

_ ___ _S______
_ - S S S - — S S_ _-

- -



and

- — 

~ r ~(1)~ ~ 
) s ~~

hear 1~

~ Ix r 
~~ 

)
1 1

( x )  -~ 
‘~x I X )  - 0 ~5

-- 5 ,

1 S ~~~~~ 

~
i(x )’.v (x) = ~-1 ~~x) I v~~ 11 v)~~~~~~~~--} f

111
t v ) J ~

- ~ v \ b Y ) f
~~~ 

(v ) d y ,

wh ich is Iou~a ct ( a i i i i , in Fact , car t be fl;ltle arl i t r i r  ilv sr ,i l 1 ‘v i n it i iii’ .

~tioosing A sufflcientiv lar~ e.) i t iu s 1.3. 1 ’ l  i s  ~ t i rd t o t  c i t - i

= 1 or i1 
= 2 .

Rctumi :ic to t he r u  i i  arLt emre-nt , ( 1  .3. 15) can be ased sht u t t in t

(4.3. 1-1 ( is IOl’ i i ; 1 I t e a liv

(“ ( 
(W~~~

V 1 - 

L1’I~ q (w)d~
3:/2

- 

~ J~ 
{ I w~~z) I~ (

~ I )  ~3-I )

- K J w~(~) q (w)~~ K :I I
32/2 ~ 

1 3z/2

- 
~~~

‘ K ( 1 +

hia refore we civi shown that (for 0 ~ z x/2k)

5 5 5  - S ~ ~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~ . - S ~~~~~~~~~~~~~~



M(x)r2 (x,z)~ x i~(l + :1(z)).

S by Fuh ini~ s theorem ,

- 
-

x~~1(x)  t~1(x - z )  ~~1~~
X ) (1) (z)dz Ls

= 

~ J 2k 1 
x~M1x ) W 1

(x-z) - 1V
1
(x) kLx~ 1 ( 1 ,  ( z ) d z

K J {i+:
6 \ !( :)} f11) (:)dz

In other words , for z ~ x/2k,

( 4 -3 .  iS) J [W 1N -z ) - h~ 1
( x ) I f ( 1)  I :)d: i L i ~~; 6 ) .

(4.3. 1~ ) can be shown for ln 2 ( X )  , s , . . . , and 
~k 

x) . It follow s

from the representation (1.3.0) that

1x/2k ~(4.3.19) 
J o 

~~ 
‘(x-z) - t \ I J f (1) (:Jdz L (~l , 

~~
) .

Recall that our goal is to demonst ra t e  that.

(
X *k(4.3.20) C ~x )  - 

J C (x-z) i (1) (z)d:
0

*k (~ 1x/2k ( *k *k• t ( x)  f 111 (z)dz - 
~f (x-z) (x) 

~
l i i i (z)d:

~x/2k ‘ J o t

(X

- J L (X L)f (1) (z )dz
x / 2k

- S  - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~S S~~~~~~~ -~~~~~~~~~~~~ -
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belongs to the class L(M ; 6). Since

x~ M(x) [l - F(1)(x)] U as x

and 1~
*
~c (x) is integrable ,

I *~ I(4.3.21) I x M(x) C (x) I f~1~ ~~~~ b-i < -~.

Also,

x O
M ( x )  J 1 (z)dzdxo x/2k

00 
a X

(4.3.22) s K x M(x)f(1) (x/2k) f ~ (u) du~~ <

Togethe r (4.3. 19) , (4 .3 .21) , and (4.3.22) imp l” (4.3.20), and

consequently

- ~~~~ (1~~}k+l
(4.3.23) ~~~~~~~~—~~~~~~_- -—--  5+ (~1; r S ) .

- .11i0

This ‘
~~~~ n o th ing  magic ’’ is i n  it sd I uu it c  r emai -k a)r le , since

[1 - Ftl)(o)] ~~(~1; 
~~
) and division by -10 ordinarily entails the

‘ loss” of one whole moment. Apparently the additional k-fold convolution

in the numerator of (4.3. 23) has the effect of making the “ lost” moment

“reappear” !

By in t roducing the spec i al SMb (ci ) and appl y ing Theorem 2. 2, we

l i t  USC (1.3.13), (togethe r wit i the ( re t that ~~ ( o )  : S~ ~‘ ; ~
) )  to

L0iCIULA C that.

S — - 5 5~~ —~~~ 
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+ k+l[l FCI)(e)] . 5+
(~ j; 6),

U
1 (1)

an~ hence that L~(0) 5+ (M , 6) .  We omit the details here, since the

arginnent is precisely the same as g i ven in Section 2.2 for L+(O). Note ,

however, that division by a function in the class B+ (M; 6) precludes

the possibility of showing that L~(0) is in a higher moment class, even

if this could be derll nstrated for the t ransform (4.3.23) ; in othe r words ,

it appears that we cannot improve on (4.3.24), at least via the Wiener-

Pitt-Levy-Smith a7proach .

~Ve have shown that

A ’ (e) { 1 
- 

I 
— -

a l~F+(O) ~~
Ii l10

appearing on the r ight -hand side of (4.3.4) is the Fourier t r ansform of

j A (x-z)U{ 

~ 

R(z) * [U(z)  - F(l)(z)j*~~~~) + Lk(z)}

- I L (x-z)dU(z)

Proceeding as in Section 2 .2  we then obtain the relationshi p

~~~~~ 

A (x-z)d{ 
n~1 

l:
~~(Z)

} 
=

= ;~ t. (x -z) {U(z)  ~~~~ 
+ d~~~ R(z)*[U(z)~ F( ‘~

+ Lk(z) 
- U(z) ~ }

S -- - S~~~~~~~_  -_ - -

—~~~~~ -— -
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The result (4.3.3) follows b t.hc “sandwiching ” process used previous ly,

together uith a standard extension argument . \s a by-product of our
discussion it is evident that the ser~cs

. + - xl
1

is finit e for ecers- x .

5— - - — - 5-—- -_---- - —~~~~- —~~~~--,--- S ~~~~~~~~~~~ ~S



CHAPTER V : HIGHER MOf~iENTS OF THE NUMBER OF RENEWALS

Let be the renewal process introduced in Chapter 2 , and

~cfine ~~~, the ?: e r O e I  ~f ren ewals b 1 ~i r t 5 t, as the largest integer

K such that

+ + .. .+ X
k t.

I t is well known that all the moments of 
~~ 

are f ini te . The familiar

icriewal equation asserts that il (t), the renewal function , is , in fact ,

the expectation of r To show this let

0 if X + . . .~~ X s t.
= 

1 r

~ if + . . .~~ X > t .

Then -

~~~~ 

= 2 , and
r=l r

= 

~~l 
~~~

‘ 
= 

r~1 
P {X 1 + . + X t }  = 1(N).

In Chapters 2 and 4 we dealt wi th t he behavior of the jh~~-L r t

moment of the n umber of renewals. We now ex t c n r J  our s tudy to highe r

moments and , in I ) a r t i cu lar , o th e- second and third c umu lant s of \.

~~~ 1 p re thri f na ry E~ack~ round

W.L .  Smith (1954 ) proved the following result (or the variance of

the r.umber of renewal s :

‘
~
- . ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~ 

-

~~ 

~~~~~~~~~ 

- - - 
- S
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THEOREM 5. 1  (Smi th , 1954) U F(~ ) €• 0(1; 2) , t~~~ ii ~ur t ‘ ,

2
U
2 

- 
U
1\ar = ~~~ _ 3 _ S 5 t + 0(t).

U

Theorem 5.1 is a consequence of the Key Renewal Theorem and the identity

= 11(t) + Zfl(t) *11(t)

Apparently this type of argim~ent does not generalize to higher moments.

Using a different approach based on factorial moments and expansions for

the iaF lace-Stieltjes transform of P(x), Smith (1059) showed that the

nth cumulant of -

~~~~ 

has a linear asymptotic form:

THEOREM 5.2 (Smith, 1930) If F(x) ~ 0(1; n+p+l) C , p ~ 0, then th,’rs

exist ~~~~r~ (v~ts a w~w b~ such ~~iz t  t~izr n th cumulant of N t ~

:~~~~Cf l  OZ.

(5.1.1) a t + h +
n ii (l+t)~

(t) ~s a ~~e • jofl o; t ) I4 fr~~ ( ’ ’ I d~~T rat. u~., ~s o(l) ai t -

:t i;r 2h - the - ~ ‘fliL t- 1-01

A (t )  - A( t -a) = 0(t ’)

- * 00 
~~~~~ ~

‘ O C P f ~ _o~~ ~ > 0, i~~ 5~ ~~~ ~ [) 1 ; l , 1~~~ t ~~~ ad clr ~ _ n a

~S 5 

~~ th!t A (t)/(1+t) - L ( I , 0).

The constants a and b are difficult to evaluate; ~r ij th  (1959 )

lis ted their va lues for n = 1 ,2,... ,8. a~ is a fni i ct ion of the f i r s t

n moments of 1 (x), whereas b~ is determined by the first n + l

moment .  Since the nu~~ers of renewals in adjacent intervals viewed over

a long per i od of t ime arc approx imate Iv independen t , n cumulant of the

S -
- - ~S S - ~~~~~~~ -- -~~ 5 -  -~~~~~~~~~~ 

- -
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number of renewals in the entire time span is , rough1y speaking , the

sun of the cunau lants of the numbers of renewal s in the individual

intervals.  Consequently the asymj )totic l i n e a r i t y  of (5 . 1 . 1 )  is  not

surpri s  j u g .

A familiar special case of this result is the following :

COR OL LA~Y 5.3 (Smith, 1959) if F(x) 0(1; 3)~ C , 
1~hen as t

2 - 2
- 

U
1 ~~z 

2 1-1 3 U 2Var Nt 
= t + __

~~ 
- __ - + o(1j

151
1 

4 1-Il -
~

-1i 2U 1

An extension of Theorem 5.2 allowing for the existence of fairly

,eneral moments was obtained by Smith (1967)

(Smith, 1967; page 271) ~~U /7~~~~~~ F(x )  P(M; 
~~~ C f

~~~~~ : ! ) x )  -
~ ‘A U ar) r n e ~ > 1. Assum e ! iti~r~~, - i -  t h z t  ‘i 0. ‘1~~ ~J K

t#IC ~vt tc :~’y . . L ) t ‘)_~ 
t , _~~• i  ~~~~~~~~~ ‘~ . t a t t ~~ (_ )  , 5\~~~ (~~~ ) , - . .

~k 
(~) e -~~~~~ ‘JS L t

(3 . 1 .2j  

~ 
~~~~~ P{X

1 
+ . . .+ X ~

- x} =

k A . (e )
~~~~~ (—

~
} U (xJ +

j—l ~~ j+l) 1

~~~ r.-. A (x) 5 ¶; 0)

Theorem 3. 2 follows from Theorem 3. 4 by us i ng the fa c t  that eVe- ry ciinulan t

of can be w r i t t e n  as a l inear combinat ion of sums like (5.1.2)

- —- S. ~~~~~~~~~~~~~~ ~~~__5_  — —u-— ~~~~~~~~~~~~~ ••—•U_ - -___________________ -
~~~~~~~~~~~~~~~
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Lxpansions for cumulants of have been used for statistical

analysis of the superposition of a relatively small number of renewal

processes . As in Section 3.1 wri t e  V.~(t )  for the variance of the

number of events occurring by t ime t in a superj)osit ion of N

renewal processes . Cox and Smith (1954) o r i g i n a l I~ Proposed a

va riance-time curve anal ysis based on the exp ansion .

Nc 2t ~~~~~ 
1-1
3

~ 
(t) - N ~~~ 

- 

~~~~~~~ J1-11 ~
Ul 31J

i

2as t * 00~~ where 0 = 1-1~~ 
- 

Ii~~ . V~ (t)  can be estimated from experi-

mental observations of the superposition ; see Cox and Smith (1953) . By

equating observed and theoretical values for the mean rate of occurrence

and for the asumptotic slope and intercept , one can obtain three equations

in four unknowns : N , Ul~ 
c2 , and 03. Cox and Lewis (1966; page 215)

suggest using the asymptotic slope of the z~- ) cumu lant- t ime curve,

- ~~4 : - ~~~~~

N —s-- - -
~J1-i
’

to obtain a fourth equation .
We shal l investigate the tim e-dependen t behavior of the second

and th ird cumulants of N
~ 

in Sections 5.3 and 5.4. In Section 5.3 we

shall prove a result (Theorem 5.8) which extends Corollary 5.3 in two

directions, all~~ing for F(x) V(M; 3)~ C and replacing the remainder

term ~‘o(l)” by a known function and a much sharper remainder. A

similar treatment for the third cunulant will be given in Section 5. -~

However before pursuing these objectives we find it expedient to resume

our discussion of smoothing magic.

- - - ~~ — — 5 - ~~~~~~~~S S~~~ - -~~~~~ —~~-- - —~~~~~~~~ - S
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~
.2
~~~ore Smoo t j~a~~~

In Sections 5.3 and 5.4 we shall encounter Fouricr-Stieltjes trans-
forms of the form

(5.2.1)

where S(x) i s absolutely Continuous for x -> 0, and both A (x) and
5(x) vanish for -~ 0 and belong to the class 6(~~; 1) for some ‘Ux)

I.e have already dealt with a Version of (5.2.1) in Section 2 2 ,
where

= S+(O) = 1 - I
(fl

(S).

In that sit uation we discovered via the smoothing magi c of Lemma 2~~ 3 that
the convolution (5.2.1) is in the (unexpected) c lacs  8~ ( M; 1). )Vc note
that 1km [1 - 1

~~1)
(O)} = 0, or equivalently,

r dfU(x) - 
~ (~~)

(X) J 0

it , more generally,

(3.2.2) 
r ~~(x) = 0,

ca’i we conclude that A+(Q) 
~~(e)/(-ie) 8~(M; 1)? Fheorem 3.3

provid es an a f f i rmat ive  answer subj ect to a certain 
~‘r oi~t-h restriction on

the right moment function Mix).

~~~~~~- 1



86

TI- .L ORE II 5.5 Let M ( x )  M , and ~~~~~, ~
‘ A (x ) u n i  S(x) zr

Ix
- ~~~~~~~~~~ r ’ (2r ~ u t l ? ~

-
~ fn the ~?ov s ~

( ~( u)du; 0) , ~-4 -h tho r  /~ - th
0

A(x) V~( 5~ S(x) vanish ~‘or X < 0,

S(x) = j~ 
x - 0,

“ ~~~~~S”7~ :~~c ~. 
~~- S (x) L (f M(u) du; 0), ;~~~ -~~

0

(00

d A ( x ) = 0 .
0-

~ 5
+( ~(u)du ; 0)

PROOF. For conven i ence ~e shall wr i t e

~-11 (x) = M (u)du, x 0.

It is not hard to show that if ~1 (x) . M , then ~ (x) is equivalent

to a right moment function in the asymptotic sense- mentioned in Section 2.1.

Consequently ~ (x) SI, and the moment classes in the statement of

Theorem 5.5 are well-defined . We want to prove that

S(x)*A(x) S(x z)~~ (z) L( M
1 ; 0) .

We can write this convolution as the sun of three integrals ,

—- - - — 
- 

- 

5—
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+ 1 2(x) 
+

whe re

x/ 2
= f {S(x-z) - S(x) } dA(z),

( X
= S(x-:) dA(z),

x / 2

(X

and 1 3(x) 
= -S(x) JA(z) .

~x/2

ge shal l deal with each integral separately.

(Jearly

x/ 2  A
1 ( 1(x) Is (y) Id y IdA~ :) I.

By a change of variables followed by an interch ange of order ci integration ,

x/ 2  x

10 10 J M 1( x ) i s ( y ) I d y I W \ H ) I d x

1’ (X/2 (Z
= J I M1 (x)ls(y+x-z)Id y~

dA (:) dx
o

~~
= 

J 0 J~ ~~ 
M1

(u+v) s(u+W) du~~~dA(v) I.

Note that for x1 0 and x-, 0,

t-x ~\S 7

M1 (x 1
+x

2
) ~t~ (x ) + J M (u)du

x l

~ (x 1) 
+ M (x

1
) M

1
(x 2)

— — - 
- 5  

- —
~~~~

----
~~~~~~~ —-- —

~~~~~~
--- 

.________ —5-.-—
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Consequently for V 0,

~: i: ~
!i (u+v) Is (v+w) duciw -.

J {M~ t v - w )  + M ( v - w ) M
1

( u + w ) } J s ( u + w )  Jd~ iw

I iowever

I-v (00 (V 
~
- ‘

~

(v -w) l s (u ~w) dudw M 1 (v) J js(u-’-w) I dudw
0 V 0 V

M1 (v ) f u s(u) kin = O(M1 (v)) as v

-~i;ni la r l v

J j ~1(v-w)~11 (u+w) Is(u+w) dudw

~ ~ 
M(v- w)M~(z) s(z) dz~~

I J~ 
M(v-w)M1(:) s(z) dzdwJ~~~ V

= i~ i: ~
1 v-w 11 z I s z~~~~dz

= M1(v) M1(z) s(z)  ~dz = OG 1 1
(v) )  as v -

Con sequent ly 1
~ 

(x) L (M 1 , 0)

_ _ _ _ _ _  — .5*- -- ---
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For the second integral we have

IS(x-: ) I JA(:J dx
o ~x/2

= J: I M1 (x) S(x- :) jdx j dA ( z)

+ ~-1(x-z)M1 (:)} ~~ :) k~~a\( : 1

= 

1o : 
M1 (x-:) I S ( x-z )  dx l~ \ ( : )

00 2z
+ 

JO J Z 
M ( x- :)~1 1 ( z ) I S ( x - z ) l d x ~dA( z J 1

= 11 M1 (x)IS LX)idx kL\(z)j

+ -1~ (:) J M (x) S(x) dxIdA (:)

~- 1~ ( Z ) ( S(x) dx} dA (z )  I

+ 
Jo 

M1
(z){ f M (x)  IS(x) Idx~ LL-\( :)

~1nce ~-1 (u)dus(x) dx ~
- , it follows b~ another appl ication of

J o ~o

Fubin i’ s theorem for nonnegative functions tha t

~1( u) S(u) Idu -

S ~_ ~~~~~~ ~ S 5 5  S S S ~~~~~~~~~~~~~~ - ~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~ - _ _ _ _ _ _  - _ _ _



Lons equent 1 y 1 2 (x) - L (
~ ; 0)

Note tI~ t A~x) iS) I; 1), since -\ 
~ 

( x )  and A(s)  ~ 8(~1 1 (x); U);

therefore

(5.2.3) f dA(u) I = o(1) as .\ * -

M1 (x)Also , since M (x) and

~-1(u) S(u) du

it follows that

(
00 M1

(x)( 5. 2.4 ) J — S ( x ) I d x
0 X

Combining (5.2.3) and (5.2.4) we get

f I dA (u)’ M 1 (x)lS(x)idx 
-- 00

which implies that 1 3(x) L (M
1

; 0). This comp letes the proof of

Theorem 5.5.

Suppose that the ri ght moncnt function M (x) ti of Theorem 5.5

sa t i sl i e s , in addition , the conditon

(S. :. 5) = O( M (x) ) t~- X

(Recall that this growth restriction wa s used in the definition of the

class M .)  TheII for some constan t A 0,

—
-

~~~ 

S - -— - S — - - —~~~~~~~~~~~ -



~h ( u ) d u  - 
~-1 (u)du - 

~~ M (~ ) 
~

, 
~j ( x )

x/~ 
- A

0

I hus in the proof of Theorem 5.5 we can conclude that the integrals

1 (x), 1 ~(x) , and l~~\) belong to the class L (~1; 1), vicldiny, t h e

fol l owing result:

COROLLARY 5 . 6  e~ 31(x) M *, ~~~~~ . :-
~~ ,- : - :~~. A (x )  ~~J SIx) ~r- ,

-
~ * S

.
,:t - _ 5~

(A) A(x) ~~~ S(-\) —‘S J -~ 
.\ < 0,

(B) P ~~~ S S S~~~S _~ aI-.(5 - 5 S S ~~ 5 (x) - L ~1; I)

S(\ = s(u)du , x ~ 0,
-x

1C A( x ) ~ )~ - : ;  1) ,

~~~~~ ~~~~~ ) I dA(x) = 0.

- 
.
~ - 5-

~ - )  
~~ 1).

Corollary S.~ is an extension in one direct ion of l emma 2 . 3 , al~ hou~ i

the smooth i ng mag i c in t!~at speci al sit hi t ion ipp i ied when ‘l ~ ) ~~i-~

r i ~ ht ~, c) ~ h ( r h !  t w I L l ion i ii the large r c la s s  M .  If e\p ( ~ •

t_~~~ii~ ;~ I , then  31~ x ) . M , h i i t

(A
xfl(x ‘1(u)du ,

J o

— - 5-— -



AO’AO4$ in NORTh CAROLINA UNIV AT CHAPCI. HILL INST O~ STATISTICS P~S U/i
SUPERPOSITION APC APPROXIMATION IN RENWAS. T)CO*Y. CU)
OCT 77 ft N ROO*IktZ N000i4-le—C—O55oI UNCLAUIFILD Nimo $0 1143 It.

2c~2

I I
I I
PL~flr~!r i~



1. 1
* 1 8

I 25 ~~~



92

so that the conclusion of Corollary S.( does not necessarily follow from

Theorem S.S. fhis drawback may be due to an analytic debility in the

proof of Theor~n 5.5. We suspect , however, that in dealing with situations

involving smoothing magic which are more general than that of Lema 2.3,

one can not hope to do better than the class M * .

5.3 The Variance of the numb er of Renewals

In what follow s we write m (t) = EN~ for the rth moment of Nt
and kr(t) for the corresponding rth cumulants. Smith (1959) introduced

certain unconventional moments and cumulant which are advantageous for

study ing cumulants of the number of renewals. The factor ial  mom~n t .

defined for k � 1 as

~k
(t) = E((N

~
+l) (Nt+2) . . . (N t+k) 

~~
,

are, in fact, the coefficients of in the expansion for the generating

function

= 
1 
N

(‘ c) ~

It is possible to write the factorial moments in terms of the conventional

nianents by using Stirling ’s nunbers of the first kind, and, conversely ,

the conventional moments can be expressed in terms of the factorial

moments by using Stirling ’s numbers of the second k ind:

q~ (t) = I S~~ j m (t) + tS~+1 Im~~1(t) 
+ . . .+ IS~~1 I

and

m~(t) = ~~~ q~ (t) - C~÷~ q~~1(t) 
+ . . .+ (~~1)fl c~~1
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We shall require only the simplest cases of these identities .

Smith (1959) adopted the use of factorial moments , because the

Laplace-Stieltjes transform of ~~(t) has a particularly convenient

form. Throughout our discussion we have employed Fourier-Stieltjes

transforms, bearing in mind the possibility of extending our results to

unrestricted random variables. Unfortunately 
~n
(t) (for n ~ 1) is

not a function of bounded variation, so that the Iourier-Sticltjes

transform 4~ (O) does not exist. To avoid this difficulty we introduce

the modif i ed  ~actoria 1 moment funct ion

= 

k~0 { J~~~~ (x~ z)dF (z)~ ck+l 
i~~a~~~~~~~k+l~~~}’

where 0 < ~ < 1 and Aa(x) is the triangular density funct ion defined

in Section 2.2.

For fixed n, ç, and a > 0 , 4~~(t; ç, a) is bounded , nondecreas ing ,

and absolutely continuous. The following lenina (analogous to Lema ô of

Smith (1959)) shows that the Fourier transform of ~~(t; t , a) has a

familiar structure:

n!
LEIV4A 5.6 q~

t (e; 
~~, 

a) a
n (1 -

PROO F. Transforming term by term we have

$t (o ;c a) ~ (k+1) ... (k+n) {ck
~~ (O) I Fh1 (O) ]k 

- ck
~~

k=O

= n! ~~(o){1 
- ~F*(e)} 

~L (k+1)...(k+n) [cF+(o)]k .
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By applying Newton’s forimila to sum the series expansion ,the lenina follows

ininediately .

In order to determine Var Nt we shall fi rst find m2(t) and then

apply Theor~ n 2.4. Leiiina 5.6 suggests that the transform approach of

Section 2.2 can be extended to prove the following result:

THEOREI 1 5.7 Let F(x) E P(M, 3)~ C fo r  M ( x )  M *. Thcn 4,(t) =

~~~~~~ 
(N~+ 2) )

— 2  2i.i t —  2p 3 2
= 1.J(t) + - _4 F~~ (t) + _4 ~~~ (t)*F (2) (t) +

where K( t) c B(M; 2), K (t) vanishee f o r  t < 0, ~~
- g $ (~) i~~ ~:i~’~ n b 4

the ri ght-hand side of (5.3.3) below, and

K( t) = of 1 ) 
~t2M(t)

PROO F. Setting n - 2 in Lenina 5.6 yields

1 __________

2 $~(e;c,a) — — 

2[l~cFT(e) I

If we write B - (1-c) - çp 1iO and apply the expansion

F+(e) 1 + + —~(i0)
2 

+ —~(i O) 3 J• (0)
2 6

given in Theorem 2.1, then

_ _ _ _ _ _ _ _  

— -—



95

r IL 
___________________ _______________(5.3.1) 

~ 
c, a) — a ______________

E 8- ~ 
-
~~~~ (jo)

2 
- c ~~ (iO)3F+3 (~)J

2
2 ()

Let I be a small open interval containing the origin. For 0 ~ I ,

0 2  021 8 1 - 

(l~c)2 +

and it follows that 10/81
2 
~ (1/~

2) + 02 uniformly for 0 < < 1.

Consequently for 0 c I, )O) 0(181) unifor~nly with respect to c.

By expanding the right-hand side of (5.3.1) and using the fact that

10 1  = 0(181) we obtain

~~
1
(e) — c~2(i0)

2 
2 -2

2~ 
‘~2~°’ 

c, a) = 
a
1 L~ 

- 

28 
-

~~~(o) cp 2(ie)2 
2= 

82 {
l+ 

8 
+ 0(101 )}

•
~ ~ 

(1-ç)2~i2 2(l-c)i~2 ~2* Aa(0){~~ 
+ 

c~ 8~ 

- 

c~~ 8
2 + 

2 
8~ 

+ 0(1) ,

since iO = 1(1-c) -

For A > O  and n > 0  let

e~~’~ 
n-I

e (x;A) — 
X 

, x ~ 0
r(n)

- 0, otherwise 

- — ______
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(See the proof for Theorem S of Smith (1967; page 294).) The

corresponding Fourier transforms arc c~(0; A )  1/(A - 10) T1~ If we

set A (l-c)/(cui 1) ,  then ii~/B is the trans form e~(e; A) .

Wri te

— 

~ ________E(t, C) * —2—-~~e1(t; A) + 2 2  
- 3 4  e2(t; A)

— c u 1 C~ ’1 
—

(1-~ ) 2 ij 2
+ 

~~ 
e~(t; A ).

Clearly if 0 I ,

(5.3.2) I .
~~ ~~(o; c, a) - ~~ (e) E~ (0; c) I = 0 (1)

uniformly for 0 < c < 1.

For 0 1 I the difference (5.3.2) is bounded as ~ t 1, since the

assumption F’1’(0) C~
’ implies that sup IF’

~
’ (0)~ 1. Both -

~~ q>~ (0 ;c, a)
01! I-

and A~(0) 1~ (j ,ç) are integrable for 0 / 1 , since Aa(O) is

integrable. Therefore we may write

~~
- $2(t, ç, a) - 

~a(t)*~~t c) =

= 4... 
1
~~~~x{ I 4~2(0;C,a) - ~~(e)E~(e;c)}d 0.

Setting •2(t; l ,a) 
— u r n  •2(t; ~~, 

a) and E( t ; 1) = lUn E( t ; c) ,  it
ç+l çtl

follows by bounded convergence that
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~ ~2
(
~

; 1, a) - 

~a(t)
*~~t p 1) =

I.1

~ if ’°x o){ - 

(~~1iO)
Z 

- 3 } d e

+ 2 . ,A fo nnal expansion of 1/El - F (0)] yielus

(-~~i0)~ [ l ~ (l~F~1) ( o) ) J 2

1 (l _ F+1 (e))
2t3_ 2(l _ F +

1 
(
~

) ) }
a —

~~ 
~l + 2(1-F~1)(0)) + 

( )
(-1i 1i0) ~ 11 - (1- F~1)(0) ) )

(-~1i0)~ 

+ ____ - 

~~~~~ 
F~~ (e) + 

~~~~~ L~ °i(2 
+

where

[l-F~
’ (~)J 2 ~ 1+2F

’t (o)~3[F+ (~)]2(5.3. 3) KT(e) = — ~~ (1)
-u J iO [F (1)(O)1

Note that we have used the facts (see Theorem 2.1) that

+ 1-Fl1) (0)
F(2) (0) 

“~2

+ 1-F1’2) (0)and F(3) (0) — .

~~- i8
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As in Section 2.2 write 4
1 (0) for the special 9vfl q~(0; -2 , -1 ,

1, 2) and def ine

14(0) = q ’ (0)M~
’(0)

4(0) = [1~q ’ (0)]K + (e)

Clearly we may write 4(0) = Kti(0)Kt,(o)Kt3(e), where

[l~F+ (~) ] 2
= (1)

-~j
1

i0

K 12 (o) = 1 + 2F
~tl)

(o) -

and K4 (0) = ________

(1)

Since M(x) M *, it follows that ?‘I° (x) = xN(x) E P.1 and consequently

F( x) ~(M° ; 2) C. By the smoothing magic of Lema 2.3, 4~
(0) 3

+ (M0 ;l)

or , equivalently, 4i(o) ~
‘(M; 2). Note that 14~

(e) E 5+(M; 2) , so

tha t both 4i (e) and 4~ce belong to the class 8+ W0 ; 1). K11 (x)

is absolutely continuous to the right of the origin and vanishes at

infinity, fur thermore

42(0) 0.
0~o

Therefore we can apply the smoothing magic of Coroll ary 5.6 to conclude

that 4~
(o) 42(0) B+ (M0 ; 1) or , equivalently 4~

(o) 4~ (o) 5+ (M; 2) .

Setting J — (-2 ,2], z Ftl)(0), •(z) — l/z2 , and ~(0) q1 (0), it

follows by Part A of Theorem 2.2 that 43(0) 84(M; 2). (See the proof

of Theorem 2.4.) Therefore 14(e) 5+ (M; 2). 

— -.
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It is not so difficult to handle the term

[l..q (Ø ) ]~~ ..~ + 11(Ø) ] 2 ( j ÷ ~ [:+ (e)-3[Pt (~ ) ] 2 }
2 

(1)
‘. [1 - pT (0 ) ]

1;rite J = (- a ’, 2) (2, co) , z = F’~(0), ~(z) = l/ ( 1-z) 2 , and ~(0) =

1 - q (0). Then by Part B of Theorem 2.2 ,

1 - g~(O~ 84(M; 3),
[l-F~

’(o)]

so that 14(0) e 54(M; 2). Consequently

(5.3.4) K4(e) = 14(0) + 4(0) r 84 (M; 2).

We remark at this point that Theorem 5.5 can easi ly be reproved

using the mcxnent class 8(M1; 1) in place of 8(M1; 0). Using this

result with M(x) in the more general moment class M , it is possible

to show a hit more, namely that

(5.3.5) K+(0) ~+[ J H(u)du; 1).

Clearly (5.3.4) implies (5.3.5) when M(x) satisfies the additional

growth restriction M(2x) = 0(M(x)).

si nce we .iav ~ s.~ow~ that
1 1 

_____

L 1 F ~(0)]
2 - 

(~~1i
032

~

is the Fourier-Stieltjes transform of the function

2

—s F (3) (t) + —
~~~ F (2) (t) *F (2) (t ) + K (t) ,

1

it follows that

(-u 1iOj~ ~~~i0)
}
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is the Fourier t ransform of

2

f~ 
L~ . ( t Z) d

{ 

~~~~~~~ 

F~~~~~~~ ( z )  + —i F~~ (z )* F ( )  (z)  + K(z)}

~rl~e re fore

-
~~ ;~~~~(t , 1 , a) - I ~a

1t d
~{- ~~~ 

(z) +

( i .3 . ô)  2
+ F(2) (z)*F

L) 
(
~ 

+ K(z) } = A (t)*E(t; 1).

Rewriting (~.3.() we obtain

~ I ~a
(t
~~~~ 2~~ 

= f ~ A ( t ~~ Z) d z{ f~ 
E( u ; l)du

2
- -

~~~~~~~ F~~~~~~~ (z) + —4 F~2~ (z)*F(,) (z) + K(z)
}

= I Aa(t )dz{U(Z) 

~~~~~~~ 

+ ~~~~~~~~~~~ 
- (z)

2
+ —4 F(2)(z)*F(2)(z) + K(z)

}

As in Section 2.2 we ir1ay use a “sandwiching” process to approximate

characteristic func t ions of intervals by linear combinations of triangular

densities . Then by a standard ex tension argument we obtain

— 

t2 2u 2t—
•2

( t )  - U(t)~ _

~~ 

+ —

~~~~

- - -----s F~~~~~~~~~ (t)
U
1 L’1

_ _ _  - ~~~~~~ 

.,. -&- 
—
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2

+ ~~~~~ F (2) ( t )*F (2) (t) + 2K(t) + C.
U
1

~e conclude the proof of Theorem 5.7 by noting that ~2(t) 
-
~ 0 as

t • - ~ by the Strong Law of Large Ni.nubcrs ; consequently C = -K (- co) U.

;ce now apply Theorems ~.4 and 3.7 to obtain the following

improvement of Corollary 5.3:

ThEOREM 5.8 if F (x) E Q(M; 3) C f o r  some M(x) M~, ~~u~~e w t

‘l

_____ 

c 5ui~ 2~3 U
2Var Nt 

= -
~
--

~~
- t + j ._.~. - _____ 3• - 

~~~~~~~U
1 ~~~~

+ [1 - F(2) ( t ) J + 
~~~~~ 

[1 - 1 (t)] + O (~~ 1( t ) ] .

PROOF. The arg~.rnient is entirely straightforward, although c~~~utational1v

detailed. Let t ~‘ 0; then by Theorem 2.4

2 t2 it — U 2t U
2{~~~} 

- — + 1 + __ - 
~~~~~

U1 
U
i 

1J
1~~

+ -~~~~~ F~~~2) (t) + 4 F (2 ) ( t )L( t )  + L(t)

+ L2(t) - 2L(t) ,

-. .-
~~~

--- - -- .-



1U2

where the rema inder function L ( t ’  is now in the class 5(~ ; 2 ) .  On the

othe r hand , by ‘Iheorerds 2.4 and .. 7

-, — — -— 3~,,
= .. ~~~~ + ---~ -~~ - •

~~
— t + 1 - - -

~~

- -  U
1

2
(5 .3. 7) + —~~ F( t)*F(2 )(t) 

- 
~~~~~~ I (3) (t)

U
1

+ K(t) - 3L (t) ,

where the remainder function k(t) is in the class 8(M; 2). Consequently

Var = - =

u, 
~= .

~~~~~~
...... . t + 

~
.j . - - .

~~~~~~ 

+ —j [1 - F~~ ( t ) 1
I.’ 

~~~

U t
+ ...L ii - F(2)(t)1 

+

U
1

2

where R(t) = [1 - F(7)(t)] + ~~
±-

~~ [1 - F~2)(t)J

2
- ....4 [1 - F (2) ( t )*F (2) (t) ] - L (t) - 1~~~~(t) + K(t)

- ~~~~ L(t) - —~~ F (2) (t)L(t).

U
1

Since F(2)(t) V(M; 1),

_ _ _ _ _ _ _ _ _ _  
—U- . .

— 
._ -..—.-- - —
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tM(t) 11 - ~ 2 )  (t) J 
~ 

~ 1(u)dF (2) (u) 0

t • , so that [ 1 - F(2)(t)] = o(l/tM(t)). It can similarly he

shown that every term in the e~pression for R(t is o ( l / t M ( t ) )  ~s

• ~~~ On the other hand, 1)0th

ZU- ~
~
-—-

~~ [1 — F(3)(t)] and j— [1 -

U 1

are of magnitude o ( l / t M ( t ) )  as t •

An immediate application of Theorem 3.8 is the following :

~~~~~~~~~~~ !f VN(t) ~8 the variance oJ ’ t~~~ number of ~vont .~
. , r i ’ri n~ L~ ~. im. t in ~ suj E;rt it Lo~ o f  N ~ i € ’ ~o~’a 1 ~~~~

~~~ t ’rnc  dj s .r ib~ t ion F(x) .- V( ~1; 3)~ C f o r  1 ( - x ) M * ~

4 U

~‘: t )~~ _Y + N l ~~~+~~~- - -.—-~~J +
2U

1 
3U

1

N U
2
t LNU

3+ 
~T 

[1 - F(2)(t)J 
+ 

~
:-

~

--- [1 - I (3)(tJ l
P 1

+ o{~~(~~) ~ 
•

Wher e ,
~~

. ~~~no~~~~; t . h€ i th moment of ’ F(x) 2 
= -

Corollary ~.9 could conceivably be used develop an improved variance-time

curve approach for statistical analysis of superposition .

_ _ _ _ _ _ _ _ _ _  — —
~~- - .

— ,  - . - -.  -
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3
•4  T h e  Th ird Cuni,. lant of the ~1 Umb~~ of Renewals

F - — . .  

1it methods u~eu to prove f l ’ r e ~s 3.7 and . )~ can be employed to

obtai n ue ta l lL d  c~~ansion b r  the oth cumu lant (scr~i 
- invariant) of

I o~ n = 3 we can show the following :

T [OREH 5 .1C :~ F(x) L)(
~~; 4) n C f , ~~~~~ ~ x ‘.1~ , ~~. i. ;.; t

k~~ t )  = E{ N
~ 

- ~\ ~3 
=

— 

— 
~ 

~~
— — - .— - — . -_1. + - —

~~‘ t +
4 :)

1 ~ ~i 
U 1

Zp 3t
— 

~~~~ 
[1 

~(2) ( t ) J  . . 

~~~~~~~ 
[I — 

~~~(3) ( t )  J
—‘l Ii i

- [1 - F~4~~t)] 
+ ~~~~~~

QUTL I1~E OF PROOF . Since the proof is analogous to t h at of Theorem 3 .8 ,

we shall describe only t he major steps involved . The th i rd  cunu l an t of

can be written as

- L~N~~ 
- 3LN t 1~~ 

+

V~c have already developed expressions for EN~ and LN~ . To Ol)taifl an

expansion for m3(t) = we need a result similar to Theorem 5.7 for

the factorial moment

-

- ,.- —.—-—- ------—- .- —. ——.- - . — — -‘- .-
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Although ;_ (t) does r.ot ~OSSCSS a J ourier-Stieltjes transform , u

formal eXp ansion and applicat ion of Theorem 2 .1  y i e l d

3! — .‘U 2 
3p 3— ill ,

- + T ~~~~ 3~~~~~ T1 - I ( e ) }  — p 1 ~~~ 

— - i~ p 1
( - i O) U 1

( i ~~)

~~~ + 31.12l
~3 ~ ++ —~~ F~~~~~~ (Q )  - _ _ j  (O) F (3) (°)P 1 1.1

1

3P
2

U. .  

~ lS~J2 ~ 3 ~- ‘~ F’
~~~(0) + —.—

~~ -— [F~1~(o)J + CT(e),
P 1 U

1

wiie re

C+(G) = ~
[1-Ftj)(e)J~

{i0-l5(l
~
F
~l)

(o)) + 6( 1-Pt 1) (0)y }

-+ 3j U 11~’ 
~(1) (0) 1

inc smoothing magic of Leiiina 2 .3  and Theorem 5.5, together with Theorem

2 .2 O~iener-Pitt-L~vy-Smith), can be used to show that C+(0) 6+(M; 3).

13y introducing a modified factorial moment ftuiction ~-3(t; ç, a) and

following the lines of the proof of Theorem 5.7, we obtain

— 3 9~ 2 t )1i~~
= U ( t ) ~~ ~~ + 4 + - ..

~~~
—

~~~~ 
p 1 ~~ 

—

3isp 2 3U 2U -
+ ~~~~~~~~~- F(1)*F(1)*F(1) (t) - 

~ F’~~2~ (t)*F (3) ( t)
Il
l 

Ii i

- 

S 1 (3) (t) + 
~~

—
~

- I’~~ (t) + C ( t )
U

1

where C(t) ~~~(M; 3), C( t) van ishes for t 0, and 

.
______ . - -.

.
-~~~~~~~~~~~
-

- -~~~~
—•-,‘-.-—-,- .,
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- . 1(It) = O —3-- as t
t M (t)

Theorem 4 . 4  and (5.3.7) in the proof of Theorem 3.8 can be applied to

develop an expansion for m3(t). The desired result follows after a

considerable amount of computation and simplification .

Using the methods of Theorems 3.8 and 5.10 we can find expansions

bor k (t ) when n 3, although the computation involved is formidable.

In ~,eneral we need to assume that F(x) • V(~i; nil) C for some MIX ) t’~ ;

then there exist constants ~~ ~~ c~2~ c~3, ...~~~ and c~~1~÷ 1 such that

( 5 . 3 . 8 )  k (t )  = a t  + b
11 

+ ~~~~~~~ [I - 

~(i  I t ) ] + ~ 1
j=2 -~ -~ tM(t)-’

as t • ~
- . Although (5.3.8) suggests a sharpening of Theorem 5.2, both

in terms of the generalized moment assumption and the more detailed

remainder term , the constants involved are , nevertheless , difficul t to
evaluate . Furthe r work (most likely requiring the use of deeper combi-

natorial methods) is needed to establish (5.3.8) rigorously and to provide
usable algorithms b r  computing the constants.

-- - -- -—-.-
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CHAPTER VI: t~ MENTS O F THE FORW ARD RECURRE ~CE -T II I E

Given a sequence of renewal lifet imes the fo rua rd

recurrence-time is defined as the time measured forward from t to

the next renewal . In other words , ç~ is the residual lifetime of the

conq onent in use at time t . We shall write G
~

(x) = ~ x } for the

distribut ion function of 
~~ 

Using a familiar renewal argument it can

be shown that

It
(6.0.1) P{ç~ > x} = 1 - Gt (x) = 1 - F(t+x) + I {l-F(t+x-u) }dH(u)

~~~

where F(x) = P{X~ s xl and h (t) is the renewal function . By applying

the Key Renewal Theorom to the right-hand side of (6.0.1), it follows

that

(6.0.2) u r n  G
~(x) 

= J 1-F (uJ du = F
t~~ 0 11

1

provided F(x) € P U;  1).

Using Wald ’s Identity and the Second Renewal Theorem one can prove

that

(6 .0.3) E
~t 

- + o(1) as t -‘

asstmiing F(x) ~ V( I ;  2). Apparently this approach does not yield

similar expressions for higher moments of

r - 
.——— ~~~~~- — ~~~~~~~

- -
— 

~~~~~~~~~~
--

~
— . - - .
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In Section 6.1 we shall describe a method for obtaining refined

estimates of the moments of An application of the expressions

derived for ai~ E[ç~] will be given in Section 6.2, wh ich deals

with the variance of the ni.wibcr of renewals in an interval away from the

origin. This result , in turn, can be used to f ind the covariance of

the numbers of renewals in disjoint inte rvals.

6.1 Estimates for and E[~~]

Define, as usual, S0 0 and S~ = + . . .+ X for n > 1. Since

the “overshoot” can be written as

Ct SN 4 ~ 
- t ,

it follows that

(6.1.1) + t = ~ X.
i=l 1 1

where U(x) — P{0~x} is the unit function. (6.1.1) is a version of a

more general identity which has been used in the study of cumulative

renewal processes. By taking the expectation of both sides of (6.1.1) and

using the independence of X 1 and S1 1 ,  we obtain

+ t = p 1{l + H(t)}.

Ass .m~ing that F(x) P(M; 2)~ C for some M(x ) ‘ ‘I , an application of

Theorem 2.4 yields the following refinement of (6.0.3):

- [1 - F(2) (t)] + L(t),

where L(t) — o(1/tM( t)) as t -+ 
~~ .

________________________ — - .  • - . .: ~~~~______ - 
~~~~~~~~~~~~~~~~~



109

Using (6.1.1) as a starting point , we can develop similar expressions

for higher moments of C
~
, although the calculations involved are

lengthy. We now derive an estimate for to illustrate the approach .

By squaring both sides of (6.1.1) , it follows that

(C t+t)
2 

~ X~ U (tS . 1) 
+ 2 

~ ~ 
X~X~ U( t Sr i )~r)s?l

since U( t
~
Sr 1)U(t-S i~ 

— U (t-S 1) if r > s. This implies that

(6.1.2) (C t+t)
2} = p 2(1+H(t)

} + 2p 1 ~ ~ E {X U( t ~Sr i ))
r>s>l S

Using F (t) to denote the nth iterated convolution of F(t) with

itself ,

E{X U(t-S 1)IX } XSP{ST_ i s t~X5)

— . Fx (t)* F (r-2) (t),

where Fx (t) = I (x oo)(t). Therefore

t *(r..2)(6.1.3) E{XsU(t~
Sr~1)IX s

} = J X~ I ( x ) (t_u)dF (u)

By taking expectations on both sides of (6.1.3) and applying Fubini ’s

theorem, we obtain

E{XsU(t~
S:i ))= f f x:(X ) (t-u) dF (x)dF (u)

— J J xdF(x)dF r (u) — R(t)*F (u),
0 0

(t
where R(t) - J udF(u) .

0
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Clearly U~
1R( t) is the distribut ion funct ion of a posit ive random

variable. (It is interesting to note that , in particular , U 1
1R(x)

arises as the limiting distribution as t of the length of the

renewal lifetime containing t or , in other words , the total life of the

component in curren t operation ; however , in the present context U 1
1R(x)

does not appear to have such an interpretation.) For k = 1 , 2 , . . . ,

~~~ 
= t

k+ 1 dF( t) =

i.e., the kth moment of U~
1R( t) exis ts , provided F(t) V(I;  k), and

is equal to Ukil/U l . Consequently Theorem 2.1 can be used to develop

expansions for the characteris t ic funct ion of ~i~~R(t), and , fur thermore ,

it can be shown that the Fourier-Stieltjes transform of R(t)  is given by

(6.1.4) R~(o) = -iFt (0).

Therefore E{XsU (t~Sr i )l has Fourier-Stieltj es transform

R+(0)F+(0) =

Since the double sum

S( t) = ~ E{X U(t-S j ) }
r~s~l 

S r

is nondecreasing but unbounded as t ~~~~, it does not possess a

legitimate Fourier-Stieltjes transform. This difficulty can be overcome

by introducing a smoothed bounded modificat ion of S(t). We have already

employed such a procedure in Sect ions 2.2 and 5.3 , and rather than duplicate

those arguments here , we shall s imply use transforms defined in a formal

sense . (N.B. Since we are deal ing entirely with positive random variables ,

this technicality could be conveniently eliminated by working with Lap lace-
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Stieltjes transforms ; however this would preclude possible future

extensions to unrestricted random variables.)

The for~nal Fourier -St ieltjes transform of S(t) is g iven by

+ = 
iF~

’ (O) — 
. d 

— 

1 
—

S (o) + 2[1-F (0)1 1-[~ (0)

Formall y l/[l-F1’(e)] corresponds to the renewal function 11(t) 
+

and we recognize “-i d/d O” as the “first moment” operator.

Assuming that F(x) P(M; 3)~ C for some M(x) H, it follows

from Theorem 2.2 that

t
S( t) = J ud[H(t) + U(t) }

0

= + 
~~~(2)

U + J0 udL(u).

Note that 
J

udL (u) belongs to the class B(M; 1) and corresponds to

(8), where

(6.1.5) L Ce) = _____________

1 - F’(O)

Differentiating (6.1.5) with respect to 0 and using the facts (see

Theorem 2.1) that

1 - Ft (e) — -~i1i8F~11 (0) and 1 - 

Fll)  
(0) = 

~~~~~ 
iOFt21 (8),

we can show that
2

lim LT (0) = —
~~~090

Therefore

_ _ _ _ _  -
- ~-
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L(t) + = o(
~~1~t)) 

as t

By expanding the left-hand side of (0.1.2), substituting , and

collecting terms , ~.e obtain

U
= —_ [1 - F ( •~) (tfl - —

~2- [1 - F(2)(t)1
(~b.l.6) 

2jj
1

+ ~ J udF~2~(u) + O[t~1(t)J 
as t

For large t the first term on the right-hand side of (6.1.6) is

o(l/M(t)); the second term is o(l/tM (t)). Since the first moment of

the second derived distribution is U 3/3U 2,

2 U 3lint =

This is not surprising in view of (6.0.2), since the second moment of the

first derived distribution is

The following result sununarizes the preceding discussion :

ThEOREM 6. 1 Suppo6e F(x) E V(M; 2)
~ C for ~~~~~ ~i (x) 4. Theh

E[~~1 — L_ F (2) (t) + O[
~~~(t) ) as t -.

U 1

: 1~1(fl t ( f l 1 1  1~ F(x) P(M; 3) 
~, 
C~ the~i

2 U 2 F
(fl

(t)] + 

~~~~ 

udF~21
(u) + o[th(t)) as t ~~.
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By raising both sides of (6.1.1) to the nth power and taking their

expectations , it should be possible to find an expansion for E[~.
’] with

a remainder term of magnitude o(1 /t24 ( t ) ) .  Und oubtedly this entails the

assumption that F(x) P(M; n+l)~ C. The computation involved for each

n -~ 3 is formidable , but it may he possible via more extens ive comb i-

natorial work to obtain a closed expression for the nth moment of

It  can easily be shown using integrat ion by parts that

xkdr~ 1 (x) = _______

(k+1)/~i 1

One might therefore suspect that

(6.1.7) lirn E[ C~J = _______

t-~<= (n+ l) /~ 1

in fact, (6.1.7) is a consequence of the following fact which will later

prove useful in a different setting:

LEt44A 6.2 Suppo 8e F(x) V(M; l)~ C fo r  some M(x) . N and is the

f o rward recurren ce-time corresponding to the renewa l l ifet imes {X ~~~1
1

with dis tr ibution F(x) . Then there exists an absotutelij continuous

distribution function D(x) V(M; 0) such that D(O) = 0 and for

x > 0 ,

P{C t > x } = l - G t(x)�l - D (x), ( t> 0 ) .

P ROO F. By the uniformly bounded variation (UBV) property of the

renewal funct ion, there exists a constant A 0 such that for all 

u

>1__

_ ___ _ _ _ _  -- 
_
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ii (u + 1) - ti(u) < A.

(Although the UBV prope rt y follows from Theorem 2.4, it can be obtai ned

uirectly without the aid of such a strong result and tas , in fact , been

used by authors to prove the elementary renewal theorem.) Let A’ =

max(A , 1 , ~~1 ) ;  then by (6.0.1) ,

[t J+ l  IJ
1 - c~

(x) I - F (t+x) + ( I  - I - ( t + X - U )  }dH(u)
j = 1 j - l

[ tJ + l
1 - F( t +x)  + ~~ [1 - F ( t + x - j ) ]  [11(j) - 1l( J -1) 1

j=l

[t]~ l ( [ t ] ÷ 2
� A’ ~ [1 - F ( t + x -j ) ]  A’ J [1 - F( t +x-u) J du

j =0 o

~ U 1A’ [ l  - F (1) ( x+ t - [ t J - 2 ) J — u 1A’ [l - i. ( 1) (x_ 2 f l .

Define D(x) = 0 for x 2. Since I. (1) (x) is absolutely continuous

and U 1A ’ > 1, there exists a constant ~ > 2 such that

- F (1) (x~ 2) ]  = 1. Take D(x) = 0 for 2 - x � t~, and define

1 - D(x) = ~1A ’ [I - I~( 1)  ( x — 2 )  1~ x > ~~.

I t  is t hen easy to verif y that D(x) has the properties claimed in the

statenent of the l erna .

Returning to (0.1.7), we can apply Fub ini ’s theorem to wr i t e

í nu’~~’ dudGt (x) = nu’~~ ~: 
dG

~
(x)du

- f~ 
nu”~~ [1 G~

(u) ]du
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Rv Lei~na 6.2 and Fubini ‘s theo rem

J nu~~~ [1 - G
~
(u)Jdu 

i: 
nun l 11 -

= i: i: nu~~’ dudD(x) = 
n dD(x)

provided F(x) L : ) ( I ;  n + l ) .  Convergence of moments (6 .1 .7) fol lows by

dominated convergence.

& .2  The Var iance  of the ~un~ er of Renewals in an Interval Away
From the 0ri1~j!

Since the fon~ard recurrence-time 
~ 

plays a role in the study of

modified renewal processes and occurs in a number of app lications (such

as counte r models) , the resul ts of the previous section should be useful

in a variety of situations . here we shall use Theorem 6.1 to derive

estimates for the expectation and variance of the number of renewals in

an interval away from the origin.

Write N ( t ;  T) for the number of renewals occurring in the time

interval (t , t + T ] ,  t > 0 and T > 0. We assume that t is fixed

(with respect to T) and is moderately large in the sense that does

not necessarily possess the limit dist ribut ion g iven by (6.0.2) . Further-

more we suppose F(x) V(M; 2) C for some ‘1(x) ‘1. Then by Theorem 2. -I

- 

~~~~~~ 
i.i 2(6.2.1) E{[N (t; T)-l] = 

Ii 
- + 

~~ 
F (~ ) (T_

~ t ) +

1

where L(x) ~ 8(M; 1). (We subtract one renewal from N ( t ;  1), s ince

Theorem 2 .4 applies to renewal processes whose first life time begins at

the origin.)

____________ - _ _ _ _ _ _ _

- -  — - -s---
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It , lnt J rc(v(r , 1 (x) L)~~I; 3) C for som e ~-‘L) .1~~, then ( 5.3 . ’ j

in the proof ~f Fheora~ 5.8 i ~q l ics that

(T Y 2i.i~ — —

1 {jN t; T)-l]
~~

I
~~

} = --

~~~~~~~~~~
- + -

~~~~ 
- 

~~~~~ (T - r, )
— U 1 U 1—

3U 2 3~~ 2 L ~~. 3, ,
+ 

2 
+ - + [1 -

(~~ . 2 .2 )

- 

~~~~~~~ 
[1 — 

~(2) ’ (2 ) ~~
1 t 1 - - ---

~~ 
I i  -

+ k ( T-c
~~

) - 3L(T-
~~
),

where both L(x) and }‘ (x) belong to 8(~’1; 2 ) ~~~

by taking the expectations of both sides of (6.2.1) and ( 6 . 2 . 2 )  we

obtain the (rather complicated) expressions

T U 2E{N(t; T) } = — - + —,
~~ ~ 

G 1 )  + L*C
t ~~~U 1 ~j 2U~

and

2 T2 2’l L ,
E{IN(t; ‘F)) } = —.

~ 
- 

~~~~~~~~~~~~ 
+

U
1

— — 3~~~ 3t~ 2I~+ -_- - p— (T-L~~ ) ~ 1 - - -
~~ 

+ - -

— ‘ 1 Ii
1~~ 1 

2~

31i , 3U 2+ ‘~‘ — F(2)
(; (T)] - --—-I-

U 1 4 ) -

+ —4 [1 - F (3) *Gt (T) ] + N*C (i) - 3L*Gt (T) .
1.1 1

_ _ _ _ _ _ _ _ _ _ _ _ _ _  _ _  - -
- --- •- -
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p After a~)~)ly [n~z Theorem 6.1 t h e  above express ions can he coml)i ned

and simp l i f i e d  to yie ld  estimates for I {N (t ; ‘1) } and V a r ( N ( t ;  T) } .
l~~’ omi t the details , since the computation involved is awkward hut

straig ht forward . It is , however , worth mentioning that terms such ;is

1 - F ( 2 )
*G

t
(T) are of the order of magnitude o(1/TM(t)) as T

~~~~~~~~~~~~~ ~ t~~~ Y’~
-
~~: t r c  t , this is not difficult to show with the aid

of the following lenEla:

LEi~-1i’1A u .3 I . ’ F(x) V(M; 3)~ C •
‘-
~~~~‘ ~~~~ ~~~~~ ) . M~ t ;~~- i~

I: xM(x) dF(2)*Gt (x)

~~~~~~~~ :4~li :~ ~~~~ - wi th rcs ~ ‘- ~t t~ t

PROOF. Since ~.1L~) M’, there exists a positive constant C such that

(V
v~1 (v) < C J M(u)du, (v � 0).

0

Furthermore, since F(2)(x) possesses a density f (7) (x)~ the convolution

F (2) *Gt(x) is absolutely continuous with density

f(2)(x-v)dG~
(v).

by Theorem 2 .1

A = ~.1(w)f (2)(w)~~ < ~~ .

Using Fu h in i ’ s theorem , for fixed T > 0,

- - - ~~~~~~~~~~~~~~~~~~~~~ - - . .



I 1 ~

I (1 T
(~ .2.3) f x~l (x) 

~ 
i
~~~ ) ( X  

~
) d( ; t (V) W( = 

~o 10~( .\ (2 ) ( x - v )~~ )
-I - ‘I V

= J 0 ~ 
(v+w)M(v+w)f

~i~
(w)dwdG

~
(v)

T T- vf ~~(v) J ~
1(w)f(,)(w)dwdU t

(v)

‘F- v
4 ~1(v) b O ~~I ( w ) f ( 2 )  )

~~
‘d;
~
(v)

AC J J M (u)d udC~
(v) = 2AC J ~-1~u) dCjv)du

(T
2AC j M(u) [1 - C~

(u) ] du

By Lenina o.2 and Fubini’s theorem ,

(T (T
2AC ~.1(u)[l 

- G
~
(u)]du 2AC J M ( u ) [ 1  - L) (u)]du

J o 0
(cx~

ZAC J uM(u)dD(u) ~
-

0

Ihe lerna follows by taking the limit as 1 ~ of the left-hand side

of ( 0 . 2 . 3 ) .

As a consequence of Lenna 6.3 ,

I~1( U [1 - F (Z) *Gt (T)1 ~ I XN (x)dF(2)*Gt (x) 0

in t as T • , so that

1 - =

- -
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W~.’ have now obtained the following result

T H E O R E 1 6 . 4  . - 4 : :~~~~~~ I ( x )  ~ V(M; 2 ) C i L P  , - - ‘
~~~

- 
~! ( x )  ‘ ‘-~~~ 

~~~ H-z i~ t

‘I ’

0-.
1~iN(t ;  I )  = — + +

- ~~2 [1 - F(2)*Gt(T)I + o[T~~T))
01

‘
~ - U 2 I ; t L ~ n , F(x) V(M ; 3) C, then a:~ T

Var{N(t; ‘F) ) = T~ 
U 2~~~1 + ~~~~~~~

~~ 03 U-, 1
+ -~~~~~~ 

- -~~~~ 
- 

2 
+ o[ tM (t) )

0 1 
-

t
U t Ii -,

+ _••

~~

_ [1 - 1 (t) ] + —j J~ 
udF~ 2~ (u

20
3 ~~2

T

+ ~~~~~~~~ [1 - F (3) *Gt (T) J + 11 -

+ oI TM rT)

Using Theorem 6.4 we can estimate the covariance of the numbers of

renewals in contiguous intervals:

- -~~~~~~ --. -
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COROLLARY 6 .5 ~~ ; ~~~~~~
‘ -  F(x ) V( M ; 3) C J

’hP  ~ ‘ ~~ ~1 f x )  M ~ ‘
~~

-~ (0, T1 
) (P. N 

~
‘1
~ 

1 2) (1!” t/: ’ P 41 ’t- ( , f ~ -~ . - 

~nt erva

(0, T1] 
- i~- : i  (T1 , T 1+T 2J , -

~~~~~~-~~~~: : ‘ / ,, w/ ~~r ’ ~~~~~~~~~ ~~
• , .

~~
. , ~~

t( ’ T ,. 1— /u ’:

( 0 .2 . 1) ( ; o v ( N ( O , 1 1) ,  N ( F ,T 2 ) )  = o[T~àT~~
)T) + + +

1 U 2+ 0[T~~1~~~)) 
- 

~~~~~~~~ [1 - F (2) (T 1) ]  - 

~~ 
J udF~ 2~ (u)

- [1 F (1) CI’ 1) ]  + o[T MCF ) )

~2(T +T2) P3+ 

~~ 

- F (2) (T
1

+T
2

) J  + —
~~

- [1 - F(3)(Tj+T2)]

u T
- .

~~~~ 
E l - F(3)*G.1. 

(‘I’
2fl - ‘ ç

~
’ [1 - F (2) *G1. (T

2
) ]

1 2
~1 

1

+ _____

PROO F. I f  X and Y are random variab les , then

(0.2.5) 2 Cov(X ,Y) = Var (X+Y) - Var X - Var Y

Theorems 6.4 and 5.8 , together ~iith this identity , imply the corollary.



121

Corollary 6.5 has an ininediate application to the superposition of

renewal processes . Suppose that (as described in Chapter 3) N iid

renewal processes are superpos ed and tha t N*(O , T1) and N*(T1, 12)

denote the numbers of events occurring during the time interval s (0, T1 ]

and (T1, T2], respect ively , f o r  the auperpooi tion. Then

4 Cov(N*(O , T
1), N*(T1, 12)) is g iven by (6.2.4) .

Finally we note that the identity (6.2.5) can easil y be extended to

sums of more than two random variables. Theorems 6.4 and 5.8 can then

be used in a straightforward fashion to estimate the covariance of the
numbers of renewals in non -adj acent time intervals.

I

- 1  •1
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APPE IDIX: PROOF OF TI~EOREI~ 2.2 -

W .L. Smith (1907) proved a version of the Wiener-Pitt-Levy

result in which it is assumed that the moment function M(x) belongs

to the somewhat restrictive class M ;  see Theorem 2 of Smith ( i 9 ( ~7 ;

page 270). Later in a study of the theory of recurrent events, Smith

(197o) introduced the broader class M and extended his earlier

theorem to include moment functions M(x) in M; see Theorem 3.1 of

Smith (1976; page 41).Our Theorem 2.2 differs from the former only in

that we have used the class M rather than M .  h owever, since

Theorem 3.1 of Smith (1976) refers to Fourier series rather than

Fourier-Stieltjes transforms, we have found it necessary to make some

non-trivial changes in the proof of Smith ’s earlier result. Fortunately

several technical leninas needed to carry out the modifications are

given in Section 3 of the study by Smith (1976), and we shal l simp ly

quote these without proof.

The essent ial tool used by Smith (1967) to prove Theorem 2 is the

smooth mutilator function (SMF) wTitten as q (0; -i ,V, -r , 6). however

the SMF develop ed by Smith in his l9b7 paper is inadequate when

~1(x )  M , and consequen tly Smith (1970) later constructed a refined

smooth mutilator function. This new SMF has the properties described

in Section 2.] , and , fur thermore ,

q(x , ~~~~~~~~~ = ~~ J e ’~~ q
’c (~ ; a,~ ,j,ó)d0

L -
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belongs to the class L (1 ; ~) j ’- i- wi ’~ M (x) If m l  -x~~ v 0. The

construction given by Smith (1,)70; pages 41-48) is entire ly adequate

for our pUrpo SeS , anu we refe r the reader to that  paper for the detai is

in order to avoid duplicating then here.

We f i rs t  prove Part A of Theorem 2.2. (For convenience we shal l

use the notation of Smi th (1907 , pages 2 33-287) . )  Let 0~ be any f i x ed

point in the compact interval J ( possible an end-point) . Then (z)

is ana ly t i c  at = 
~~

(O
~~

) and therefore has the la b r  expansion

~~z) = 
~~~

(O
~

) )  + 

n~ 1 
c~ 1: -

about the point z = :(0
~
) with a strictly positive radius of conver-

geiice (say) 
~~ 

Since ~(0) is continuous, there exists a constant

0 such that ~~~(~~) - 
~p (00)J p~ for all 0 such that ~o-~~~j

Thus for I6-O~I

= ~~~(0~)) + 

n~l 
c ( ~ (0) - ~~~0~~~~~fl 

. 
-

Wr ite q
r (0) for the special SMF q~(0; -2 , -1 , 1, 2) and for

fixed A 0 define

T~ (O) = qt(.~.~~2} •(~(8)).

men T~ (O) and ~~~(0)) are ident ical if ~0-h~ is sufficiently

small. Since

q’j!..~~) 
qt (

O
~~O) 

~=
qt (

0;e
o)=~n

_ _ _ _ _ _ _ _ _ _  --‘.____________  
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for any n > U , it follows that

t ~ 
0-0~

TA (0) = ~~~ 0~)) q k7rJ
+ c1~ qt[~~~} 

qt1~_~2} {~ (o) -

Clearly the function

q~(~~2} {~(e) -

is the Fourier transform of rA (x), say, where

-iO (x-z)
rA (x) -

~~~~~ J e 0 {q(A (x-z)) - q(Ax) }dB (z) ,

and B (x) is the function in 5(M ; v) for which q (0) = B’~(o).

By Fubini’ s theor~ n for nonnegative functions

J f r~(x) dx 

~ J~ 
{ J ~q(A (x-z)) - q (Ax) Idx }

~~ 1~{ 
~~ lq (u~Az) - q( u) I du} IdB (z )  I .

The inner integral

J

°’
lq (u~Az) - q(u)~du

tends to zero boundedly as A ÷ 0. Therefore by choosing A sufficiently

small we ir~y suppose

I

- - ~~~~~~~~~~ - ~~ 

-- - -

~~ 
- 1__ —
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Since r~ (0) is the produc t of a funct ion i ii 8~ ( M ; v) and an

SMF , it follows that rA (x) . L ( M ;  v) . Now set

p (8) = J1 c q~~
[

O
~

0
O} 

{~~(o) -

=

Then

p(x) ~ c~ r~~(x),n-i

where the convolut ions of r A (x) are defined as follows :

r~~(x) = rA (x)

and r~~(x) = 1r A (x
~

z)r A~~~~~
(z)dz, (n = 2,3,...).

In order to sh~v that p(x) c L(M; v) for M(x) P4 we make use

of the following result :

LE:I~A A.1 If ~(z) ia ana lyt ic in th~: dia ’ I z i  r , if a(x)

L(M , v) for  t3ome M(x) ‘ M and acme v ~ 0, v : :  iJ~

~~Ia (x)ldx < r ,

then V (a (x)) t LU1; v).

- - _ _ _ _
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P~OOF OF LE I( IA A . i. The proof of Lemma A. l  is based on two auxiliary

lemmas given by Smi th (1976):

LE ; UIA A .2 ~~~~~~~~~~~ a(x) z~~i b (x) bc Lcn~, t L ( M ;  v) f o r  som e r iqht

~‘ iu ’ m~~ ~un~’t ,~~ M (x) Laid some v � 0. Th~ n

M (x)x” Ja(x) * b(x)Jdx

{ f~~M(x) x v la (x ) ldx } { 1~•
~~
)
~~ 

J b ( x ) I d x }

P ROO F. See Smith (1976 ; page 21) .

LEIIIA A.3 I f  a(x) E L(M , v) where M(x) is a r iijh t moment function

and v ~ 0, then there exists a function c(x) such that (x) 0

-~~~~ 
x ÷ c  and

I M(x) xvIa
*k (x) jdx L f~~la(x) Idx +

far all k 1.

PROOF. See Smith (1976; pages 21-22) .

We can find c > 0 such that

f
ta (x)Idx + € < r ,

and by Lenra A .3 there exists a positive integer k
0 (depending on ~)

such that

~~~
- 

~,__u—- - ---— — — -- 7- —
~~~

--- — -
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r ~l (x)x
V I a

m (x) Idx {f~

’ 
a(x) dx + 

}
~

for all m - k0 . Thus if

- r m
= i. %z (say),
m=0

and we define

= 

m~k0 
q~ a~~(x) ,

then

H(x)x’I V k ( a (x ) ) I d x  ~
0

i~~i { J Ia(x)Idx +
-~~~

since the series 
~ 

1m is absolutely convergent within its radius

of convergence . But

J 
M(x)xV I~ (a(x)) - ~dx

k -l
0 *

k~ I j M(x)x ’~ Ia ~(x) dx
m-0 -

~~~~

by f in i tely many applications of Lemma A .2 .  There fore we can conclude

that V (a(x ) ) L~M; v ) ,  thus proving Lemma A .1 .
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Now the Fourier transform of p(x) is given by

p~(0) = 
n~l 

c
nH (~~~~) {~(e -

and it fol lows f rom Lemma A.2 that T~(0) L
t
(M ; ‘4.

So far we have shown that if 00 is any point of the closed

interval J (including the end-points), then there exists a function

T~ (0) € L 1’(M; v) such that ~~~(0)) = T ,~(0)  for all  e in a closed

sub-in terval centered about 0
0

. By the Heine-lore l theorem it is

possible to cover the closed bounded interval J with a finite ntnnber

of these intervals .

Suppose (0~~ y1) and (0 2, 
~2
) are two such overlapping

intervals , so that 
~~~ 

‘

~

‘

~~ 

< y 2 ,  and SU~~~ 0SC that T t ( 3 )  and

T,~,(0) are two corresponding functions in L~ (M; v ) .  ‘l’hen
2

q~ (0~ 0 1-1,01,0 2,11) T~~ (0) + q r (0 ; 0, ,y 1 , y 2 , y 2 ~ 1)T~~, ( 0 )

belongs to Lt (M; ‘4 and is identically equa l to ‘~(~~ 0))  throughout

~~~~~~~~~ 
‘r 2) •  This argument may be continued in an obvious manner (with

appropriate modifications at the end-points of J ,) so that we obtain

a single function Tt(0), say , which belongs to L~~(M; ‘4 and is

ident icall y equal to ~(q(e)) for 0 J. In fact , since p (o)

vanishes outs ide 3, we have

= ~~o)v (q (o)) for all 0,

and since Ip(0)Tt(e) belongs to Lt(M; v) by I,emma A.2 , we have

I
I

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  
________________________________________ 

_ _ _ _ _ _ _  _ _ _ _ _ _ _ _ _ _ _ _ _ _  --
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L T
~~I ;~~~) .  T h i s  imp lie s the conclus i on i i i  the f i rs t  j u t  of

‘Theorem 2.2.

‘l’he proof of Part 13 involves the use of a result analogous t

Leirina A. I for funct ions of bounded v a r i a t i o n . s ince  t h i s  addit  iona i

lemma can he established in a strai ghtforward manner , we shall o f t i t  the

details for the sake of brevity and merely outline the second half of the

proof of Theorem 2 . 2 .

Suppose 1 without loss of generality) that J = ( n , + ‘-) , and write

for p [~( C ) ] .  Since no singularity of ~~:) is within a distance

of the ori g in by assumption , we can find an -~ 0 such that ( :)  =

~ c1~z~ for all < + 2~ , and the series converges absolutel y
n= 0
in this interval. There exists a positive integer k such that

(~ (0))k = aa r (O) + BB~(0),

where a ~ 0, i~; � 0, r~ + 0 = 1, at (Q) L~ V+ (M ; ~4,  B+ (f~) V+ (~t ;  v)

and 0 < (p + 
1 )k (The fact that both a and 0 are real is a

consequence of assLzning that ~(0) is a characteristic function.)

For all l e t > 2A , say , I~(0)I c p + c and therefore

(0 ) )  = ~
n= 0

k-i
= ~ c~~~,(~ (O))

nk4
~

j=0 n=0

k - l
- ~ (~(e))~ ~ c k+ ’

~~~~~°~ 
+

j = O n— O ~ -~

k - i
— 

~ (~~~ efl 3 E . ( e ) , say.
j — 0  J

- 
—,—- -‘ -- - -_--
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For u 2 ’ ,

- -  
( . ) = 

~ 
c 1~~. (~ a~ ( u )  + l~ (~~) t ;i ’ ( ‘~) q ( ~~ J ) ’1

n=0

and t h i s  series converges absolute ly .  Since ~i
t (o) is  the Four i er

t ransform of the L ~M , v) - fuiict ion a x )  , it fol  lows that a± ( )  -

is the }:ourier transform )t the L (~1; c)-function gjx),

say , whe re

= 
J

[a(x) - a (x - ~)J q(u)du ,

using the fact that i q(u)du = qt (0) = By a rguments s i m i l a r  t o

those used in the proof of Part A , we can show that

g~(x) dx 0 as A •

Thus for A sufficiently large , vl~~(0) + ~g~(0) is a function of

L~~(M ; v) whose tot al variation is less than (~~ 
+ )k As before, it

follows that ~~(0) ~~U 1; v ) ,  since ~(z) is analyti c in

1:1 < ~ + 2c.

Since f~ (O)}
3 3~(M; v) for every integer j ~ 0 by Lemma ~\ .2 ,

it follows that there is sme function T+ (~3) , say , belonging to

-
~~

) and such that

[1 - q~(8/2A)] ~ (O)~~~~(e)) =

for all 0. By tue first part of the Proof there is also a function

T~ (f ~) belonging to 8+ (M; ‘4 and such that 

—--- — - -— __- ---___J__._ ----~~~~~~~~~ —- - --—
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q ( 0/2~~ ) ç ( f )  1 ’ ) ) )  = - 

t o

t o r  al l 0. Thus

= + 
‘

~~~~~(~~~ ) 
3~ ~~~~ ‘4 ,

~:~ich ~‘ii ~ . I u~ie’s the proof of J a r ?  of the theorem.

_ _  

_ _  

~~
_ _ _ _ _  _ _ _ _ _  _  _ _ _
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sidered and it is supposed the lifetime distribution function belongs to a class
5(M;v ) ;  approx imations are then obtained to various moments of the renewal
count N(t) , the remainder terms bring in a related 8-class. These resu1ts~~
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are u’, t- i  to tac kle various questions concerned with superposed
renewal processes.~
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