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Chapter 1

INTRCDUCT ION

o
_\Data base management systems (DEMS) are being sold to dsta

rrocessing users in increasing numbers. Several reasons are being given
for this popularity::‘

a. DBMS are eacier to use than conventionzl datz handling
techniquesvf
b. DBMS solve file handling problems of complex data structures.
c. The DEMS are utilized by the user's competitors--suggesting
greater efficiency, lower cost, or other competitive factors.

Regardless of the reasons, and their validity, the fact remains
that DElS are enjoying great popularity in today's ADP rmarketplace.
With that popularity comes an influx of packages which claim to provide
vast capabilities to support data bases. -

The increasing number of choices in DBVMS packages presents the
potential user with a problem of evaluating znd selectineg the svsten

(19:Prefzce)
which fits the specific needs of the installation. The
complexity of the problem is increszsed by the relative inex?eri?nge of
39,49

most users with DBEMS, its properties, and its capabilities.

c aimed at the potential user of a DBMS, £ collection

i

This paper

f criteria which may be used to evaluate a DBMS is provided. Sufficient
detail description is included to vermit a “cookbook" approach, selecting

those criteria which bear on the individual installstion environment.._-

(B




Chapter 2 provides a short background of the growth and direction
of IBMS., It was included to hslp establish the picture of the IBMS
environment and give the reader a feeling for the potentizl impact of
this capability.

. Chapter 3 asks questions intended to determine whether the
installation of 2 DBMS is the practical sclution to an instzallation's
problems. There are just as many practical reasons for not installing
a DBIS as there are reasons for. A DBMS is a very expensive tool, at
least initially. The long-term payoffs rmst be significant to justify

(L6)
its use.

Chapters L through 10 conmtain the detailed evaluation questione.
With few exceptions each question is intended to stand by itself. When
multirle related questions are presented, they are generally grouped
together as 2z unit. "“hen asking the questions of this type to vendors,

it is recommended that they be separated so that they mav he enswered

individually.




Datz management svstems began appearing in the early 1°I0'e,
These early systems were known as File lianapement Systems (FMS)., Ther
were so-named because new approaches to processing of "files" of that
time were developed., The Formatted File System, known as the FFS, was

developed for the IB!M 1LO1 computer and later updated to the IBM 1.10.

his s

e

stem provided the user with the ability to process single files
with a basic two-level tree structure.

hese systems were subsecuently converted to the IENM 260 and

; today are known as the Modular Dzta Svstem (MOTS) and the KIPS-FFS
(16:259,L3)

systems, respvectively.

The FMS techniques implemented by manv vendors followec the same
essential spproach. They were, and still are, limited to concurrent
access of onlv one or two files. The or:a?gzstional structure is usually

Sd.)

& two-level tree (hierarchical structure).

Data manzgement systems (D}S) expanded the capabilities of the

*ry

Ve
P

By increasing the mumber of files which could »e concurrently accessed,
the DI'S permitted more interaction between files within the installztion.
Some DMS packages increased the levels of tree structure 4o three and

a few beyond that. IBM's Informetion Management System (IMS), as imple-
(L1)

mented on the 360 computer, is 2 good exarmple of 2 DIT

S28 4

Requirements for flexibility anc consolidation of data files

puched evsvem decigners to develop the next, and current, level of




implementation, the DBMS, The DBMS differs from the DMS in its scope of
3 Y o~
()4‘-5,14:’
support. The DMS is intended to permit concurrent access to
mltiple files structured in a similer way., Dack file is independent

of the others for some purposes and related for others. For example,

m

personnel file is related to z payroll file when viewing the complete
information on an employee. Yet each mey be processed independently of
the other for personnel and payroll purposes.

The DBMS seeks to integrate 2ll facets of the installstion's czta

(17:5-5)
into one single data base. The individual identification of
(19:1-1)

separate files is lost as common data is used by all seplications.
The payroll department may still have its own specialized data which ie
not available to other users of the data base but the common information
(i.e., name, address, telephone number) is shared by the personnel and

(1,2,3)
payroll groups.

The DBIS therefore becomes the facility to implement an inteesrated

sk ol ik

data base covering all facets of the user's organization, elimin

separate files and the extra effort required to maintain then.
The datz processing industry has long been noted for its confusine

terminology. OCften different terms coined by individual vendors have the

same meaning. The DBMS area is no different, New meaning for old terns

have appeared along with a rmurber of nev terms. The glossary lists

a

; few of these terms along with some common synonyns and a brief exvlanation.
The Conference on Data Syvstem Languages (CCODASYL) was orecznized

‘ in the late 1950's to define a standard lansuage for computer prograrmine

COB0L was the result., CODASYL has contimued to work on new standards,

and the data base management ares has received major emphasis




1, ~

In 1959 the Data Base Task Group (DBTG) of CODASYL released 2

DEMS standards recommendation to the datz processing industry., This
report has been upgradec severzl times, and work contimes todawv on

improving the specification. The 1971 revision of the 1959 revort

covers the Data Definition Languare (DDL) znd the COBOL-orientecd Date
(17)

lanipulation Lanzuage (DML). A furiher revision of the DDL was

published in 1973 by t?e Data Definition Language Cormitiee (TDLC),
18)
successor to the D3TG,

The most significant point to note about the CIDASYL effort

]
m

its acceptance. Hardware andé software vendors alike are develonine
new DE}¥S's using the CODASYL suidelines. Examples are Cullinane's IDIE,
DEC DBMS510, Honeywell's IDS-2, and Univac's DMS110C. Industry leaders
rredict that, within 2 few years, enough mzjor implementations of the
CCDASYL approacn will be svailable to make cross-hardware transition of
(11,15,36,17)

DBIS data bases relatively easy.,

The IBM user organizations SHARE and GUIDE developed a joint
recommencation for datz base developrment which was published in Novermber

(L7)

1970. This docurment described the desired features to be found in
the ideal DBMS. Unfortunately, and in contrast to the CODASYL specifica-
tion, it did not provide the guidelines required to develop the D3IS.
Ls a2 result, the SHARI/GUIDE document has received less attemtion than

it deserves.




Chapter

2
-

DO YOU REALLY NZED £ DBMS?

Numerous articles have been written expounding the merite of the
IR ]
(9,32 337) ‘-l—')
DBMS. Others cite reasons for procurement of a D3NS package.
Very few writers hsve stood "against the tide" to question the reasons
(39,46,L8,L9
for entering this new arena of ATP processing.

There are many good reasons for adding a2 TBMS to the capabilities
of an installatioﬁ! Severzl will be discussed later in this chepter.
However, the potential user must keep in mind that the reasons may not
arply to every environment and the result of the evaluation study may

(L8)
conclude that installation of a DBMS is not the proper solution.

! a i should c c ith this possibility as o £ the
EBach evaluation should be conducted with this p bility ne of th
stated alternatives. The pre-conceived notion that a DEMS will be
installed, with evalustion being used to determine which one, may result

(LE)

in a very costly error.

Ls ADP use within organizations have grown, the complexity of

(2) ’

the applications have grovm too. Many "independent" applications
have evolved to satisfy the needs of individuzl users or departments.
Yhere this nas occurred, each user has provided their own data anc
received reports frorm their ovm exclusive files.

This unrerulated anéd independent growth of applications has
resulted in many related but disconnected files. £Ls corporste neec¢ for

date grows, the neec to relste previously separste files becomes more

urgent, Unfortunately, many files are structured in such & way that

6
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ready association is impractical. Vhen attempls to modify the fil

to improve relationships are made, the complexity may overwhelm the
(12.13)
programming staff.

The DBEMS is often advertised as the solution to this type of
troblem. Properly implemented, it may well solve the need to relate
complex data. The capabilities of the various DBFS packages varies

(16,19:2-13)
dely in this area. The extent and complexity of the

w

‘J-

files to be related, present and future, will bear extensively on which
(39,k42,L9)
DBIMS, if any, is selected.
The independent development of files, as described above, results
in redundant data stored in many files. Costs associated with the entry,
(19:1-1)
maintenance, and reference to redundent date may be significant.
The integrity of the data bzse is compromised when redundant data,
\ - -
('—,: JIT)
stored in separate files, is not consistently maintained. hen
two departments each enter the same item into two files, the probsbility
of error increases. The timeliness of entry is seldom consistent. One
department enters the data before another, and the overall datz hesse is
no longer "in sync." If the item being updated is used as a kev to relate
files together, the delay will result in wrong answers if a query is
entered bpefore the second user updates his portion of the data base.
Many of today's complaints about bad computer outputs can be
traced to this problem. Only by limiting the entrv of data to a single
peth into a single logicel location in the data base can the integrity

(L,%)

of the cdata be assured. The DBMS is capable of surporting this

reqguirement. The packages currently available vary widely in their ability
£27,28

to reduce or eliminate data redundancy.




Ah}

£

m

ct
5"

{3}

The volurme of data to be stored in the datz base

=
A TLv

i

performance of most DBMS's, Depending on the method emmlowed to relate

4

data, system efficiency may degrade seriously when the datz base
(38)
approaches one million bytes in size.

Inverted file systems typically update slowly and retrieve rapidlv.
The installation which processes z high volume of updates (1C per cent
or riore of the data base size per month) will find most inverted files

(15,22,110,711)
systems excessively costly to operate. This problem may
force the user of z high-volume, large-size datz base to either eliminate
use of inverted systems or devise an independent updating method which
(19:1-1L)
will reduce update overhead.

Chain pointer systems vary widely in their processing efficiencr.
As a general rule, the longer the data chain the slower the svstem
operztes. Very large dats bases, therefore, process mch slower than

(L6)
small ones. Careful design of the data base structure can overcorne
some of this inefficiency. However, to adequately "tuns" the structure
it is necessary to know 2head of time the anticipated loading volume of
(3L,I1,I¢)
each record type.

The complexity of relating data within an organization was the
downfall of the "total system" concept of the mid-1960's. The rrograrming
skills and resources to implement such a system were lacking in all but
the largest installations. The inability of the industry to support
"total systems" created rmuch distrust and reluctance to embark on another

(m)
such venture,
Todey's Managermemt Informstion System (MIS) developments are =

subset of the "total system." The original plane have been scaled dovm

to a level which can be developecd without the need of specialized ekille
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and hardware. The DBMS, with its improved data handling capsbilities, ma—

gein open the door to the "total system." L few systems, principzlly
those which adhere to the CIDASYL specifications, have th
relate data in the manner it occurs in the "rezl world."

The IRMS's relational ability is one of its most important assets.
The structure of most businesses is nierarchical in nzsture. The data
handled by the departments or segments of a business crosses over the
boundaries of the organizational hierarchy. Efficient and cost-effective
use of data demands that the DBMS be gble to effect such a cross-over
with a minirmum of step-retracing and redundant cata. Therefore z true
networking capability is required for a DBMS to effectively support an
(LL,I3)
application area as broad as the complete business. If such an
implementation is not available on the hardware used by an organization,
it may be better to defer procurement until one is available.
On-line is a term which is commonly used in ADP todasv. IHMany
organizations are developing direct invut to their datz bases and bypass-
(20)

ing traditional keypunching of data. The timeliness and accuracy of
data is generally enhanced, and costs of data preparation are reduced.
On~line data entry implies that on-line retrieval is zlso desired. The
complexities of developing on-line data entry and ites improved timeliness

is seldom justified on the basis of costs and accuracy alone. lManageme

'co-

desires faster response to its inquiries to meet the increased demands of
(23)
the marketplace.
On-line retrieval requires that those areas of the data base which

may be requested from a terminal be available immedistely. ‘Then the data

m
Q
vs
4]
Q.

ie in several dats bases, this requirement becomes difficult to

meet. An integrated DEMS, using fully networked datz strictures, can




(22)

permit access to any portion of the datz base. The entire

organizational cata structure is processable from any terminzl through
(Lk)

one set of software. This feature drematiczlly reduces development

costs and operzting time.

Again, much care nust be taken to determine if the' candidate
DBMS implementations can support the scope of the organization's dsta
needs. If not, procurement of a "next best" substitute will be a waste

(L6)
of time and money.

No organization shouldé purchase = DBMS just because their
competitors have bought one. The status symbol of owning a DBMS mav
actually improve the competitors position if their operation is suited
to DBMS usage and yours is not. Competitive uressure aprlied by troper

application of a DBMS justifies purchase only when the orgznization has

determined that a DBMS will reduce the pressure bv improved efficiency
(13,10)

of operation.




One of the most confusing aspects of DEMS evaluation for the
unfamiliar is the different types of DEBVMS implementations zvailable.
Each venédr claims his is the best, most cost effective, and flexible.
For the purpose for which it was designed, most IBIS packages perform
very well,

N

Deta is structured by the vackages using either data networking

or a subset. Networking of data chould not be confused with the network-
ing of communicstions eguipment supporting an organization. The commni-
cations network describes the relationship between points where users of
an ADP system enter and receive data. The data network describes the

relationchip assumed between elements of data, records, and files within

(L0)

a data base.

Data networks provide the most flexible and useful form of data
relationships. Only through the network approach can data be freely
related so that this data represents the actual relationships it occupies
in "real world" conditions. DBMS implementations which permit unrestricted
networks of data recuire more effort to design the data base structure

(L2,LL,I5)
but are easier to program and use.
The hierarchical or "tree structure" method of data relationship

is the most often used subset of networks. A majority of early implemen-
(14)
\ =y

tations utilized this technique. The hierarchical technique has the

advantarge of being easy to implement. It has the disadvanitase of

L
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below in the tree. Thics restriction mzkes access to related records in
other trees or branches of the tree slow and 3ifficult. Some packagss
have aeveLop d coupling techniques which use auxiliary recordes or “ahlec
to locate related records. While this accomplishes the e?ﬂ §e~“;t, it
19
is inefficient in data storage space and processing time. -

Each DBMS package utilizes some form of networking or hierarchi-
cal data structure. The method used to link the individual data records
together within the network or hierarchy also differs considerably.

One of the most often heard dbut leasti understood methods of
connecting related cata together is the "inverted list." This technique
stores data records in the data base (acain by several different methocs
depending on vendor) and associates the datz throuch lists of pointers

stored elsewhere. It is possible to establish meny lists to point to

certain data values in records containing those velues. In some cas

m

the data itself is removed from the record ancd referenced to the list.

This feature reduces the volume of data stored in the data base but
(15,22,11L)

increases the overheac of processing data.

The most important feature of the inverted list technigque
random, or ad hoc, retrieval speed. The use of many lists pointing
throush the data base makes the ad hoc query very fast. The same is not
true of sequential retrieval. Sequentially produced reports are often
slow. Update efficiency degrades on an accelerating curve as the volume
of data stored in the date base increases.

Chaining is the other most common method of data linkine in use
today. Thie method requires the placing of a physical pointer in the

data base recorc to identify the next record in the string of data. Often

|

LA




reverse pointers are used alsc. The pointers use data storage space

and represent overhead. Vhere complex data networks are present, it is

(L)

possible for pointers to occupy more space than the datea.
Chain pointers are implemented in a variety of wavs., Some systems

rely completely on the pointers to relate cata records. Others require

that subsidiary records carry the paysical key value which relates them

to the ovmer. This approach 1c extremely wasteful of date storage space
ancd creates an update bottleneck. The kev field of the ovmer cznnot be
modified without modifying 211 subsidiary merber records also. A4s 2
sult, those packages which utilize this method of data relationship
(29)
27}
normally do not permit updating key fields.

Logiczl pointer arrays are related to both chain pointers and to
inverted lists. The merber records are related to the owner occurrence
throush a secondary list. This list containe the data base addresses of
2ll of the member records. Logical pointers eliminate the need for chzin
pointers imbedded in the physical recorde, saving data storage space.

The pointer list is available in the same manner as an inverted list,
(33:215, 36:136- £)
improving the retrieval qualities of the data base.

It rmst be emphasized that 211 DBMS impleremtations have some
overhead associatec with relating occurrences of data together. The over-
head may occur within the deta base storape area itself, or it may occur
in auxiliary storare areas. The "nottom line" of determinins D3NS over-
head is the total storage space required for all dsta sets necessary %o

operate the DBMS. Don't be fooled by vendor claims that one pacicere is

more efficient because no pointers are present in the main dsta bas

-
(33

The overhead is still there. It is simply distributed differently.




EVALUATION QF DBMS VEIDCRES

Selection cf a DBIS requires a careful investigestion into the
qualifications, backzround, and capabilities of the vendors of IBNS
vackages. Unless the user has the capacity to assume supprort of the

Fal

software package at some future point, the stability of the vendor

should be of prime importance.

Structural Backgrounc

¥hen was the vendor's company organized?

Is the vendor incorporated?

Is the stock publicly held?

Is the stock listed on any stock exchange?

What is the vendor's Dun & Bradstreet rating?

The first group of questions are intended to idemtify the
structural background of the vendor. It is important to know how long
the vendor has been in business as an indicator of its stability and
ability to survive over the long term.

An incorporated vendor is less apt to dissclve as a result of th

death or departure of a principal than is a proprietorship or partnership.

“Then the vendor's stock is publicly held and listed on a stock exchange,
a further indication of possible stability is provided.

It may be wise to investigate the dividend policy in these cases
to be sure that the company maintains a conservative financial profile,
Ak high dividenc rate mav indicate that inadeguate research and develonment
of the DBIS line ic being done, Finally, the Dun & Bradstreet ratinc

1L
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Yhere is the vendor's main office located?

Does the vendor maintain other offices within the United States®

TThat ie the location of the closest office?

Does the vendor provide technical support personnel at all
offices?

Is 2L-hour technical support available at all cffices? If not,
is 2L-hour technical support available?

The location of support facilities for the DBMS is very importamt.
The ability of the vendor to train user perscnnel and to rrovide technical
ascistance is affected by his location. The distribution of szles and
technical support bears heavily on the speecd and cost of support. The
make-up and qualifications of local office personnel are important when
determining what level of support may be expected. The installation
vhich operates around the clock must have 2L~hour technical support

(L&,18,11L)
available.

Personnel

How many personnel worked for the vendor on Jamuary 1, 16757
On Jamary 1, 19767

How many of the vendor's personnel were dedicated to DBMS support
on those dates?

that percentage of the DBIS support personnel is devoted to
technical support?

People are the grestest asset of the software vendor. The zhility
of the vendor to produce, market, and support a quality DBMS product is
dependent upon the make-up of its personnel. It is useful to know the

mumber of peorle working for the vendor on the same date over a two- or

three-year period. This reflects the intent of the vendor 4o support = /

- < ’ " /
groving rumber of customers. The mumber of personnel actuallyv supporting /




16
the DBIS on the comparison dates rrovides an indication of the importance

~)
(LC’_.L,I(
of the a.J.'AS 934 OGU.Ct withln The Ue!ldo- S CO.‘PaAI .

Diversification

Does the vendor market any other software product?

That percentage of the vendor's revenue comes from the DBISY

How nany installestions of the DBMS were installed on Jamuary 1,
1975? On January 1, 19767

Vere any installations discontimued during the period?

How many different industries are using the DBMS?

Diversification increases the stability of a company. The soft-
ware business is no exception. The vendor who relies entirelv on g DRMS

and its related packages for its economic survival is forced to adovt

policies less stable than one who has other products to absorb some of
the costs of operation. If other products represent less than 50 per
cent of the vendor's income, a marginally successful DBMS procduct could
affect corporate stability to the point where the DBMS product would be
dropped.

The growth of the DBMS over a year's period provides some indica-
tion cf the market penetration and popularity of the package. It may also
be an indicator of the vendor's marketing capabilities. This marketing
factor will often show up in a large percentage of non-technical personnel.
The total mumber of installations is meaningful only if the nurber of
installations which dropped the DBMS is also known. £4 high turnover in
users often indicates a lack of contimued customer satisfaction.

Finally, a users list provides an indication of the ahility of

the DEIMS to support a broad application area. A users list oriented only

to a single or to a few industries warns of a package which has limited

(15)

aprlication.
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The phvsical environment into which the DEMS will enter mst pe
considerec as part of the evaluation vrocess. This environment includes
the capanilities of the user to support the DBMS and the amount of

surportive programming reqguirec to “eep DEFS operations functioning

smoothly.

Hardware Hecuirements

)

ne DBMS implemented on more than one computer mamfacturer's
e. ipment? If =o, which onas°

Is implementation of the DBMS consistent across all hardware
llnes

Is

ot

on of the DBMS recuire procurement of specizl

terizls, or e*ulpweﬂ‘°

“That amount of in memory is required to effectively utilice
all advertised features of the DRNS?

Cen the DRIS be operated in less na** memory spsce?

If so: %hat is the minimum main memory recuired to operet

the DBMS? '"That degracdztions in operatine effectiveness an

feature supvort occurs with the reduced nmemory usace?

manv disk units (spindles, modules) sre required to ascure

efficient operation of the DENS?

Imet all disk modules be on the line durings operation-of the
DE¥S?

“
2

9
=

)

Lach DBIMS packagce has different hardware requirements. Some are
very thrifty in their use of core storage and disk space. Others require
lerge amounts of both to operate effectively. The options open to the user
increase when the DBIS is implemented on more than one line of commuters.

The user may select different hardware for varied uses and still operate

the same DBIS., If thies zporoach will be seriously considered, it is

Lr




are at the same level of implementation.,
Several IBNMS packages require that the user vurchase supvlerentary

- |

equipment and/or software to assure effective operation. This conditio
placeé‘added burdens on the user in terms of cost and maintenance of the
supolementary items.

DBMS vendors regularly understate the amount of main menory
necessary to operate their pzckage effectively. In each instance the
package will operate with reduced main memory but usuelly with 2 coinci-
dent reduction in feature capability or operesting efficiency. The
disparity occurs when vendors advertise the minimum memory required to
operate the DBMS without explaining the reduced verformznce caused by
extensive use of overlays. Performance increases as the use of mzin
memory increases, reducing the number of overlays employed.

The nurber of physical disk units required to operate the DBMS
at its advertised sveed ics often larger than what is avparent in vendor!'s

iterature. Using fewer than the optimum murber of units may seriously
decrade performance. (An excellent example is found in the case of MRI's

System 2000: Six data sets are recuired for each data base. ' If placed on

one disk unit instead of six, a LO- to SO-percent throughput desradation
(I1L)
is encountered.

Flexibility of operation improves if the user has the zhilitv %o

switch disk units or commit only a portion of the disk space to the DEINS

for a given execution.




q¢

0

Do save and restore utilities include loadinz density statistics
on the areas being processed?

Can ereas of the data base be selectively saved and restored?

Are backup and recovery utilities included as part of the vendor's
package?

Can data base recovery utilities be operated from the operator's
console?

" Does the vendor supply utilities necessary to repair the data

base in event of partial destruction?

Can utilities be used by operators and non=-programming personnel
with a high probability of accuracy?

Can D3MS utilities be executed while the system is running?

How much in~house prograrmer effort is recuired to write utility
programs to support the DBNMS?

A1l DBMS packages require some auxiliary support. None of the
packages on the market today does everything internally. The mmber,
versatility, and usability of supportins utility packages can either
dramatically enhance the usefulness of the DBMS or detract seriousl
from its ability to support the user. Small instzllations must be particu-
larly aware of the depth of utility supoort. Those packages which do not ;
supply adequate utilities force their users to dedicate expensive senior-

ievel prograrmming support to the DBMS. The presence of extensive utilities

does not in itself indicate a low level of support costs. The ease with
which operators and non-programmers grasp and use the utility programs is
important.

Datas base save, restore, backup, and recovery mrograms must be
flexible and easily used. The time when these programs are needed is
seldom the most advantageous. Speed, especially in an on-line enviromment,
may be essential to keep vital operations running.

Only a few DBMS utilities can operate on the datas base while other
D2MS functions are processine. This feature, again in an on-line opera-
tion, may be very important to assure proper security of the data bases

without interruption of normal processing.
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Finally, the amount of in-house effort reguiresd to wmite utilite

programs can have serious cost impacts on use of 2z DRMS. This factor

should be included in cost-effectiveness portions of anv DBMS evaluation.




Charter 7

EVALUATION OF DBMS DATA BASE STRUCTURES

While the number of access methods supportecd by hardware vendors

to handle data storage is limited, the methode wh

(=S

can be used to store

iy

¢t
date ﬁsing these access methods is almost limitless., A mejority of
DEMS's implemented on the IEM 360/37C utilizes the Basic Direct Access
Method (BDAM) as the storage venicle, but the similarity ends there.
Different intentions for the use of data dictate different storare
methods., Zvaluation of any DEMS rmust include the comparison of these
storage methods to determine which one, if any, processes data in the

manner desired by the prospective user.

Progrem Independence

Can the structure of the data base be modified without recuiringe
the recompilation of vrograms using the structurec area?

Can the structure of the cata base be upgraded, adding new
epplications, without affecting the operation of existing
programs?

Can data elements be added to or deleted from a2 record used by
an application program without forcing recompilation of the
program?

Can the length of a datz element be modified without forcing the

recompilation of a vrogram using the modified data element?

(3

Program independence is one of the most important advantzeces of 2
rroperly-designed DEMS, Program independence permits the structure of
the date base to be modified and enhanced with minimum impact on all avpli-

(19:3-5,3£:35-3%)

cetion programs using the dats bhase. No impact at e2ll

should be evident on programes whose records are not moiified. Recomriline

iV

orograme to adjust for dats base structure changes becomes more and more

2L
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impracticel as the scope of the data base increases and the numoer of
programs grows,

L few data base systems pernit adding new detz elements to en
existing record definition without recompiling the programs using the
record. Of course if the program mst use the new datz element, recompi=-

lation is often necessary.
Modification of data element size can have significant impact on
using programs. Few DBMS implementations can keep such a change trans-

(L5,I1)

parent to the using orogram's logic.

rdware Independence

Is the logical structure of the data base independent of the
storage device usec?

Does the DEMS suvport storzge of the datz base on both disk and
tape devices

Is tke physical oev' ce tvpe transparent to the application progran
using tne cata base
Can the size of data base storage areas be modified without
alt ering the stiructure of the data base or the orogmrams
which use it?
Can the size or device location cof the data base be altered with-
out forcing the unloading and reloading of the datz base?
Can the programs using the data base be restricted to certain

paysical units of the data base without affecting the logic
of the application program?

The ability to define datz base structures and populate them
without regard for the type of storage mediz is a definite advantzge. All

direct access epproach

[
[}
(o)

DBMS implementations support disk processing.

[

s consistently the mainstay of DRMS storage philosophy. Disky however,
is not the only storage device which supports direct access. Magnetic
drums and staged devices, such as the new IBM 3850 mase storage unit, are
all serviced by direct access technigues.

Yew da@a base systems supvort magnetic tape processing.

ifortunate circumstance forces new DBLS users 4o alter their processing

A




mecium at the same time they alter their file philosophy.

(LL,1€)

not cost=effectiv
£
of data base storage areas or the devices upon which they

I

very important feature of the generalized DBIS.

Security and flexibility of data base structuring

? arez without affecting the operation of the system as a whole.

Datz Sets

to operate the DEMS?

e TDMA S
the UBIDY

Eow many data sets are required for effective use
data base?

B A T NI L N I Oy .y g,
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Does the DBMS support multiple access methods?

s not

(8

The number of data sets required by a DBMS

m

still numesrous avplications where disk-residence of low-usage

Change being the by-word of ADP, the ability to alter %

; enhanced by the ability to restrict certain data base areas 4o p

"Tnat is the maximum number of data sets which are supported by

hywres ozl

“C—

storage units. This assignment restriction must be transparent to the
orograms using the data. This feature is particularly useful where data

is sensitive and needs to be physically removed and placed in =z secure
(35:18L-E5)

Yhat is the minimum murber of data sets which must be estzblished

.

each logical

lust data sets be assigned in any order, in any seguence, or to
specific devices to acnieve optimam performance?

Can multiple data sets be defined for one logiczl cate base?

Can multiple logical data bases be defined within one data

"hat is the principal access method employed to access data sete?

set ?

o v

critical

selection criteria in a large installation. In a small installation with

2 limited number of disk unite, systen performance mav be degraded

I3)

¥
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e
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/ seriously if sufficien units are not available.

he DBMS must permit a variable number of datg; sets to be asesigned.

4 Thies number can be expected to5 grow comtinuously over a period of time ae

&
b

more and more applications are integrated into the datz base structiwre.




Tlexibilizy in the assignment of data sets enhances the useful-
ness of the D3MS. 1If an application using sensitive data recuires

several disk packs because of optimum cdatz set distribution, the
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Most DBMS implementations utilize the BDAM as their means of
cormunicating with disk storage. A few have developed their own methocs.

Both approaches have merit and hazards. Using BDAM recognizes its

stability and ease of utilization. It also subjects the DBiS to modifica=-

-\
£}
tions which mar he implemented by the vendor to the BDAM software.
Independent access methods may be more efficient but increase the
omplexity anc meimtenance costs of the DBMS. Many differenmt access

(31:150-5L,33 --95-96)
methods are available today.

A very useful feature, supported by few DBMS implementations, is
miltiple access-method use. If this feature is available, the user may

define the method which processes his data best.

Data Structures

Is the data base structure adequate to project data in the way
it exists in the real world, or must dsta structures
ad justed to meet the restrictions of the DEMS?

Does the DBYS limit the size, quantity, mode, and organizastion
of data elements in any way? If so, to what extent?

Does the DEMS support variable-length records?

Y"hat is the minirmm and maximum lengths permitted for data
elements and recorés within the data base?

Are structural relationships within the data base depencdent on
actual data values repeated between related records?

Does the svstem permit modifications of data elerments which are
used as key fields in relating and ordering data elements?®

Does the IBMS structure approach permit effective reduction of
redundant data elements between record types?

“hat form of structure ic used o relate associated data records
topether (i.e., chain, inverted list, pointer arrays)?

Can indexing be providesd both forward (rpt‘ record) and backward
fH1w~@ww)°

Does the [EMS permit compacting of data record oce ences to
reduce storage usage?

TS

If conpactin" is permitted, what is the processing overhead
assoclated with the compacting process?




The relationship between data elements has grown more comolex as

ct

major rroblem in keeping ADF app

e

he structure of business expancs.

»

cations current with the needs of organizations has been the intricacies
of data relationships. It is very important that a DB!MS be zbie
interrelate data elements as they actually exist in the rezl world., ‘hen
it is necessary to adjust or "bend" data structures to meet the restric-
tions of the DEMS, a great deal of flexivility is lost. rurther, the
(1%,I7)
increase in program complexity is measured in orders of magnitude.

Most computers provide the ability to represent data in several
forms or modes. The DBMS must also be able to process data in all modes
available to the host computer. kestrictions on the size, quantity, or
organization of the data frequently make conversion of existing data
bases difficult, if not impossible.

Variable-length records are used extensively to improve storage
efficiency and flexibility. This advantage should be offered by the DTB¥S

(19:3-7)
vendor as a basic part of the package features. Some vendors
have provided an alternative approach to variable-length records which
permits the variable portion to be dzafined as subsidiary records. *'hile
this approach will solve the data storage reguirements in most cases, it
is not adeguate to meet the original needs of the user.

n

c+

nen DBIMS vendor places restrictions on the size and guantity

(0]

of data elements and records within the data base, he places an added
burden on the user. The user must be constantly conscious of this
restriction when designing z data base. The user must also be careful to

(1)
allow roorm for future growth of the records. If his crystal ball is

original design of the data base after millions of records have been
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he accepted method of relating similar data records in secuentizl

N

st

data files is through the data itself. ¥ey fields containing live date
determine the relationship and position of a record within the file,
This arrangement has one mejor disadvantage. The user is unsble to
ﬁcdiff.th- contents of the key field without major structurzl modilica-
tion of the data base contemts. Unfortunately some DBMS implementations
also rely on the contents of data fields to provide the relational linkage
between records. Kepeating the kev field between membere and owners is
very wasteful of storage space and prevents modifyins the key fielc, Th
impact of this technigue becomes clearer when multiple set structures
are considered. The records, which are owvners or members of more than
one set, can reach the point where modification of many data elements is
prohibited because of their use as key fields.

It is important that the DBMS allow key fields to be modified as
necessary. 'hen a key field is modified, the record in which is resides
must be relocated logicslly in the setes in which it participastes. The
redundant key field technigue described above is very wasteful.

One of the major features of a good DBMS is effective and efficient
utilization of data storage space. Data redundancy redu
elimination is a mandatory feature when selecting a DRIS,

Several structural arproaches are used to associate data within

the dats base. The most popular is chaining; the second, inverted lists.

Different update and retriev

bilities are present for each methoc.
(31:155-1562,

L

Indexing of data normally utilizes lists or chains with forward
pointere looking to the next record in the index., It is very useful to

be able to optionally point to the previous record in the index (a trade off

r
!

s PR




of improved performance versus reduced storage space).
scanning sorted lists in reverse order or backing up to the previous
record without having to walk the chain or list all the way around to the
previ ous record.

As part of the efficient management of storage space the DEVS
must be able to compact data, removing unnecessary blanks ani repetitive
characters. The reduction in data storage, depending on the format of

ta, can often exceed 50 per cent. The cost of using data compaction
techniques, however, mist be considered. The mumber of records comvacted
may depend on how rmch vrocessing time is required to perform the compac-

(36:433-3L)

tion (and its opposite, expansion) process.

SYL Relationship

Does the DBMS conform to the data structures recommended by the

CODESYL DBIG?

-

Does the syntax of the DBFMS's DDL conform to CODASYL specifica-
tions?

Lre any 11 itations placed on the extent of adherance to CODASYL
specifications? If so, define in deteail.

Are all eight CODASYL data relationships supported? If not,
which ones are unsupported?

Does the D3MS support the CODASYL subschema technique?

The CODALSYL Data Base Task Group (DBTG) specifications have become
increasingly accepted by the data processing incdustry es the stancard to
be followed for DE!MS development. The potemtial user needs 1o consider
the impact of such standerdization prior to purchasing 2 particular DI3BIS
package. The packages which do not conform to the CCDASYL specification

will ultimately have to do so to survive. At the time the vendor changes

to conform, users will face a painful change to syntax and procedures or

be forced to contimue using an increasingly ohbsolete version of the older




The Data Definition Language (TDL) cefined by CCDASYL ie very

similar to COBOL in syntax. It is very flexible and easy to use. The
options defined in the DDL syntax cover such a range of dstz definition

that most DBMS vendors have implemented only a small portion of those
(17:45-1L8)

Few D3NS vendors have implemented more than half of the CODASYL

specifications for DDL and Data Manipulation Languages (DML). It is

™NOT

important to evaluate the extent that DUL and DML features have been

implemented to determine if the system can rrovide the tools necessary
(Ll
5 )

for the instzllation's enviromment. Partizl use of CODASYL combined

with non-CODASYL approaches must be carefully revievwed to determine if
(19)

future compatibility will be affected.
o

CODASYL defines eight datz structure relationships. Seven
(33:102-20%)
structures were defined in the orisinsl definitions. The

The subschema technique is a2 major feature of the COASYL epecifi-

cetion. The subschema operates as 2 filter between the application proeren

and the data base, a "window" into the data base. As such, the subschema
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unctions. The program, and its user, is
3 -

not allowed access to the rest of the data base. Indeed, the user does

not know any other data base existe.
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EVATUAT ION OF DRIMS SECURITY, IMIEGRITY, AMND RECOR
The I3!S provides one of the best opportunities to integrate cete

-

and reduce processing costs that has been available to the fDP community

since its inception. It also presents an unprececented ovportunity for
compronise of that data. Separate files can be penetrated one dy one.

But without access to 2 complete set of files, the whole picture of the

¢zta cannot be obtained and compromise is seldom complete. The intesrated

Internal Security

Does the DEMS implement passwords to control access to the ceote
base?

At what level (i.e., data set, set, record, datz element) can
vacssworcs be emnloved?

Can selected data within records be encrypted? If so, what is
the processing overnead associated with encrvption?

Does the DEMS implement passwords to control access to the dzt
dictionary?

Can the data base be structured in such a way that certain czte
base record tyopes are assigned to a physical cev1 e?

m

Passwords are the most common and easily implemented means of
securing data. Unfortunately passwords by themselves are easily compro-

0

rnised, A scheme of rultiple passwords and acdditional checks is necessary

to aciiieve an acceptaole vrotection level. The D2MS must possess some
means of password vrotection of its data. The optimum arrangement is to
permit vassword definition at all level (i.s., data set, set, record,
1"7
element) at the user's option. i FPassword protection to the
imvlementations. Tate element




orotection involves 2 dramatic increase in processing overhead and data
(19:3-2)

storare space.

n
(25
o)
&t
n

Lnother security method is encrypting the data within the
base.“In:rypzin; penerstes significant processing overheac. Unless
celected date elerments can be encrypted instead of the whole record or
file, inefficient orocessing will result.

Severzl DRS implementations include & cdata dictionary as part of
the package. This dictionary is the most sensitive file in the DBNS data
base. Lccess to the date dictionary provides e penetrator with complete

descrivtions and structures of the emtire data base. 7ith such & road
map, compromise of the datz base becomes relstively easy., ILxtensive pass-
(17:78-79)

word protection is needed to secure the data dictionary.

Each DML verb (store, modify, delete, etc.) should be indivicually
(17:203)

orotected to restrict application programs to their functions

e

This feature is an integral part of the CODASYL subschema and can be
readily implemented. £ physical security constrazint can be imposed if
data can be organized so that 21l record occurrences of a2 certain type or
sensitivity level are located on one device, sucn as a disk pack. This
faciliuatec removal of the pack when access to the censitive dzta is not

(36:3L)

required. This spprozch is the least expensive but recuces flexi-

Lata Set Security

Can Gatz setes be restrictec to ceriain users?

Can dazta sets be phyvsically separated from the cdate base and
normal operation of the D2MS comtimie?

Can the data sets be secured to prevent "cumoe" of their conv

Data sets are the overating systen's reference to the dsta base,

identifving where and how ruch space is set aside for data. It is essenvicl




that the DBMS provide maximum flexibility and security to datz set
selection and assignment. The DBMS must be able to selectively define

; certain data sets as belonging to specific users and containing only that
(19:1-11,I1,113)
user's data.

It is a desiratle feature of the D3MS that physical data sets

(disk packs, etc.) be removable from the active data base without affec®-
(27)
ing the normal operation of the DBMS. This facilitates physical
(I9)
separation and security of very sensitive data.

s generzlly acknowledged that data base security halts at the

[0

It

machine room door. Operators and programmers can readily print the
contents of data sets using standard utility programs. It is useful for
the data base administrator (DBA) to have the a2bility to prevent such

printing or to make the output meaningless (encrvpting).

Functional Security

How does the system prevent one user from accessing deta helonr-
ing to another user?

Can a user gain control over the DBMS system buffers through
manioulation of his own data arez addresses?

Is the subschema approach defined by CODASYL utilized fully?

An integrated data base contains data which "belongs" to many

users. Typrically each user is concerned that access to "his" data by
other users is restricted. This restriction requirement may vary from
minor to total. The DBNMS mst be capable of enforcing such variable
restrictions and varyineg the level of restriction from user to user.
The manner in which the restriction capability is implemented must be

carefully reviewed. Improperly handled, thic Tezture can have serious
! (I35)
impacts on program logic.

Most D3!S implementations utilize core buffers in which blocks

(pazes) of data are stored while being used by application mrograms. Each

T e »:::ﬂu




page commonly contains data from more than one user, and the corhinztion

of 211 buffers contains significant data. £ skilled programmer can gain

access to these buffers znd read data beyond that zuthorized., TI3MS

-wnlerentav‘ons must cuard against this invasion when permitiing multiple
T3 IQ
(—U )

users' data to coexist in the data base.

The subschema approach defined by CCDASYL provides a selective
windovw into the data base which may be tailored to each individual apprli-

cation requirements. The subschema may be very sopnisticated and provide b

a large measure of protection while ncing the independence cof the i
3 0

3-19¢) f

\I\.

nhane
{1751

application program from the data base.

nte_-*tv

Does the system mrovide the means to valicdate raw data element

; occurrences vrior to the storage of the data imto the data %
base”? |

Can entry of dats into the data hase be automaticelly restricted ;

to prevent conflicting data from being stored? :

Does the DBMS permit concurrent update of individual datz hase b

records by mltiple users? :
How is "oeaﬂl" embrace" avoided?
/ Can access to areas of the data base be restricted to control ;
the level of rmltiple accesses to any one portion of the
data base?
How is file lockout between contending users prevented by the
systen?

The CIDASYL specification provides the facility to validate raw

' (-7.9;-99)
data before storing the data in the data base. This feature

has not been widely implemented but has the potential to increase “he
DEL's control over the data base, Dreventing inseriion of erroneous data.

It is very desirahle to be able to control the insertion of new

data into the data base so that it is

o

onsistent with existing date alread:
storec¢. This feature can be programmed by the using run-unit. Tries

aprroach, however, is beyond the immediate control of the DS4. L hetter




control can be achieved if the TBEL has direct control over the incertion
(17:9L=97)
function.
Concurrent update occurs when two independemt users of the data
base simltaneously attempt to update a specific record occurrence. This
condition, while not common in actual practice, can destroy the

of a data base in a short time. A DBMS system rmst have the ability %o

overtly prevent such contention conditions from occurring. Deadly erbrace,

-

the fear of 21l systems people who deal in multiple users of a single cate

file, occurs when two users attach resources serizlly as they require

them, Overlapping requests can render hoth users inactive without recoverv.

The method employed by DBMS's to avoid or recover from this condition is

important to the ability of a DBMS to operate without sisnificant operating
(20,27)

problenms.

Contention and deadly embrace can be avoided by distributing the

data over several areas of the data base. User access can be controlled

more effectively, and the mumber of users accessing any one arez is reduced.

File lockout occurs during periods of contention by mltiple users.
1en one is updating, others rmst be prevented from azlso updatine, It
may, nowever, be desirable to permit some users to retrieve while oiher
are updating, particularly in on-line environments. The DRMS must be able

to selectively control lockout to assure maximum effective use of the datas

base while maintaining maximum integrityv.

Recovery

Does the DRMS provide a method for taking regular checkpoints of
ite operation?

ire checkpointe automatic, initiated by operators, initiated by
fFrogrames, or a combination of the above?

Do checkpointe include core imares of the programs u

How rapidly can the DBNS be restarted from a checkpod

=
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Does the IBIS ovrovide facilities for physical backup of data bzses

on tape or disk?

Does the DBMS automatically recover from the failure of an appli=-
cation program using the data base when operating in beaich and
on-line modes? Must overator intervention be used to assure
recovery?
Can the DBMS automatically recover from hardware failure associated
with the devices and/or channels on which the data base resides?
“Then total hardware fazilure (CPU halt or power failure) occurs, ca-
the DBMS be restarted "warm" or must z "cold" restart be
performed?
Yhen restarting "cold," how much time is required before normsl
~ operation may resume?
tThen software or hardware failure causes the DBME to fail, whet
damage to the data base is likely?
Can the data base damage be recovered through use of standard
vendor-supplied utilities? :
3
Data base recovery is one of the critical aspects of any D3MS. 3
3
Vithout the ability to recover following abnormal situations, a datz base J

(12)
is useless.

Checkpoints are the classical method of recovering from malfunctions
during long processing runs. "hen a DBMS operates in a multi-taskine
environment, regular recovery points are necessary. These checkpoints
shoulc be frequent enough that recovery ca§ be accomplished cuickly with

T

minirmm disruption of service to users.

Checkpoints should be automatically taken tc assure contimuity.

r
5

is useful, but not essential, that operations personnel be agble to
initiate additional checkpoints.
Clascical checkpoint techniques have included core images of the

program executing. %hile useful to recovery of a batch program, this

feature becomes an overhead factor in on-line rmlti-prrogramming environ-
ments. If included, the core image feature should be optional.

Restart of the DPMS from a checkpoint must be accomplished rapidiwr.
In an on=-line environment, speed ic essential and mzy be very critical to

the users suvported by the D3NS,
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Lssociated with checkpoints is the use of 2 phyvsical backup of

)

the datz base on tape or disk. These “"saves" of the cata bas
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yrically used as the points wnere reconstruction of a damaged data base

begins, It must be possible to save z data base at any point where ite
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known 1o be intact, typically at = cuiescent or idle point
(-ﬂ
-

in processing.

"en an applicestion program updating the data base zbnormzlly

terninates, the data base is left partially changed. Left alone, th

,1

is
condition damages the integrity of the data base. It is important to

remove the effects of the programby returning the cdatzs base to the condi-

(@)

tion prior to the program's start. Such a feature must be zutomatic waen
operating in an on-line or multi-taskins mode. Cperator intervention
(1)
should not be reguirec exceot in a single-task batch moge.
Hardware failure is the weak spot of most D25 implementations.

ew systems can recover automatically from failures associated with the

devices and/or channels which serve the data base. It is essentizl that

14h)

smocth recovery be allowed by the system without reloading the data base
if it has not been damaged.

"hen total hardware failure occurs, execution of the DBMS halts at
an gbnormal location if it was executing at the time of the failure. This
n2lt may prevent the DEIS from being restarted uvon recovery of the hard-
ware. It is important to on-line users that the svstem begin operation as
soon acs possible., A "warm" restart vermits the system to continue where
it helted with little or no impact on its operation. A "colé" restart
often requires a complete reloading of the data base and restartine of
orerations from a previous checkpoint. The time difference between warr

end cold starts can be significant, and a warm restart capability is very

i




Data base damage is cormecn when the DE!
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to hardwazre or software fzilure. The evtent of the damage ranges from

minor to extensive destruction in the systems currently msrketed, If

.
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very important to the user, particularly in an environment which experi-

ences freguent disruptions, to determine what external impacts have upor

D2IS performance.

Part of the

'g

rice a user pays for a DBMS package goes towars tae

utilities needed to provide auxiliary support. Dates base recovery

utilities are essentizl to operation
svstem cannot be maintained, and the

recovery capability. Few users have

(=0

wr

of the DBMS. Without them the
user is forced to write his own

the extra resources availahle to

te such programs. Depending on the complexity of the DBMS file

structure, the task may be beyonc the users gbilities. Standard user-

supplied recovery utilities, therefore, are a mandatory feature of the

DRMS package.
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Chapter ©

EVALUATION OF DBMS PROGRAMMER

£ DBIS is a powerful tool to increase

is useless, however, unless it

waich programmers, analysts, and end users can

tne DBMS will bear heavily in its evaluation.

Lanpuages Supported

"That programming languages
DBIS ?

Eow are the interfaces effected?

When a language preprocessor is used,
form syntax and
(DIL) statements used?

Does the COB0L language inter:
cations?

i .

¥hile most data base system publicit;
user, scientific and statistical data is oft part
base. It is important that all users and potential

reasonable access to the
(£)

their application.

dzta base

Interface with the D3

can be rroperly

may be used in COHWJW”‘LO“ with

es L 226
logical validation of the Dztz Manipu

v is aimed ¢
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scope of

[eh

used. The ease witn

utilize the feature of

23
ue

does the D*ocesso* per-
av-O"‘
ace comply with CODASYL specifi-

of &n

users

through the language which hest supports

accomplished through several

aporoaches. Nearly all of the systems implemented currently provide the
ability to access the DBIS software through the CALL statement in those
lansuages which implement calls. Several implementations also provide
direct DML statement usage which accesses the TRMS either directly or by
(31:306-12,14270

3 G sy .1
converting the DML to czll statements.
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ranges from a straight one-for-cne conversion of DML commands to calls to
extensive syntactical and logical validation of the source program code.
The greater the level of program verification performed by the rrerroces-

sor, the more effective and accurate the program code generated

The CODASYL DML structure has been proposed zs an addition to th
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Limerican National Standards Institute (ANSI) COBOL lan:

e
g
(8]
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is likely that the ANSI standards commitiee
(17:201-5
verns or a very similar structure.

3 R )
adcption of the CID

«

ASYL standard can have positive effect on those users
of CCDASYL-compatible systems and a2 negative effect on those whose DRIS

doss not conform.

Programmer Interface

Yhat level of programmer experience is reguired to effectively
use the DBMS?

es the DBMS perform support functions which relieve the
vrogrammer from actions which are repeu*t*ve and/or error
orone”?

Does the system permit definition of data elements using symbolic
names? If so, what limits are placed on the structure of

the names?
Few LDP installations have the luxury of z totallv-exmeriencer
. There are always 2 few junior-level personnel on the staff. It

is important that all progzrammers on the staff be able to effectively use
(27

the DBIE, ¥ithout that ability, the use of DBMS will be t

to
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the fev senior programmers whose skills can master the DBMS.

e

Several DBMS systems provide support features which relieve the
programmer of many tedious and error-prone tvasks. such as datas recorc
Tormetting, call-sgtatement

and conrunications

reneration,

ares coding.




The greater the supcort provided by the DRMS, the less effort necessary by

the programmer. This effort reduction increases productivity throush less

procram coding and fewer codirg errors. Significant coding convention end

data name standardization features further enhance the programmer imier-
face 5n.some systems.

Meaningful symbolic representation of the datz elements within the
data base improves the readability and understanding of the data base
structure. The mumber of characters vermitted in syrmbolic names varies

widely among available implementations, ranging from z low of 2 characters
to a high of 16. If installation conventions require descriptive datea
names, less than 12 characters will present severe constraints upon naming

within the datz base structure.

Iraining
Does the vendor provide adequate training for =211 levels of
programming staffe?
Is training a reinforcement of mamuals ané guide, or is formal
training necessary to effectively use the system?
Is training available on video tape?
Does the vendor 1limit the mimber of participants in traininge
classes?
How mich training is included in the contract price?
Is training available locally?

Training of programming staffs is a2 contimuous expense to all ADFP
(37)
installations. The addition of a DBMS package to the software library
requires that most, if not all, of the programmers and analvsts on the
staff become familiar with the capabilities, technical featwres, and use
techniques of the DBMS. The type and depth of training differs from level

to level within the staff. Apnlication programmers, junior through senior,

mast know how to write interacting vrosrame which will use the DBMS file

features. Systems programmers must understand the interaction of the

rackare with the operating esystem and other software packages. The systems

&




e ——

analyst needs to know how to apply the capabilities of the TEMS to the
(L3)
arplication needs of the installation's users.
Formal classroom training is often used to expand the materizl

provided in the manuals supplied by the vendor. %Vhile this technicue
assures a rounded ecucation on the system, it lacks the b_l:t" to refer
to the manual for information once the instructor has gone. It i
important that vendors documentation be as complete as possible and permit
each level of user to effectively utilize the system without consulting
continuously with the vendor,

Repeat training is a costly and disruptive necessity. As new staff
members are hired, it is necessary to train them in the various software

packages being used in the installation. The DBMS, when integreted into

ct

(U]

he installation's operation, rmst be understood by all staff members.

Training courses available on video tape reduce the cost and improve the

-

timeliness of instruction. 1hile not as personal as live instruction,

video courses may be run at will and can be repeated as often as desired.

-

ly trazined may replay certain taves to refrecsh or

Programmers previous

reinforce their knowledge.
Vendors often limit the number of persons who may attend 2
specific training course. This is lorical when the course is offered to

the general public or when close individual support is required. FEowever

R g T e i

when a course is offered in-house, the vendor should be flexible to the

nesds of the user. The costs of trazining can be reduced significantlyr
if a larger murber of students are permitted in classes which are primarily
lecture,

Vost DB!MS packages include some training in the contract price of

the system. The amount of training varies widely. The quantity of training




rrovided is seldom adeguate to fully prepare the installation for DRNS
use. Supvplemental costs, with a few systems, may approacz the license
price of the D2KS itself.

The gvailability of local training is a veryv important feature.
The cost of out-of-town trainine extends beyond dollars zlone. The time
regquired for travel and the loss of the trainee services during the
course period can have severe impacts on installation effectiveness. Few

instellations can afford the disruption caused by extensive use of remoie

training.
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Data
on the computer scene today. It holds the potential, proverly guided and
controllec, of expanding the scope of ADFP applications far beyond its

current boundaries.

he pitfalls facing the pctentizl user of DBIS are enormous and

-

costly. It is essential that careful evaluation and comparison of avail-

able packages be made., As part of thic evalustion, a careful meshing of

DBIMS features and installation requirements is necessary to assure effective

use of a DBMS.

It 1s possible that the results of an evaluation will indicete thas
the use of a DBEMS is not practical. 'hen this occurs, procurement of a
DBMS will be on shakey ground and potential users must rroceed at some

< o)
risk.

ask of vendors. Often the answers will generate more gquestions. TThen
fully explored, these answers will provide the basis for a decision to My
or not to buy.

4 final comment: "Let the buyer beware" is particularly apprlicabie

to buying a DBMS. The wrong decision will have lasting long-term effects

on an organization and its ATP program.

=
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base managememnt systems is one of the most exciting develovments

P



CLOSSARY

2,

Thie glossary includes terms common to the DBMS technology. Only

- =

a few of the most dominant or confusing have been included from the many

g cdata base systems. A majority of the definitions

e

1=
=3

usec when discusci
has been dsveloped using references 17, 19, 33, and 3%.

Area (realm): 2 named sub=-division of ithe addressable storape
space within the data base to which records may be assipned independent

of set membership. £ logical piece of the data base.

CALC: One of the three record storage modes, based on the comm-

tation of 2z data base storage location using values supplied by data wi

.

the rscord., Used for direct-access records.

Chain pointers: A chain of pointers which can be followec from

record to record and provide for sequential access to z2ll records in the
’

set occurrence. £~ storagse mode for sets where cata is stored with linked

organization for serial access.

Data-agaregate: £ named collection of cdata-items within a record
and referred to as a whole.

Data base: All physical record occurrences, set occurrences, and
ereas defined by a specific schema.

Data-item: The smallest unit of named data within a data base.
£n occurrence of a data-item is a regresentation of a value and may consist

Pl

of any nurber of bits or bytes.
Data set: A named collection of physical records, including the

dats used for locatine the records (indices).
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efinition Language. The language used for describing

a datz base or that part of a data base knovm to z program. Defined in

terms of names and characteristics of data-items, data-azgsregates, records.
areas, and sets, and the relationships existing between occwrrences of
those elements in the data base. £~ language for the logicel description

of the data base.

v

irect: One of the three record storage modes where a unigue

identifier, supplied by the using prosram, identifies the location in the
data base of a record occurrence.

DMCL: Device-Media Control Language. The language used to
describe the relationship between the logical schema and the phvsicel

storage space used to store data base records.

DIL: Data Manipulation Language. The language usec by the

programer to comrmnicate with the data base system.

'y

irst: One of five set orders in which the new member record is

inserted as the immecdiate successor to the owner record occurrence.

Intecrity: Safeguards acainst occasionel failures and accidents
which can occur during processing of a data base. The safeguarding of
data from undesired interaction of programs acainst the data base. The
checking of the value of data to be stored in the data base to assure its
consistence with data already present in the data base.

-

Last: A set order wvhere the new member record is incerted as the

immedizte predecessor to the owner record occurrence.

Mandatory: A set membership condition which indicates that once
the membership of a record occurrence in a set is estahlished, the merber-
is permanent.

Verber (child): & record within s set subsidiary to and dependent

on an owner record.
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Network, data base: The most general form of dats structure. In
2 network any given element may be related to any other. . datz structure
in which an n-to-n relationship is permitted between elements.

Next: £ set order where the new member record ics inserted after

anothé? record occurrence which was the latest record within the set to
; be accessed.
Ovner (parent): £ record whose existence establiches the existence
of a set occurrence. The elementary record of = set.

Pointer arrayv: Sets organized through a list of merber record

occurrences stored with the ovner record.

Prior: £ set order where the new member record is inserted before
andother record occurrence which was the latest record within the eset to
be accessed.

Privacy: Protection against unauthorized access of the data.
Refers to the rights of individuals and organizations to determine for
themselves when, how, ané to vhat extent information is to be transmitted
to others

Schemz: Consists of data definition (DDL) enbtries and is 2 complete
description of a data base It includes the names and descriptions of all

of the areas, set occurrences, record occurrences, and associated data

[ N

tems as they exist in the data base.

Security: Protection of data against accidental or intentional

disclosure to unsuthorized persons, or unauthorizecd modification or

destruction of & date base.
Serment: Data-agrregate and/or record which contzine one or more
i e e

data-items and ie the basic unit of data which pasces

c*

0 an? from the

apclication programs under control of DBMS software.




Set:

=
N

A named collection of record types. As such, a2 set
establishes the characteristics of an unlimited mumber of occurrences of
the sst.

SYL

The basic structure of the CODA

language specification.
Suoschema:

Consicts of data definition (CDL) emtries. Tt need
not describe the entire dates base but only those areas, sets, and recorde

which are to be known to 2 specific program or programs. &4n arplication
rrozrammer's view of the data base.

Via: One of three storage modes based on the location of the
owner occurrence of the set.
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