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INTRODUCTiON

The idea that foreign policy behavicrs are in some sense the re-
sult of "adaptive' foreign policy ''mechanisms' is a popular one. We
read i the newspapers, for example, that United States foreign policy
toward Israe! must adapt to the ''realities' of the energy crisis.
Students of foreign poiicy behavior argue that nations like cells can
be viewed '"as entities that must adapt to their envi-Inments to survive
and prosper (Rosenau, 1970:2)."

The notion underlying these and other such statements (see for
example Easton, 1965, 1965; Deutsch,(1966); or McGowan, 1971) appears to be
largely metaphorical. Human collectivities like infrahuman species
elther survive or they do not. |If they are to survive they must some-=
how adapt to the external (or task) environment in which they find
themselves.

In a very loose sense then, a nation Is adaptive if it manages to
""get along'" in its environment. However, as has been argued in more
detall elsewhere (Thorson, 1973), this is not a precise enough concept
to guide theoretical research on national foreign policy bzhavior. For
example, it does not distinguish between behaviors which are adaptive
and behaviors which are generated by adaptive mechanisms. Adaptive
mechanisms may bekave maladaptively in ''learning' appropriate responses.
in using the concept of adaptation in discussing foreign policy, we
must make precise of what 'adaptiveness'' is being predicated. Hope-
fully these distinctions (as well as the need for making them) will

become more clear as this paper progresses.
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First, however, it is important to briefly outiine what sort of
"theory' of foreign poiicy behavior it is reasonabie to iook for at
this time. In doing this, we can distinguish between what Neison and
Winter (i973) have caiie’ '"appreciative' theory and what has been caiied
“"formai' theory.

A theory in the formal sense ccasists of a set of sentences assert-
ed to be true which is ciosed under deduction. That is, the set con-
tains any sentence that is logicaiiy impiied by any of the other sen-
tences in the set. This usage requires a preassigned iogical frame-
work or ''caiculus' axioms which serve as the ruies for moving from
some sentences to others, These ruies are ordinariiy those of the
first-order predicate caicuius. Axiomatic theories are theories in
the formai sense.

While formail theory might be an aim for many of us, few wouid
argue that we presentiy have such theories of foreign poiicy behavior.
Such theory as does exist is more of the appreciative sort. Apprecia-
tive theory is rather fuzzy in its deductive structure and its concepts
often are intuitive rather than weiil defined. Nonetheiess, as Neison
and Winter point out, it is the appreciative theory which guides most
of the research effort in a discipiine. It provides the concepts and
a perspective from which to view and study phenomena without actuaily
making precise anaiytic connections between statements.

Formai theory can then be buiit upon appreciative theory to make
precise propositions and to eliminate some of the ambiguity inherent

in the appreciative theory.




-3-

In thls paper i wili{ attempt the beginnlngs of an appreciatlve
The concept of adaptive

theory of natlonal forelgn policy behavior.
or goal-oriented behavior will be central in the development cf the

My major purpose, however, wlll be less to make a deductlvely

theory.
related set of propositlons about foreign policy behaviur and more to

identify a set of concepts and relations whlch may, through additional

research, be capable of entering Into a formal theory.

SYSTEM AND ADAPTATIiON

The problem of how nations generate approprlate forelgn pollcy

behavlors is in many senses analogous to the problem of how human beings
In both cases, the theorlst has a

generate grammatical sentences.
finlte set of observations which he attempts to account for through

in the case of the lingulst, these finite observatlons
As

general laws.
conslst of sentences and the general laws are called the grammar.

Chomsky, 1956:113, polints out, "A properly formulated grammar should
He

deflne unamblguously the set of grammatlcal sentences.'
The theorist of forelgn policy behavior has a similar task.

must attempt to account for a finite set of observed behavlors through
Like the llnguist, he

some general theory of foreign policy behavior.

can accomplish this task by identifying the rules (1.e., the 'grammar'')
That is to say. he must concentrate on

for generating these behaviors.

the structural (my usage of structure is non-standard in polltical
sclence and will be defined in a rigorous way further on) characteristlcs

underlying the foreign policy behavior.
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Note that we already face a difficulty. The linguist wants to
account for sentences. The behavior unit is the sentence. What is
the behavior to be accounted for by the foreign policy theorist?

The 'event?", sequences of ''events?', some subset of 'events?', or
what? Without taking a position on this most central auestion, pro-
gress toward appreciative theory can still be made by making a rather
innocuous (though perhaps erroneous) assumption that the foreign policy
behavior of nations is goal directed.

Such an assumption is certainly consistent with Hanrieder's (1967:
971) rather vague definition of foreign policy as "... the more or
less coordinated strategy with which institutionally designated decision-
makers seek to manipulate the international environment.'"' This consis-
tency, of course, requires the additional restriction that these mani-
pulations are made not willy=nilly but with some intended direction.

In turn, this restriction suggests immediately the question,
"intended by whom?'' The need for such a question (as well as for Its
answer) is pointed up by Allison's (1971:162) observation:

The decisions and actions of government are intra-
national political resultants: resultants in the
sense that what happens is not chosen as a solution
to a problem but rather results from compromise, con-
flict and confusion of nfficials with diverse interests
and unequal influences; political in the sense that
the activity from which decisions and actions emerge is
best characterized as bargaining along regularized

channels among individual members of the government.
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This observation is important in that it warns us not to look at
r-vealed national behavior (i.e., policy actions) and attempts to infer the
national goals that the actions were designed to meet. indeed it may well
be that national policy goals (to the extent there are any) are better thought
of as constraints on policy actions than as objectives those actions are de-
signed to further. In Simon's (1964:1) words, ''The goal of an action is
seldom unitary, but generally consists of a whole set of constraints the
action must satisfy."! Ellsberg's (1972:102) description of United States
policy objective in Vietnam as being ''Do not lose the rest of Vietnam to Com-
munist control before the next election'' is 1llustrative of this. This objec~-
tive served as a constraint on allowable policles and not as an operational
goal around which one could design specific policy actions.

Thus, | am arguing that the foreign policy behavior generated by a
nation is goal directed in the sense that the actors whose arguing, scheming,
and compromising produced the policy each intended that the policy do (or
perhaps ''not do'') certain things. These produced behaviors will seldom be
“'optimal''. That is, the analyst can not look to a set of 'mational goals"
and a set of '"policy alternatives' and predict the alternative to be chosen
will be the alternative which best achieves the goal.

Such an approach is wrongheaded for several reasons. First it assumes
the existence of a consistent set of rational foreign policy goals which
guide actor's decisions. Second, it assumes that all (feasible) policy alter-
natives can be listed. Third, and perhaps most erroneously, it assumes that
there is an unambiguous performance function which can link policy actions
to goals.

However, it is not necessary to assume that a nation's foreign
policy behavior is ''globally rational' in this economic optimizing

sense. Rather we need simply assume that the behavior is goal directed
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In the sense that ifooking at the goais of the individuais who inter-
act to produce poiicy wili heip to account for the produced poiicy.
in looking at these actor's goals, we must, of course, be carefui
not to fook oniy at their foreign poiicy goais. Their bureaucratic
goais, for exampie, wiii play a crucial roie in determining their
policy preferencas.‘

Moreover, to assume that foreign poiicy behavior is goai directed
Is by no means equivaient to saying that a nation wiii achieve its
foreign policy objectives. Or, as was noted eariier, to say that a
nation is an adaptive system is not to say that it wiii behave adap-
tively.

Leaving aside for a moment this probiem of goais, It wiii be heip~
ful to identify more preciseiy the generai sort of structure underlying
adaptive systems. | wiil be using a systems vocabuiary because it con-
tains a fairiy weii~defined set of terms which, | believe, can be pro-
fitabiy interpreted in a foreign poiicy framework and imbedded into a
theory of foreign poiicy behavior. Therefore, | wiii first define
some basic systems concepts and wiil then discuss goai-seeking systems
in terms of this vocabufary. In so doing, it shouid become ciear that
to use a systems vocabuiary imposes very iittie additionai structure
and any resuits which foiiow wiil generaiiy not be an artifact of having
adopted a systems approach.

In theorizing about any phenomenon (be it foreign poiicy behavior,
ethics, or whatever) a first step is to isoiate a set of "'objects"
about which you wiii be theorizing. Each of these objects may in turn

take on a number of values. Each of these vaiues can be termed an

. e S e~ === —



-7-
“appearance'' of the object. A simple example of such an object might
be international conflict. Suppose that our theory partitioned inter-
national conflict into three values or "appearances''--low, medium, and
high. Mathematically, we can think of the object "international con-
flict" as a set consisting of three elements. Each element of the
set corresponds to one of the possible appearances of the object.
More generally, theories will be about worlds with 'n'' objects,

X], XZ' oac Xn. A general system, S, Is then defined as a relation on
the cartesian product of these objects (I.e., sets).

SCX, X @%R ---X,

The Carteslan produce of an n sets (denoted X1 é; xz ® ...xn)

s the set of all ordered n-tuples (x,. X ...xn> where xlexl, XZEXZ

2!
...anZXn. A relation on the Cartesian product of n sets is simply a
subset of the set of all ordered n-tuples. These definitions will
become clearer below when an example Is presented.
Thus far, the definition of a system makes no mention of inputs
and outputs. A system has simply been defined very abstractly as a
subset of the set of all possible appearances of the set of objects
being theorlzed about. The problem is to get from this definition to
the familiar black box diagram with Inputs X and outputs Y.
This problem is resolved by first defining an index set:
I = (1,2,...n)
and then partioning | into:
= (l‘,lz,...lm)

Iy = ('mi"mz’."'n)



Since this Is a partition,

'x \lly = | and

I (‘\ly = g
Then define an Input set U:

X = (x'v',ﬂx)
and an output set Y:

Y = (x,v,€ry)
A system is now defined as a refation on (i.e., a subset of) the Carte-
slan product of the Inputs and outputs, or:

sCX® vy

Thls may all seem excessively abstract. However, such a definl~
tlon makes it very difficult to fail into the trap of reifying systems.
A system is something the theorist imputes on the objects he believes
make up the worid. That a system can be imputed refiects the constraints
on the allowable conjunctions of appearances the states in the theorist's
world are allowed to evince.2
A simplc example will help to make these points more transparent,

It wiil also be heipful to have it to refer back to fater in the paper.
In order that it serve the required illustrative functions, the example
will be highly stylized.

Imagine a system S with inputs X and outputs Y as in Figure 1

X 3 5] » Y Figure 1
Suppose further that S is a nation's foreign policy generating mecha-
nlsm and X is the mechanism's categorization of behaviors received frcm

the worid political environment. Y then can represent the '"friendliness"
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of the nation's foreign poiicy output. Equation (1) shows the reiation-
ship between X and Y (the "'t" subscript refers to time).
(1) v -y + X 04t
) (t+1) (t) (t) $

So far there are two objects, X and Y. Llet:

Yo € (0, +1)
(‘i) (0)
X(t) ¢ (=1,41)

Thus given Y(O)’ we can specify X(O)’ and X and compute using (i)

(1)

, and Y in order to make more sense of the exampie, inter-

Yy (2)°

pretations can be assigned the various vaiues of X and Y as in Tabie

interpretations of Values of X and Y

X \ Y
1 & friendiy -3 & Very Unfriendiy
-1 = ynfriendiy -2 & Unfriendly

-1 ® Miidiy Unfriendiy
0 ® Neutrai

+1 ® Miidiy Friendiy

+2 ® Friendiy

+3 ® Very Friendiy

The inputs are specified by the sequence (X(O)’ X(i)) and the

outputs by the sequence (Y(O)’ Y(1), Y(Z))' The possibie input
sequences are:

X = (possibie input sequences)

- {('l)-1)’ ('1)+l)’ (+1"1)) (+1)+1)}
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The possible forelgn policy output sequences are:

Y = (possible output sequences)

= {(0,-1,-2), (0,-1,0), (0,1,0), (0,1,2),

(1,0,-1),(1,0,1),(1,2,1),(1,2,3)}

The output sequence (0,-1,-2), for example, can be Interpreted as a
neutral output followed by a mildly unfriendly output followed by a
unfrlendly output.

in terms of the vocabulary developed earlier, the system has
elght appearances.

S X@Y

s = {[(-1,-1), (0,-1,-2)], [(-1,-1),(1,0,-1)],
[(-1,+1),(0,-1,0)1,[(-1,+1), (1,0,1)],
[(+1,-1),(0,1,0)],[(+1,-1),(12,1)]
[(+1,+1),(0,1,2)],0(+1,+1),(1,2,3,)]}

Note however that even given these eight appearances, a knowledge
of Input strings 1s not enough to accurately predict the output strings
that will be produced. For example, the input string (-1,-1) will pro-
duce either the output string (0,-1,-2) or the string (1,0,-1). in
mathematical terms, S is a relation and not a functlon.

In order to make the outputs predictable, more Information s
required. This additlonal information is termed the ''state' of the
system:

S: Z®X+Y
where Z is the state object. In the example, Z = {Yo} = {0,1}. As
can be seen from the table of eight system appearances, a knowledge of

the Input strings and of the stite (1.e., values of yo) of the system
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Is enough to predict the output strings of the system.

The abov.- discussion of "'system,' ''state,'" "input" and "output,"
while abstract is, | beiieve, of importance to the student of foreign
policy behavior. First of ali, whether a particular nation's behavior
Is viewed as being stochastic or deterministic may be solely dependent
upon how (if at all) the state of the system is defined. i{f the ana-
lyst ignores the internal structure of the behavior mechanism, he may
weli be lfead to assert that equivaient inputs produce different be;
haviors. Yet, as the example showed, a proper selection of state
objects might be enough to ''make' the system deterministic. Simply
correlating inputs and outputs (behaviors received and behaviors sent)
wlll generaily not yieid laws of foreign policy behavior.

Second, the abstract notion of a system as a relation on the Carte-
sian product of objects (i.e., sets of appearances), forces the theorist
to specify the objects about which he is theorizing. Ali too often,
especialiy in theories expressed in a naturai language such as Engiish,
the tendency is to assume that "everyone knows' what we are theorizing
about. Since "everyone knows', there is no need to specify explicitly
what objects make up that world. Yet, | think most would agree that
we theorize not about the world but about our '"representation' of the
worid. Since each of us mdy have a different representation of the
worid (or, indeed, there may be many worlds), it is always heipful to
make pubiic that representation by specifying it as unambiguously as
possibie.

This specification can begin by writing down the objects( and

their possibie appearances) which popuiate the represent.ation. It is
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completed when, in additlon, the theoretically allowable conjunctions
of appearances are speclfied. The fact that the set of logically
possible conjunctions of zppearances ls greater than the set of theore-
tlcally allowable c~~junctions is what gives structure to the world
#.d allows scientific theorizing to be at all successfui. Writing
down the world being theorized about is equivalent (under the termino-
loagv of this paper) to speclfying the system the theory is about.

An adaptive system is generally thought of as one whlch produces
(generates, evinces) outputs in such a way as to seek to attain certain
goals. Adaptive systems are goal seeking s tems. Thus my earller
assumptlon that foreign policy behavlor is goal directed entails that
forelgn policy generating mechanisms can be viewed as adaptlive systems.

Adaptive systems belong to the class of systems labelled by Simon,
1969, as artificial systems.3 While distinguishing between "“artlficial"
and "natural’ systems is not always easy (or even . *mbiguous), the
central notion is that artiflcial systems are directed toward human
goals whereas natural ones may not be. According to Simon, 1969:5,6:

"1. Artlificial things are synthesized (though not always
or usualiy with full forethought) by man.

2. Artificial things may imitate appearances in natural
things while lacking, in one or many respects, the
reality of the latter.

3. Artlificial things may e characterized in terms of

functions, goals, ada-.ation.

EV
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L. Artificlal things are often discussed, particularly
when they are belng designed, in terms of Imperatives
as well as descriptives."

An artificlal system has a number of components. There i< .
tnner environment (1.E.) which is attempting to achleve goais In an
outer or task environment (0.E.). The I.E. recelves information about
the 0.E. through an observation Interface and sends policies or behaviors
into the 0.E. through an access interface. Finally, In order to eva-
Juate alternative policies (without actually Impiementing them) the
|.E. must have a represeatation or ''image'’ of the outer envirnnment.

The structure common to artifliclial systems Is shown In flgure 2

#lgure 2
yu b4
-t Inner Environment —
Access Image of 0.E. Observation
Interface Interface
X
> | Outer Environment >

This structure Is very simlilar to the problem structure studled by con-
trol englneers. From a controi perspective, the 1.E. would be labeiled

the ''controiler' and the 0.E. as the ''process'' to be controiled.
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The easiest way to motivate this Is through a very simple example.
Let the inner environment (I1.E.) be a country's officlals responsible
for economic policy and the outer environment (0.E.) be the country's
economy. Let me stimulate further that the officials' goal is to remain
in office and that they seek to do so by keeping the economic system
In a certain specified set of acceptable states. The state of the
economy is then represented by the vector x and might include such
things as each citizen's income, all sales transactions, and other such
elements.

The officials must have some way of observing x so that they can
determine whether the economy is in an acceptable state. However, they
can observe each and every sales transaction, etc. directly. In fact,
even If they could get all this information, it would probably exceed
their information processing capability. Therefore they must have
something that filters all of the minute economic information into
something manageable. This is the task of the observation interface.

The observation interface is the |.E.'s sensing device In the
0.E.. In the example it might include various agencies to collect and
aggregate economic data. Since, in this example, x would contain way
too much Information, the observation interface might Incorporate some
sort of indicator system. Thus instead of having x as an input, the
i.E. receives y. The vector y might include such indicators as GNP
and unemployment rates. in some cases y and x will be equivalent.

Most often, however, this will not be the case and the notation re-

flects this possible distinction.
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Upon receiving y, the |.E. must evaluate it to determine what sort
of policy is indicated. The resuits of this evaluation wiii depend in
part upon |.E.'s image of the 0.E.. The image might, for exampie,con-
sist of a Walrasian equiiibrium model of the economy. fGeneraily, this
image will, at least In part, contain the eiements of Y. In this way
Yy can be used to set the ''state' of the image and various policy after=-
natives (g) can be put into the Image to assess their differential
impacts (;).

The elements of the u vector, to have any impact, must have some
way of getting into the 0.E.; that Is, the |.E. must have some access
interface which is capabie of implementing u in the 0.E. Fiscal and
monetary policy might serve as accesses for the officials In this
example.

This very crude economic example hopefully makes more clear the
baslic components of an artificial system. In addition, It should
serve to lllustrate the high degree of inter-reiation between the com=-
ponents.

This example was not intended to suggest that the components of
an artificial system will have simpie 'real'" worid Interpretations.
The distinctions between the components is analytic and it may be
that the vocabulary generally used in theorizing about foreign policy
Is Incapable of refiecting these distinctions. In using artificial
systems concepts to construct empiricaily grounded theory, it may be

necessary to develop some new terminology.
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The artificial system's perspective suggested here requires the
theorist to distinguish between the foreign policy '"mechanism' and the
outer environment in which the mechaninism must operate. This notion
of "mechanism'' can be related to the inner environment by stipulating
that the inner environment together with the goals and the two inter-
faces will be referred to as ''the mechanism.'" The outer environment
(while definitionally remaining a primitlve) then represents the ex-
ternal influences operating on the mechanism.

Depending upon the particular policy objectives being pursued,
certain of the 0.E. "infiuences'" wiii be of speclal significance and
will have a large (though not necessariiy percelved) impact upon the
mechanlsms poiicy actions. These "infiuences' can be thought of as
forming a specific subsystem of the 0.E.. These subsystems are, of
course, conditioned upon certain goals. Such subsystems can be termed
"task environments'' for the mechanism. As goais change, the mechanism
wlll then be "facing' different task environments. While the 0.E. is
the globai environment in which the mechanism must behave, the task
environment is the particuiar problem solving sltuation faced by the
mechanism. The mechanism may of course be pursuing multiple (and even
inconsistent) goals and thus be facing multipie (and perhaps overlapping)
task environments. The important distinction being made here is between
the task environment and the outer environment. The outer environment
conslsts of the total envlronment in which the mechanism operates. The
task environment is the specific part of the 0.E. which becomes impor-
tant for a particular goal or policy action. "It is the task that de-

fines the point of view about an environment, and that, in fact, allows

- FrET
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an environment to be deiimited (Neweii and Simon, 1972:55)."

As an example, one might view the U.S. foreign policy making
mechanism to be operating in avery''iarge' outer environment. Included
in this outer environment might be such eiements as other foreign poiicy
generating mechanisms, domestic political groups, multi-national businesses
and so on. Yet for a particuiar task - say the development of a weapon
system - only a smaii part of the whoie O.E. Is reievant. This smalier
part is the task environment.

Whiie the anaiytic distinction between the mechanism and its task
environment may be ciear, we must further distinguish between the task
environment itself and themechanism's internal image(s) or representa-
tion(s) of that environment. Here again one must pay carefui attention
to the internai structure of the mechanism for often times it is this
structuring which wiil determine themechanism's behavior.

The way(s) a probiem is represented within the mechanism wiil play
a major role in determining which poiicy behaviors will be seen. Within
a foreign policy bureaucracy, this internai probiem representation often
takes the form of common images of reaiity on the part of bureaucrats.

Halperin and Kanter (i973) argue that these shared images serve
as constraints on participants' abiiity to produce desired policy actions.
As support for this ciaim, they provide the foilowing example ', . . in
the eariy 1950's, those in the Department of State who advocated forcing
the Chinese Nationaiists off Quemoy and Matsu couid not support their
case by advancing the argument that this would result in a substantiai
improvement of reiations between the United States and Communist China.

Since improved reiations between the two countries was not a widely
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shared goal, such an argument would have been counterproductive(1973:25)."

While this iilustration does point out how shared goais may constrain
arguments for particular policies, it fails to suggest how shared images
of reality constrain poiicy actions. Indeed | have already ciaimed that
""goals'' may be thought of as constraints. Yet, of course, constraints
are determined not oniy by ''goais''. Policy makers images of their task
environment will aiso constrain their behavior. That is, poiicies which
might be infeasible under one image may become feasibie under a
second. For exampie, it is doubtful that either Nixon or his critics
desire increasing the risk of nuclear war. His mining of Haiphong
Harbor was criticized for increasing that risk. Whether it did or did
not increase the risk is, of course, dependent upon the particuiar image
being empioyed. The difference between Nixon and his critics may be
viewed less as a disagreement about policy objectives and more as one
over the appropriate image of reality. The point here is that to analyze
the behavior of a foreign policy mechanism it is not enough to simply
identify the task environment. The analyst must aiso consider how the
particular task environment will be represented within the mechanism.

One possible way of increasing the ability of the foreign policy
mechanism to adapt to its task environment is to change its internal
image of its task environment. Oftentimes developing a more appropriate
representation of the problem wiil make the problem much easier to deal
with. Consider, the task of multiplying two large numbers. Most of us
wouid find solving (i.e. behaving appropriately) such problems to be
very difficuit if the numbers were represented as Roman numerais.

Simply changing the representation to a more famiiiar notationai scheme

makes solving the problem much simpler.
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This same probiem of internal representation is faced by designers
of algorithms by which computers can play chess. How can the task environ-
ment of a typical chess game best be represented within a computer? This
problem has attracted considerabie attention since it has been felt by
many that the principies necessary to piaying gond chess are similar to
those required for dealing with other more generai probiems such as manage-
ment and poiicy planning. A brief iook at the approaches used in designing
machine chess players shouid be heipful in ciarifying the significance of
the internai probiem representation.
Shannon (1950) first identified the two approaches chess playing
algorithms might take:
1. Scan all possibie moves and construct a decision tree of
equail iength for each move (iength here refers to the
number of moves into the future the program scans). Then,
using some weighting function the possibie moves can be
evaluated and the best one chosen.
2, Scan only certain moves. Eiiminateothers through the
use of some speciai rule.
The first approach requires the computer to represent the chess board
in ail its complexity. Very valuable information is treated the same
as less important information. The price of this synoptic approach is
that, for a given memory size, the number of moves into the future that
can be examined is severely iimited. Much memory is wasted looking at
triviai information. The second approach trys to avoid this problem. By
pre-excluding weak moves a ionger future can be considered. Unfortunateiy,

the ruie for eliminating bad moves is most difficuit to discover.
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The problem facing designers of chess playing machines was an interest-
ing one. They had two approaches--one is easily Implemented but rather
wasteful and the other is very efficient but extremely difficult to imple-
ment. Mihall Botvinnik, a Russian grandmaster and electrical engineer, has
spent considerable effort in trying to develop an algorithm for chess which
Is based upon the second principle. Central to Botvinnik's algorithm is
the concept of '""horizon." At each half-move point the computer generates
a mathematical ''map' of the chess board. The horizon limits the area of the
map scanned by the computer much as natural boundaries limit our horizon.
"The horizon is the boundary of the reglon containing those pléces, and only
those pleces, that can take an active role within the given limits of time
for movement ' . . An attack falilng within the horizon is included in the
mathematical calcuiations--otherwise, it is not."

Rather than having the machine calculate all positions and eliminate
some very early, Botvinnik has developed a means by which the machine's
internal representation immediately eliminates (by not representing it)
trivial Information. This, of course, should greatly increase the depth
to which moves within the horizon may be considered. Thus the way in which
the problem is represented internaliy is important even in dealing with
problems in which all information is, at least to some degree, relevant.

A less precise example of this point can be drawn from Ellsberg’'s
(1972) description of U.S. experience in Viet Nam. Let us suppose the task
environment here to include (though not exhaustively) the combat areas of
Viet Nam together with the goal of ''not losing Viet Nam this year.' Ellsberg
describes the usual Viet Minh and Viet Cong response to Increased U.S. mili-

tary intervention:
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After suffering initial setbacks they wouid iie low for
an extended period, gather data, analyze experience,
develop, test, and adapt new strategies, then plan and
prepare carefully before faunching them (1972:120).

The U.S., however, monitored ''enemy'' strength through its field
commanders who in turn equated frequency of enemy contact with enemy
strength. |f the enemy is strong, the reasoning went, then it wiii fight.
if 1t 1s qulet, then it must be weak. Based on these reports, the tendency
was aiways for the President to view his policy changes as a '"success."
However, this representation of the probiem was not appropriate. Decreased
contact did not mean a weakened enemy and, indeed, the perlods of greatest
crisis came at the times of highest U.S. optimism. One way of "improving"
U.S. policy might have been to change the problem representation from one
in terms of field commander's reports of enemy strength to one In some other
objects. With respect to the artificial system structure, the observation
interface needed improvement.

CONCLUSIONS AND !MPLICATIONS

The stated purpose of this paper has been to identify a set of concepts
with which to begin to build an "appreciative' theory of foreign policy
behavior. More specificaliy, | have attempted to show how the rather vague
notion of 'adaptive foreign poiicy behavior'' can be rendered more precise
by viewlng foreign poiicy behavior from an artificlal systems perspective.

Such a perspective has a number of impiications for both theoreticail
and empirical research on foreign poiicy behavior. Fflrst, it entaiis the

use of a systems vocabuiary. This requirement is, however, not very restrictive.

kAT TS L SN e ki ST .
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if one adopts the very abstract definition suggested in this paper, then
to specify a system is to identify the objects and relations of the 'world"
being theorized about. Thus as long as one Is prepared to be explicit
about what it is he is studying, he can use a systems vocabulary.

The second implication of the artificial systems vocabulary Is i&s
distinction between the foreign policy generating mechanism (i.e., the inner
environment together with aocals, interfaces and images) and the outer environ-
ment (including, of course, the task environments). The mechanism is posited
to behave in such a way as to seek to adapt (achieve goals, solve pnoblems)
to its task environments. The internal structure (i.e., the objects and
relations) of the foreign policy mechanism becomes very important for a
number of reasons.

First, goals can be viewed as constraints upon behavior rather than
as precise specifications of required behavior, and the way the mechanism
Is structured will also severely constrain behavior. Indeed, output behavicr
was defined as keing a function of inputs and internal states. What appears
to be goal oriented behavior may sometimes be an artifact of the structuring
of the mechanism itself. Conversely, certain objectives may be unattainable
unless the mechanism is restructured. As an example, a mechanism whose goal
set includes some sort of world disarmament may find that structural con-
straints on its inspection capabilities (i.e., its observation interface)
make such an objective itself infeasible (i.e., this constraint is itself
dominated by structural constraints).

Second, the mechanism's internal images of its task environment will

often determine its forelgn poiicy behavior. These images form the 'perceived
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reality" on which policy actlions are pretested. A mechanism whose components
have very similar Images of reality wiil exhibit greater consistency in its
foreign pollcy over its task environments than wiil one which Is characterized
by widely divergent images. Note that images do not incliude goals except
insofar as the image may so severly constrain behavior as to give the behavior
the appearance of being directed toward some specified goai.

in terms of a research program, the approach deveioped here requires
that attention be paid not oniy to the reveaied behaviors of nations, but
also to the mechanisms which are producing these behaviors and the range of
behaviors it is theoreticaliy possibie for the mechanism to produce. in
addition to descriptive theories which reiate behaviors, theories which can
account for how the foreign policy mechanism receives, transforms and emits
behaviors are required. It Is oniy with such theories that we can begin to
assess the capabiiity of various mechanisms to adapt to their task environ-

ments.

|




NOTES

1. See Halperin and Kanter, 1972.

2. For a more compiete dlscussion of this point see Rogowskl ( ),

or Thorson (1973).

3. Much of the followlng dlscusslon of artiflicial systems |s adapted

from Thorson, 1973.
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