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## 1. Intcoguctign

This report descrives some recently developec artificial Intelligence proyräming languayes in the context of a computer-aided manufacturing environment. The languages surveyed are SAIL, LISF, MICROPLANAER, CONNIVER, MLISP, FOP-2, AL, and GLISP. These lany UaGES are distinct from languages previously used in computer-aided manufacturing envirunments [Leslie72] in that they provide capabilitits for the development. of high-level symbolic planning and supervisory control in adjition to the simple numerical control of machine tocla. The paper incluoes (1) surveys and comparisons of the distinctive features of these languages as they might be used in computer-automatec manuracturing environment, (2) a sample automatce manufacturing, task, and how it mijht be expressed as a program in eacr. language, (3) discussions of the stancardization status of each language, and (4) cunclusions with emphasis on the types of featurts which are most desirable and applicatle to the automates-shoi environment.

### 2.1. Introguctign

SAIL has its origins in a merger of lEAp [Eelaman69je an associative langlaje, and a version of ALGOL 60 [Naurboj. Therefore, unlike most of the cther artificial intelligence languages, it is nut LISp-baseo. Insteau, it is a general purpose compiled languace with ori extensive run-time dibrary of functions. As befits its ALGCL origins, SAIL has block structure and explicitly typedg statically scoftc variables. The uata types available include integer, REAL, STRINGS cf aroitrary length, structure, pointer, LIST, SET, ITEM, and aggregates of the previous (i.e., arkars).

```
Some of the more important features of sAIL are discussec separitely below. These include the associative data base facility, the capability for usage of SAIL as a host language in a codaski [CODASYLTi] data case management system, the control structures ans the system tuilding facilities. Finally, a summary is presented uf current stanardizatiun efforts.
```


### 2.2. Associative oata gase

SAIL contains on associative data base facility known as LEAP which is used for symbolic computaticns this enables the storaye and retrieval of information dased on partial specification of the data. Associative jata is stored in the form of associations which are ordered three-tuples of ITEMs, denoted as Tfiples. Examples of TRIPLES are:

FASTEN XOR MAIL EQV HAMMERE
FASTEN XOR SCREWEGV SCRE ORIVER:
FASTEN XOR SOLTEEV PLIER:
Associations may be conceptualized as representing a relation of the form
or Attrioute XOF Otject EQV Value
or Attrioute (ubject) $=$ Value

Most proyramming languages (e.g., LISP) provide the following associative-like mechanism:

Given: Attrioute,object
Find: value

However, SAIL enaoles the programmer to specify any of the components of the association, and then have the LEAP interpreter search the associative store for all triples which have the same items in the specified positions. For example, the following may be useo tc retrieve all items that can fasten a nail:
fasten XOR NAIL

An ITEM is a constant and is similar to lisp atom. Items have names anc may also de typed so that data can be associateo with them. An item may be declared, or createc duriny execution from a storage pool of items by use of the function NEw. For example:

## REAL ITEM VISE:

declares viSE to ue an item which may have a datum of type real associated with it. The datum associated with an item is obtainea ty use of the function dATUM. Thus, DATUM(VISE) might be interpreted as the capacity of the vise.

In order to deal with items. the user has the capability of storing them in variables (ITEMVARs), SETS, LISTs, and associations. The distinction betwen SETs and LISTs is that an explicit order is associatec with the latter, whereas there is no explicit order associateo with tne former. In addition, an item may occur more than once in a list.

Associations are ordered threetuples of items and may themselves be considered as items and therefore participate in other associations. Triples are added to the associditive store by use of a yake statement and eraseofrom the associative storeby use of an ERASE statement. For example, the following code could be used to detach assembly fifcm assemuly 2 and attach it to assemoly 3:

```
ERASE ATTACHE: XOR ASSEMBLY1 EQV ASSEMELYZ;
```

The motivation for using an associative store is a flexitlesearch and retrieval mechanism. Binding Eooleans and foreach statements are two methods of accomplishing these goals.

The tinding boolean expression searches the associative store fur a specified triple and returns TRUE if the triple is found and FALú otherwise $\quad$ The aimof the search is to fino an association which meets the constraints imposed by the specified triple. if scme of the components of the triple are unknown lsuch components are preceded ty the special item Eind), then a successful search will result in the binding of the designated component. For example:

If FASTEN XOK BIND OBJECT EGV PLIER THEN PUT ORJECT IN PLIEf!SET;

In this case the store is searcheo for an object that can be fastenec PYIERSSLIER Nand if such an object is foundifitis placed in the stit association. a successful search will result in this variable being bound.

The FOREACH Statement is the heart of LEAP. It is similar to the FOR statement of ALGOL in that the body of the statement is executed once for each bincing of the control variable. for example:

$$
\begin{aligned}
& \text { FOREACHXXIPARTXORG747EEVX AND DATUM(X)<3} \\
& \text { DO PUTXIN B747!ORDER!SET: }
\end{aligned}
$$

In this case, assuminy that the datum associated with each part denotes guantity at hand, the associative store is searched for all parts of a B747 of which there are less than three on hand. These parts are placea in the set 5747!ORDER!SET.

### 2.3. Ratg Management Facility

Unlike other artificial intelligence languages, SAIL has the capability of being used with an existing data base management system (Dams-10 LDEC]) to handle large data bases stored on external storage. An interface exists [Samet 76] uhich allows SAIL to be used as the oata manipulation languaye in a CODASYL based dara base management systeme SAIL is relatively unique in this respect in that cobol [COBOL74] has
almost ceen exclusively used as the data manjpulation languade (DML) of such systems. This situation is not surprisinc since examination of the oata description facility of the cCDASYL reportreveals a very strong similarity to the data division of [OBOL. Nevertheless, there have detn some attempts to use fortran ([Stacey 4 ], [RAPIDATA〕).
ldeally, a data manipulation language should include the following features. First. a fuli procedure capacility which allows carameter passing, aynamic stcrage allocation, ano recursion. Second, processing of 3oolean requests should not te difficult. In a CCBOL-oased systeit this task is rather cumbersome as pointed out by cparsons76j. In order to avoic currency proolems raised by partial satisfaction of guolean requests (the backtracking problem [taylor76]), the user must build collections of pointers to related records. Third, there should be a capability for builaing an in-core data base so that operations such as set UNION and set INTERSECTION can be DErformec without the overheao of accessing extendeo storage more than once for any record.

SAIL has a mechanism, LEAP, for building associative oata oases. Currently, this only works for internal memory due to implementaticn decisions. SAIL also has a recorastructure capavility which enables the user to builc an in-core uata base. In a coeol-based data tase monagement system, whenever the user obtains an instance of a recora type from the data base (i.e., he locates it via a.FIND ano fetches it via a GET), he has no convenient way of keeping it in temporary memory while obtaining another instance of this record type. cicourse, tie can allocate temporory storage for the various fields; however, inis becomes rather unwielay, especially when he wishes to keep track cf more than two instances of a record type. Alternatively, instances cf certain record tyfes can be refetched from the ciatabast In fact, this is the strategr that is generally followed. However, the cost is orohioitive.
oriefly, the SAIL interface provides a SAIL recora structure declaration for eoch record type that has teen defined in the data lase managerent system. Primitives exist for the creation anamonificaticn of such reccids. The dynamic storaje allocation sacajility of SAIL enables the creation of several instances of eachirercme tyfe each cf which is identified by an entity known os a recoro pointer.

As an example of the use of sAIL as a host : natage ir data base manajement system, consider the following froyran fr giment. The task is to traverse a set named SUPPLIEP ownedty a inemcus record and extract an integer oata item known as PARTNUM iag eacn paET record
 is iJentified by the owner recorditwARE: je, itiving the value structuring facility (known ds a RECOFDICLÁs ing similar to afl/i [Eeech? B structure) we define a data structume noown as Listy ana a function to add items to the front of a LISTX structure. The cata structure LISTXhas two fields EELEMENT which is of type INTEGEK and NEXT Which is of type RECORD!POINTER (and Fcints to another instance cf the LISTX data structure). The function ADDTCLIST has two arguments a pointer to the niead of an instance of LiSTX and the integer to ce added tc this instance.

RECORO!CLASS LISTXCINTEGER ELEMENT:
RECORD!POINTER (LISTX) NEXT):
PKOCEDURE AUDTOLIST(REFERENCE RECORD!POINTER(LISTX) HEAD:
BEGIN
KECORD!POINTER (LISTX) TEMP ;
TEMP: = NEW!ELEMENT (LISTX);
LISTX:ELEMENT[TEMP] $:=V A L ;$ LISTX:NEXT[TEMP]:= HEAC:
HEAD $:=$ TEMP:
END:

The COEOLIDML ano SAIL encodings are given below. The critical
difference is the step "Add PARTNUM in PART to result listi" it is not immediately obvious how the conceft of a list would be implemented in COBOL.

## COBOL Prosram:

MÓVE ELECTRICAL TO INDUSTRY IN WAREHOUSE.
FINO NAREHOUSE RECORD.
IF SUPPLIER SET EMPTY GO TO NONE! SUPPLIED.
NEXT: FINDNEXTPART RECORDOF SUPPLIER SET.
IF ERROR-STATUS $=0307$ GO TO ALL!FOUND.
GET PART.
AUd PARTNUM in PART to result list.
GO TO NEXT.
ALL!FOUND:

SAIL Program:
INDUSTRY: = "ELECTRICAL":
FIND!CALC(WAREHOUSE):
IF EMPTY!SET(SUPPLIEK) GO TO NONE!SUPPLIED:
WHILE TRUE DO BEGIN
FIND! NEXT (PART, SUPPLIER):
IF ERROR ISTATUS = OSOT THEEN DONE:
GET(PART):
ADDTOLIST'(HEAD, PARTNUM):
END:

### 2.4. Contrgl stryctures

In a adition to the ususal control structures associated with ALGOL-like languages (e.g., for loops, bHILE loops, case statements, recursive procedures, etc.), sAIL has capabilities to enable parailel processinyp backtracking, and coroutines. In SAIL, a process is. procedure that may de run indepencently of the main procedure. Thus several processes may ve run concurrently. Note that the main proceaure is also a process.

A process is created with a SPROUT statement as follows:

```
SPRGUT(<item>,<procedure call>,<options>)
```

Where <it $\mathrm{w}_{\mathrm{m}}$ 〉 names the process for future reference, <procedure call> indicates what the process is to do, and <options> is used to specify attributes of the SpROUTed and current processo Unless otherwise stipulated (in <options>), a SpRouted process begins to run as soon as it is SPRGUTed and in parallel with the SPROUTing process.

Similarly, there exist primitives which result in the suspension of a orocess; the resumption of aprocess; and in the blocking of a process until a number of other processes have terminated. These tasks are accomplished cy the SUSPEND, RESUME, and JOIN primitives respectively.

SUSPEND and RESUME have as their arguments single items while JOIN has a set of items as its argument. these items are the names that have been set up for the process by an appropriate SPROUT command.

For example, procedure to tighten a bolt may be defined as follows:

ITEM P1, P2:
-
SPRÓUT(P1, GRASP (HAND1, SCRENDRIVER)):

```
SPROUT (PZ,GRASP(HANDŻ,BOLT)):
    \bullet
JOIN({P1,P2}).
TURN(HAND1,CLOCKWISE):
    \bullet
    \bullet
```

Since SAil runs on a single processor computer system, true multiprocessing is not possible. Instead, the SAIL runtime system contains a scheduler which decides which process is to run and for how long. The programmer makes use of the <options> field of the Sprout statement to specify information mhich the scheduler uses to determine the next process to be run. Such information includes time quantum sizes, friority, whether or not to immediately run the spRouted process, $\epsilon$ tc.
 YATCHING PRCCEDUR which is basically a Eoolean procedure when one uf the farameters is an unbound FOREACH itemvar, then upon success the parameter will be tcund. The matching procedure is actually SpRouttc as á coroutine process and SuCCESD and fAlL are variants of RESUP: which return values of TRUE or fALSE respectively. In additiong fAit causes the process to terminate bhereas when the matching procedure is calles by the surrounding FOREACH via backup, then the orocedure is resumed where it left off on the last SUCCEED.

For examole, consider a box containing a numter of differelit fasteners (nails reyular screws, bolts, nutsptacks; etc.). The golal is to ottainohillips screws. This can be achieved ty the following MATCHING PRCCEDURE which returns a different fhillips screw each time it is invoked.

```
    MATCHING PRUCEDURE GET!FASTENER (?ITEMVAR FASTENER,F!TYPE);
    SEGIN
                FOREACH FASTENER I FASTENER IN gOX AND
                                    TYPE XOR FASTENER EQV F!TYPE
                FAIL:O SUCCEEC;
                EVD:'
```

Note that FASTENE is a FOREACH ITEMVAR which upon success will Le bound.
dackzracking is supported by variables of type CONTEXT. However, the programmer must scecify the coints to which backup is to occur (for example, recall SUCCEED). State saving and restoring is achievea ty use of context variables which act as fointers to storage areas of undefined capacity in which are stored the entitiesto be saved and restored. Actual state saving ancrestoring is accomplisheo by use cf the primitives REMEMEER and RESTOFE.

Processes may communicate witheach other by use of the SAIL event mechanism. This is a message processing system which enables the programmer to classify the messages and to wait for certain events to occur. Events occur via the CAUSE construct which has as its arguments the event type, the actual notice, and instructions with respect to the disposition of the event. Similarly, there is a construct known as INTERKOGATE which specifies a set of event types and instructions with respect to the disposition of the event notice associated with the designatec event types. A variant of this facility has been usec extensively in the imulementation of the stanford Hand Eye project [felaman7i\}.

### 2.5. Systen zuilging Cerabilities

SAIL includes many features which are designed to aid in systent building: Assembly language statements may pe interspersed with regular SAIL statements by use of the STARTICODE and GUICKICOCE constructs. A number of different files which are to be used with the prograr can be specified via use uf REQUIRE statements.

The statements:

> REQUIRE "TOOLS" LOAD!MODULE
> REQUIRE "CAMLIB[1,3]"LIBRARY;
will cause SAIL to inform the loader that the file TOOLSPRL must ce loaded. In additiong the file CAMLIE on disk area [1,3] serves as a litrary and is searched for needed routines.

The statement:
REQUIRE "HEADER.SAI" SOURCE!fILE;
will cause the compiler to save the state of the current infut file, and scan HEADER.SSI for program text. hhen HEADER.SAI is exhaustecig scanning of the oriyinal file resumes at a point immediately followins the REQUIRE statement. This feature is particularly useful when dealing with libraries since in this case the RequIREd file can contain EXTERNAL oeclarations thereby freeing the application programmer from such work and posside errors.

A rather extensive conditional compilation capability is associateu with SAIL. This enables the development of large programs which can be parameterized to suit a particular application without compiling unnecessary code and thereby uasting memory for prosrin. segments which are never used. This cafability is used to enahance a macro facility to include compile-time type determination; for loobs, while statements, and case statements at compile-time; generation of unique symbols, anorecursive macros. For example:

$$
\begin{aligned}
\text { DEFINE GRASF(SIZE) }= & {[I F C R S I Z E \text { S } 1 \text { THENC VISE }} \\
& \text { ELSECPLIERS } \\
& \text { ENDCJ; }
\end{aligned}
$$

results in the definition of macro named GRASP having one formal parameter SIZE. The result is the name of a tool that is appropriate for the size of the item that is to be grasped-i,e., a yise in case size is greater than 1 (as suming size is measured in centimeters, etc.) and pliers otherwise. for example:

$$
\begin{aligned}
& \text { TCOL1 }:=\text { URASP }(10.0) ; \\
& T \operatorname{COL}:=G R A S P(0.5) ;
\end{aligned}
$$

will result in the following statements:
TOOL1 $:=$ VISERS
TUOLZ
O

Note that the choice is made at compile-time and thus the programmer need not be concerned with the available yrasping mechanisms Thus the program compilation step can be used to aid in the uriting of the program. The example illustrates the importance of such a feature when certain tasks can be achieved by similar, yet not identical, means.

programs ronging from scanners to mechanical arm controllers. In addition to compatibility with assembly language deouggers, SAIL has a high-level breakpoint package known as GAIL [Reiser75].
2.6. Standardizatign

Currently, SAIL nas only been imalemented on the pDP-10. It runs under both the TENEX [EBNEXEC] and TOPS-1C [TOPSIO] operating systems. There is on effort underway at SUMEX to develof a laneuage similar to SAIL known as MAINSAIL [Wilcox76]. The goal of that project is to capture the features that make. SAIL an attractive language (is particular the ease of interaction with the operating systemjana to develop a language that is capable of being run on a large number of machines. The orientation of the project is towards mini-computers. The language is consicerably different than sAll and existing sall programs will have to be modified in order to be capable of compilins. An extensiverun time library is being provided as is a record structuring facility. It is still uncertain whether the associative database capability of SAIL (i.e., LEAP) will be incordcrated in MAINSAIL.
3.1. LISP

LISP ([MCCarthyo 0 ], [Levin65j, [weissman67], [Siklossy76]), a list processiny language developed by John macarthy at MIT in the late scis, is an implementation of parts of Alonzo Church-s work [church4i]in the lamba calculus. McCarthys intention was to recast the elegance of recursive function theory as a theory of computation. Thus, the first implementations of lisp relied exclusively upon recursion as the computational parauigm (i.e., no iteration), which, although, elegant, resulted in first version of LISP which was not competitive with FORTRAN as a practical programming tool. However. Lisp sharacter has changed considerably, so that today Lisp is an extremely powerful àro general furpose proyramming language which nevertheless retains its original elegance.

The most interesting features of LlSp ore:
(1) The language is practically devoid of syntax; all constructions in LISP fall into two categories: atoms and combositions of atoms.
(2) Program and data are interchangeablésince they are represented in the same format. iherefore, in LISP it is Dossiole for one function to construct another function as data, then execute it by inaicating to the LISP system to regars it as code; alternatively, an existing function's code may be examined, modified or augmented by another function at run-time. In fact, a function is canable uf self-modification if appropriate care is exercized.
(इ) Memory ollocation ano management are automatic and transparent to the user, except where the user explicitly desires to influence them: with the exception of arrays, there are no space declarations to be made, freeinc the programmer from the details of space allocation, and generally allowing for the unlimited grouth of any given data structure. (For the most part, Lis g data structures have no size or complexity constraints.) Used memory which is no longer involved in the computation is recycled automatically by garbaye collector either on demano from the user at specified points or automatically.
(4) LISP is an interpreted language. The system proper is a function of one argument, (EEAL $x$ ), such that calling EVAL with any LISp data structure as its argument causes that argument to be reyarded as code and executed. However, most LISP systems include a compiler which will produce stand-alone machine code for interoreted functions. Typically, compilation provides an order of magnituse speedup which makes LISP competitive with other compiled lansuages, or even with well-coded assembly language. since interpreted and compiled code may be intermixed, it is possiole to retain the flexibility and fower cf the
interpreter, while obtaining the speed required for production apulications.
(5) LISP remains recursive, while also accommodating iterative algorithms vida so-called PROG feature. both recursion and iterative programming are illustrated in suosequent sections.
(6) Because of the technique LISP uses in storing local and global variades, some very powerful context-switching can be carriec out, providing a fast way to enter and exit hypothetical planning environments and to cause the

```
behavior of a program to vary as a function of its
environmental context.
```


### 3.1.1. $k$ ISP Rata StcyEIuCe

LISP's data structure, called the s-expression, is simple, yet extraordinarily flexible, proviaing a substrate upen which a frogrammer may oesiyn his úwn complex data structures. An s-expression is either an "atom" or a "CONS node". An atom can be regarded as eitner a variaole, a constant (a passive symbol), or both. There are no declarations in LISP; new atoms are simply admitted to the system os they are scannea at the input level, and otoms with the samt name art guaranteeo ty the system to be unique (i.e.e they have the sanie internal pointer, or address).

The other type of s-expressiong the cons node. provides a means of structuring atoms and other CONS nodes into hierarchical data structures. A CONS node is ordinarily implemented as a single computer word (say, zo bits long) which contains a left pointer, called its CAk, ans a rignt pointergcalled its Cor. Cons nodes arecreated dynamically via the function (CuNs $X$ Y), where $x$ ano y are any other s-expressicns, or pass ively (as oata constants) via the construction (x.y). (CNS nodes can de composed to form arbitrarily complex hierarchies, the botiommost elements of which ore usually atoms (i.e.e pointers to atomic s-expressions).

To illustrate, suppose we wish to represent a particular tool, soj a screworiver, in a LiSP oita structure. we first decide upon a natre for it, say, SCREwDRIVER-1, and what characteristics of it we wish to encode. Let us suppose the characteristics are: type is philliost colur is yellow, shaft length is 10 centimeters, and head size is 0. 2 centimeter. There are many ways to encode this in LISP; the external representation of the one we adopt here is:
( (NAME SCREWDRIVER-1)
(TOOL-TYPE SCREWDRIVER)
(STYLE PHILLIPS)
(SHAFT-LENGTH 10 (Y)
(COLOR-CODING YELLOL)
(HEAD-SIZE D.Z CMS)

Here, all symbols such as NAME, YELLOW, etceare LISP atoms. (So too are the numbers; however numbers are not entirely equivalent with symbolic atoms.) The particular hierarchy we have adopted is a list of tists, $\quad$ here each sub-list consists of an initial atom describing that sub-listes role in the structure and a list of the information associated with that role in the description.

This structure would be graphically represented as follows:

and could be constructed passively (as a fully constant structure) via a quoted s-expression:
-((NAME SCREWDRIVER-1) (TOOL-TYPE SCREWDRIVER) ....)
or dynamically via cons:

```
(CONS (CONS SNAME (CONS SCREYDRIVER-1 NIL)) (CONS -TOOL-TYPE (CONS SCEEEWDIVER NIL))
© \(C\) ÓNS CHEAD-SIZE (CONS 0.3 (CONS OM N:L)))
)
```

Since it would be a rather harrouing experience to construct very large s-expressions dynamically in this fashion, LISp provides a spectrum of higher-level functions for constructingl modifying ana accessing s-expressions. Some hightights of these will be covered briefly in a subsequent section. for our example, more concise expression of cooc which would build this structure dynamically woula be:

```
(LIST (LIST 'NAR: -SCREWDRIVER-1)
    (LIST TUOL-TYPE SCREWDRIVER)
    iiist -HEAD-SIzE 0.3 '(M)
)
```

Presumably, having defined this tool, we vould want to record it as one availaple tool in a large supply of tools. Again, there would te numerous methods of doing this. One way would simply be to mainzain a global list of all known tools in the system, and to add this entire description as a nev tool on this list:
(SETO NEH-TOOL (( NAME SCREWDRIVER-1) (TOOL-TYPE SCREHDRIVER) ....)) (SETQ MASTER-TOOL-LIST (CONS NEW-TOOL MASTER-TOOL-LIST))
(SETQ is one of LISP-s assignment statements.) Alternatively, we might wish to put only the name of the screudriver on the master tool list, and associate all the remaining information with property DESCRIPTION On SCRENDRIVER-1's EIRRECIY IIEI:

```
3.1.z. Prgeerty tists
```

hny LISP atom may have a property list (uuilt up fror (ONS nodes). Conceptually, the property list allows the attachment of an arbitrary number of attritute value pairs to the atom, therety serving to describe the characieristics of thereal-world entity represented cy the atom. This is a powerful feature for any programming lanyuage, since it allows "micro-aescriptions" of atoms uhichordinarily will nct be seen by the processes that manifulate the hierarchical structures in which the atom participates. Thesemicrodescricticns can be maintained and accessed by the functions PUT, GET anc REMPROP in case more aetail atout an atom is oesired.

Properties are attached to an atom viathe function (PUT $\langle a t c m$ )〈attritute〉 <ualue>), looked up via (GET <atom> <attribute>), ar: removedvia (REMPKOP <atom? <attribute>). ine have seen one kay tc associate the screwuriver information with the atom ScREWDRIVER-1 using property lists. anuther, more, convenient yay would be to split apart all the various attricutes of this atom, making each a different entry on the property list:

```
(PUT SSCREWDKIVER-1 STOOLETYPE SSCREWDRIVEK)
(PUT 'SCREGDKIVEK-1 STYLE PPHILLIPS)
#POT -SCREWDRIVER-1 HEAD-SIZE (C.Z CM))
```

To determine SCREWDRIVER-1's head size, we would then mite: (CET -SCREWDKIVER-1 SHEAD-SIZES. If such an attritute of SCREWDRIVEK-1 exists, it will be located and returned.

### 3.1.3. REREssentative Lisp Rata strycture vaniguleting Eunctions

we include here a definition and brief example of several of the more standard, hígh-level LISp functions that pertain to data structure creation, mooificution and searching.

### 3.1.3.1. (MEYEER X Y )

 (ist), return "TRUE", otherwise, return "FALSE".

EXAMPLE: (MEM3ER 'SCREWDRIVER-I MASTER-TOOL-LIST) returns a pointer tc
 otherwise.

```
3.1.3.2. SASSQE XI
    Y is list of lists. Y is scanned, comparing.the first item ci
each sublist, to x until match is found, or until y is exhausted, In
case a,matchis founo. ASSOC returns the entire sublist whose first
item mbtcned X.
EXAMPLE: (ASSOC HEAD-SIZE '((NAME SCREWDRIVER-1) *** (HEAD-SIZE C.3)
    (M)j) woulc return the sublist (HEAD-SIZE O:Z (M).
```


of $x^{\prime} y$ yand $z$ arearbitrary s-expressionso SUBST creates a new cory
of $Z$, where all occurrences of $Y$ in 2 are replaced with $X$.

(M)) \% wuld produce new structure for our screwdriver,
identical in all respects to the original, except that its
head width would be 0.2 instead of 0.3 .
3.1.3.4. (ARPENR X Y)
X anc $Y$ are lists. Anew list is created which is the result of
appending $Y$ onto the end of $X$.
EXAMPLE: (APPEND - ( (NAME SCREWDRIVER-1) (STYLE PHILLIPS)) - (COLOK-CODE
YELLOW) (HEAD-SIZE O.3 CM))) HOUID PROdUCE (HEAD (NAME
SCKEWORIVER-I) (STYLE PHILLIPS) (COLOR-CODE YELLOW) (HEAD-SILE
U. 3 (M)

### 3.1.4. LISP Qate IyEs

In adition to atoms and CONS nodes, most LISP systems include the following other data types:

1. integer numbers
2. real numbers
3. strinas
4. arrays

5: octal numbers (for bit-level manipulations)
Some versions of LISP (notably MACLISP [Moon74]) have highly developed numerical and triyonometric facilities and accompanying optimizing compilers geared to the efficient generation of wnumber crunching softwire.

### 3.1.5. bdse Eunctigns

A LISP "program" is a collection of functions. No function is syntactically dectared as the main programm. Functions are generally typeless (i.e. no distinction such as Rinteger". "real ", Nstring", etci.is.made3. However. each function may be dectared so that its calling arguments are passed to it either evaluatea (as in most orogramming languages) or unevaluated. Except for this oistinction, there is no need for function-related declarations.

```
            A function is regarded as simply another type of data. As such, one typically defines a function by assigning to some atom the function as the atoms yalute strictly speaking. the function itself is nameless, and is identified by the form:
```

```
(LAMEDA <argument-list> <body>)
```

(LAMEDA <argument-list> <body>)
When " "Lambda expression" is stored as the value of an atom, we soy that function has oeen defined. Although the implementation details governing hom a lambda expression comes to be associatea with an atcm vary considerably, one common format for defining a function in LISp is:

```

\section*{(DEFUN <name> <arguments> <tody>)}
```

DEFUN is o macro which creates the appropriate lambda expression ana assigns it to the atom <names as the functions body. function may be annihilated or alterea simply by reassigning the value of the a tom which represents it. Another virtue of this sedarability of a function from its name is that nameless functions can de createdand passed as arsuments to other functions without having to dother to name them if they are needed only once.
To illustrate LISP functions, let us define a function of too arguments, (LOCATE-ALL <tool-type><tool-list>), which; given the name of a tool type (e.ger SCREWDRIVER), and a master tool List, will search the tool list for tools of the specified type and report back a list of all tools of that type it finds. Framing this as arecursive function, we write:

```
```

(DEFUN LOCATE-ALL (TYPE MASTER-LIST)

```
(DEFUN LOCATE-ALL (TYPE MASTER-LIST)
    (COND (NULL MASTER-LIST) NIL)
    (COND (NULL MASTER-LIST) NIL)
    ((EQUAL (GET (CAR MASTER-LIST) 'TOOL-TYPE) TYPE)
    ((EQUAL (GET (CAR MASTER-LIST) 'TOOL-TYPE) TYPE)
                (CONS (CAR MASTER-LIST)
                (CONS (CAR MASTER-LIST)
                            (LOCATE-ALL TYPE (COR MASTER-LIST))))
                            (LOCATE-ALL TYPE (COR MASTER-LIST))))
                            (T (LOCATE-ALL TYPE (CDR MASTER-LIST)I)S))
```

that is if (COND) the master list is (or has been reduced tol NiLp then report back onothing"; otherwise, ifthe next item on the master (ist (itss CAR) is of the correct type (as dętermined by the GET), then add this tool to the list to be reported iofer cons it onto the frent of this list) and proceed with the search on the remainder of the list (its CDR): otherwise (T...), simply proceed, without recording the current tool.

Alternatively, we couldexpress this algorithm in iterative form via the PKOG feature:

```
(DEFUN LOCATE-ALL (TYPE MASTER-LIST)
        (PROG (RESULT)
            LOOP (CONO ((NULL MASTER-LIST) (RETURN RESYLT))
                                    ((EQUAL (GET (CAR MASTER-LISTSSYYTOOL-TYPE) TYPE)
                                    (SETQ RESULT (CONS (CAR MASTER-LIST) RESULT)S))
                    (SETG MASTER-LIST (COR MASTER-LIST))
                        (SETGMMS)
```

i.e.g enter PROG (akin to an ALGOL begin-end block), defining one
temporary local variable, RESULT: then, while themaster-list remains
non-nil, repeatedty examine its next item, collecting those with the



### 3.1.6. The PROG Eeature

As just illustrated LISP accommodates iteratively-phrasco algorithms via a construction called a MPROGi. A PROG has the form:

```
(PROG <LOCal-variables> <statement-1> ... <statement-n>)
```

As a $P R O G$ is entereu, the local variables (if any) are allocates for the scope of the PROG, and egch is initialized to NIL. Next, the statements, which comprise the PRoís body are sequentially executeo (evaluateo) until execution either "falls off the bottomil of the PROG (an implicit exit from the PROG), or until a GO or RETURN is encountered. statements which are atoms are interpreted as labels within a PRCG, ano are ignored during sequential execution. When a jo is encountered, a oranch to the specified ladel occurs, and sequential exccution proceeds from that point.

Since a PROG introduces some temporary variables which must ue reclaimed as the PROG is exited there must be some way of informins LISP that a PROG is a oout to be exited. The function RETURN is used for this purpose, informing the system that a PROG is being exited, and specifying what value the PRoG is to return to the calling environment.
 efficient implementation of an algorithm than the cormesponding recursive "impure" responsible for Lin foreality the feature which is probably most community and elsewhere.

### 3.1.7. LISP Macces

Most LISP iminlementations support two types of macros: compile-time macros and scanner macros. A compile-time macro is nothing more than a function which, when evaluated, computes not a find result, but another s-expression which, when evaluated, will compute a final result. Thus, when d macro is encountered by the LISP interpreter, a double evaluation is performed (the first to compute the intermediate form, the second to run the intermediate form). When LiSP functions are compiled into actual machine code, the compiler recognizes macros and evaluates them once to obtain the intermediate form which it then compiles. This technique is a very general and powerful implementation of the macroconcept.

Most LISP scanners are quite modularg in the sense that they can be conditioned to initiate an arbitrary computation upon encountering a given character in the input stream. For exampleg in wisconsin Lisp [Normanc9], there exists a facilitycalled (READMAC <char> <function>), which concitions the scanner to call <function> (no arguments) whenever <char> is detectec in the input stream. <function> is pree to perform any computation, and whatever <functions returns is spliceo into the scanners input stream. This style of table-driven scanner makes it possible to superimpose additional syntax on LISP input, even to the point where LISP can model another languages syntax (by redefining delimiters, etc.). MLISP [Smith7o] is an example of this.

### 3.1.8. Yofigele scgeiny

LISP variable values are derived as a function of the run-time environment rather than as a function of lexical environment. As a programexecutes, there are two times at which new variables are introduced, or "bound : (1) at function entry time (these are the names of the function's arguments that are mentioned in the LAMBCA
expression), and (2) at PROG entry time (i.e. the prog's temporary variables). Variables are "unbound" at the corresponding exit times: when a function returns or when a PROG is exited.

At the "top-level". of lisp (when no function is currently executing), any variables which receive values are thought of cs "global" to the system. Theretore; at any yiven moment ouring execution, there will be a pool of global atomsplus all the atoms introcucec via LAMEDA or PROG on the current seguence of function callse All these variables and their associateo values ("tindings") are recordeo on a structure calleo the wassociation list" (A-LIST), a user-accessible list of CoNs nodes. All variable lookups consult this list, from most recent to least recent. Since this list is dynamically maintainec at run-time, the question of what variaoles are and are nct bound (i.e. are on the A-LIST) is exclusively determined cy the dynamic califingenvironment, rather than the lexical scope of variatles at the time functions were defined. this means that ufree" variablts Cones wich have no binding at the current level) will assume a value at run-time which is dependent upon their definitions in functions farther up the calling hierarchy. In this manner, one function "peeks into", or boriows the variables of another.
dy changing the system's A-LIST pointer while inside a function, that function's entire environment can be altered. For this reasorip LISP is a very pouertul tool, wherever hypothetical reasoning (involving switches to altered contexts) is necessary. Most other languages either lack such an ability, or make it difficuli to carry out. in Lisf, context switching and "taking snapshots"of contexts to whichexecution is to be returned are very natural operations.

### 3.1.9. LISP IIO

Traditionally, input/output has been LISp's weakest linke Most systems define at least the following I/O-related functions:
(READ) read an S-expression
(READCH) read an individual character
(PRINT $X$ ) print $S$-expression $x$, skipping to a new line
(PRIN1 $X$ ) print $S$-expression $\hat{X}^{\prime}$ on the current output line
(TERPRI) skip to beginning of new líne on output

While these functions provide adeuuate formating control, most ilsfs are deficient in file-handling operations. (INTERLISP [Teitelmantuj is the exception, with more highly developed interfaces to the TENEX virtual operatiny system). We regard this deficiency as more of a historical accident than as an inherent problem of lisp usince adding these features is simplya matter of writing the code). In fact, there are efforts underway for improved multíple-file interaction and rancom access facilities both at mit (mACLISP) ano at marylana (wisconsin LISP).

### 3.1.10. Garbage Collectign

Since lisp data structures can brow in unrestricted wayspa crucial part of any LISP system is a conceptually asynchronous process called the "garbage collector". The role of this process is periodically to take control, mark parts of storage that are still referenced by the ongoing computation, then reclaimall storage tnat is not so referenced (garbaye). Garbage collection is an unavoicable overhead of any system with no declarations, and in which oata structures can grow in unrestricted ways.

Une potentias disadvantage of garbage collection is that, once the system runs out of free storage, a gibage collection gust occur.

Since a garoage collect causes current computing activity to te suspended, iftisp is controlling a real-time process, disastrous consequencs can accrue. such problems can normally be avoided ty forcing the systeminto a premature garbage collect prior to entering real-time critical sections of computation. Alternatively, there is 3rowing interest in truly asynchronous (parallel) garbage collection techniques which could obviate the problem altoyether (see [Dijkstra7t] for instance).
3.1.11. LISP as è Self=Cintained systeq

LISP interpreters are typically implemented in assembly lansuaqe. After this basic facility has been brought up, most other suppurting software can be witten in (ISpitself. Typical software includes
(1) A gompilef which will generate (potentially quite good) machine code for LAMBDA expressions (i, e. functions) and phots. Typically, the LISp compiler wili be written in interpreted LISP, then used to compile itself. The compiled version is subsequently used as the LISp system compiler.
( $\bar{c})$ A detug wackage which will permit the tracing and interactive devetopment of functions. Typically, functions (toyether with theircalling arguments) can be traced at entry time, and (together with their returned values) at return time. Most LISPs will also accommodate the tracing of variables (i.e. inform the user whenever a traced variable's value is about to be changed). The debugging potentials of LISP are essentially unlimited (the INTERLISP system is the most advanced to datel, and are responsible (in part) for LISP's reputation as one of the best languages for the efficient and rapid development of complex software. In particular, there is no time-consuming interaction ith system compilers, loaders and linkers to be contended with; a proyram can be developed and put into production within the contines of the LISp system itiself.
(3) An s-expression editer (or system editor interface) which makes possible the convenient editing of s-expressions and maintenance of files.
3.2. MIERORLANNER
while LISP is generally accepted as the standard for computing in AI, it ooes not supply the ustr with any a-priori conceptions aoout intelligence. LISP is simply the blank tablet onto which the user must write his theory of intelligence or control. Not surprisingly, this resulted in numerous reinventions of the wheel in areas like database organization, problem solving, hypothetical reasoning, and language understanding. most reinventions were at a fairly low level. but occurred often enouyh to warrant some investigations into some of the undercurrents of $A I$ programming techniques.

MICROPLANNER [Sussman, Winograd, Charniak 71] is the outcropeing of some. of these undercurrents, particularly where automatic problem solving is concerned. MICROPLANNER was written in 1970-71 as a small-scale implementation of ideas originally proposed by Hewitt in 1969 [Hewitt 69]. The intent of the language was and is to provide some automatic mechanisms of database organization, context, and heuristic search.

MICRCPLANNER is implemented entirely in LISP. Because of this its syntax is essentially LISP's syntax, and while in the MICROPLANNER environment the user has full access to all of LISP. To distinguish MICROPLANNER (hereafter abbreviated MP) functions from pure LISP
 notion in MP).

The most salient features of MP are these:
(1) Computation in MP is induced by pattern, rather than oy colling functions by their names. In this style of computation (often called "pattern-directed invoctation"), whenever a goal requires solution, a pattern descriting the goal is posted to the entire system. "Entire system" normally means a larce population of problem-solving expertswith watterns which advertise each one's expertise. Whenever a need is posted, the systemsearches through the database of experts looking for those whose advertised patterns match the need. Each expert so located is then tried in turn until one succeeds, or until all have failea. This is a rodically oifferent computins paradigm from tine standaro faradigm of "name calling", since it makes for a very modular system where the requestor needn't know any experts cy name; problems are solved by anonymous experts in the population at large.
(こ) Mr automatically maintains context-sensitive database of both factual ussertions and the experts just mentioned. The factual database is a collection of highly indexed n-tuples, expressed as lijp s-expressions. Any one n-tuple ("assertion"), or collection of netuples can oe "associatively" accessed ty presenting the lookup routines with a pattern containing zero or more variableso only those facts that are deemed active in the current "context", regardiess of whether they physically exist in the memory, will de located.
(j) MF does all the bookkeeping required for depth-first, nonoeterministic programming. That is, anytime there is á decision of any sort in MP, the system makes a choice (either arbitrarily, or under the control of user-specified heuristics), records the alternatives for possiole future reference, and then froceeds. if a failure ever causes a "uackup" to that decision point, the system automatically discards the current (failing) choice, selects the next alternative, and then attempts to proceed again. In the backup process, all computations performed between the initial (bad) choice and the failure point are uncone (a recory of all changes to the database is maintaineo), and the system picks up from the decision point as though nothing had ever yone wrong. Thus, Mip can be said to maintain, at least implicitly, an éntire goal tree lsearch tree) for each problem it attempts to solve. As we will suggest later, there are both advantages and disadvantages to such autonatic control.

These are the three maincontributions of mp. In the following sections we highlight and illustrate some of the srecific features cif this problem solving language.

## 3.z.1. Ihe MICROPLANNER Database

Conceptually, the MP database is divided into two segments: facts and theorems. Theorems are further classified into three categories: "antecedent" theorems, "erasing" theorems and "consequent" theorems. Theortms are discussed in section 5.2 .2 .

Both facts and theorems are entered into the datatase via the function THASSERT; an item is deleted from the database via thie function THERASE. Facts are fully-constant LISP n-tuples. Thus, tc represent our screwdriver in MP, we might augment the database as

## follows:

(THASSERT (TOOL-TYPE SCKEWDRIVER-1 SCREWDRIVER))
(THASSERT (STYLE SCKEWDRIVER-1 PHILLIPS))
(T̈HÁSSERT (HEAD-SIZE SCKEWDRIVER-9 0.3 (M))

Datatase lookups and fetches are accomplished via the functicri THGOAL Therefore, if at some point in a mp program, we required a knouledge of SCREWDKIVER-1's head width, we could write a fetch pattern of the form:

## (THGOAL (HEAD-SIZE SCREWDRIVER-1 (THV X) (THV Y)))

For our example, this would respond with "success" (i.e.e a fact which natched this template was located in the database, and it would product the side effects of binding tne mp variables $\dot{x}$ and $y$ toou. 3 and Cfy respectively The THV formis used in mp to signal references to variables (all else is implicitly constant).

Every fact and theorem. in the MP database has a context markinso Whenever a fact or theoremis THASSERTEO, if such a fact is not alreacy ehysically present in the database, it is created and then marked as atso oferng logicilly present jit the THASSERTed fact is oresent ohysically, but marked as logically not present, its logical status is changed to "present". If the fact is atready logically and chysically present, THASSERT doEs nothing, out reforts a "failuren to store a new copy of the fact. THERASE exerts opposite effects on facts in the database: it causes a fact to be logically masked, either by changiriy the fact's logical contextmarking or byactually physically deleting the fact (ife.tifthe fact is being THERASEd at the level at which it was originalíy iHASSERTEd).

Context markinys allow N.p to keeptrack of the history of the lojical status of each fact and theorem. this enates the system to back up to prior context levels, thereby restoring the database to the corresponuing prior state. Thus al thouah there aremechanisms for making jermanent oataoase changes le.g. a fiter some segment of mp coce is cunfiuent that what it has done is absolutely correct), normally (except at the top level), THASSERT's and THERASE s are not permanent: instead, they normallyexist only for the duration of some stretch if elanning or hypothetical reasoning.

## 3.C̄.Z. MACRORLANMER IhegREMS

All reasoning (in fact all computation) in MP is carried out Ly THANTE, THERASING, and THCONSE "theorems" which are called cy pattern rather than by name. The three types of theorem. are indistinguishable in internal formex exceptwith regard to the type of event to which each responds. A THANTE theorem is triggered by the THASSERTion into the factual database of any pattern which matches its invocation pattern. A THERASING theorem is triggered by the THERASEUFe from the database of any factual pattern which matches its invocation pattern. In the sense that these two classes of theorems respona spontaneously (not in response to any particular request), they represent a general interrupt capability. A THCONSE theoremresponds to THGOAL requests uhose goal patterns match its invocation pattern.

Because of this last interaction between THGOAL's and THCONSE, a THEOAL can amount to consideracly more than a simple databasefeich. In MP, when THGOAL is issued, the system first attempts to lociate the desíred goal directly as a fact in the database. If this fails, and the THGOAL request has indicated that it is permissible to do so, MP will begin searching for THCONSE theorems whose invocation patiterns

```
match the desired joal. If any are fouridgeach is executed in turn
until one r.eports success (in which case the THGOAL is satisfieci), ur
until all THCONoE theorems have faileco (in which case thec f Hecmi
fails). It is in this manner that more complex knowledcee (i.ef.,
theorems; problem solving techniques, etc.) can tee automaticaliy
brought tu bear on some goal if that goal is not alreacy explicitly
present in the factual database.
The forms of these three MP theorem types are:
```

(THANTE <optional-name> <variables> <invocation-pattern> 〈bccy>)
(THEFASING <optional-name> <voriables> <invocation-fattern><touy>)
(THCONSt <optional-name> <varialles> <invocation-pattern><tõy>)
 a new screwdriver is oefined to the system, automaticaliy cause its name to be added to the master tool list; (b) whenever a screndriver is deleted from the systemp automatically remove its namefrom the master tool list, and also remove all its accomeanying information; (c) whenever, during some assembly, task, a THGOAL of the form: <SCkEw-1: <some screw <some threaded holes) is announcea. automatically searcr, for, and return the name of an appropriate screwdriver for the task (baseg on the screw's style and headsize). Task (a) will be modelea cis a MP THANTE theoremi fart (b) Ly a THERASIRG theorem, and Dart (c) cy a THCONSE thecrem as follows:

```
(THAMTE (X) (TCOL-TYPE (THV X) SCREWDRIVER)
        (SETQ MASTEK-TOOL-LIST (CONS (THVX) NASTER-TOOL-LIST)))
(THEFASING (X) (TOOL-TYPE (THV X) SCREWDRIVER)
    (THPKOG (ST CC... HS HSU)
        (SETE MASTER-TOOL-LIST (DELETE (THV X) MASTER-TOOL-LIST))
        (THAND (THGUAL (STYLE (THVX) (THV ST)) )
            (THEhASE (STYLE (THV X) (THV ST))))
            (THAND (THGOAL (COLOF-CODE (THV X) (THVCC)))
            (TAEKASE (COLOR-CODE (THV \(X\) ) (THV CC))))
        ( \(\because\) HANE (THGCA: (HEAD-SIZE (THV \(X\) ) (THVHS) (THVHSU)))
                        (THERASE (HEADOSIZE (THV X) (THVHS) (THV HSU))))))
(THCONSE (SCKE HOLE) (SCREW-IN (THV SCFEW) (THV HOLE))
    (THPROG (ST HS HSU ORIVER OST OHS OHSU)
        (ThGOA. (STYLE (THV SCREW) (THV ST)) )
        (THGOAL (HEAC-SIZE (THV HOLE) (THV HS) (THV HSU)))
        (THGOAL (TUOL-TYPE (THV DRIVER) SCFENDRIVER))
        (THAND (THGOAL (STYLE (THV DEIVEK) (THV DST)))
        (THAND (THUAL (THV DST) (THV ST)))
        (THGOAL (HEAD-SIZE (THV DFIVER) (THV DHS) (THV DHSU)))
        (THRETUREUAL (THV DHS), (THV HS)))
        (THRETURN (THV DKIVER)) ))
```

    3. 2.3 . Heyristic Guigance of Ihegrem Atglication
    THASSERT is possible, by incluaing special indicators in THGOAL,
    THASSERT and THERASE calls. to intluence the order in which theorems
are applied, or in tact to indicate whether or not they should be
applied at all specifically, a THGOAL (similar remarks apply to
tHASSERT And THERASES with ne indicators will fail unless the requesteo
goal can le satistied exclusively by oatabase fetches <no theorems will be applieo). (This is the form we have been using for illustration purposes. if there is an indicator present it has either the form of a "filter" or a specific "recommendationlisf"oftheorems (referenceo by name). when filter is included in a THGOAL request, only those theorems hose properties pass the filtering test (theorems can possess property lists) will ve candidates for application. if the indicatcr has the form of a specific recommendation list, all theorems on that list will be applieo first (in order)before any other theorems frcm the general theorembase are attemptea. Eoth forms allow the frogrammer to insert limiteo heuristic influences. Also, since one mp theorem car create or modify another mp theorem, the filter facility proviges a setting in which a collection of theorems themselves can evolve into a more structured confiyuration on the oasis of past experience (e.g., who in the past has proven to ue the most reliable expert). Althcuyn filtering and recommendations are a step in the right direction, as ut will discuss later, CONNIVER provides a more flexitle environment in which to encode heuristic knowledje.

### 2.2.4. Sterching ang Eackye in Me

Search and backup in Mp can occur fur two reasons: (1) sonit THCONSE theorem which was run to accomplist a THGOAL fails, and another theorem must be invoked (restoring the environment to the state at which the first theorem took over) or (2) some object to whicn the system has committec itself is oiscovered to be inappropriate, giving rise to the need of locating another candidate otject and retryint. The THGOAL-THCONSE mechanism. Underlit the selection and oackup where theorems are concerneo, but object selection is hancled differently, via the THPROG MP construction.

In the previous thconse examule, the goal was to locate some screwdriver which satistied some set of features (in that case, the çorrect STYLE and HEAD-SIZE). This was accomplished oy a THPROG which "conjectures" that such an object, say $x$, exists, then proceeds to determine whether or not this conjecture is true. in the example above, the THPROG searched for a screwdriver of type and size which matched the zype anc size of the particular screw which was to be inserted. for the sake of illustration. suppose the screm was of type fhillips of headsize 0.3. Then the THPROG in the example above would have performed essentially the same starch as the following, more specific, THPROG:
(THPROG ( X )
(THGOAL (TOOL-TYPE (THVX) SCKE~DRIVER))
(THGOAL (STYLE (THV $X$ ) PHILLIPS))
(THGOAL (HEAD-SIZE (THVX) C.3))
(threturn (thavx))
i.ef. introduce an initially uncommitted variatle $x$, to represent the object being searched for. First outain a candidate for tey finding an odject which is uf TOOL-TYPE SCREWDRIVER (the first THGOAL does this). At that puint, $x$ will be tentatively bouna to the first such an object found. continue uith this candidate until either all THGOALs have been satisfied (in which case, the candidate is a success). or Until some THSOAL fails cin which case, the system must back up and choose another candidate). since some objects may pass the first THGOAL, or even two, but not all three, the system must automatically keep track of what object it is currently considering, and what other objects remain to de tested. This is the source of backups which are propagatec because of bad object selections.

[^0]it will eventually be found by an exhdustive search. The fatal weakness of THTREE is that it imposes an ofticn undesirable depth-first ordering on the search (ise., one subgoal must ke solved in its entirety ofefore any other subjoals cán be attacked). This makes it difficult, if not impossible, to fabricate complexly intertwined solutions, since subgoals cannot communicate laterally in the tree. the mo organization is also quite awkurd in its backup technique oecause of the depth-first organization of THTREE. often, one small failure will catse an entire branch of THTREE to be undone, when in fact most of it was correct. It would be more desirable to be able to discardonly the tac part of the tree, retainino the oarts which are correct, so thát wholesale resynthesis of large parts of the THTREE does not have ic occur. Unfortunately, this is, again, very difficult, if not impossitle to do in MP. CONNIVEF has a better control structure in theserespects.

## z.2.5. Gther Regresentative Mo Cgqabilities

To complete our description of MICROPLANNER, we include tmo representatives of the other functicns available in this lanjuagt, tojether with a brief example of each.

## 

THFIND provides a way of finding all otjects in the system which satisfy a certain set of criteria. A THFINE is essentially a THPRGC which is made to fail artificially after each successful location of an odject which stitisfies the criteria. <modes indicates how, many oojects are to de locateo (e.g. "ALL", " (AT-LEAST <count>)", "..) ; <variables> serve the same roce as THPROG variables; <skel> specifies unat form to return as each ouject is found: <body> contains the THGOAL's, etc. which define the criteria. THFIND returns fither a failure (in case <mode> number of oujects could not be founds, or a list of <skel>s, each <skel> corresponding to one successful object thus found.

```
EXAMPLE: (THFINO ALL (X) (THV X)
                        (THGGOLL (TOOL-TYPE (THV X) SCFEWORIVER))
```

would return a list of all tools which were phillips screwdrivers.

### 3.2.5.2. (IHYESSAGE Syariables? <eattern $\leq$ bocy


 suchs failures propintercept faitures beneath them in the goal tree os HKESSAGE < THNESSAGE <pattern>So UDOn being backed up to by a THFAIL, any THMESSAGE whose pottern matches the THFAIL pattern will take contrul (its <body> will be executed). Thus, the THMESSAGE-THFAIL combinaticn provides a way of anticieating possible problems without actually checking for them befor $\frac{a}{}$ ehand it will never run; however, if someone gets into trouble teneath the THMESSAGE (in some way the THMESSAGE is prejared for), the THMESSAGE can correct the urublem and then cause the part of the tree beneath it to De reattempted.

```
EXAMPLE:
*iOMESSAGE(anticipate difficultyyninserting a screw)
(THMESSAGE (X Y) ((THV X) WILL NOT TURN IN (THV Y))
    (THGOAL (LUBRICATE (THV X))) N (THO
    (THGOAL (SCREW-IN (THV X) (THV Y)))) (retry)
    \because: (attempt to insert some screa in some hole)
    *.. (report a failure back up to the THMESSAGE)
    (THFAIL THMESSAGE (GHV SCREW) WILL NOT TURN IN
```

    -••
    would anticipate, detect, refort, and correct a problem, then retrye

## 5.ラ. CONNIVER

The most recent stage in the evoluticn of the LISP family of languages was the result of Mcdermott sand sussman s develocment of a
 development was principally motivated by the control structure deficiencies of MP, as suggested in the earlier discussion of TMTREE. Although there were some improvements in the database arid Dattern-directed invocation control (e.s., the patternmatcher is more sophisticated), the most significant feature of connIVER is its áility to maintain numerous computations in states of suspended animation, then to switch amony them, working or many subgoals or alternate strategies in unison rather than one at a time in such an environment aspect of the problem solving has gone awry.

CONNIVER is Less a programming langua $=$ e than it is a collection cf ideas about control structure. (The lanyuage apfarently has never been used for more than one or two significant programming tasks [fah(mantj]). Secause of this, our discussion will omit most references to syntex, and highlight only the aspects of Cofinivers control structure which are unusual or unique to it.

### 3.3.1. Erames Auzeryeir and Agiey

In a conventional programminy language (MP included), one functicn calls another function either by name or pattern and waits until the called function returns control. In a conventional language, once a function returns, that copy of it dies; the function may ce callea anew, but the new call wibl cause a new "copy" of the function to begin. No memory of a functions current status can be preserved across call-return sequences. This type uf control is usually carriea out under the control of push-down stacks which record callina arguments and return addressespcalling. a functioncauses stacks to be pushec, white returning from a function causes stacks to be poppec, annihitating all control information.

In CCNNIVER, things are quite a dit different. To calla function in CONNIVER is to create a so-called trame"tor the called function. rather than to push information onto a central stack. A functions frame will contdin all the information needed tocharacterize the function at any moment (e.g., from what $A-L I S T$ it derives values for its free variables, to whom it is to return when it has finisheo, etc.). There are two important features of a frame. First, it is a user-accessible LISP data structure. This means that a function may alter its own or another function s frame in arbitrary ways, causing free variables to ve looked up on some other function s A-LIST, or causing the identity of the function to which control is to be returned to be altered. Second, because there is no central stack which is chronologically fushed and popped at function entrylexit, executicn control is free to meander from. one function to the next without permanently closiny any function. Thus, at any moment, there can te
numerous suspendea functions which may te resumed at the foint at which they last relinquisheu control, or in fact, at an arbitrary labelea point witnin them.

As one might expect, this ability makes the context marking
 particular, since control may eventually be returned to ány suspendey function (the system in general has no way of knowinc whether or not it actudlly will Ee), every fact in the datatase must have markinç which specify fur every suspended function, $F$, whether or not that enact i: supposed to te loyically present while fis running. To accomplisn this type of marking, the MP context scheme was jeneralizeu from. stack-like arrangenent to a treect contexts. asically, every fact lives on some branch of the tree, and functions have access to limbs ut the tree. Although there is considerable overhead, the system manculs to mask ano unmask facts in the aatabase in synchrony witn the meanderiny of executiun control from one function to the next.

To distinguish the permanent return of a function from the cast where a function merely relinquishes control, reserving the option io continue, CONNIVER aefines two methocs of returning : ADISU (fincl, permanent return) and AU-REVOIK (suspension). one very importorit afolication of the AU-KEVOIR feature is in the (otien costly) generation of alternatives. Rather than calling a function such ós THFIND in MP) to jenerate all cossible candidates before any detaileú filtering tests oredpplied (a procedure which may waste an inordinate amount of time in the initial collectiny phase), in CONNIVER it is possiole to calla "senerator" function whichwill locate and return candidates one at a time suspending itselfacross callils. This makts for a more intimate form of interaction detween the generating ane testing functions than is possitle in. MP, ans can lead to more efficifent searches because of this intimacy. To facilitate the ust ch generaturs, CONNJVER has some rather elaborate machinery for maintaining "Dossioilities lists", including a function, try-next, which controls the txtraction of possibilities from such lists.

Computation in CONNIVER is similar in most other reoarcs te computation in MP. The counterparts of ThANTE, THERASINE and ThCON theorems are, resfectively, IF-ADDED, IF-FEMOVED and IF-iEEDED "methods". Except for vifterences in syntax anc a more genercl pattern-directed invocation scheme, these three functions are the sane as the Mip versions. CONNIVER counterfarts of Mós oatabase aric yoal-statement functions, THASSERT, THERASE and THGOAL art, respectively, ADD, KEMOVE ana FETCH.

### 3.4. Efficiency of tne LISP Language Egmily

Being an interpreted language, LISp is slower than, say, forifan, by cetween one and two orders of magnitude. However, compilec LIjP. can be competitive with a good FORTRAN compiler. ne feel ifáa [ISf provides the best of both worlcs, in the sense that the interpreter urcuides icr easy program developnent and debuyging, while the lisp compiler can transform debuige coae into production-level efficiency.

[^1]
### 3.5. Slendatiozatign of the blsp Lagyage Eamily

There are LIjP systems for the folloaing machines: POP-1C, PiP-11, UNIVAC 110061105 , 11100 CDC 6500 , 66 CJ, IEM 300 , 370 SIGMA 5 , aríg others. ceing a relatively easy language to implement, we woula anticipate no sionificant development problems for any machine, including microcomiuters. Since lisp s syntax is nearly non-existent, there is exactly ont oialect Although ithere are winor differences in the semantics of now functions are defined, and hou variables values are accessec, such "incompatibilities" can normallybe ameliorated in about one day's worth of macro-writingi jecause of this, LISP can $u \in$ characterized as a language which is fairiy standord and transportatle. Finally, most lisp systems have an accompanying compiler, usuall: writtenin LISpitselt.
4.1. AL
 Lavoratory [finkel74]. It is a Shil-like lanyuage arod incluoes larse runtime supfort for controlling devices.

Trajectory calculation is a crucial feature of manipulatory control. AL contains a wide range of primitives to support efficierit trajectory calculations. As much computation as possible is done it compite-time ano colculations are modifiec at run-time only as necessary.
 recosinizes and manipulates TIME, MASS and ANGLE SCALARs; dimensiontess and typed VECTORs, FOT (rotation) FRAME (coordinate system), plal. (region separator) ano TrANS (transformation) data tyfeso proper compositiun of variaties of these types gives a simple reans cf performing calculations of any type of movement.

Also included are PL/i-like ON-conaitiuns, which allow ronitoriris of the outside worla, and concurrent processes.

Examele:

```
PLANE D1:
    : ( statements initializing fl }
SEARCH yEllOW
    < SEARCH is a primitive which causes
                                a hand to move over a specifiec
    ACROSS PI' NITHINCREYENT = 3*CM
    ACROSS PQ1
    REPEATING
        ZEGIN
            FRAME Seti
            Set yellowínor-Z*CM
            Set yellowínor-Z*CM
                                area. yellow is a hand ?
                            { yellow is also coord system of hand;
                            { move hand { cm down from current
                            position alons Z-axis)
                ON FORCL(Z) > 3000*OYNES
                    DO TERMINATE: { keep in toucr with real world }
            MOVE yellow TO set DIRECTLY; { mcve the hanc back to where
        END:
```

MLISP (meta-LISP) is a high-level list-processing language developed at Stanford University [smith7o]. mLisp programs art translatec into Lisp programswhich.are then executed or compiled. The MLISP translator itself is written in LISP.

MLISP is an attempt to improve the readability of LISP proframs as ell as alleviate scme inconveniences in the control structure of LISf (e.g.: no explicit iterative construct). since run-time errors are only detected by the Lisp system (when actually executing the proy ram), users frequently find themselves debugging, the translated lisp code. This somewhat defeats the purpose of any high-level languade.

All LISP functicns are recognized and translated in MLISF, but the Cambridge prefix notation of LISp has been replaced ty standard infix anc prexix function notation. instead of ( $P$ LUS $X$ Y) one may urite $X$.


MLISi also provices a powerful set of iterative statements and a large number of "vector operators." Vector operators are used to aprly stanjardoperators in a straightforward manner to lists. Thus, in



Exánele:

```
    Given a list of the form<obj1, otj2, ##, otjn>, this functicn
will return a list of the form <<obji, holderi>>, ...g <otjn, holdern>> where holderi is either PLIERS, VISE or NOTHING accordingly as needed to hold the object. io... is an MLISP comment.
```

```
EXPR HOLD-LIST(OBJ-LIST):
```

EXPR HOLD-LIST(OBJ-LIST):
GEGIN
GEGIN
NEW S;
NEW S;
\& EXPR sterts a regular func
\& EXPR sterts a regular func
NET S;
NET S;
FOR NEW OEJ IN ODJ-LIST
FOR NEW OEJ IN ODJ-LIST
COLLECT
COLLECT
% local declaration operator %
% local declaration operator %
* RETURN is a unary operator \&
* RETURN is a unary operator \&
IF (SGGET(OEJ, SIZE)) LEQUAL'S
IF (SGGET(OEJ, SIZE)) LEQUAL'S
THEN
THEN
<<ORJ, "PLIERS>>
<<ORJ, "PLIERS>>
ELSE
ELSE
If S LEGUAL 10
If S LEGUAL 10
THEN
THEN
<<OBJ, 'VISE>>
<<OBJ, 'VISE>>
ELSE
ELSE
<<OBd, 'NUTHING>>
<<OBd, 'NUTHING>>
END:

```
    END:
```

```
4.3. PQP=2
```

```
Pop-c is a conversational language designeo by R. M. Eurstall ario F. J. Popplestone at the University of Edinburgh [Burstallil].
POP-C fedtures an Algol-like syntax and draws heovily from Lisf. Intejers, reals, LISP-like lists and atoms (called enames \({ }^{\circ}\) ), functicn constants (lambda expressions), records, arrays, extensible data types, and runtime macros are supported. a unique feature of the pop-g system, is the heavy use of a systemstack, which the user may easily control to entance the efficiency of programs.
```

A full complement of list-manipulation, numeric aric storage-management functions are ovailable.

Examede:
Suppose we wish to obtain a list of all machinery not currently functioning. A useful function would be,

```
COMMENT sutlist returns a list of all elements of argument list xl
    which satisfy argument predicate p:
FUNCTION sublist xl p; { arguments are xl and {}
    VARS nul{((x) THEN nil
    (declaration of local, no type)
    IF nul{((xl) THENNnil
        IF g(x)
            THEN x::sublist(tl(xl), p)
                    ELSE sutulist(tl(x)!), (a)
```

    Close
    ENO:
A call might then look like,
suolist (machine-list,
LAMBDA m; not(functioning(m)) END):
which right return,
[punch-pressi drill-rress2 unit10]
which is - POP-2 list.
6.6. 2LISP
-LISF is an extended version of iA4 (a pLANNER-like LISF
derivative) [kulifson 1973] emoedded in the sophisticated INTERLISP
system. GLISP supports wide variety of data types designed to aic in
the flexiolt hand ling of large uata tasest hmong the data tyces
sugported are "TUPLE;" "BAG" ana "CLASS."A TUPLE is essentially olisf
(ist that can ce retrieved associatively (see below) a anu is a
multiset, an unoroerec collection of (possibly duplicated) elements.
aggs have been found to be useful for describing certain commutative
associative relations. A CLASS is an unordered collection of

```
non-duplicated elements (i.e., basically a set).
    Arbitrary expressions may be storea in the system data base ano
manipulated associatively. The QLISP pattern matcher is used to
retrieve expressions in a flexible manner. The system function marchbe
may be used to invoke the pattern matcher explicitily, as in:
```

```
(mATCHQQ (<-X <-Y) (A B))
```

 for d binding"). The patterns to MatchGo may be arbitrarily complex. as in:
(MATCHQQ (A $(<-x<-y))(<-X(A \quad(B C))))$
in which $x$ is bound to $A$ and $Y$ to ( $B$ ).
QLISP expressions are represented uniquely in the data baste unlike Lisp where only atoms are unique. To distinguish between "identical" expressions, "properties" may te associated with any expression by QPUT.
(GPUT (UNION (A B)) EGUIV (UNION(BC)))

The above puts the expression (UNION (B C)) uncer the property EQulv for the expression (UNION A B).

QLISP provides facilities for backtracking and pattern-directed invocation of functions, as illustrated $k y$ :
( $\mathcal{L L A M B D A}$ (FRIENDS JOE (CLASS <-F <-S <-<-REST))
(IS (FATHER ©S SF)) BACKTRACK)

This function all find an occurrence of a CLASS denoting FRIENDS of JOE: FAand S will be dound to the first two elements of the Class and REST will be bound to the remainder of the CLASS (indicated by "<-<-川). If $S$ is a father of $f$, then the function succeeds., ("sur causes the current binding of its argument to be used.) BackTRack causes re-invocation of the tunction with new bindings for $S$, $F$ and REST until the function succecos or there are no untried binuings.

The user may collect teams of functions to be invoked under desired circumstances. Many GLISP data base manipulation functions may have optional arguments which denote a team of routines to be used to perform antecedent-type functions (as in PLANNER).

GLISP provides a general context and generator mechanism similar to that of CONNIVER. Also provided is a smooth, readily accessible interface to the underising INTERLISP system which aids in the development and maintenance of large systems.

Future plans fur QLISP include multiprocessing primitives, semantic criteria for pattern matching (as opposed to the current syntactic informationj, and the atility for the pattern matcher to return more information than a simple match or fail.

### 5.1. Introduction

A common example will be useo to illustrate the distinquishing features of SAIL, LISP, MICROPLANNER anc CONNIVER. With only mincr variations the program segments use the same algorithm: The program-seqments afDear out of context and are not meant to inificate the most eficient (or preferred) implementation of the problem in each language, but merely to illustrate the languages major attritutes.

Problem statement:
Given tuo distinctassemblies (say A1 anc A2), attempt to unscrew rit from AZ, and incicate success or failure accordingly. the "worla" if the example is assumed to include:
(1) Two hanos, LEFT and RIGHT, cafable of moving, grasping, twistins and sensing force and motion.
(i) A fixed number (possiuly zero) of PLIERS
( 2 ) A fixtd number (possibly zero) of VISEs
(4) A fixed number of "assemblies"

For each PlIERS ano VISE, the data base contions an assertion cf the form "PLIERS (VISE) $\#$ n is it location ( $x$, $Y$, 2 ) and is of capacity cm." in oddition, for each assembly the data base contains an assertion, of the form, "assembly is at locarion ( $x, y, 2$ ) and is of size $s$ cm." as we shall see, the anguages are distinguished in part by the methods each uses to represtent such knowledge.

Each example assumes the existence of the routines describeo belcm in ALGOL-like notation.

ATTACHED(A9, AZ) - TRUE if and only it the assembly represented iy fín (her after referred to as A1) is attached to the assembly regresenteo dy $A Z$ (referred to as AZ). The routine has no side effects.

MOVE(HAND, LOCATION) - MOVES HANO' (LEFT OR RIGHT) to LOCATION (but ste PLANNER s oescription of move).
TWIST(HAND, OI RECTIUN) - TUISts HAND (LEFT Or RIGAT) in the given DIRECTION (CLOCKWISE OF COUNTER-CLOCKWISE). THE DIRECTIOXNEN oriented looking doun the length of the arm. Except for SAIL, all programs assume a routine called ThIST-BOTH, which causes coth hanos to twist at once.

GRASP(HANC, OBJECT) - Causes HAND (LEFT or RIGHT) to grasp ooject, Whic must de within some fixed range of HAND (i..e., the hana must MOVE to the OBJECT first).

ATTEMPT(ObJ1, OEJC, A1, AZ) -Attempts to do the actual unscrewing of assembly A9 from Az usiny objects jej9 and OEJ2 (which, in our examples, are either VISEs or PLIERs). ATtEMPT returns true if and only if the attempt is successfui.

Each program afolies the following sequence to solve the provlem:
(1) Attempt to unscrem the assemblies using the hands. This entails ootaining the location of the assemblits, moving the hands to their respective locations, graspiny, and thentwisting.
(2) If the objects are no longer attached, then return "successe"
(3) At this point, it is assumed that the hands weren t strong enough. It is proposeo totrytwo pairs of PLIERS next. A search ensues for a suitable set of available PLIERS (í.e., large nough to holc the assemblies). If one set of PLIERS fails, the search is continued for another set. yith the hope that the differences among PLIERS (grip, size, etci) will eventualiy lead to success.
(4) An attempt to use PliERS has failed. Tryso solye the problem ty approgriate VISE. This search proceeds in fashion similar to that in (3).
(5) A(l attempts nave failed. Output an appropriate message and return Afailure"。

```
5.2. SAl:
```

5.2.1. Simele Prgarig

```
INTEGER PhOCEDURE EIGENOUGH(ITEAVAK HOLDEK, HOLDEE);
    " RETURN TRUE IFF OBJECT HOLDER.IS LAFGE
        ENOUGH TC HOLD UEJECT HOLDEE""O
    BtGIN
        INTEGER ITEMVAR C, S:
        C - COP(CAPACITY XOR HOLDE&):
        S - COP(SIZE XOR HOLDEE)SG(S))
    END:
```

    INTEGER PKOCEDURE UNSCREW(ITEMVAR A1, A己̃):
        "ATTEMPT TO DISASSEMBLE ASSEMELY AI Fíom az, EY UNSCReWING"
    BeGIN
    DEFINE KUNME = 1;
    ITEMVAR V1, PL1, PL2, P1, P2:
    INTEGER FLAG:
    IF NOT ATTACHED(A1, AZ) THEN KETURN(1); " DON"T BOTHER "
    MOVE (LEFT, LOCATION XOR AI) MOVE(RIGHT, LOCATION XOR AC):
    GRASP(LEFf, A9): GRASP(RIGGT, AE):
    " GET BCTH HANDS TWISTING at CNCE "
    SPROUT(P1, THIST(LEFT, (OUNTEF!CLOCKWISE), RUNME);
    SPROUT(F2, IWIST(RIGHT, COUNTER!CLOCKWISES, RUNMES:
    JOIN(\{PG,FC\})
    " HANDS NOT STPONG ENOUGM, TPY PIIERS "
    FOREACH PLI, PLZ
        AND ISA XOR PLZ EGV PLIERS AIND (BIGENOUGH(PL9, A1))
        AND (BIGENOUGH(PLZ, A2)) AND (ATTEMPT(PL1, PL2, A1, AZ))
    DO RETUKN(T):
    " EITHER THLRE WEREN'T ANY PLIERS LAFGE ENOUGH,
        OR THE PLIERSWERENTT STRONGENOUGHE TRY A
        VISE CN ONE SIDE
    FOREACH VİA PLI VOR VI EQV VISE AND (BIGENOUGH (V1, AI))
        ANG ISA XOR PL? EQVPLIEGS A:IO (BIGENOUGH(PL1, A Z))
        AND (ATTEMPT(Vi, PL1, A1, A C ) )
    DO RETURN(1):
    " all attempts failed "
    

``` RETJRN(U) ENO:
```

```
5.z.z. cemgentary
2. In SAIL, FALSE = O, TKUE <> O. BIEENOUGH is a gOOLEAN procedure.
9. C and S are items whose DATUM is assumed to be of INTEGER type.
11. COP(<set>) returns the first item of <set>. We areassuming thot
        there exists only one triple of the form CAPACITY xOK <COject> EGV
        <capocity> for each <object>.
13. (anc S are necessary because dATUPi(COP(<<set>)) is illegalo. J̇All
        must know at compile-time what the type of a DATUM is. GEs is a
        numeric test for greater than or equal.
20. UNSCNEW is a ECOLEAN procecure which returns TRUE (nun-zero) if it
        succeeds in unscreming the objects.
20. This is a mocro definition. whenever ruNME is encountered tyy the
        sAIL compiler, it will be replaced oy the constant i. (See is.
        for its use.)
3.. SPROUT is a SAlL function which causes,activation of its secenc
        argument (a procedurelfunction call) as a grocess. The first
        arjument is an item whose DATUM will be set oy SPROUT to contain
        information about the SPROUTed process (see 4%. for its use). The
        thirg argument to SPROUT determines, the status of the current anc
        the created process. RUNME (bit 35 set) indicates that the
        current and nex processes are to be run in parallel by the SAIL
        scheculer.
```



```
4.. Notice (PLi NEG PLZ) to insure that two distinct pairs of uliers are found.
5u. If the body of the foreach is entered, then all went well and we return success.
64. CVIS is a SAIL function which will return a character string name associated with an item. FLAG is set by CVIS to inuicate the uresence of an error.
```

```
5.3. LISE
```


### 5.3.1. Samele Prgecam

```
(GEFUN UNSCKE (A1 AZ)
    ? ATTEKPT UISASSEMBLY OF OEJECT AI FFOM AZ, BY UNSCREWING
    (PROG (PLI PLE VY IN)
        (COND [(NOT (ATTACHED A1 AL)) (RETURNT)])
        (MOVE SLEFT (GET AY GOCATION))
        (MOVE KIGHT (GET AGC LOCATION))
        (GRASP LEEFT,A1) (GHASPORIGHT A己)
        (TWIST-EOTH-COUNTER-CLOCKWISE)
        (COND [(NOT (ATTACHEDAG AZ)) (RETURNT)])
        ? HANDS NOT STRONG ENOUGH, TRY PLIERS
        (COND [(FOREACH PLI IN PLIERS-LIST (EIGENOUGH PLIGAI)
                            PLZ IN PLIERS-LIST (AND (NOT (EQPLYPLZ))
                DO (ATTEMPT PLI FLZ A1 AZ))
            (RETURN T)J
        ? PLIERS NOT LARGE ENOUGH OR NOT STRONG ENOUGH.
        TRYA VISE ON 1 SIDE
        [(FOREACH VI IN VISE-LIST (BIGENOUGH VI AI)
                            PLY IN PLIERS-LIST (BIGENOUGH PL{ AZ)
                DO (ATTEMPT V1 PLG A{ AZ))
                (RETURN T)J
        ? ALL ATTEMPTS FAILED
            [T (DRIN1 "CAN"T UNSCREWW) (PRINYA1)
                (RETURN NIL)J)
    ))
    (OEFUN BIGFNOUGH (HOLDER HOLDEE)
    ? RETURN T IFF OBJECT HOLDER IS LARGE ENOUGH TO
    ? HOLD OOJECT HOLDEE
    (NOT (LESSP (GET HOLDER CCAPACITY)
    )
    COEFSPEC FOREACH (LAMBDA (OBJI INI LISTY PREDI
    ? MIMIC SAIL FOREACH IN SIMPLE CASE
(FROG (TEMP1 TEMPZ)
```

```
0ago
LGOP1
    (SETQ TEMP1 (EVAL LIST1))
        (CONO [(NULL TEMP1) (RETURN NIL)]) ? RAN OUT
    (SET OEJq (CAR TEMP1))
    (SETQ TEMP1 (CDR TEMP1))
    (COND [(NOT (EVAL PREDY') (GC LOOPY)J) ? FAILED 1ST TEST
LOOP2
    (COND [(NULL TEMP2) (60 LOOP1)])
    (SET OEJZ (CAR TEMPZ̈))
    (SETQ TEMPZ (CDRTEMPZ))), (GO LOOPZ)]
        [\mp@code{NOT (EVAL PREDOS) (GOLOOPZ)] ? IGT WORKED}
)))
COEFMAC FUREACH (LAMBDA (UBJY INY LISTI PREDI
    ? MACRO VERSION OF FORCACH
(LIST 'PRUG (LIST SETQLS)& LISTI)
-LOOP!
    -(CONO E(NULL L1) (RETURN NIL
    -(SETQ LI (CDR LI)) (CAR LIN)
    (LIST -COND (LIISTG(LISTTNOT PRED1) ('GC LOOP1)))
~LOOPZ
    2(COND [(NULL LZ) (GC LOOP1)])
        -(LIST SETQ OBJZ S'(IAR L?))
        -(SETQ LCO(CDR LI)) (LIST NNOT PREDZ) (GO LOODE))
                        (LIST (LIST CNOTRPREDZ)'(GO LOORE))
))
```


### 5.3.2. Gymesatary

2. UNSCREW is the main function. It returns $\quad$ if and only if oisassemoly was successful.
3. Untike SAIL, LISP does not support concurrency. k'e thus assume a primitive function to get both hands twisting.
4. FOREACH is an iterative special form which mimics a simple sali FOREACH. FOFEACH will try pairs of pliers until the given predicates succéd or it runs out of pliers (and returns Xil). Note that the arguments to a special form need not be quoted.
5. Check to insure that distinct pairs of pliers are found.
6. PRIN1 is a LISP function which loads its argument into the stream output buffer.
7. TERPKI is a LISP function which dumps the output buffer.
8. Return $T$ if capacity $>=$ size.
9. DEFSPEC defines, a special form (sometimes called a FEXPR). A special form is identical to a LISp functionexcept that its arguments are passed unevaluated.
10. EVAL is necessary since the argument was fassed unevaluated.
11. Note the use of SET rather than SETQ. OiJi needs to be evaluated to yet the int enced atom (SET evaluates its first argument, SETQ does not).

6E. Note the use of EVAL (see 63.).
72. Note the use of SET (see 66.).
22. This is an alternative macro version of FOREACH. It expands into a PROG which is similar in nature to the special form FOKEACH. Note the absence of SET or EVAL.

## 5．4．PLAMNER SMI GRQPLANNER2

```
5.4.1. Sample Ergaram
```



```
(THCONSE UNSCREW (A1 A2)
    (UNSCREW (THV A彳亍) (THV A己))
    ? ATTEMPT DISASSEMELY OF OQJECT AI FKOM AZ, EY UNSCREWI:JG
(THOR
    (THNUT (ATTACHED (THV A!) (THV A己)))
    (THAND
                            (THGOAL (MOVE LEFT (THV A1)) (THTGF THTRUE))
                            (THGCAL (MOVE ÑIGHT (THV Aट)) (THTEFTHHTRUE))
            (GRASP LEFT (THYA1)) (GRASP SRIGHT (THV AE))
            (TWIST-BOTH COUNTER-CLOCKWISE)
            (THNOT (ATTACHED (THV A1) (THV AZ)))
        )
    ? HANDS NOT STRONG ENOUGH, TKY FLIERS
        (THPROG (PL1 PLZ)
            (THGCAL (ISA (THV PL1) PLIERS) (THTRF THTRUE))
            (THGOAL (BIGENOUGH (THV PLI) (THV AT)) (THNODE)
                                    (THUEE QIGENOUGH) (THTGF THTKUL))
            (THGCAL (ISA (THY PLŽ) PLIERSS) (THTEF THTFUE))
            (THNOT (EG (THVPL1) (THVVPLC`)))
            (THGOAL (BIGENOUGH (THV PLZS) (THH A2)) (THNODE)
                                    (THUSE EIGENOUGH) (THTGF THTRUZ))
            (ATTEMPT (THV PL1) (THV PLZ) (THV AT) (THV AZ))
        )
    ? NO PLIERS LARGE ENOUGH, OR NO PLIERS STRONG ENOUGH.
    ? TRY A VISE ON 1 SIDE
    (THPROG (V1 PL)
                            (THGOAL (ISA (THV V1) VISE) (THTBF THTRUE))
                            (THGOAL (BIGENOUGH (THV VY) (THV A1)) (THNCDB)
                                (THUSE BIGENOUGH) (THTEF THTRUE))
            (THGOAL (ISA (THV PL) PLIERS) (THTEFTHTRUE))
            (THGOAL (EIGENOUGH (THV PL) (THVAZ)) (THNCDE)
                                (THUSE EIGENOUGH) (THTEFTHTFUE))
            (ATTEMPT (THV V1) (THV PL) (THV A\) (THV A⿳亠))
    )
    ? NOTHING NORKEC, JUST FAIL
    (THNOT (THDO
        (PPINI'"CANCT UNSCREW"")(PRIN1 (THV A1))
        (P:ING "CAN") (PRING (THV AZ)) (TERPKI)
    ))
    (THFAIL THEOREM)
))
(THCONSE OIUENOUGH (HOLDER HOLDEE (S)
    (BIGENOUGH (THV HOLDER) (THV HOLDEE))
    ? SUCCEEUS ONLY IF OEJECT HOLDEF IS LARGE ENOUGH TO HOLD
    ? OBJECTHOLDEE
(THGOAL (CAPACITY (THV HOLDER) (THV C)) (THTEF THTGUE))
(THGOAL (SILE (THV HOLDEE) (THV S)) (THTBF THTRUE))
```


## E3 (THCOYD [ (NUT (LESSP (THY C) (THV S))) <br> 55 06 , [T(THFAILTHECREM)])

```
5.4.2. Cgamentery
c. Defines and asserts a consequent theorem with name UNSCREW.
3. This is the pattern on which to invoke this theorem if needeo
    (E.S.: (UNSCKEW ASSEMBLYT ASSEMBLYZ)).
7. THCR sequentiolly executes each of its arguments until cne
        succeeos, and then the THOR succeeds. The THOf, is used here to
        prevent undesireo dackup.
O. (THNOT p) is definea as (COND [D (THFAIL)][T (THSUCCEED)]).
7. THAND succeeds if and only if all of its arguments succeec. unlike
    THOR, tackup may occur among the arguments of a THAND.
12. Atteapt to move the left hana to object Al. There may be several
    experts (theurems) on moving hands, PLANNER will try as many as it
    needso (THTEF THTRUE) is a theorem base "filter""whicr, is
    satisfied by every theorem.
17. THFROG behaves in a similar manner to THANG exceft that local
    variables may be declared.
zJ. Attempt to fino a fair of pliers.
<1. See if the pair of pliers is large encugh. (THNODE) indicates :o
    PLANMEK not to cother searching the data dase. (THUSE <theoreri)
    inaicates to try<theorem> first.
24. Make sure that we have two distinct pairs of pliers.
45. THDO executes its aryuments and then succeeds. mowever, at this
    point we know that we have faileo, and THNOT is used to generate a
    failure from THDO. This is necessory because frinitreturns its
    first arjument as its result, which (teing non-NIL) would cause
    the THOR to succeed.
49. Generate explicit failure of the theorem.
```


### 5.5.1.

## Sgmule Prgcram

```
(CDEFUN UI,SCREW (A1 AZ)
```

    ? ATTEMPT TO DISASSEMBLE AI FROF AC, EY UNSCKEWING
            "AUX" (LOC1 LOLE GEN1 GE in2 V1 PLY FL2)
        (COND [ (NOT (ATTACHED AT AZ)) (RETUKNT)])
        (PRESCNT : (LOCATION !, A1 ! >LOCI))
        (PRESLNT (LOCATION IAA I PLOEI)
        (MOVE LEFTLOCI) (MOVE KIGHTLOCZ)
        (GRASP LEFT AI) (GKASP -KIGHT AZ)
        (COIND [ (NOT (ATTACHECD AT AÉ)) (RETURET)])
        ? MAINS NOT STRONG ENOUGH, TEY FLIERS
    
: HLOOP 1
(CSETE PLI (TRY-NEXTGENY (GO OTRY-VISE)))
(CSETG UENZ ! O( (\#POSSIEILITIEE) *IGNOKE
(*GENERATOR (NEXT-OGJ FLIERS

: FLOOP?


? ? $O$ PLIERS LARGE ENOUGH, OR PLIERS NOT STRONG
ENUUGH. TRY A VISE GN ONE SIDE.
:TRY-VISE

: VLOOP
(CSETG VY (TRY-NEXT CEN1 - (GC -NC-CAN-DO)))

: MLOOP 3
(CSLTG PLI (TRY-NEXT GENE (CC ©VLOCP)) )
$[(A T T E M P Y$ V1 PLI A1
$[T(G O P P L O C Z)])$
? ALL ATtEMPTS FAILED
: NO-CAN-DC
(PRIN1 "CAN"T UNSCREW ") (PRIN"A1)
(PRINI "OAN) (PRINI AZ) (TEGFRI)
)
(CDEFUN B $\operatorname{CGENOUGH}$ (HOLDER HOLDEE)
? RETUKNT IFF OBJECT HOLDER IS LARGE
"AUX" (CS)

```
(PRESENT O(CAPACITY 'ORHOLDEF !D())
(PRESENT (SIZE,; HOLOEE ISS))
;MOT (LESSPCSS)S
```

    (CDEFUN NEXT-OBJ (TYPE PRED)
        \(?\) SENERATOR TO RETYRA NEXT OEJECT OF "TYPE"
    $?$ 'HICH SATISFIES
"AUX" (OEJ TEMP)
(CSETG TEMP (FETCH-(ISA ! >OEJ !,TYPE)))
: LOOP
(TRY-NEXT TEMP - (ADIEU))
(CDNE [(CVAL (SUBST OBJ S PGED))
(NOTE OUTROIK)J)
(60 LOCP)
)

## 5．5．く．£qmmentary

2．CDEFUN defines a function to CONNIVER．
t．＂aUX＂＜list＞oefines local variables．
1）．PRESENT is a CCNNIVER function which searches the data base for un item which motches its pattern argument．If one is founo，PKESENT sets the indiciated variables（marked with ！＜or ！）ano retures the item．！，ing indicates the current CONNiVER value ci Ai． ！＞LOC1 indicates that LOC1 is to be bound if possicle．
 CONNIVER to do a＂skeleton expansion＂of the folloming list（whicn is necessary to CONNIVER＇s internals）．The（＊FOSSIFILITIES）aric －IGNGRE are syntaticmarkers to TRY－NEXT whose function we can ignore．（＊GENERATOR＜func－cal（＞）indicates to TRY－NEXT to use ＜func－call＞to aenerate adoitional possicitities if needed．
18．NEXT－OEJ will continue to cenerate objects of type fLIERS which
 at à time．（EIGENOUGH S AT）is a skeleton oredicate which nExT－OEJ willuse to screen edch possioility．ihe current candidate is substituted fors before the fredicate is CVALuateo （CONIVIVER＇s form of EVALUation）．
21．When GENi contains no more possibilities，TRY－NEXT will execute （ $C_{0}$－TRY－VISE）．Unlike LISP，GO evaluates its argument here．

24．Check to insure that two distinct pairs of pliers will be founc．
子ヶ．See 10.
63．RETUKN is not necessary since the valut of a CONNIVER function is the last expression evaluatec．

72．Define the generator，NEXT－OtJ．Note that NEXT－CBJ looks like a resular function to CONNIVER until it is called．

79．FETCH is a CONNIVER Primitive which returns a possibilities list of all items in the data oase which match its oatternargument． ！＞oej indicates that CBJ should he bound by TRY－NEXT to each possibility in turn．
£1．TRY－NEXT binas Ood from the wossibilities list TEMP and removes the current wossitility．If there is no current possibility， （ADIEU）is evaluated which causes termination of the qenerator．

BZ．The desired iredicate is cVALuated after substituting the currerit orject into the skeleton．（SUBST A B C）is a LISP function which returns a listwhich is the result of substituting A for every occurrence of $E$ in list $C$ ．

2？．（NOTL OdJ）is CONNIVER function which．places the current value of OuJ onto the current possibilities list．

E4．（AU－REVOIR）returns control from NEXT－OEJ vut leaves the generator in a suspended state．when TRY－NEXT returns control to NEXT－OEJ， execution will resume at（GO LOCP）．

Either SAIL or LISP could frovide an excellent basis for real-time olanning and execution control of a large automated shopo However, each
 control of Ifo devices, and has more extensive abilities for interacting with the operating system (especially where filt manipulations are concerned). LISP, on the other hand, is more flexitle at the higher planning levels and where system development ans debugging are concerned.
we envision an "ideal" system as one which merges all trit desirable features of these two language classes. such a merger woulc incorporate lisp s program and data structure format, ausmented where necessary to accommouate SAIL-like file operations, and possibly Léct. SAll features would be implanted in this environment, and, at trie implementors discretiongan ALGOL-like syntax (such as MLISP) coulo te Jrafted onto the front of the system to make it more tractable.
in audition, such merger should take care to preserve the following desirable features of SAIL anc LISP:
(1) vata structures should accommodate complex symbolic infornation as welli, as urimitive types. As in lisf, data structures should be free to grow in unrestricted ways, and storage declarations should be optional to the user.
( $\dot{C}$ ) Program and data should, os in LISP, de in the same format. Such a reoresentation underlies (a) a strong macro facility, (b) rapidediting, modification ano debugging of programs, anu ( $c$ ) self-modifying and self-extending systems. the last capauility, for example, enatles tne system, given the description of a new type of tool, automatically to synthesize the programs for controlling the tool fron a library of sub-tunctions.
(3) Strong I/o and file manipulation facilities, as fare found in SAIL, must be included. A good rancom-access file system is imperative for even moderately large databases. The system should have both high and low level control over input and output formatting which arovides control down to the bit level of the machine.
(4) A highly-developed interrupt subsystem would be desirable. With the merger of SAIL's bit-wise interrupt control, and LISP symbci ic capabilities, such a system as is described in [Rieger 76] could be efficientiy implemented. this would serve as the network protocol for a large collection of highly autonomous processes where the synthesis and control of many parallel events is important.
(5) for software development and debugging, an interpreter should exist for the language. Nevertheless, the language should be have a compiler for procuction usage. LISP currently sitisfies these requirements.
(6) The system should provide for a large, context-sensitive, associative database this mould involve some né engineering to coordinate a Mp-like database with an sume ideas on this tooic.
(7) There shoulo de some degree of automatic problem-solving control which includes a CONNIVER-like context-switching and process-suspending mechanism. Accommodations should be made for SAll-like parallel process control, and emphasis snould oe placea on inter-process communications protocols. most of the ideas already exist in CONNIVER and SAIL, but they need to te synthesized into a unified system.
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[^0]:    To keep track of theorem ano object selection backups, Mp maintains a decision tree, THTREE, which is essentially a record of every decision maoe, ano what to do in, case the decision feads to a failure. The strength of THTKEE is of course, that ft frees the programmer from hoving to worry aoout fallures: ifthere is a solution.

[^1]:    MICROPLANNER and CONNIVER, on the other hand, are inherently less efficient, Erimarily decause of the control structures they superimpose on LISP. The fatál flaw yith Mpis its backup system, which can le extremely slow: compilation will not typically remedy the problem. Cônhlīn is slom for similar reasons; however, in addition to data structures, progesses must also be garbage collected, and an elaoorate context tree mustitue maintained. Although these two languages contain many noteworthy features, we feel that neither (as currently implemented) is appropriate for production applicaticns.

