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ABSTRACT

This dissertation investigates the problem of automatic

transcription of the hand-keyed Morse signal. A unified

‘ model for this signal process transmitted over a noisy

channel is shown to be a system in which the state of the

Morse process evolves as a memory—conditioned probabilistic

mapping of a conditional Markov process, with the state of

this process playing the role of a parameter vector of the

channel model. The decoding problem is then posed as finding

an optimal estimate of the state of the Morse process, given

a sequence of measurements of the detected signal. The

Bayesian solution to this nonlinear estimation problem is

obtained explicitly for the parameter-conditional linear-

gaussian channel, and the resulting optimal decoder is hown

to Consist of a denuinerable but exponentially expanding set

of linear Kalman filters operating on a dynamically evolving

trellis. Decoder performance is obtained by computer simula—

tion, for the case of random letter message texts. For

nonrandom texts, further research is indicated to soecify

linguistic and format-dependent models consistent with the

model structure developed herein.
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I. INTRODUCTION

The problem of automatically transcribing the hand-keyed

manual morse (HK1~) signal with an acceptable error rate,

without exact knowledge of the sender ’s keying character-

istics and transmitted signal parameters , has , in general ,

remained unsolved . The easier companion problem of auto-

matically transcribing a Morse signal sent by a keyboard

(KAN), and whose transmitted frequency is known , has largely

been solved , and a number of Morse decoders are commercially

• available for this task. These decoders also can be used

on the HKM signal , but with considerable loss in performance

except in cases of very good keying quality.

The difficulty of automatically transcribing the HKN

signal (problems in frequency acquisition and detection

aside) is often not recognized by the uninitiated . This

difficulty is analogous to that of designing an automatic

speech recognition device. While the analogy cannot be

taken too far , certain parallels are evident. The HKN

signal , being a human—generated process , has all the char-

acteristics of individuality associated with such a process.

No two senders of Morse send in exactly the same way , just

as no two speakers speak in exactly the sam e way. Yet a

trained Morse operator can understand what is being sent,

just as a person who understands the language of a speaker

can understand (almost) anyone who speaks that language ,

whatever the individual characteristics of his speech . A

i ~~~~~~~~~~~~ • .—-—• —~~~~~--“-~~~~... . •~~~~~~~~~~~~~~~~~~-~~~~~ -~~~~~~~~~~~~~~~~~~ ---•- .—
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t
Morse transcription machine for HKN which bases its deci-

sions solely on the local Morse symbols (dot, dash, element

• space, character space, word space, pause) can, with some

imagination , be likened to a situation in which a person

who does not know English attempts to translate a spoken

English phrase by isolating the syllables of the words.

Clearly the Morse transcription task is not quite so diffi-

cult as this analogy since there are only six “syllables”

in Morse; yet the analogy is illustrative of the difficulty

of transcribing the 11KM process.

On the other hand, the HAM signal can be likened to a

• teletype signal with a well—defined structure. Thus it is

sufficient to decode such a signal on the basis of the baud

structure, since there is a one-to-one mapping from the code

words to the text. This non—singular mapping accounts for

the relative ease of decoding a demodulated KAM signal.

The above analogy has tacitly assumed that the Morse

waveform was perfectly demodulated. In the real world of

imperfect demodulation, it is clear than an HRN transcription

machine which uses only local information , can provide no

error-correction capability to correct incorrectly demodu—

lated Morse symbols. Thus as a result of a single incorrect

demodulation decision, an entire letter (two letters if the

symbol was a character space) is transcribed incorrectly.

Demodulation , therefore, must be considered as an integral

• part of the 11KM processor , and this processor must have some

~~~ 12
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knowledge of the Morse “language” in order to provide error-

correction capability.

This paper reports the results of an investigation into

the problem of automatically transcribing the 11KM process.

The problem is attacked from the point—of-view of optimal

estimation and modern information theory. Theoretical results

are derived which can be directly applied to the design of an

optimal 11KM transcriber. It is shown that such an optimal

transcriber is unrealizable in the practical sense, but that

a suboptimal transcriber which can be made arbitrarily close

to optimal is realizable. Lower bounds on the theoretical

error—rate performance of an ideal transcriber are obtained

as a function of signal—to—noise ratio, keying characteristics,

• and HKM model complexity. The performance of the suboptimal

transcriber is obtained by computer simulation and compared

to the theoretical results for the optimal transcriber.

Finally, the suboptixnal transcriber is tested against a limited

set of field data in order to validate the simulations.

The report is organized into two parts : theoretical and

application. In the theoretical section , a unified model

structure for the 11KM process is derived which may account for

code symbol dependencies , variation in data rate, operator

sending anomalies, source letter context, message format, and

linguistic dependencies. A channel model is constructed to

account for transmitter, propagation , and receiver effects .

The resulting modeled system is shown to be a system in which

the state of the 11KM process evolves as a memory-conditioned

probabilistic mapping of a conditional Narkov process , with
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the state of this process playing the role of a parameter

vector of the channel and measurement models. The joint

demodulation, decoding, and translation problem is then

posed as finding an optimal estimate of the discrete state

• of the 11KM signal process, given a sequence of noisy measure-

ments of the detected signal. The Bayesian solution to this

nonlinear estimation problem is obtained explicitly for the

case of parameter-conditional linear—gaussian channel and

measurement models, and the resulting optimal Morse

transcription machine is shown to consist of a denuinerable

but exponentially expanding set of linear i(alman filters

operating on a trellis defined by the discrete state values

of the parameter vector. Because of the exponential growth,

the optimal estimator is unrealizable, and a realizable

suboptimal solution which adaptively restricts the growth

of the trellis is obtained.

The application section shows how a specific model of the

11KM process results from the general model constructed in the

theoretical section. It is shown in principle how the

generality of the model readily provides for any level of

complexity in modeling an actual Morse message, i.e. from a

very simple model of local Morse symbols up to and including

a complex model of syntactic and semantic rules for the Morse

“language.” It is shown theoretically how context may be used

to provide error-correction capability and reduce the lower-

bound on output letter-error rate. Simulation results are

obtained which confirm the expected improved performance for

increasingly complex modeling of the Morse message.

_ _ _
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II. PROBLEM DESCRIPTION

The statement of the problem is actually very simple:

• 

. 
Obtain a processor which will transcribe hand—keyed manual

Morse as well as a human operator. The simplicity of the

statement, however, belies the complexity of describing a

“hand-keyed manual Morse” signal and the difficulty of

• 
• quantifying the phrase “as well as a human operator.”

A. THE HAND-KEYED MANUAL MORSE (HKM ) SIGNAL PROCESS

As used throughout this report , the term 11KM signal

refers to International Morse Code and its derivatives sent

manually by key, mechanical bug, or electronic bug. The

baseband 11KM process is the output voltage level of the keyer

and is represented by the logic levels 0 and 1, corresponding

to the states “k ey up ” and “key down .” The six symbols of

the code are : dot , dash, element-space, character—space,

word—space, and pause. The term element (or baud) refers

to the standard time unit of the code ; its actual duration

in seconds will of course vary with sending speed. Standard

Morse code consists of the symbol durations shown in Table I.

The standard word (including word-space) in Morse commun-

ication is 50 elements in length . Thus the standard element

duration in seconds for a given sending speed is 6/5 times

the reciprocal of the speed in words-per-minute. The

instantaneous data rate for an 11KM signal is defined to be

6/5 times the reciprocal of the duration of the symbol (in 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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TABLE I

Standard Morse Symbols

Name Symbol Duration (in elements)

Dot . 1
Dash - 3
Element-space 1

Character-space 3
Word-space W 7

Pause P 14

seconds ) divided by the standard duration in elements ;

e.g. ,  the instantaneous data rate for a dash of duration

60 msec is (6/ 5)/ ( l/ . 0 2 0)  = 60 wpm.

An 11KM signal differs from the standard Morse signal

in that the instantaneous data rate is a random variable,

resulting in symbol durations which are random. The element

duration is defined to be the mean value of the dot duration;

this mean value is also a random variable. The 11KM signal

may exhibit a large variation in both element duration and

instantaneous data rate. The modeling of these random variables

is discussed in section VI.A. The distributions of element

duration and instantaneous data rate are unique to a particu-

lar sending operator, and in most cases depend on the type

of traffic being sent, and on the intended recipient of the

signal as well.

16
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B. THE HEM SIGNAL CHANNEL

The HEM signal process is usually transmitted at HF by

a transmitter whose final amplifier is on—off keyed (00K)

by the keyer , although in some cases , the oscillator itself

is on-off keyed. Because of the effect of transients in the

transmitter, the signal is usually chirped to some extent ,

the magnitude of the chirp being indicative of the quality

of the transmitter design and state of maintenance . For

-well-designed , properly maintained transmitters, the chirp

is on the order of tens of Hertz. Poorly designed or improp-

erly maintained transmitters may exhibit as much as 300Hz

chirp , as well as random drift of the nominal carrier fre-

quency . Thus in most cases, signal detection must be accom-

pli shed by using an envelope detector since the phase of

the signal is not known .

In addition to the signal uncertainties caused by the
-

— 

transmitter itself, the signal is also corrupted by both

additive and multiplicative noise in the form of atmospherics,

interference, and fading , which at HF is nonstationary. Thus

demodulation of the 00K Signal must be accomplished in the

face of frequency , phase, and amplitude uncertainty, along

with incomplete knowledge of the noise statistics.

C. OPERATOR PERF ORMANCE

The ultimate goal of the Morse transcriber is to provide

output copy with an error rate approaching that which a

typical human operator provides. The human operator rapidly

17
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adapts to changing signal and channel parameters and can

provide reliable copy of a highly variable 11KM signal in the

presence of numerous other Morse and non-Morse signals. The

operator is obvious ly aided by an understanding of the context

of the message, the format , and the Morse “language .”

The available data on operator performance is summarized

in Figures 1 and 2. Figure 1 is a plot of error rate vs.

SNR for an actual communications link in the LF band reported

by Watt et. al. ( 1], whil e Figure 2 shows the performance

obtained in a laboratory experiment (2 ] .  Both tests were

conducted using random five-letter code groups as the test

message. Table II , from Lane (3], shows the number of dB

which must be added or subtracted from the abscissa of the

• performance curve to obtain the performance for different

speeds of transmission. Clearly the laboratory tests show

a better performance capability for the human operator than

that obtained for the actual communication link, with a

difference of about 2-3 dB for equal error rates. Such an

observation indicates that one must design the automated

transcriber using the laboratory performance measurements

in order to obtain the required performance under field

conditions for the same SNR.

The error rates discussed above were obtained using a

text consisting of indepet~dent letters (5-letter code groups).

For a text which has more structure than random letters,

whether through linguistic content, known message format,
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TABLE II

OPERATOR PERFORMANCE ADJUSTMENT FACTOR
FOR SENDING SPEEDS

(FROM LANE [3])
-- 

- RATE FACTOR
(wpm) (dE)
10 —5.0
12 — 3 . 6
14 — 2 . 3  H

18 — 0 . 6
20 0

25 1.6
30 2.6

or increased semantic content , the human operator will take

advantage of the structure to effectively reduce his average

error rate. His error rate, however, for those portions of

a message which exhibit uncertainty equivalent to independent

— - letters, will remain at that for independent letters. Thus

although his error rate for those portions of a message

which have a high information content will not decrease,

the transcribed message will be much more “readable,” and

the more costly errors will be much easier to locate in his

output copy. As an example of “readability ” , consider the

— two messages shown below, each with a 10% error rate, including

spacing errors. The first message is of low information

L - content and is readable, although with some dif~icu1ty ; the

second is a message with higher information content. (These

21 
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• two messages were generated by using a random number generator

-
• to obtain the errors , which may not correspond to typical

morse substituions.)

Message’ 1:

THIS IS AN RX A9P LE OF EN G LI SH TE XT

WITH AN ERROR RATE OF 10 PERCENK. THC

ERRORS INCLUDE SPA CING BETWEEN LE TTERS

AS WELL AS THE WP1D SPACE . MS CAN3 E

SEEN, THIS TEXT IS ON TH E THRESHOLDO F

ACC EPTABILRTY AN D REQU IRA 2 S1AE

DIFW8C U LTX TO R EAD .

Message 2:

BM GEZRGE P BURDELL TO JOXN BUUYEL

Ll23 EASW S T BEW YORK BT

PSE C ALL NAMP HO NE NO 555 1233 AND

— • TELL SIM WILL NOW DRR IVE KENNE DY

AVTAN 17 38 12 JU LFLT NO 63

WILL DEPANT FOX WAMH AT 23]. 9 12 JUL .

The obvious point of this exercise is that average letter

error rate alone is not a definitive measure by which the

efficiency of a transcriber (either human or machine) can

be j udged , except for messages consisting of random letters .

Secondly , it is clear that an automatic transcriber which

does not use the message context and structure (linguistics,

semantics , format) to decode the received message will not

22
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be capable of producing a transcript as readable as the

human operator except for random letter texts.

~~~~ - ‘ - - ‘ ‘--• ---- -~
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III. LOWER BOUNDS ON ERRO R RATE

In this section , information theoretic concepts are

applied to the problem of decoding and translation of the

Morse signal . Lower bounds on the performance of a trans-

cription machine are obtained as a function of signal-to-

noise ratio, keying quality, and decoder complexity . A

channel model appropriate for studying the performance in

this context is derived and its capacity determined. Source

code models for the Morse code are also obtained, and together

with the channel model, are used to derive a lower bound on

decoded letter error rate. Although the average letter

error rate, as argued in the previous section, is not a

sufficient criterion for measuring the utility of a trans-

cription machine in specific cases, it nevertheless provides

a great deal of insight into the problem of determining how

complex a decoder must be in order to approach the perfor-

mance of a human operator . In order to obtain some intuitive

appreciation of the Morse code as a source code, estimates

of the entropy of a Morse-coded source are first determined

under various assumptions about the source and the code.

A. ESTIMATION OF MORSE-CODE ENTROPY

The source entropy for a symbol-by-symbol decoder is

• obtained by considering the source to be an ensemble of

Morse symbols each sent independently with probability equal

to the expected relative frequency of occurrence of that

24
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symbol. A decoder which is designed according to a model

of the source as a Markov chain results in a source entropy

calculated on the basis of that same Markov model. Thus

various levels of model complexity result in corresponding

levels of source entropy, as seen by the decoder. For

• independent symbol sequences the source entropy for an

alphabet of size M is given by [4 ] :

M
H = — E p(i)log p(i)

i=l

p(i) = relative frequency of occurrence of symbol i.

For Markov sources the entropy is given by [4,p.68]:

J
H(u) = — I q(i)H(u js i)

i= 1

where q(i) = limiting probability of the state s = i;

K
H(u/s=i) = — I P.(a~)log P.(ak)k=1 3

P
3
(ak) = Pr (u~ = akis~ = j j ,

i.e. the probability that source letter ak is produced when

the Markov process is in state j at time ~~~.

,
1

25
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1. Independent Symbols

Consider first the case of a source modeled by

• independent occurrences of the Morse symbols . In this

case the entropy is

H = _P~0~logP~0~ 
— ~~~~~~~~~~~~ 

- P55p lO~ P~ 5p - ~~~~~~~~~~~~~

• The relative frequencies of the symbols in random Morse

are:

~dot = .26 , 
~dash = .24 , 

~esp = .36, 
~
‘csp .14;

and the entropy is:

H = .261og( .26)  — .24log(.24) — .36log(..36) — .l4lo g( . l 4)

• = 1.927 bits/Morse symbol

Since there are 1.76 bauds per Morse symbol, on

the average , the entropy in bits per channel digit is

H = 1.927/1.76 = 1.09 bits.

2. First-Order Markov Prccess on a Symbol Basis

The independent symbol model of Morse is actually

• only of passing interest since even the crudest of Morse

models recognizes the fact that in Morse code a mark symbol

(dot or dash) must always be followed by a space symbol

(esp or csp), and vice versa.

.1 26 

____________________ - — - ____sS•_i___ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ —.5’.- — — .  _.___~_. ._-S , _ .  ,.. ~ . .. . •,,_.. ,..5 A.~’.... ,.5S__._~~~ ~~~~ • _ _



L ’ ’.~~~~~~~~~~~ 

- _ _ _ _ _

A first-order Markov model has the following

approximate transistion matrix and limiting probabilities:

• dot dash esp csp q( i)
dot 0 0 .7 .3 .26~
dash 0 0 .7 .3 .24

esp .55 .45 0 0 .36

csp .5 .5 0 0 .14

Using the formulas given above for finding the entropy of a

Markov source,

H(u~s=l) = — .7log(.7) — .3log(.3) = .8813

H(u js=2) = — .7log(.7)— .3log(.3) = .8813

H(u (s=3) = .55l og( .55)  — .451og(.45) = .9929

H(u s=4) = — .5log(.5) — .5log(.5) = 1.0

H (u )  = (.26) (.8813) + ( . 2 4 )  ( .8813) + (.36) (.9929) + (.14) ( 1.0)

= .938 bits/Morse symbol
F = .533 bits/channel digit

3. Second-Order Markov Process On A Symbol Basis

A second—order Markov process of the Morse Code has

the approximate transition Matrix and lim ’.ting state

probabilities as follows:

• 

~~~~~~~~~~~~~~~~~~~~
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— q(i)
•A 0 0 0 0 .55 0 .45 0 .187

.~~~~ 0 0 0 0 0 .5 0 .5 .073
0 0 0 0 .55 0 .45 0 .173

—
~~~ 0 0 0 0 0 .5 0 .5 .067

A~~ 
.7 .3 0 0 0 0 0 0 .187

‘~.. .97 .03 0 0 0 0 0 0 .073
0 0 .6 .4 0 0 0 0 .173

~~
— 0 0 .97 .03 0 0 0 0 .067

Again, using the formulas for the entropy of a Markôv source,

the entropy of the source for this model is fo.ind to be

H = .858 bits/Morse symbol

= .488 bits/channel digit

4. Independent Letters

The entropy of a source which produces equally

• likely independent letters from an alphabet of size 36

(26 alphabet letters, 10 numerals) is

H = — log (.02776) = 5.17 bits/ltr

The average number of Morse symbols per letter is 7.27,

resulting in an average entropy for the Morse symbols:

11avg = 5.17/7.27 = .711 bits/Morse symbol

= .404 bits/channel digit

- - -5 ———’.  
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5. English Text [5]

For a model of an English text source , producing

equally independent letters , the entropy is 4.76 bits/letter.

Using the proper relative frequencies for the occurrence

• of each letter , the entropy is reduced to 4.03.  A first—

order model of English has entropy 3.32 , and a second order

model reduces the entropy to 3.1. A model which produces

equally likely words of text has an entropy of 2.14. Thus

if a decoder which properly uses context, linguistics, and

message structure can be designed, then the entropy of the

Morse symbol for English text can be as low as 2.14/7.27

= .294 bits/symbol

-

‘ 

= .167 bits/channel digit

In summary, then, it can be seen that there is

considerable merit in using for design purposes a model of

the encoded source based on independent or Markov letters,

rather than a model based on a probabilistic description

of a sequence of Morse symbols. (The various entropies

are tabulated in Table III.) Given an optimal demodulator ,

a decoder which fully exploits the letter structure of the

encoded zource, then, can be expected to perform as well as

the human operator for a source of independent letters.

As discussed previously , however, any Morse message of

significant interest does not consist of independent letters,

and the human operator easily exploits the decrease in
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TABLE III
ENTROPY OF MORSE CODE SYMBOLS

AND CHANNEL BITS

• 

- 

MODEL MORSE SYMBOL CHANNEL BIT

• INDEP SYMBOLS 1.927 1.09

FIRST-ORDER .938 .533
MARKOV SYMBOLS

SECOND-ORDER .858 .488
MARKOV SYMBOLS

INDEP SOURCE .711 .404
LTRS

ENGLISH TEXT .655 .372
EQUI-PROB LTRS

ENGLISH TEXT .457 .260
FIRST-ORDER
MARKOV LTRS

ENGLISH TEXT .294 .167
EQUI- PROB

• WORDS

source entropy by knowing the context, linguistics,

semantics, and format of the message. Conversely, any

decoder which does not exploit this decrease in source

entropy can never match the capability of the human

operator, although it may perform well enough in some

cases to be of value .

30
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B. IDEALIZED 11KM CHANNEL MODEL

• Since the objective here is to obtain lower bounds on

error rate, and not an estimate of actual performance, it

is appropriate to consider an idealization of the 11KM

• - process , the detection process , and optimum demodulation

in the presence of white gaussian noise. As such , the output

of the detector would be input to a matched filter whose

integration time is equal to the element duration of the

Morse code being received. Exact knowledge of the baud

length is assumed in order that the matched filter can

remain in synchronism with the incoming signal. Obviously

no decoder for 11KM can ever have such information with

certainty, thus this idealization represents the best

possible demodulator which can never be achieved in practice.

Secondly, the error crossover probabilities (dot vs. dash;

element—space vs. character space) are idealized to be

discrete probabilities rather than considering duration

densities for these symbols; the word—space is included

as a source letter and the pause symbol is ignored for this

analysis. Under these simplifying assumptions, the

channel can be modeled as a discrete symmetric channel,

as shown in Figure 3. 

- -- ‘ - -- - ‘. •~~~~~~~~~~~
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Figure 3. Idealized 11KM Channel Model

In this model, the crossover probability tS is related

to the Morse symbol crossover probability by defining ~5 to

be the probability which yields the same average letter

error rate as the symbol crossover probability on the

basis of an average encoded letter. Since the average

letter of Morse code consists of 7 symbols and 12 channel

bits, ~ is defined by the relationship

-
• !

~~~~
(l
~~~

ô)12 = (l _ P es)
7

32
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where is the average sending letter error rate and 
~es

is the corresponding symbol error crossover probability.

It will be convenient to make the following definitions

-
• 

on the keying quality of a 11KM signal :

GOOD : = .01 
~
‘es = .00143, 6 = .000837)

FAIR: = .1 = .0149 , 6 = .00874 )

POOR : = .25 
~~es = .0403, 6 = .0237)

that is, a good sending operator sends the Morse symbols

such that the resulting code stream consists of encoded

letters in which 1% contain at least one incorrect Morse

symbol; a fair operator sends with a 10% error rate; and a

poor operator sends with a 25% error rate .

The crossover probability £ is just 1 - 
~~~
d’ 

where

is the probability that the matched-filter demodulator

announces the correct mark/space decision. This probability

is obtained as a function of SNR by computing Eb/NO, where

Eb 
= signal energy during an element duration and N0 = one—

sided noise spectral density. The error probability c is

then obtained from the performance curve for the probability

of error using either coherent or envelope detection, as

appropriate, followed by a matched filter (6].

• The channel shown in Figure 3 may be converted to the

equivalent binary symmetric channel shown in Figure 4 by 

—.~~~•— • • -—~~~~~~~~~ .-5~.
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Figure 4. Equivalent 11KM BSC

defining the equivalent crossover probability , Leq

£eg ~ pU~0) E p(O/l) = c + 6 — 26 L

Clearly if 6 0 (perfect keying), then Leg = c~ and if

= 0 (perfect demodulation), then Leg =

Since this channel is symmetric, capacity is achieved by

assigning equiprobable input binary symbols , and is given

by

C = 1 + Leq log Leq + (1 — Leg) log (1 
— Leq)~

Table IV gives the channel capacity as a function of signal

speed and SNR for the KAM signal using envelope detection.

C. CALCULATION OF LOWER BOUNDS FOR LETTER-ERROR PROBABILITY -
‘

A lower bound average letter error rate is easily obtained

by using the Straight-line Bound for a binary symmetric

channel (4 , p. 163] . To use this bound , it is necessary to

know the number of codewords in the code, and the length

•
I~ 
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TABLE IV

11KM Channel Capacity as Function of Speed and SNR

Speed SNR E/No 1
~~d 

C
(wpm) 

(100Hz) 
(dB ) (Envelope Det)

50
12 15.8 2 x 10~~ -1.0

9 12.8 2.5 x 10~~ .975

6 9.8 2.7 x 10 2 .821
3 6.8 1.1 x l0~~ .~500

• 0 3.8 2.3 x 1o~~ .222

30

12 18 ‘~l0~~ —1.0
• 9 15 1.3 x l0~~ .998

6 12 6 x 1 0 3 .947
3 9 4.5 x io 2 .735
0 6 1.3 x l0~~ .443

20

12 19.8 -1.0

9 16.8 ‘l0~~ -1.0

— 6 13.8 7 x l0~~ .992
3 10.8 1.6 x l0 2 .882

0 7.7 8 x io 2 .598

(in binary digits) of the codewords. Additionally this

bound only applies to stationary block codes, requiring

construction of an equivalent stationary block code for

Morse , which in reality is a code which produces variable
• length word sequences. Given an equivalent block code the

appropriate relationship for the probability of codeword

error, 
~e’ 

is given by:

35
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N
+ I (N) ~

fl (1— C )N—n
n=k+1 n eq eq

where

N = codeword length

M = no. of codewords

ç ~ 0 < n < k - l

An,m = 
1

0 ;  k + l < n < N

and k is chosen so that

• k
~
l N M M

M E  ~~~~~~~~+ I 2N 0 < 1  Ak < M ( ~ ).• n 0  ‘~ m=l ,m m=l ,m

This result for 
~e 

is for a block code with M codewords,

each of length N bits transmitted over a BSC with error

probability Ceq • The problem then is to construct a block

code which is equivalent, in some sense, to the variable—

length—codeword Morse code, then to determine the number of

codewords and the length of the codewords for this equiva—

lent code. Clearly the complexity of this equivalent block

• code will depend on how one chooses to model the human Morse—

encoding process for the design of the decoder, i.e., encoding

36
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symbol—by—symbol; symbol pairs, triplets, etc., letter—by—

letter, letter pairs, 3—letter words, 5—letter words, etc.

Additionally the codewords must be chosen so that the

• resulting encoded sequences are stationary in order to

state that the statistical expectation represented by 
~e

is the same as the expected letter error rate (expectation

over time). This stationarity can be ensured by requiring

the encoded sequence to begin at a random point within a

F source letter [7]. Such a requirement is equivalent to

stating that the decoder is not synchronized with the encoder

on a letter basis; that is, the decoder has no a-priori

knowledge of the beginning and ending of a letter of the

variable—length word sequence produced by the Morse code.

Consider first the construction of an equivalent block

code for Morse which is assumed to be encoded as a symbol

pair. Table V shows the variable—length Morse codewords

for this code. An equivalent set of equal length block

codewords, on the basis of equal average codeword length,

is shown in Table VI. It is to be noted that some code-

words cannot follow other codewords in an encoded sequence.

For example, the sequence 101011 cannot be followed by

5’ any codeword except those beginning with 10 since the

sequence 11 and the sequence 1111 are not allowable Morse

sequences.

In principle, the same procedure can be followed to

obtain the set of codewords for any desired codeword length.

37
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TABLE V

Variable-Length Codewords For Symbol Pairs

Morse Symbol Channel Code

.A  10
_ A 1110

• .4., 1000
r —4.’ 111000

A .  01
0111

~‘.1• 0001
000111

Average No. of Channel Bits Per Morse Codeword: 4

TABLE VI

Equivalent Four—Bit Channel Mode For Symbol Pairs

• 0000 1000

0001 1010
0010 lOll
0011 1100
0100 1101

0101 1110
0111

No. of Codewords: 13

• 
-

For sequence lengths greater than about 12, however , the

sheer number of possibilities makes this procedure intrac-

table. For obtaining codeword sets for an encoder which

encodes combinations of more than one source letter at a

38
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time, then, another procedure is used. Although this

procedure does not obtain all the codewords in the equiva-

• lent block code set, it obtains almost all of them and

thus represents a lower bound on the actual number of

codewords.

The average Morse code sequence is 7.27 symbols in

length. For a Morse code, however, the sequence length

in Morse symbols must be an even number (it must begin with

a mark and end with a character space). By choosing an

average of 8 symbols/character for the equivalent block

code, and by requiring that the 8th symbol be a character-

• space, then, it can be seen that it is impossible to produce

a sequence of a Morse symbols which does not represent some

character. It is also obvious that not all characters are

represented by this code. Now, of the four symbols , only

two are allowed in any one position of the sequence (since

space follows mark invariably and vice versa) thus the

possible number of synchronous Morse sequences on this basis

is 2~ = 128, and the minimum length of the codewords in

binary digits is 8 x 1.76 ~ 14. To obtain the full set of

nonsynchronous codewords, each codeword is shifted one bit

at a time and a one or zero appended , if allowable, until

no new codewords are produced. To illustrate, consider the

synchronous codeword 10111011101000. By right shifting and

appending a zero and one respectively, the two additional

• codewords 01011101110100 and 11011101110100 are obtained.

• On the next shift, note that the sequence 0110 is not legal,

39
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50 only three additional codewords are obtained : 1010...,

0010..., and 1110.... In general, those codewords beginning

• with a dot (10) produce eleven additional codewords, and

the codewords beginning with a dash (1110) produce eight

additional codewords. If M5 = number of synchronous code-

words, then M5/Z = no. of codewords beginning with a dot

(dash), so the total number of nonsynchronous codewords

is given by

M = l 9 M5/ 2 + M5 = lO.5 M

Table VII gives the number of binary codewords CM) and the

codeword length (N) for the encoding procedure of interest.

For N < 12, M and N are exact, as computed by the first

procedure discussed above. For N > 12, M and N are lower

bounds obtained by the second procedure. Using these values

— 
of M and N, the lower bound on as a function of Leq is

obtained. This value for 
~e 

is the error rate over a code

of M codewords, and for the case of single character encoding,

• is the same as the average letter error rate. For other

cases of source alphabet models, however, 
~e 

does not

represent the letter error rate, since letters consist of

more or fewer than one codeword depending on the length of

the codeword. To determine the letter error rate, ~~~~,

consider the following arguments.

5’• -5’ -—- - - - — - --- - - •--5 — ••—- ---— • -- •— - 5- -5 •—- -- -5 5’ —-- -5-----~~~~- --••.- -- -• -—- - - - - - - -- - ---~~~~
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TABLE VII

Equivalent Block Codeword Set Size And Length For Morse Code

Encoder M N

Symbol Pair 13 4

3—symbol 33 6
Single letters (exact) 395 12
Single letters (bound) 1,344 14
Double Letters 139,264 28
3—letter words 22,020,096 42

Case 1: Letters consisting of two or more codewords.

For this case, the distribution of codeword

error events per letter is binomial with parameter 
~e

Let m be the number of codewords per letter. Then the

probability of exactly k error events per letter is given

by ~~ ~e
k (1 - ~~~~~~ and the probability of at least

one error event per letter (i.e. the probability of a

letter error ) is given by L~ = 1 - (l — ~e)
m

Case 2: Codewords consisting of n letters.

In this case, is lower bounded by assuming

that a codeword error event causes a single letter error

within the codeword; then =

Figures 5-7 show plots of the lower bound on

• 
average letter error rate, !~, as a function of SNR and

keying quality for several levels of assumption about the

Morse encoding process.
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IV. A GENERAL MODEL FOR THE HKM SIGNAL PROCESS

In this section, a general model structure which accounts

for message context, sender operator errors, variation in

date rate, and variability of element duration is constructed .

Further it is shown that various special cases of this

model result in processes for which optimum estimation

algorithms and decoders have been treated in the literature,

some from the point of view of optimal estimation theory

and others from an information theoretic viewpoint.

Fundamentally the model that is constructed is a sliding

block coder (SBC) with infinite memory. However, instead

of encoding the letters of the text into the Morse symbols

either noiselessly or with a fidelity criterion, the

encoding process is considered as a probabilistic mapping

of the output of the SBC. The complexity of the SBC is

determined by the degree to which the Morse message is

desired to be modeled , from the simplest case of independent

symbols to a highly complex syntatic and semantic model.

While specific complex models of a Morse message are not

developed in this investigation, the structure for imple-

mentation of such models is provided by the general model.

Thus the structure proposed represents a unified approach

to modeling the Morse message from the simplest case to

the most complex.
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A. BASEBAND HKM SIGNAL PROCESS

The desired representation of the discrete-time baseband

HKM process is a sequence of l’s and 0’s whose pattern of

occurrence closely resembles that of a human operator sending

a Morse text. By considering intuitively how a sending

operator may encode the letters of the text, the random

variables which influence the human encoding procedure can

be recognized. Figure 8 is useful for visualizing this

process.

INDISE] I bXDISE]

TT~XT I E OER ~~ _ _

{L~
} ]  ‘

~‘L~ 
{A~} ( {o ,1}

Figure 8. Morse Encoding Process

At some time k, one or more letters of the text, ~~~~ ,

are encoded into a sequence of code words ~~~~, consisting

of the Morse symbols. The human operator, however, does not

always send the proper Horse sequence for a given sequence

of letters; typical mistakes are insertions and deletions

of one or more symbols (particularly dots), and substitutions

of one symbol for another (particularly word-spaces for
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character—spaces, and character-spaces for element-spaces).

Additionally the speed at which he is sending may vary over

a period of time, depending on his alertness, proficiency,

• 
• fatigue and the importance of the traffic being sent.

• The key converts these symbols into the 0,1. logic levels
- of duration consistent with the particular Morse symbol

being sent. The length of time that the key is in a 0 or

1 state, however , while determined principally by the Morse

• symbol being sent, is a random variable since the human

operator cannot always produce repeatable , precise durations .

The variability of the durations for each symbol, again,

• is dependent on the operator ’s proficiency, alertness, and

individual sending habits. Consideration of these random

influences leads to the model which is now developed.

Let

x
k ~ {K~ ; i = l,2}, the set of keystates;

ak c {A~ ; i = l,2 ,.. .6 } ,  the set of code symbols;

c {L
~
; i = 1,2,...N}, the set of source letters.

Further, define the following finite state memory

functions:

(l) 8k = ~~ ~~~~~~ 
8k— l~~’ 

the memory associated with
keying;
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• (2) 
~k = f

~
(ak,cLk_l), the memory associated with

encoding ;

= ~~ ~~~ 
Xk_ l ) ,  the memory associated with the

source,

where

Bk 
C {B.;  i = 1,2,...), the set of key memory states;

I 1~
• ~k c {A ~ ; i = 1,2,...), the set of encoder memory states;

Ak C 
{M

~
; i = 1,2,...), the set of source (message) - •

states.

Then the state of the process at time k is specified by the

I vector :

H1
~!k1~ [x k, ak,~ k ,8 k , c~~

, A k ] T ,
~~kJ

where

• !k ~ 
[x k, ak, i

~k
] T , tB k , 1~k 1 A k ) 1

For example, if counts the number of samples since the

last keystate transition, 
~a counts the number of symbols
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sent since the last letter transition and records the

previous letter, then a specification of the state vector 
- •

gives the current key state, code symbol, and letter being

sent, along with the amount of time the key has been in its

current state, which symbol of the Morse code sequence for

the letter is being sent, and the previous letter.

To introduce the randomness associated with sending

errors and variation in data rate, let a random control

vector be defined which selects the Morse code sequence for

the letter being transmitted, controls the instantaneous

data rate, and the average speed of sending:

~ {U.; i = 1,2 ‘4}, the set of control vectors.

The complete state vector is now given by

= [x~ ak ~k ~k 
8k ~k 

Xk]
T

The probabilistic evolution of the states of the process

will be fully •specified when the following transition

probabilities are determined:

Pr(sk = 
~~ ~k 

= 
~~j ’  2~k 

= 
~m~~k-l 

= 
~n’ ~k-1 

= Up~ 2k l  = 
-~q

1
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where

i = l,2,...R} is the set of all state values,

and

{Z.; i = l,2 ,...Q} is the set of all memory states.

• This state transition probability matrix is now derived

in terms of the components of the vector

Let the evolution of the keystate, which is dependent

• only on its present and past inputs and its past outputs

• be described by the transition probabilities:

(4) p (x~~a~ ak_i Bk_l) ~ 
Pr(xk = K . I a k = A~ 1 ak l  = Am ? Bk l  Bk]

Similarly the evolution of the encoded letters ak from the

decoder is dependent on the present and past inputs to the

encoder and on its past outputs, but it is also dependent

on the history of the keystate, since the code symbol being

keyed cannot be changed until the current symbol has corn-

pleted keying. The transition probabilities describing the

encoder function then are given by:

(5) p (a
~

Iuk Lk Ak_i ak l  8k-l~ ~ 
Pr[ak = Ai lU k = U~ , ~

‘

= Lm s Ak_i = ~~~ ak_i = A~ 1 Bk_i = Bq]•
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The evolution of letters from the source is dependent on

the history of the message text, but it is also dependent

on the history of the encoding process, since the letter

‘
I 

being encoded cannot be changed until the current letter S

has completed the encoding procedure. The transition

probabilities for the source then are:

(6) p (
~klX k_l ctk l ) ~ 

Pr(R5.k = Li IA k_l = ~~~ ak_l = A ] .

The control vector U
k 
is modeled as a conditional Markov

chain, conditioned on ak_l,Bk_l? Ak_ll accounting for the

dependence of operator sending peculiarities and data rate

on message context, message duration , traffic type, etc.

The transition probabilities for this model are:

~~ ~~
1
~k

1
~ k-l 

ak_i 8k-1 Ak_i) ~ 
PrEuk = 

~i ’~-k-l 
=

‘-5- ak_i = A , Bk_i = ~~~ Ak_i = M~]

In terms of the abbreviated notation defined by expressions

(4) through (7) above, the state transition matrix is given

in terms of the components of the state vector Sk by:

P(!k ~k ~k~~k-l ~k-l ~k-l~ 
p
~~k 

8k ak ak Zk Ak ~ I

Xk_l 8k—l ak l  £k_1 Ak_i ~k—l~ 
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Invoking the independence of appropriate variables sr9ued

in writing expressions (4) - (7), this expression reduces by

• the chain rule to:

• - (8) P(!k ak 2kI 2.k_l ~~~~ = p(xklak Bk_i ak_i) p(Bklx k Bk_i)

. p(a~~ Q~ 3
~k 

ak_i Ak_i Bk_i) . p (c&klak ak_i)

• 
~~~~~~~~ 

ak_i) . p(A~~~ Ak_i)

p(u lu ak_i Bk_i Ak_i).

Now the expressions for the transition probabilities of

Bk~ 
ak, Ak are given by the following due to definitions

(1) — (3):

Ii, if B
~ 

=

p(Bk j xk Bk_i) =

~ 
0, otherwise

( 1, if A 1 =

p ( c zklak ak_i) =

- 
0, otherwise

• 1, if M~ =

p(A k I2~k
Ak_i) =

• t~ o , otherwise
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Thus the transition probability (8) is zero for unallowable

transitions, where the set of allowable transitions is

• given by (1) - (3). The expressions for the state transi-

tion probabilities (8), then, may be written as

(ga) P(!k ~k~~k-l 
2k..l) =

p(xklak Bk_i ak_i) 
• p(ak I2

~k ~k 
ak_i Ak i  8k-l~

~~~~~~ 
Bk_i) 

~~~k ’~ k—l 
ak_i Bk_i Ak l )

where the set of allowable transitions is given by

(9b) 
~.c~~k’2k_l~ ~ 

tf B~~k~
Bk_l ) fa~

ak,ak_l) fx (~k,
Xk_l)]

T.

Expression (9), then is the desired description of the

• probabilistic evolution of the state of the IIKM process,

given in terms of the source (message) statistics, Morse

encoding procedure, keying characteristics and data rate

statistics.

This model for the HKM process accounts for many effects

which go into the generation of the key output logic levels.

The extent to which the model accurately represents a Morse

code stream is determined by the complexity of the memory

functions 
~~~~~~~~ ~a’ ~B 

and by the proper assignment of the

conditional transition probabilities.



For example, if the function is sufficiently complex

and clever, the entire past context of a message may be

accounted for in assignment of the letter transition

probabilities. In the simplest case, the assumption is

made that E 0, and uniform probabilities are assigned to

the letter transitions. The next level of complexity is to

• assume that = 
~k-l’ 

allowing a Markov model for the letter

transition probabilities. Considerably more complex is a

model which recognizes that certain sequences of letters

are always followed by a known sequence in certain formatted

messages. The most sophisticated model for this function

is one which models the structure of the Morse code message

as a natural language, requiring construction of syntatic

and grammar-like rules which are used to parse the message

into meaningful sequences of letters and words. Such a

model would obviously require a highly complex 
~~

At the next level, that of encoding the letters into

the mark/space durations consistent with the dot/dash/space

Morse sequence for the letter, any level of sophistication

• and cleverness for the function may be used , together

with the model for the vector control variable u. It is

at thi’~ ~-~e-ri n1- 
~~~~~~~~~~~ op~ r~ i-r~r i n r ~~i~~~ such as de1etion~

substitution and insertion of Morse elements can be accounted

for. Additionally , by proper construction of the function,

• one may also account for variations in weight (averaga

dot/elem—space ratio), sending speed , and known conditional

54
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relationships between the ratios of current to predecessor

element durations. In the simplest case, the assumption is

• made that the operator always encodes perfectly and that

his element durations are consistent. This simple case

would apply to machine-sent Morse code and corresponds to

the situation where u = constant, and = ak_i.

At the key, the durations ak are converted into the

0,1 logic levels of duration roughly equal to that produced

by the encoder. The human, however, cannot always produce

these durations consistently; thus, the time duration in

a particular state will be random , with mean value roughly

equal to the du:ations produced by the encoding process,

• and with a variance inversely proportional to his proficiency

and concentration. There are, for example, certain con-

ditional relationships which have been found to be true for

almost every operator; in particular, inter—element dots

are more consistently produced than beginning or ending dots.

At this point, also, the effect of the type of key used

by the operator may be accounted for. Hand-keys, mechanical

bugs, and electronic bugs all produce different duration

statistics for the same operator with the same message.

The purpose of this research is not to derive sophis-

ticated models for the f-functions , but to derive a result

which shows in general, whatever model is used , how the

concepts of context, message formatting, operator encoding

anomalies, and operator “fist” modeling may be included in

a unified framework to produce at the receiver an optimal

55
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$ estimate of the transmitted text. The extent to which the

output translated text is an accurate reproduction of the

• transmitted message is clearly a function of the sophis-

tication and accuracy of the model used.

The results of this development of the model are suxmnar-

ized in the following simple theorem.
3

Theorem

• Let Sk be an n—dimensional discrete—valued random vector

with finite state-space: {S
~
; i = l,2,...N}.

Let U
k 
be an rn—dimensional discrete—valued random vector

• with finite state—space: {U~; i = l,2,...M}.

Let be an r—dimensionai discrete—valued random vector

with finite state—space: CA L ; i = 1,2,.. .R}•

Define the function f :  Sk x + such that

= f
~
(sk~

ck_l )s where sk,ak are realizations of the random

-
~~~~ processes SklE k, respectively.

Let the probabilistic evolution of the U
k 
process be

5’ described by the following conditional Markov process:

p (UkIuk..l ak l ) ~ 
Priuk 
::j

l

~~

_
1: 

Urn ? 
~k—l 

=

~~~ J_ _J• J , ILL, .

r Let the probabilistic evolution of the Sk-process be

described by the following conditional probabilistic mapping

of the Uk—Markov process:
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• p (Sk IUk Uk_i ak_i) ~ 
Prfsk = S

~ luk = Uj, Uk_i =

ak l  = A~]~ all i, j ,  L, n.

Then, the output state of the HKM process described by

equation (9) results from a probabilistic mapping of the

Markov control vector Uk? conditioned on the entire past

history of the output state.

Proof:

First, it is clear that the function records the past

history of the output state 5k’ since

• 
ak = 

~~~~~~~~~~ 
f
~~

(sk , fa(sk_ l ? ak_ 2 ))

~~~~~~~~~~~~~~~~~~~~~~~~~~~

Second, expression (9a) reduces by the chain rule to:

~~~~ 
UkIUk_l Ck l ) = p(skIuk Uk_ i ak_ i ) . P(Uk IUk_1 ck l ).

Corresponding the terms on the right-hand side with the Sk,

U
k processes d~~~ribed above , a~~ e::prcs!ion (9h) with the

function, the theorem is proved.
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Corollary

S Let the function be invertible in the sense that

• 5k = 
~~~~~~~~~~~~~ 

is uniquely defined.

Then the output state ak of the 11KM process is a sliding

block encoding of the sequence 
~O’~ i’~ 2 ~k’ 

where the

evolution of the Sk process is described by the conditional
• 

mapping :

j
p (sk lUk_l ak_i) ~ 

Pr(sk = SjIUk_l = U~ , ak_i = A ]

and the U
k process is described by:

p (uklUk_l ak_i ak) ~ 
Pr (Uk = UjIUk l  = U

~~
ak_l = A

m ?

ak~~~~ fl~~

Proof: From the main theorem, the state ak is describeabie

as:

= 
~~~~~~~~~~~~~~~~~~~~ 

•. .  

~a~~i’ ~~~~~~~~~~~~~~~~~~

which can be expressed in terms of a new function f~ as

cYk = f
~
(sk,sk_1,sk_2,. .5l,aO).

I
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Now, defining a0 s~ , which is consistent with (9b) since

a 1 is arbitrary, then f~ represents a sliding block

encoding of the sequence 
~~~~ 

i = 0,l,...k. 
- 

-

• 
Now (9a) can be expressed as:

~~~~ 
uklUk_i ak_i) = P(UkIUk..i ak l  ~~ 

• p(skluk_i ak_i)

and by the corollary hypothesis on the invertibility of f ,

= p(ukluk l  ak_i ~as
1 

k,ak_lfl p(skfuk..i ak_i).

But Uk is already conditioned on ak_l, so the additional

conditioning provided by gk = fas
1(ak,ak_l) is exactly

that provided by ak? thus (9a) is reduced to:

~~~~ 
UklUk_l ak_l) p (uk!uk 1 ak_i ak) 

. p(SkIUk_l ak_i ),

which are the two processes hypothesized , proving the

corollary.

Comments: The theorem and corollary are interesting pri—

man ly from a theoretical viewpoint. The main theorem

actually does no more than place the intuitively developed

model for the 11KM process on a solid probabilistic founda-

tion. In Section V, where an optimal estimator for the

state of the process is derived through Bayesian techniques,

the form of the model presented in the main theorem is that

which is used. However, after the estimation algorithm has
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been deri”ed, it is shown that the optimal estimator has a

trellis structure, which is not surprising in view of the

corollary result showing an SBC interpretation. The block

diagram shown in Figure 9 is useful for visualizing the

evolution of the output state,

B. BASEBAND 11KM CHANNEL MODEL

Although the channel model for the 11KM process described

• in Section III was useful for obtaining lower bounds an

error-rate performance, it is of little use in actually

describing the physical processes which affect the reliable

transmission of a Morse message. Consider the following

simplified model of the communication channel for Morse

transmitted at HF. The keyer turns the transmitter on and

off according to the 11KM source. When keyed, the transmitted -
•

RF signal has amplitude C(t) at a carrier frequency w. The

HF propagation channel introduces both additive noise (N(t) )

in the form of atmospherics and interference, and multipli-

cative noise (B(t)) in the form of fading and multipath

propagation effects. At the receiver, the carrier is

removed after being band-pass filtered and gain-controlled .

After low-pass filtering and sampling , the baseband signal

• . • 5 • • — I— — • _I_~~

_ _
~ •• — •: ..• i_ i.• _• ~~~~~~~~~~~~~~~~~~~~~i.~ g~.ve:z ~~ hk — 

~k 
L k ~

‘k ~k 
‘k

• gain-controlled received signal amplitude ; bk i5 the

sampled , gain-controlled , low-pass filtered effective

multiplicative noise component; and is the low-pass

filtered version of the additive noise.
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The sampled version of the amplitude of the transmitted

• carnier ck is a constant value while xk =i. During the

• period when xk = 0, the amplitude will remain constant at

• the same value as for Xk = 1 for a large percentage of the

time. However, it is not uncommon for the operator to go

into a pause during which time he readjusts the transmitter

power either up or down. These adjustments are usually 5’

made between messages, but also can occur during a short

pause between letters. Thus the signal carrier amplitude

• is a random variable with a transition probability density

• which is conditioned on the memory of the HKM process and

the current key state. In the simplest case, the model may

be made conditional only on X
k 
and Xk_ l , having, as a con-

sequence, the result that the carrier amplitude is allowed

to change randomly during every 0-state duration. More

realistically, one level of complexity greater allows the

— transition probability to be conditioned on Bk_i such that

the amplitude can change only when Bk_l indicates a pause.

The effect of transmitter power fluctuations at the output

of the receiver is dependent on SNR and on the AGC employed

for gain-leveling. For moderate to high received SNR, the

effective ck observed at the receiver output stays relatively

constant because of AGC action. However, when noise power

becomes a significant portion of the total power controlling

the AGC, then Ck varies nearly the same as Ck. Thus ~n

efficient model of transmitter power fluctuations must take



into consideration not only the actual power variations of

the transmitter, but also the effect of the receiver RF,

IF, and AGC sections as well.

Consider now the multiplicative noise term, which has

the observable effect of varying signal amplitude . If it

arises because of relatively slow fading, then its effect

will be cancelled by the combination of AGC and low—pass

filtering. If, on the other hand, it is caused by fast

fading (perhaps due to muitipath), then the AGC cannot

respond fast enough to keep the output signal-level constant.

On an 00K signal, the effect is the same as if the trans-

mitter power were changed during the carrier off—time .

The term ckbk, then, represents an effective transmitter

power fluctuation, dependent on both the HKM process and

the HF channel, with the result that the marks of the 11KM

process appear to be transmitted with random amplitude.

During the period of a MARX, the effective fluctuations

are caused by the slow fading component with intensity and

rate determined by the channel, the AGC, and the low-pass

filter.

In view of the above consideration, it is appropriate

to model the apparent transmitted amplitude 
~k 

as a condi—

tional gauss-Markov process, dependent on both the 11KM

process, and the channel:

(lOa) y(k) = Y F ( s k ak_ i ) y (k— l )  + r(sk ak_i) w~
(k)
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where wt(k) is a zero—mean gaussian random sequence with

unit variance;

• • 

~~~~ 
ak_i) is a function of the state of the 11KM source ;

r(sk ak_i) is a similar function,

~ is a channel-dependent fading parameter.

-
• 

Now, since the amplitude is observed only during a MARK

period , the measurement equation is given by:

(lOb) Zk = Xkyk +

where is the low—pass filtered , gain—controlled channel

noise.

Equations (10) represent the described 11KM Baseband

channel model, which accounts for the effects of fading on

an 00K signal and the effect of actual transmitter power

fluctuations caused by the sending operator.

Generalizing these intuitive concepts to a vector

channel results in the following channel-measurement model.

Consider that the output sequence Sk of the 11KM is observed

• through the following channel and measurement processes:

= 
~~~~ 

ak_l) 
~
‘k-i + Nsk ak_i) wk

Zk H(5k) Yk +Tl k
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where

is a p—dimensional state vector;

Zk is a q—dimensional measurement vector;

~
(S
k 

ak_i) is a p x p state transition matrix;

is a g x p measurement matrix;

I r(sk ak_i) is a p x p matrix;

• wk is a p—dimensional plant noise vector ;

- 

~k 
is a q-dimsnsional measurement noise
vector ;

• wk is statistically independent of w~ for 9.- ~

is statistically independent of ni.- for 9.
. ~

- Wk is statistically independent of

• p(yO),p(wk),p(nk) are given probability densities.

it is to be noted that this observation model, when con-

ditioned on sk,a~~j~ 
is linear. Further if the probability

• densities are gaussian, then the 5k ak_i 
- conditional

estimate of 
~k’ 

given the sequence zk? k = 1,2 , . . . ,  is

given by the well—known Kalman filter recursions.
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V. THE ESTIMATION PROBLEM

The estimation problems of interest, based on the 11KM

source, channel, and measurement models, can be divided

into two broad classes. The first results when the HKM

transition and mapping probabilities are known a-priori

• for all k; the problem then is to find an optimal (in some

sense) estimator for Sk and/or Uk given noisy observations.

It will be shown that the desired estimator is not physically

realizable in general because it requires an exponentially

expanding memory. In Section VIII, however, practical

realizations of a suboptitna l estimator are discussed , and

it is shown that one can systematically come as close to

optimal estimation as desired. The second class of estima-

tion problems results when the 11KM model probabilities are

known only to the level of an initial probability distribu-

tion. The problem here is to estimate Sk and/or Uk and

the transition and mapping probabilities themselves. Only

the first class will be treated here.

In this class of estimation problems , the ti.ansition

and mapping probabilities are specified , and the problem

is to estimate the state of the system at time k, given

the sequence of all past measurements ~
k 4 {zl,z2,...,zk}.

The state estimate of the system is given by the joint

estimate of the output, control, and memory states 5k Uk ak.

The problem of obtaining an optimal estimate of the state

~~ ~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ •~~~~~~ •~~~~~~~~~~~~ •~~~~~
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is approached in the traditional manner; that is, the

(posterior) conditional probability distribution

• ~~~~ 
Uk 

aklz ) is determined for all k, and a suitable

optimality criterion is applied to this distribution to

arrive at an optimal estimator .

Using the Bayesian approach to the problem of obtaining

the posterior distribution, a recursive form for the

estimator is obtained. It will be shown that the resulting

structure can be realized by a set of simpler, identical

filt ers , operating on a tree or trellis. In the case of

parameter-conditional linear-gaussian observation and

measurement models, these “elemental” filters are Kaiman

filters. In case the observation and/or measurement models

are not linear-gaussian , then the body of knowledge on

non-linear filtering can be brought to bear on the design

of these elemental filters.

A. ESTIMATOR DERIVATION

In the following it will be necessary to keep track of

both the time index, k, and the state value indices for the

states Sk ~ (Sil, u~ ~ {u~ J-~ ak c {A 9,}. To reduce the

notational burden which would result from the explicit

notation of probability statements such as

Pr(sk = Si lUk = U
J~
Uk_l = U ,ak l  = A~ ]~ the following

abbreviated notation will be used. The subscript k is the

time index, and the superscript is the index of the set of

state values. When k is used as a superscript, it refers -
•

to the time sequence of values, O ,l,2,...,k; e.g.,
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,

z1z2 ... z~ . Additionally the vector notation using

an underbar will be dropped, with the understanding that

all variables are implicitly vector-valued. In terms of

this notation, the 11KM signal and observation models are:

(11) Output State Mapping probabilities:

p(s
~

lu
~ 

u~_1 a~_1) ~~ Pr[sk = SilUk = U
~ Fuk_l = Um ,ak_1 Aq]

(12) Control State Transition probabilities:

p(u~ lu~~1 a~_1
) ~ Pr iuk = Ujluk_l = Um ,ak_l = A

g]

(l3~ Memory:

= 
~~~~~~~~~~ 

~

(14) Channel:

= ~~~~ a~_1) ~k-l 
+ F(s~ a~_1) Wk

(15) Measurement:

Zk H(s~) ~
‘k + r:k.

The well-known Bayesian procedure (see, for example ,

Lee (8;) for recursively determining the posterior density
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• (distribution) is given as follows. At time k-i, the

- mixture density:

5n m q k—i s = n 
~
m q . 

k—i
• ~ ‘~

‘k—i k—i uk_lak_l Z - 

~ ‘~
‘k—l Sk_l k—i ak_l,z

m q k-i
• p

~
Sk i  Uk_i ak_i z

has been obtained. The density at time k, after receipt

of a new measurement ZkI is given by Bayes’ rule:

i j 9. k 
— 

P(zk lyk s~ u~a~ z
k_i

)p(yk 4 4
~~
‘k 5k Uk ak jz ) k-ip(zk z

where:

— • i j 9. k—i
• i (17) 

~~
‘k 5k Uk crk lz ) =

r
I i j  9. n m q k—i

i~~q y~~1~~~
’k 5k Uk c k lyk_1 5k-l Uk_i ak_l;z

~~~k-1 
s~~1 u~_1 a~_1~z

k_l
) dyk_l

k—i(18) p (zk jz ) =

~ ~~~~~ 4 4 4;zk 1)~~(z ’y 4 4 4;z
k_
~~ dYk
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The desired state posterior probability distribution 
-

•

then is obtained from (16) by integrating over

(19) p(s~ u~ 4Iz
k) = 4 4 a~ iz~~ dy~ .

Substituting expression (18) for p(zklz
k_i

) into (16),

expression (19) becomes:

i ~ kpslc uk ak z r • i j 9 . k — l  i j Z k — lj
~ 1

p(yk~~~~~~
akIz )P(

~~IYk~~~~~~
ak z 

~~~
‘k

and the problem is to obtain a result for the integral over

in terms of the prior density at time k-i, and the model

transition probabilities.

The first term in the integrand , p(z
kjyk 

s~ 4 4 zk~~ ),
is readily determined from the measurement equation (15)

and the density of the noise, 
~~~~~~ 

In the case of nk

a white sequence, the density is given simply by:

(21) p(z~~Iy~ 4 4 4 p (ZkIYk s~) = p
fl
(zk 

- H(s
~
)yk).

The second term in the integrand is given by (17) in

terms of the prior density and the transition probabilities.

Rewriting the mixture densities in (17) in terms of the

component conditional density for and the discrete

distributions for Sk Uk akl expression (17) becomes:
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a

(22 ) 
~~~~ 

5k Uk 4Iz~~
1) =

~~q ~~~~k~~k-1 4 4 4 ~k-l ~~-1 a~_1;z~~1) (a)

- 

. p(s~ u~ 4’~ k1  
s~~1 u~_~ a~_1;z

k
~~~ (b)

n in q k-i

~~~k—i ’~ k—i 
Uk_i akl ; z ) (c)

p(s~_1 u~_1 ~~~~~~~~~~ dyk_l 
(d)

Now since 5k Uk ak are independent of ~ki’ 
the density

on line (c) above is not changed by writing:

(e) P(Yk_lIS~_1 ~~~ 
c~ _~;z~

’
~~) p(y~_1Js~ 4 4 ~~~ u~_1 a~_1;z~_i).

Also, by virtue of this independence , the expression on

-
— line (b) becomes:

(f) p(s~ 4 4Jy~_1 
~~~ 

u~~1 a 1;z~~~ E p(s~ 4 4is~
_
~ 
u~~ a~_1).

• Combining (a) & (e), substituting (f) for (b), and rearranging

the terms of (22), the expression becomes:
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~~~~~ 
~~~ 4 4I z ~~~~

1
) =

~~q 
p(s~ u~ 4Is~~~ 

u~~1 a~_1) p(s~~1 u~_1 a~_1 Jz
k
~~)

~~~~ ~k-l ’~ k 
U~ 4 ~~~~ 

u~_1 a~_1;z
k_l

) dYk_1•

Carrying out the integration over 
~kl’ 

and noting that

is not dependent on Uk ak 5k-1 Uk_i, the desired result

for expression (17) , in terms of the prior and transition

probabilities, is given by:

(23) 
~k 4 4 4Jz~~~) =
Z p (s~ u~ 4is~_1 u~_~ a~_1) p(s~_1 u~_1 a~_1 Jz

k_i
)

n,m,q

p(y~ Is~ a~_1;z
k
~
l).

The integral in (20) is then given in terms of (23)

• and (21) as:

(24) fP(zklyk 4 4 4 z~~
1) 

~~~~ 4 4 4lzk_l) dyk =

nx~q 
~~~~ u~ 4is~_1 u~_1 a~_1) p s~_1 u~_1 a~_ 1J z~~~)

. I P ( Z k I Y k s~ ) P(Yk I5
~ 

a~_1;z
k_l

) dYk~

_ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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The resulting integral over 
~k 

in the above expression is

seen to be a likelihood function since

P(ZkIYk ~~ ~~~~~~ 
a~_1;z

k l ) = p (z~~Is~ a~_1;z
k_l

).

Denoting this integral, then, as the likelihood,

(25) 4 fp(z~ ly~ s~) p(y~ Is~ a~_1;z~~
1) d~~ ?

the posterior conditional density (20) is given by (24)

& (25) as

E p (4 4 4 I s~_1 u~_1 a~_1) p ~~~~~~~~~~~ ~~~~~~~~~~ 

a~~1 ~
k_] 

~~q

(26) p (s~ 4 41 z~) p 1 4  
~1 ~~~ u~~1a ~~~ 

p ~~~~ u~_1 a~_1 z
k_]
) ~ q

This is the desired result for the recursive calculation of

the probabilities of the states Sk Uk ak given the measurement

sequence z1
~. In terms of the model transition probabilities

(ii) and (12) and the memory function (13), the transition

probabilities are computed as:

(
1 ,., i ~~~~~ ,,m ,~q ~ =~ 
~
‘k ~k “k’~ k—i ‘k— l “k—i’ -

— 

(gl j m q 
~ (UJ Um ~~ )

~ k Uk Uk_i ak_i ~ k k-i k-i
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along the allowable transition paths specified by

9.- i q- ak = 

~~~~~ 
ak_i).

For each memory state and control state value at time k-i,

the transition probability p(u~ju~_1 a~_1) is specified

by (12) for all j,m,q. Then for each j,m,q, the mapping

probability p(s~~u~ u~~1 a~_1) is given for all i by (ii);

the value for ak is found for each i,q pair by (13), and

is computed by (25). The posterior probabilities are

then computed by (26) and the state values and their

• 

• 
probabilities are in place for the next recursion.

Clearly the ability to carry out the recursion (26)

exactly depends on whether or not the likelihood (25) can

be found in closed form. Such a form can indeed be found

for the linear channel and measurement models (14) and (15)

in case the noise nk is white and gaussian , as will now be

shown.

First note that the densities involved in the expression

for the likelihood (25) are both conditioned on specific

realizations of and ak_li namely Sk = S~ and ak_i = A
q~

The first density p(Zk lyk s~) is given by (21) for the white

noise sequence; for the white gaussian sequence, (21) becomes:

(27) p(zk lyk 5~~ = Pn~~k 
- H(s~)y(k)) = N

~~
(H(s

~
)y(k),R),

• where N
~
(m,V) is the gaussian density with mean x =

variance V and 
~ ~~~ 

= N (0,R).
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• Consider now the second density in the integrand (25),

P(YkIS
~ 

a~_1;z
k_i

), the 5k ak_i 
- conditional one—step

prediction density for 
~k’ 

along the path specified ~~ the

transition ~~ time !~ from ~~~ memor’~ state Ag ~~ time
k-i. The path label, then, at time k, resulting from the

extension of the path labeled Ag at time k-I, is

A~ = fa i ~
Aq) Now

~~~~~~~ 
a~_1;z

k
~
l) = I ~~~k ’~ k—i 4 a~_1;z

k_l
)

p (yk_i Is~ 
a~_1;z

k_l
) dykl,

and since the s~ a~~1 pair is uniquely embodied in

4 = f~ (s~ a~_1), and ~k—l 
given ak-i is independent of

the above expression becomes

(28) P(YkI4;~~~
1) = 

yL1 
P(YkIYk_l 4

. p(y~_1~a~_1;z~
C_l

) dyk i

9,
for each ak along a path given by

a
9,

— f  ~~~~~~
k a k’ k-l

Now when the a—conditional density for the initial

value of is gaussian and the 5k ak_i 
- conditional
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channel model is linear gaussian , the above density (28) j.s

• 

- 

gaussian for all k, and the mean and variance of the density

is given by the Kalman filter recursions.

Specifically , this density is given by

-

• (29) 
~~
Yk I 4 ~

k_1 
= 

~~k ~
k k-i (~~~) ,V~ Ik-l  

(A L).) 
-

where

~
‘kjk~i~~L~ ~

(S
~ 

Ag) Yk...lI k_i
UIg)

- 
vk ik_l (AL) ~(S~ Aq

) V~_1~~_1 (Aq) ~
T(5 Ag) + ~k~~j 

Aq)

• A 9, = 
~a~~ i 

Ag)

and the recursions for 
~~~~~~ 

and vklk
(
~
) are given by

the remaining Kaiman filter equations:

= 
~kIk_].

(A 9) + Gk(AL)(zk
_H (Sj)ykjk_l (A

z)]

1• VkIk
(A 9,) = (I

~
Gk(AL)H(Sj)) VkIk_l (AL)

- 

Gk(A9,) = VkIk_l (A9,)H (Si)(H(Si)VkIk_l (A z)H (Si) +

- 
Substituting these expressions (27) and (29 ) back into

(25), the integral to evaluate becomes:
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a,

A

L~q = 
J 

Nz
(H (Si)y k , Rk) 

.

The evaluation of this integral is a basic exercise in

[ 
integration of gaussian densities and is given by (8]:

1/2
(29) L?~ = c V (A ) Exp{—~ [z (A )]T(V

_l 
(A ) ]iq zkIk_l 9, klk—l 9, zk!k_i 9,

}

• where

• 
;klk_ 1 A 9, = Z

k 
— H(S~ ) 

~
‘kIk—l~

’
~9.~

V (A ) = H(S.) V (A )HT(S.) +• zkIk_ l 9. 3. k k—i 9, i

B. IMPLEMENTATION STRUCTURE OF ESTIMATOR

The structure of the filter realization density (26),

together with the likelihood calculation (29), is that of a

tree with nodes given by the past state trajectories and

with branches labeled by the states of process. For each

transition, i.e., each path extension to a new node, the

likelihood of the transition is computed from the Kalman

filter recursions along that particular path. The likeli-

hoods are multiplied by the transition probability for that

path extension, and by the previous path probability . The

-5 -5 ••—~~~~—— .— —-5—.— ~~~~~~ — —-5— -5- • 
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~
•
~ 
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updated path probabilities are then obtained by normalizing

these products. The tree structure showing the evolution

of the path labels according to a particular function is

illustrated in Figure 10.

The next stage of this structure would obviously

contain N x 1k nodes where N is the number of possible

states S1 and is the number of nodes at stage k. Thus

the number of nodes expands exponentially. However, in

case the function 
~a 

depends only on a finite portion of

the past trajectory, then the tree structure eventually

becomes a finite trellis at the stage which accounts for

the definition of 
~a’ 

resulting in a trellis appropriate

for Viterbi decoding. If the function has infinite

memory , then obviously some approximation technique must

be used to keep the number of nodes finite. One such

possible approximation is to save only a given number of

nodes at each stage, most likely those with the highest

posterior probability . Another scheme which is possible

is to save only enough nodes at each stage, the sum of

whose posterior probabilities is less than or equal to

some specified number, ~~~~ This latter method is attrac-

tive from the standpoint that for high signal-to—noise

ratios the number of nodes saved would be small, while for

low SNR, the number saved would be larger. This scheme

• - therefore would have the attractive feature that the

processing load would automatically adapt to the SNR.
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FIGURE 10. Estirtator Structure
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C. ESTIMATOR ALGORITHM

The following algorithm implements the estimator given

by equations (26) and (29). For a practically realizable

estimator, some rule which saves only a finite number of

- [ 
paths as discussed above must be used at step 8.

• Step 0 Initialization:

‘1 k = 0

i0 = MN (number of joint Sk?uk states)

I A°(i), i = 1,2 ,..., I
O
, arbitrarily specified

P0(i) = 1/MN, i = l,2,...,IO

-
- 

, 
- Step 1 Obtain indices for new nodes:

a) k = k + l

b) For q = 1, 2 , . . .  1
( k — l )

~~ 
I
I

in = 1,2,... M

~ I n = 1,2,... N

j = (q—l) 1(k-1) + (m-1)M + n

Step 2 Label each new node:

- For each n, m, q, obtain

Ak(j) = f~~(S~ ,Ak l (q) )
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a,

- 
-

‘ Step 3 Obtain transition probabilities:

-
• For each n, in, g, obtain

PTR(m, n, q) = PS(Sm IU fl~
tJq~

A
~~
1)•PRWkIUqsA~~

’).

Step 4 Calculate for each hypothesized transition

• (some obvious indices are omitted):

For each n, in, q, compute:

a) Kalinan step:

~kfk-l~~~ 
= ~(S A

k_l
(q)) ;~~~(k_1 (~)

VkIk l(J) = 
~
(Sm ~~ ~~~~~~~~~~~ 

T+Qk(Sm A
k_i

(g))

Gk(j) = VkIk_l (3)H (Sm)[IWkIk_lH +

ZkIk_i (J) = - H(Sm) ~
‘kIk-i~~~

~~~~~~ 
= 

~ k I k - l ~~~~ 
+ Gk(i)~ kIk_ 1 (i)

V
k I k

(
~~

) = (I_G
k(i)H(Sm))Vkfk_ l (i)

V (1) = H(S )V11  1(j)H
T +

~kIk-1 
in
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Step 8 Update number of paths

1(k) = NMI~~~
U

go to step 1.

It is to be noted that the computations cannot be

carried out “in place” ; that is, Ak(j) cannot be stored in

the same locations as A~
_1
(j) until all the Ak(j) have been

computed. Similarly , the Kalman filter means and variances

must be stored in separate temporary locations until step 5

is completed.

D. DISCUSSION AND RELATION TO PREVIOUS RESULTS

In the language of the literature on non—linear filtering ,

the present result represents an extension of previous

results in system identification problems to the case

where the unknown discrete system parameter S
k 
is the result

— 

of a probabilistic mapping of an underlying memory-conditional

Markov process. Previous investigations have treated both

the case where is a Markov process [10], (ii], and the

case for an unknown time—invariant parameter [9]. The

present result reduces to these results for the appropriate

modeling of Sk.

Case I: Markovian Parameters [10] [ii]

In this case, Sk is a finite—state discrete—

time Markov chain with transitio-i matrix

~ 
(Pris k = Sjtsk_l = s~1}. The n—dimensional ,

-~vinditiona1 system dynamics are given by:
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- 
-

= 
~
(Sk)yk i  + r(Sk)wk l

and the rn—dimensional measurements are

- Z
k 

= H (S~~)y~ +

- The random variables Wk~ ~k 
are zero—mean independent

gaussian, and independent of the Markov chain Sk.
-
• In terms of the generalized model developed above, the

memory function (13) is specified, for this case, by

= t
~ k 

Sk_ l ... 5 1
T and the output state mapping

probabilities (11) are independent of the U
k 

— process

and given by {P
~~
(k)}. The system dynamics and measure-

• inent equations, in terms of the realization of the Sk 
—

process are then given by

-
— ~

‘k = 
~~~~ 

a~_1)y~_1 + F(sk crk_l )wk

The posterior measurement-conditional path probabilities

are given exactly by equation (26). The likelihood equations

• 

- 

(29) for L~q are obtained in the same manner by replacing

H(S~) with H(S~ Ag) where Ag is a path specification obtained

- through the memory function: Ag = [S~~~~ ~~~~ ..
The posterior probability for the parameter 5k’ then is given

by summing over the paths:

L
~~~~~~~~~~~~~~~~~~~~~~~~ 
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• P
k (S~~) 

~~ 
Pr[sk = s~] = 

q~l 
P~q

where

- 

• 

- 

P~g ~ 
Pr
~~k 

= S
~
;ak = Aq !z

k
]•

• The CME or MAP estimate may then be obtained:

A N kCME: 5
k 

= E s~ P (Si)• i=i

MAP: = S~ : Pk(S.) = max Pk(S~).

Case II: Unknown Time—invariant Parameters (9]

For this case, since the parameter Sk does

not change, the memory function is given by ak = s0, with

an initial probability given by p
~ 

= Pr[s0 = i = 1,2, ... N.
The dynamics and measurement equations are

= 
~
(ak) ~

‘k-l + r(ak) Wk i

Zk = H(ak) ~k 
+ nk.

Again the posterior path probabilities for

are given by equation (26). The likelihoods are determined

from equation (29), but since there is no path branching ,

the Kalman filters all operate in parallel, each on a

different conditioning Si.
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- Additionally, since the parameter transition probabili-

ties (k > 1) are given by Pr[sk = Si lsk_1 = =
the sum over the previous paths, nmq, in equation (26)

• becomes a single term for each path extension, and (26)

reduces to

k 
p (k~

l)(S)L k

- 
P (S.) = 3. i = 1,2 ... N

• 

~
‘ k— 1 kE P ~ ( 5 . ) L

j=l

- which is Lainiotis’ result [9]. Note that since there is

no branching of the paths, the exact optimum solution for

this case is realizable.
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VI. A PRACTICAL HKM MODEL

While the results of the preceding theoretical develop-

• ment show how optimum estimation of the state of the HKM

process may be performed, it remains, of cotrse, to specify •

the parameters of the model. In this section, specific

values for the model parameters are derived and it is shown

in principle how increasingly complex models may be obtained.

While the specific model derived in this section is one which

• considers the letters of the text to be independent and

- equally likely, it is shown in principle how this model may

be easily extended to include contextual message information
- 

as well.

The parameters to be determined are given by equations

(9 ) :

F P ( 5~~U jç IU ~....~ c
~k~ l ) and 

~a~~k 
ak_i ) ,

• that is, the state probability transition matrix and the

recursive memory function. These expressions are given

in terms of the components of 3k’ Uk, ak by equations 9a

and 9b:

I 
j  

Keystate transition matrix : p (xk lak Uk 8k-l ~k-1~
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Morse symbol transition matrix: p(ak 1
~ k 

‘
~
‘k 

ak_ i Ak_ i 8k—l~

Text Letter transition matrix: p(9.k (X k l  ak_i)

Control transition matrix: p(tlklu k l  ak_i 8k-1 Xk_l)

Keystate memory function: f
~
(xk,~k l

)

Morse Encoder memory function: fa(ak,ak_l)

TEXT memory function:

Thus the problem is to determine reasonable values

for the probability assignments (9a) and to construct the

recursive functions (9b) which account for the portion of

the process which can be described deterministically.

A. KEYSTATE MODEL

The simplest usable model of the evolution of the keystate

would be the simple Markov model described by:

~ 
Pr[x~=j JXk l =1]; i , j  = 0,1

• This model suppresses any dependence of the transition

probability on current and past Norse symbols (ak,ak l )

and speed of transmission (uk)~ 
and limits the dependence

- . 
I 

on past history of the keystate to the immediate past, Xk_l. -
•

Such a model would have the memory function:

_ _ _ _ _  _  
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= 
~a~~ k ’8k~ l~ 

E X
k

- The four Markov transition probabilities Pr (xk=lI Xk l =l],

- Pr[xk=lIxk_l=0], Pr[xk=O Ixk_l=0], Pr[xk=OJ xk.fl] can be

obtained empirically by determining the relative frequency

- 
of the states 11, 10, 00, 01 in a large ensemble of actual

I hand-keyed Morse messages. Clearly these probabilities
- 

are dependent on the sampling rate. As a simple example,

consider the possible realization of an HEM sequence as

• illustrated in Figure 11, with the resulting transition

probabilities for this sequence given in Table VIII.

. . . J~ 

. , . . . . 
.i 

1I~
.

- Figure ii. Example Of Sampled HKM Process

- 

TABLE VIII
• Transition Probabilities For Illustrative HKM Process

State No. of Relative Probability
Transition Occurrences Frequency Estimate

i/i 30 30/33 .91

1/0 3 3/33 .09
0/0 16 16/19 .84

0/1 3 3/19 .16

• • • -5 ’ - —----- --5’ —- —-5— —- --5--,’--- -5—.—— --5 -
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If the sample rate were different from that illustrated

then obviously the relative frequency of each of the

transitions would be different; this dependence on sample

rate is shown in Table IX.

TABLE IX

Transition Probability As Function Of Sample Rate

Sanpie Rate State Transitions

(relative to
illustration) i/i 1/0 0/0 0/1

Freq Prob Freq Prob Freq Prob Freg Prob

1X 30/33 .91 3/33 .09 16/19 .84 3/19 .16

• .5X 13/16 .81 3/16 .19 7/10 .7 3/10 .3

2X 63/66 .95 3/66 .05 35/38 .92 3/38 .08

This artificially induced dependence of the keystate

transition probability on sample rate is undesirable from a

modeling viewpoint since, in reality , the continuous-time

HEM process generated by the sending operator has no such

dependence, and it is intuitively unsatisfactory to require

the statistics of the sending operator to fit an arbitrarily

selected time scale.

This dependence can be removed by normalizing the time-

scale to the element-duration, whereby instead of measuring

the sample rate in samples per second, the sample rate is

measured in samples per duration in elements. Consider,

- - —- 5 . —  ~ —•—- -5--—’ .’ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~ • • • ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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then , the following expressions for describing the keystate

evolution:

p(xkluk 8k-i’ 
— ~~~~~~~~~~~~~~~~~~~~

[~k1
— 

Lxk]
= 

~k-1 
(1 - xk Xk_l + 2Xk 

Xk_ 1) + 1

where it is seen that the recursion for counts the number

of samples since the last zero—one or one-zero keystate

transition. This description then conditions the keystate

transition probabilities not only on the immediate past

keystate Xk_1; but also on the data rate Ukf and the number

of samples, 
~k’ 

that the key has been in a 1 or 0 state

since the last transition.

Now if 
~k 

is given in samples with a sampling interval

r, then Tk ~ ~k
t is the amount of time (in seconds) since

the last 0 to 1 or 1 to 0 transition. If Uk is given in

terms of words-per-minute, then the element duration for

this rate is rk ~ (6/5) x (i/ilk). Thus the normalized time

for this data rate is given by:

T’ ~ T /  — 
S
~ k

Uk
T
.

k k rk
_ 

6
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This description of the keystate transition probabilities

• is clearly more satisfying since it depends only on the

individual sending operator ’s rate of transmission and keying

characteristics, and not on the sample rate.

The model is still not complete, however, since it does

not allow for dependence on the type of Morse symbol being

— keyed, clearly for dots and element spaces, transitions

between mark and space states occur more frequently than

for dashes, character spaces, word spaces, and pauses.

Additionally , these transition probabilities depend to some

extent on the previously keyed symbols, with the degree of

dependence being a function of the type of key used. For

mechanical bugs, a series of dots separated by element

spaces is sent by simply holding the paddle in one position,

creating a string of symbols with virtually equal durations.

When sending a dot/dash combination , however , the element

space duration is determined by the operator ’s dexterity and

not by a mechanical device, so the variability of this ele-

ment space duration is higher than that for the repeated dot

sequence. A similar effect occurs when the key is an elec-

tronic bug, although the variability of repeated symbols

is even less than that for the mechanical bug. The same

type of dependence on past symbols has been noted even for •

senders using a telegraph key [12] (13]. It has been found

that the primary effect is that of reduced variability of

element-space durations when the preceeding symbol was a

91 
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• dot (a detailed analysis of the effect of key type on

• keystate statistics may be found in [13]).

While the keystate transition probabilities have been

noted to be dependent on the preceeding symbol sequence,

this dependence is clearly a second—order effect when con-

ditioned on the current symbol. In the model developed

here, then, these second-order effects are ignored and the

• final expressions for the keystate transition probability

model are given by:

p(xk kk Uk Bk l ) = Pr [xk j Iak=A~
,u]~

=U
~
,Bk_l=Bfl]

—Bk I
Lxk

= 
~k-l 

(1 — Xk 
- Xk_ 1 + 2xk xk_ l ) + 1.

In terms of the normalized time scaled, the transition

probabilities are Pr(xk=j Xk_l=i. ,ak=Afl l rk,Tk_l]. For

example , the probability Pr [x k= l J xk... l=i ,ak=dot ,rk=r l, T~~ l=t]

is the probability that at time k, the key will remain in

state 1, given that the operator is sending a dot, that his

average element duration is r1, and that they key has been

in state 1 for t element durations. Clearly if t is close

to zero , then this probability is nearly 1; and similarly

if t > 2, then the probability is small.

An equivalent expression of this probability is the

probability that the duration T~~1 becomes duration

~~~~~~ L. A —--5’ —-----—-—---.---5• -5__ -_-~ ---s-5•_-5___- - 5 _••____— ~~~~‘ ~~~~~~ • ~~~~~~~~~~~~ ~~~~~ • -----5
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Tj~ 
= T~~1 + r/rk since if = 1, then Tcf

~k 
= ‘r 

~k_l
+t =

Tk l  + -r. This probability can be determined from the den-

sity of symbol durations, conditioned on speed rk and symbol

type.

The modeling of the symbol duration densities has been

a topic of considerable interest among investigators working

on the Morse decoding problem. In the past, because of lack

of sufficient empirical data, these densities have been

assumed to be truncated gaussian or uniform (2](l4]. A

recent intensive modeling investigation by Technology Services

Corporation [13], did indeed demonstrate the not surprising

result that when normalized for speed variation, the density

of each symbol duration, averaged over several operators,

approaches the gaussian density. For individual operators,

however , the densities are far from gaussian, and no single

normalizing technique was found which would allow for para-

metric estimation of the individual densities. Thus, the

problem of parameterizing the symbol duration densities of

individual Morse operators remains open. Indeed , the evidence

supported by the data accumulated so far indicates that

estimation of these highly individualistic densities must be

accomplished on—line using a combination of parametric and

non—parametric techniques .

It is not the purpose of the present research to delve ,

yet again, into this density estimation problem, but to show,

whatever, the proper density , how it can be used most effec-

tively for Morse transcription. For the purposes of the HEM
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model developed here, then, a parametric symbol duration

density is hypothesized and justified on the basis of intui-

tive arguments. Traditionally , the local speed of the Morse

signal in wpm is defined as 1.2 times the reciprocal of the

element duration (in sec), averaged over 10-20 mark—space

pairs. A histogram of the normalized symbol duration (actual

duration in seconds divided by average element duration) is

then taken to be an estimate of the shape of the density

• function for that symbol. The new approach to be considered

here is to hypothesize an instantaneous speed of transmission,

defined to be the speed at which a single symbol is sent.

• The instantaneous element duration (baud) is likewise defined

on an individual symbol basis. The effect produced by

assigning appropriate probability densities to each results

in the same description for an average 10—20 mark-space pair

segment as does the traditional approach. The reason for

hypothesizing such parameters is simply because it is more

intuitively satisfying to propose the existence of individual

symbol statistics whose average behavior duplicates the

observed empirical behavior, rather than to propose that

the statistics of each individual symbol are identical to

the observed average statistics. Although this distinction

is a fine point, it allows greater flexibility in estimating

the keystate transition probability with fewer parameters.

Consider then the following hypothesized random

variables:

— — ~~~~~~~
—

~~~~~~~~~~~
-- 
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r = instantaneous speed of transmission

- 

= instantantous element duration (baud)

and let dot and element—spaces have duration = ~~; dashes

• and character spaces = 3t~; word—space = 7~~; pause = l4t~.

Then in terms of the actual symbol duration , dm :

a
A~~~~~ 

m
-
~~~~ m

where m = 1, 3, 7, 14 as appropriate.

The normalized symbol duration, in terms of ~ and r is

given by:

- I ~ 5
4~~ 

( -c-) t~r

f ( Note that while ~ is well-defined in terms of a measurable

— quantity, r is arbitrary . However, it is convenient to

- define r such that its value is indicative of the actual

speed :

r ~ (6) 1mean 5 ~

Although this expression determines the statistical behavior

of rmean through its dependence on the random va~
.iab1e ~~,

- clearly it does not restrict the freedom to assign appropriate

- • • - - -- - -- ~~ - •~~~~~~~~~~~~~~~~~~~~ - -•- - - ~~~~~~~~~~~ -5 -~~~ ---5- -- • - - - - • - - .- 5- • --- —--•---- •-— -- ~~~~~~~~~
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statistical description to the other moments of the random

variable r, independent of the statistics of t~.

Consider now the random variable 4i
~
, and note that

is the normalized symbol duration (in elements), given that

the symbol was transmitted at rate r. A density for

conditioned on r, then describes the keystate duration

random variable, normalized for speed. Let this random

variable be described by the Laplacian density (double-sided

exponential) with mode m and parameter ~~, as illustrated in

Figure 12, below.

p (mc~~/r)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

3 m4
~A

( 5/6 mar)

Figure 12. Laplacian Duration Densities
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In terms of the speed r:

(ce~~
5”6 mE~r - m) mq,~ < m

p(m~~/r) =

(. ce~~~ - 5/6 mar); m~~ > m

The parameter ~ and coefficient c are to be chosen such that

Pr[1~~ > 2] = Pr[34~ < 2] = .0135; that is, the probability

of error in sending a dot for a dash or an element space

for a character space (and vice versa) is arbitrarily

selected to be 1.35%. This symbol error rate was found to

be the average error using optimum separation thresholds for

55 samples of hand—keyed Morse studied in the TSC analysis

[13]; and since the densities are conditioned on the instan-

taneous speed, the normalized optimum threshold is halfway

between m = 1 and m = 3. On this basis, then, ~ and c are

determined as follows:

Pr[1~~ > 2] = fPcL~~/r) ~~~

I ct ( l  —
~~~~~~~~

= J c e

2

= c/cz e~~

Likewise:

L 97
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In
Pr(3$A < 2] = c/a e a

The probability density requirement gives the other

equation needed:

J;(m$~/r) ~~~ 1

~ c t ( q~~— 1 )  ( c~( 1 — 4 ~~)f ce d~~ + j  ce d4~ =

c/a + c/cL = 1

c = c t / 2

Solving for a, c gives, for dots, dashes, element spaces,

character spaces:

a = 3.61

c = 1.81

Using the same procedure for word space (m=7) and pause

(m=14), the values for the densities are:

word spaces: a = 1.81, c = .90

pause: a = .90, c = .45
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Having constructed the duration densities, the speed—

conditioned keystate transition probabilities can now be

determined.

Let be the current normalized keystate duration,

i.e., the amount of time (in terms of instantaneous element

duration) since the last 0 to 1 or 1 to 0 transition. Then

the required probabilities are Pr[q~ > DO +E/xk l,ak,rk,~~ 
>

where c is the normalized sampling interval given by

£ = r/~. It is seen that this expression gives the transition

probabilities in terms of the probability of extending dura-

tion D0 for one more sample interval. The conditioning

parameters provide the normalization coefficients to be used

for p (m~~/r). Given the appropriately scaled density then,

Pr[~~~> D + c ;~~~ > D ]
Pr[~~ > D0+c/~~ > D~] = Pr7~~

°> i~~i 
— °

but c > 0, so D0+c > D0, and the joint probability becomes:

> D0+E;~~ > D i  Pr[~~ > D +c],

and so the conditional probability is given by:

Pr[~~ > D +]~~Pr[~~ > D0+~/~~ > D0] Pr[~~ > D0]

where Pr(
~ A > D0], Pr[cp~ > D0+c] are computed as follows:

~ 

- ~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~
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Pr($~ > %+cl = 

D0L ~~~ d$~

—a (D +c—m)

= 

f T~e ; D + c > m

L I 1 ct (D +c—m )
( l -~~e 0 D0+ c < m

Sim.tlarly:

> %] 
D ~~~~

- 1 — a ( D —m )

:~~ 
° ;

1
° ;

Forming the quotient of these probabilities in the appro—

priate ranges gives:

e a

~ 

, D0 > m

a ( D  +c—m)
1-~~e ~ D0 < m

Pr(

~~ 

> D0+e/~~ 
> D0] = 1 —a (D0—m ) 

— 

D0+c > m

1 cz(D +c—m)

~~~1 a(D -m) , D0+ c < m .

l -~~e ~
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The above expression then represents the keystate transition

probability for the “transitions” 1-1 and 0—0, conditional

on the current symbol type, data rate, and length of time

already in state 1 or 0. The probabilities for the transi-

tions 1-0 and 0-1 are found , obviously, by subtracting from

1.

B. SPEED TRANSITION MODEL - 

-

The random control vector U
k 
may contain components

which model operator sending peculiarities such as random

insertions of extra dots, slurs, character splitting , or

any other feature of interest which controls the manner in

which encoding takes place; it is not limited to speed con-

trol alone. However, the peculiarities mentioned above

are highly individualistic and little modeling of these

peculiarities has been done. It is conjectured that such

modeling will have the same fate as that of attempting to

obtain a general parametric model of the keystate duration

densities; that is, no general model will be found, and

such modeling will require on—line estimation techniques.

For the purposes of the HKM model developed here, these

peculiarities are ignored, and the only component of the

control vector uk considered is the instantaneous speed r.

The speed transition probabilities are developed on

an intuitive basis seasoned with experience and the results

of the TSC study on observed hand—sent code speed variability.

In that study it was found that, on the average, hand-sent
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ii
code exhibits a speed difference of about 2.5 wpm between

segments of 10 mark-space pairs, but that it is not uncommon

to observe a speed difference of 8—10 wpm between segments.

Now observing that the speed transition probability expression

of the HKM model, p (UkI Uk_l ak_i 8k-i Xk_l), allows for 
—

- I: conditioning on the entire past history of the state of the

HKM process, it can be seen that this transition probability

may take into account such items as message duration (for

modeling the effect of operator fatigue), the actual text

itself (for modeling the effect of speed changes due to

sending different types of text material), or any other

feature which may have an effect on sending speed. The only

conditioning to be considered here, however , is the immediate

past speed u~~1, the past history of the encoded output,

ak_i, and the keystate duration 8k l~ 
Let

c {i; 10 < i < 60, i an integer}; that is, a set of

discrete speeds in wpm between 10 and 60 wpm. The following

model for p (U
k U k_ i

;•) is proposed:

If 8k-l ~‘ 0 (no change in keystate), then

p(uklu k_l ak_i 8k-i~ 
g Prtuk = RiIU k_l = R

~ s cLk_ l ,B k_ l ~ 0]

(o , if ~~~~~
=

1, if i = j .
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That is, the speed is not allowed to change except when the

keystate changes from 0 to 1 or 1 to 0, no matter what the

previous syinboi is. For = 0, the speed transition

probabilities are made conditional on the type of Morse

symbol just completed:

For ak_i + indicates dot, dash, e-sp:

~

Pr[uk = R~ ± 2i .Iu k = R
~~
ak_l~ 8k l  

= 0] = p~~ (ak_i )

where i = 0 , 1, 2.

This assignment of tansition probabilities allows the

speed to change by increments of 0, ±2 , ±4 wpm according

to the probability

For ak_i indicates c—sp , then the increment remains

the same, but the transition probability assignments may 
—

be different.

For ak_l -
~
. indicates word~-sp, the increment is increased

to 5, and for ak_i ~ indicates pause, the increment is 10.

To complete the model, the P~~
(ak_l) remain to be selected.

These probabilities, which were selected on the basis of

speed differences reported by TSC (and on intuitive appeal),

are given in Table X.

Note that the absolute average speed differences for

the four categories correspond roughly to the ranges observed

by TSC.
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TABLE X

Symboi-Conditional Speed Transition Probabilities

Symbol Just Speed Incretent/Probability Average

~ xip1eted (wpn) Increent (w~n)

- &,t, dash, e—sp —4 —2 0 2 4 1.6

.1 .2 .4 .2 .1

c—sp —4 —2 0 2 4  2.0
- I ~ 

0

- -.15 .2 .3 .2 .15

r -

, 

w-sp —10 —5 0 5 10 4.0

.1 .2 .4 .2 .1

pause —
~‘ 0 0 10 20 10.0

.3 .2 .15

— II 
- C. MORSE SYMBOL TRANSITION MODEL

The symbol transition probabilities , conditional on the

letter being sent, are obviously either zero or 1, since

- knowing the letter specifies the code sequence. If the

model is only a first or second-order Markov model, then the

symbol transition probabilities for various types of text

may be computed. Since it is desired to test the performance

of the estimator as a function of modeling complexity , these

probabilities were estimated for both a first and second

order model and are given in Tables XI and XII, respectively .
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TABLE XI

First—Order Markov Symbol Transition Matrix

- Ia p
I 

- 

. 0 0 .58 .33 .07 .02
— 0 0 .54 .37 .07 .02

.55 .45 0 0 0 0

(“a .5 .5 0 0 0 0

W .5 .5 0 0 0 0
p .5 .5 0 0 0 0

TABLE XII

Second-Order Markov Symbol Transition Matrix

:~ :~ 
I

—
~~ .55 .5 0 0 0 0 F

H .5 .45 0 0 0 0

—w .5 .5 0 0 0 0

—p .5 .5 0 0 0 0
0 .5 .581 .335 .069 .015

0 0 .54 .376 .069 .015

0 0 .923 .062 .012 .003

0 0 .923 .06 2 .012 .003
w. 0 0 .923 .062 .012 .003

w~ 0 0 .923 .062 .012 .003

p. 0 0 .95 .04 .009 .001

0 0 .95 .04 .009 .001
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The encoder memory function , 
~a ’ may be constructed to

record the previous symbol for the first—order model, or
0 

the previous two symbols in the second—order case. In case

the symbol transition probability is made conditional on

- 
- the letter being sent, there is no need to record previous

symbols for use by the encoder. As a minimum, however, the

function must record the previous syinb~] .~or use by the

speed transition pLobability , since it has been made

conditional on this symbol.

D. TEXT LETTER TRANSITION MODEL

For equally likely independent letters, the letter

transition probabilities are uniform, and the only con-

ditioning necessary is on ak_i so that when ak_i indicates

the end of a letter, the letter transition is allowed to

occur. During the period when does not contain a 
0

c—sp, w-sp, or pause, obviously the letter transition

probability is zero. This case of equally likely letters

is the highest complexity modeling actually coded and tested

in this investigation. It is clear from the theoretical

error-rate analysis of section III, however , that the

largest payoff in terms of increase performance is to be

found in more sophisticated models for this transition

probability and memory function. This fact was recognized

early by Gold [12] in his study of the Morse decoding problem,

in which he developed the MAIJDE algorithm for decoding of

the demodulated Morse waveform: “The conclusion is inescapable,
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therefore, that for the automatic reception of a language

encoded by even a simple process like Morse code, a machine

must have some knowledge of the language if it is to

approximate the performance of a man.”

The major difficulty, however, in modeling the message

text is that the type of text is not constant. The letter

dependencies are highly variable among such traffic types

as call-up, response, chatter, formatted messages, plain

language messages, code groups, etc. Here again, then,

it is conjectured that the only real solution is to perform

on-line modeling of this transition probability and memory

function. Clearly a straightforward application of proba-

bility estimation techniques, while feasible, is simply

not practical in this case. For a third—order model, the

storage requirements would be on order of 36~ = 1,679,616

words, just to store the transition probability matrix.

The function would require 36~ locations to keep track

of the three prior letters. Although some reduction in

memory could be accomplished since some letter combination

rarely occur, it is evident that the storage requirement

O is large. The most promising technique for utilizing the

decrease in source entropy may be one similar to that for

recognition of speech using a linguistic statistical decoder

(15), with appropriately modeled linguistic elements and

using an appropriate channel model [16]. If a suitably

0 flexible grammar for a set of Morse messages can be defined

107

- - - - —  — 0=~0~_ — ~_~~_~__ ~~~~~~_ _  ! 0  - — -t - -r - t _ s t_L.~~~~~~~~~ - -- -- — 



‘~~“ -‘ ~~~~~~~~~~~~~~~~~~ - - - ~~~~~~~~~~~~~~~~~~~~~~~~~~~ - .. - -
~~~ 

-

_______________ - _~~_ .1~ ~~ ~~~ I~~ _ ~~~~~~~~~~~~~ —

then perhaps a form of syntactic decoding is in order [i7].

If the semantics of the message are well—understood then

one possibie approach is to use a dictionary look—up to

form the 
~a 

function, on a word basis. This technique for

English text messages is under investigation by an ARPA-

funded MIT project, but a final report of the results has

not yet been issued. The Army Research and Deveiopment

Agency is currently studying the possibility of defining a

grammar for a specified set of Morse messages for use in

syntactic decoding. These kinds of techniguez for dynamic

on—line construction of the ~~ function and estimation of

the transition probabilities are clearly the only realistic

methods of reducing the entropy of the text sufficiently

to obtain error rates comparable to that of the human

operator, in any situation except for random letter groups.

I
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VII. A PRACTICAL HKM CHANNEL MODEL

The general baseband HKM channel model developed in

Section iv is given by the channel and observation

equations (10):

= y F(sk ak_i) 7k—i + r(sk ak_i) Wk

zk = H(sk) ~k 
+ ‘1k

where Zk is the sampled output of the detector. The specific

model to be considered here requires the parameter y and

functions F, r , H, to be selected such that the resulting
model has the following features:

(1) The noise process represented by 
~k 

is a zero-mean

white gaussian process, with known variance Rk.

(2) The amplitude 
~k 

is observed only when x,~ = 1,

that is, during the signal on-time (MARX), so

that H(sk) = H (xk) xk.

(3) During a MARX, the fading amplitude process obeys

a linear gauss Markov process given by:

Yk = Y Y k_i +v k

where the parameter y and the variance of vk are

selected to represent the fading observed at the

detector output.
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(4) The observed effective transmitted amplitude is a

random variable which obeys the following time-

varying linear gauss-Markov process:

= F(x~ ak ~k-l~~
’k-l + F(Xk ak ~k_ l

)W k 
-

where F and r are selected such that :

(a) During a MARK the transmitted amplitude

remains constant.

(b) During a space the amplitude can change, the

amount of change being dependent on the type

and duration of the space.

(5) It is assumed that the detected signal has been

gain—leveled by an AGC, so that the average detected

output power is normalized.

The parameter selection and function construction process

for each of these features is discussed below.

A. THE OBSERVED NOISE PROCESS

Since the noise process observed at the output of the

detector is the result of envelope detection of a narrowband

gaussian process, the resulting process is neither zero—mean ,

gaussian, nor white. The sampled process, however, has

independent noise values if the sample interval r satisfies

> 1/2 BBpp~ 
where BBPF is the bandwidth (in Hz) of the

band—pass filter preceding the envelope detector, provided

that also the bandwidth of the low—pass filter of the envelope
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detector is greater than 2BBPF. If t is less than this

value, then the sampled noise is correlated, and a model

which accounts for this correlation would theoretically

provide for better estimation. Several techniques are

available for such modeling, [18 ] and should be used if

the noise is correlated. Clearly if t is selected purely

on this basis alone, then the assumption on independence

can be satisfied. There may be, however , other competing

F constraints on the selection of -r , and although the value

selected may render the independent noise assumption invalid,

its effect can be minimized by selecting it as large as

possible within the other constraints.

The bandwidth of the bandpass filter is selected on the

basis of the largest signal bandwidth expected. The highest

code—speed under consideration for this processor design

was selected to be 50 wpm, which has a minimum pulse duration

(MARX) of 24 msec. The specific filter implementation was
b

selected to be a cascade of two single—tuned resonators,

since this combination has a respectable ratio of noise-

bandwidth to 3-dB bandwidth of 1.22 [19], and can be coded

with relatively few multiplication per sample. For this

filter implementation the optimum bandwidth as given by

Skolnik (19] is .613/.024 = 25 Hz, and has only .56 dE

of loss in SNR compared to the matched filter. Although I -

such a narrow bandwidth greatly increases the SNR of a

signal in a 4 kHz receiver bandwidth and effectively eliminates

ill

A - _ . . _ _ _ _ _ . .  ~ _ . .. ._. . . . & -i ( & . ) &~~- - —‘ -- - —- . _ • •_ .  —-~~ . . o - ..~~~
__ _  - _ _  - - - •—~ 

_0O40_



— — ~_~0•_ ~~~~ ~~~~~ ~~~ - ~~~~~~~~~~ ~~~~~~~ ‘•—.— -~ — -

-~~~~~~~~~~ — — 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

most interferers, it is clearly too narrow to accept signals

which have a significant carrier instability due to chirp

or drift. Since it is not uncommon to observe carriers

with a chirp on the order of 50 or so Hz, the bandwidth

required is on the order of 100 Hz. There is obviously a

strong motivation, therefore, to investigate filtering

techniques which would adapt to the chirp, since a 100 Hz

wide filter represents a loss of 6 dB compared to the

optimum bandwidth of 25 Hz. Motivation for adaptive

filtering techniques is also provided by the fact that at

O 20 wpm the optimum bandwidth is only .613/.060 = 10 Hz,

thus there is a 10 dB loss in SNR compared to the optimum

bandwidth when using a 100 Hz filter.

For this investigation, since the primary emphasis is

on optimum demodulation and decoding techniques, a fixed

100 Hz band—pass filter is used. For this bandwidth, then,

H the sample rate may be selected to be 200 Hz, with a resulting

sample interval of 5 msec. Since this quantization is con—

sidered adequate for representing the minimum duration 24 msec—

F ~
- long pulse of the 50 wpm code with sufficient precision,

then -r is selected to be 5 msec., resulting in independent

noise samples.

Since approximately 5 n~sec. is the largest quantization

allowable for adequate precision in representation of the

code symbols, and since adaptive techniques for the band-

pass filter would result in narrower bandwidths, the assumption
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on independent noise samples would be violated for this

case, requiring a model which accounts for correlated

noise, if optimum techniques are to be pursued.

Although the zero—mean assumption on the output noise

process is violated, a zero-mean process may be approximated

by estimation of the mean and subtraction of it from the

detected output. Estimation of this mean value also pro-

vides an estimate of the noise variance, Rkl which has been

assumed to be a known value throughout. (Again, although

techniques are available for modeling in the case of unknown

noise intensity, the simplified approach taken here is to

use the estimate of Rk as if it were the true value. It can

be seen in section IX, Table XIII, that the resulting pro-

cessor is relatively insensitive to R,~, as long as Rk is

within a rather large range of the true value.) Estimation

of the mean noise level relies on the following relationships.

Let Xt be a white gaussian random process with one—sided

density N0, input to the BPF; let be the output of the

envelope detector, with 8LPF ~ ~BPF 
as illustrated below:

~

t 
~~~~~~~ j ( ) 2 j_- 4B LPF 

] 

zt._

Figure 13. Envelope Detection Process
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Then, from Davenport ~20),

E’Z ) N B- n ‘ t 0 BPF

- R~ ~ Var (Zt) = 2 (N0 ~~~~~~

Thus if can be estimated in the absence of a MARK, then

R = 2
~~n

2

and the approximation to a zero—mean process is -

- Implementation of such an estimator is described in

Section VIII.

The assumption of a gaussian process for is clearly

O violated since the output of the detector has a Rayleigh

density in the absence of a MARX, and a Rician density when

signal is present. Thus not only are the statistics not

gaussian, but also they are correlated with the signal when

a MARX is present. By choosing to ignore the higher-order

moments of the density (greater than 2), the resulting

estimator based on this assumption may not be optimal in

the sense of providing as good a conditional—mean estimate

- 

- as possible, but it will still provide the minimum-mean-squared-

error estimate.

I 
-
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B. THE MEASUREMENT FUNCTION

During the period when Xk = 0, the transmitter is

turned of f and it is not possible to observe the amplitude

which is being used to transmit the MARKS. Thus only

noise is observed during this period, and by ignoring

the correlation between signal and noise when signal is

O present, the measurement equation is simply:

zk = x k yk +n k

- 

C. FADING MODEL

I The effect of fading can be observed during a MARK

- 
period, with the maximum fade rate being determined by the

band—pass filter/dectec-tor bandwidth, under worst-case HF

O channel conditions (rapid, intense fading). For typical

values of fading rate on the order of 1 Hz, the fading

parameter y, for a 5 msec sampling interval is given by:

-y = e~~~
005

~ 
(2rr ) (1) 

=

The intensity observed at the output of the gain-controlled

detector can be approximated for the typical i Hz fade rate

by noting that during a 1 sec fade period the amplitude

can change by about 3 dB for a typical receiver AGC circuit.

The intensity for this range of change, i.e., the variance

of vk is about:

115 

- ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~



~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

-- 1T~~~~~~~~~~~~~~~~~~~~ -. -~~ -~~~ ~~~~~~~~ ‘1

Var (Vk) [2/(l./.005)]2 = [2/200)2 = .0001.

As discussed earlier, in Section IV.B, when no signal

is present, the effect of fading is that the subsequent MARK

appears at an amplitude which differs from the amplitude

of the previous MARK- -in such a way that it appears as if

the MARKS of the signal were transmitted at a randcin

amplitude. Because of this effect, these mark—to-mark

variations are lumped together with the variations caused

by an actual change in transmitted power.

D. APPARENT TRANSMITTER POWER VARIATIONS

In addition to the Mark-to—Mark amplitude variations

discussed above, the actual transmitted power may vary.

Usually this effect is most prominent when working with a

communications net, since the received power of each of the

transmitters on the net will usually be different. These

changes usually occur after a pause (during which one net

member has signed of f and another is preparing to sign on);

however,, it is not uncommon for a new net member to sign

on during a time duration for a word space or even a character

space, especially if net discipline is good. It is assumed

that changes do not occur during an element-space or a mark. 0

The following model accounts for these effects:

a) For ak_l + mark:

- 

0 

= Var(vk) = .0001
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0

YF(xk ak ak_i ~k-l~ 
= y = .97

b) For ak_l + element space; Xk = 0:

~~~ = ° •  a

yF(.) = 1.

c) For ak_i element space; Xk =

Q
~~~~

.0l

yF( ) = 1.

d) For ak_i -
~~ any other space; Xk = 0:

= .98

e) For aki  
-

~
. any other space; Xk = 1:

= .25

- F yF(- ) = i.

~~~I 
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Part (a) is just the fading model for Marks discussed 
0

- above. Part (b) expresses the statement that no change in

amplitude may occur during an element space. Part (C)

states that, at the end of an element space the transmitted

amplitude has not changed, but a variance of .01 is asso—
- cia-ted with the amplitude observed on this transition. The

value .Oi is obtained by considering that at the end of an

- element space transmitted at 50 wpm, the fade may have

decreased the amplitude to (p97) 4 
= .89 of its previous

p value, thus a variance of (1 - .89)2 .01 is appropriate.

Part (d) states that for any other space, while the variance

- associated with the transmitted amplitude is zero, the

- amplitude is assumed to decrease exponentially with time
- 

at the rate (.98); and Part (e) allows a subsequent MARX

1 to appear with amplitude determined by a gaussian random

variable of variance .25. (The construction of the N~)

function is implied by the assignment of variances to the

~
- -J various
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VIII. IMPLEMENTATION OF HKM STATE ESTIMATION ALGORITHM

The implementation of the estimator algorithm (Egn. 26,

30) for the signal and channel models just described is now

presented. In the context of this model, estimation of the

keys-tate is referred to as demodulation, estimation of the

Morse symbol is termed decoding, and estimation of the text

letter is called translation. The estimation algorithm

performs joint demodulation , decoding and translation , i.e.,

these estimates are not made in a serial fashion; rather

the structure of the code is used in an optimal way to aid

in demodulation , and the structure of the text is used to

aid in decoding. From this viewpoint the algorithm repre-

sents a “correiator-estimator ” (21] technique in which a

sequence of all possible keystate transitions are hypothe-

sized and correlated with the incoming signal, and the most

likely sequence is output as the best estimate. From the

viewpoint of coding theory, the algorithm represents a

tree decoder in which all possible paths of the joint state

evolution of the process are examined and extended in an

optimal way. If the memory function were dependent on only

a finite portion of the past history of the process (usually

a good approximation) then the tree decoder reduces to the

Viterbi decoder. As implemented herein , the decoder is

most like the N-Path algorithm described by Haccoun j22J , with

the path metric being the product of the likelihood of the
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U
received signal along the path and the transition proba-

bility for the path extension. If the decoder is constrained

to save only one path, then the decision-directed optimal

linear filter investigated in (2] is obtained.

Proceeding now to a detailed description, the algorithm

is presented in terms of the Fortran code used to implement

L it. Subroutine PROCES is the main calling routine which

takes an input signal sample each 5 msec, along with an

estimate of the noise power, and calls the appropriate rou—

tines in order. The first routine called for each sample

point is TRPROB, which computes, for each previously saved

path ending at node J, the probability of extending the

path to new nodes which are labeled to indicate the joint

state (keystate, element state, letter state, data rate).

These probabilities are computed using the model and equa-

tions described in the previous section. Next, subroutine

PATH labels the new path extended to each new node with:

(1) the number of samples since the previous keystate

transition along that path; (2) the data rate of the new

node; (3) the identity of the element state at the new

node; (4) the identity of the letter state at the new node.

These labels are obtained from the memory function with

arguments provided by the identity of the path being extended

and the identity of the new flode to which the path is being

extended. Subroutine LIKHD is then called to compute the

likelihood of the input signal sample for each transition

under the hypothesis that that particular transition occurred .
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LIKHD maintains an array of Kalman filters for computing

this likelihood as given in Section V.A by equation (30),

and using the specific channel model described in the previous

section.

Having obtained the new path identities, transition

probabilities, and likelihoods, the posterior probability

of each new node (i.e., each path extension) is computed

using equation (26), in subroutine PROBP. Next, routine

SPROB computes the posterior probability of each keys-tate

(0,1) and each element state, and the conditional mean

estimates of the data rate, by summing over the appropriate

nodes. The MAP estimate of the keys-tate at this point is

the demodulated signal, and the conditional mean estimate

of the keystate is the (non—linear) filtered version of

the detected signal. Also the evolution of the MAP esti-

mator for the element state may be observed at this point,

and represents the decoded message with zero decoder delay.
- 

The next function to be accomplished is the saving of

paths for the next iteration. It is at this point that the

estimation algorithm becomes sub-optimal, since it is

clearly not possible to save all paths at each stage of

iteration. A technique which yields a high probability

that the correct path will always be saved obviously pro— 0

vides the best sub—optimal performance. Several techniques

for selecting the paths to save are available. - The

- simplest idea is to always save a fixed number , say --
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It was determined empirically, however, that, while

this technique does indeed give a high probability of

saving the correct path, most of the time the posterior

probabilities of many of the saved paths were very low and

need not be extended at all. At the instant of a keys-tate

transition, however , the prt L~abilities become more uniform

and it is necessary to save all the Mmax paths. The next

technique then was to save only enough paths such that the

total probability saved was equal to 
~~~~ 

subject to the

constraint that Mmax is not exceeded. Another technique

suggested by [22] is to make the number of paths saved a

function of the probability of the highest probability path,

such that when the highest probability path has a very high

probability, fewer paths are saved. Either of the last

two techniques has the attractive feature that the decoding

computational burden is adaptive to the signal-to—noise

ratio and the data rate, and the first of these was selected

for use, with the additional constraint that at least one

path for each element state is always saved. This algorithm

is coded in subroutine SAVEP .

Also in subroutine SAVEP, the saved paths and their

identities are renumbered in order of decreasing probability

and a pointer array is maintained to identify the previous

node from which the saved path was extended. Additionally ,

the parameters of the Kalman filters are reindexed to be

consistent with the new path indices. After action by

SAVEP, then, the arrays are ready for the next iteration.
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Before proceeding to the next iteration, however , the

trellis of saved paths is updated with the new saved nodes

and connected to the proper previously saved paths by using

the pointer array. Decoding and translation are accom-

plished within subroutine TRELIS by operating on the trellis

of saved paths. Decoding is done by finding the one node,

at sufficient delay, from which all successor paths origin—

ate. If no such single node exists within the trellis for

a maximum delay of 200 samples (1 second delay) then decoding

is obtained by reading the node at delay 200 which is

connected to the current highest probability path, and

all other paths not originating from this node are deleted

from the trellis. Since the text has been modeled by a

source of equiprobable, independent letters, translation

is done by a simple mapping of the decoded Morse symbols

into the proper letters and numerals.

There are three auxiliary processing routines for pre—

processing of the signal, intended to simulate the operation

of a receiver, bandpass filter and envelope detector, along

with the routine to estimate the noise power in the detected

signal and provide a zero—mean noise process. Subroutine

RCVR converts the incoming signal at carrier frequency w0
to a frequency of 1000 Hz using an 8 kHz sample rate, and

provides a single-pole 500 Hz BW band-pass filter. Sub-

routine BPFDET implements the 100 Hz bandwidth band—pass

filter by a serie — of two digital resonators centered at
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1000 Hz, and accomplishes envelope detection. The low pass
- 

* 
filter of the envelope detector is a 100 Hz bandwidth 3-

- pole Chebyshev filter. Subroutine NOISE estimates the noise

power present during a space condition by obtaining the
- 

minimum value of the envelope detected signal over a period

0 of 240 samples (1.2 seconds). This minimum value is ob—

tam ed at each 5—msec sample point and averaged. The

average is then scaled, with the scale parameter selected

empirically, to provide the estimate of z~ , the mean value

of the envelope detected output during a space. This esti-

mate is subtracted from the envelope detector output to

• 

- 

provide an approximation to a zero—mean noise process; RN,

the estimate of noise power in the detected output is then
I

given by 2u~

I -

124
- —- ~~~~~~~~~ ~~~~~~- -- .  - ~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~ ~~~~~—.-~~~~~- --—. -



- TTT~~~ TT:TT’ T~~~T T T T LL—~~~~~~~~~

IX. SIMULATION RESULTS

The Fortran coded algorithm just described has been

- programmed on a PDP-lO time sharing system, along with a

signai simulation routine to generate a Morse code message,

a routine to simulate transmitter effects, and a channel

model routine. The text generation routine selects letters

and numerals either at random or from a pre—defined text

file. The corresponding Morse code sequences are generated

by a table look—up, and the durations of each element are

randomized according to a selectable probability law. (For

the results presented here, the probability law used was a

• truncated gaussian such that no element is ever less than

16 msec or greater tlian 360 msec in duration. The variance

was selected to give the error crossover probabilities on

an element basis to correspond to the good, fair, and poor

operator defined in section III.B.) The waveform generated

by this process is used to modulate a carrier of frequency

< 4 KHZ, which is simulated by discrete—time process

sampled at 8 kflz. This carrier is then subjected to the

fading model (VII.C) and white gaussian noise of selectable

power is added. This received carrier is then input to

the receiver , bandpass filter and detection routines dis-

- 
cussed previously. The output of the envelope detector ,

0 adjusted in level by subroutine NOISE, is then input to the

main processing algorithm, PROCESS; the demodulated , decoded

~ 0~~ 00 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ --- -~~- - - - -  -- 
_ _ _~a~~_ 
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and translated results are presented on a CRT from which

hard copies may be obtained.

The overall objective of the simulation experiment is

to determine how well the finite-path suboptima]. estimator

performs relative to the optimal estimator. Since it is

not possible to code the exact optimal estimator due to

exponentially expanding memory and computation, the lower

bounds an error rate derived in Section III are used as a

basis for comparison. Secondly the performance of the tree

decoder (the term tree decoder will be used to refer to the

suboptimai finite—path estimator) relative to other simpler

techniques is to be evaluated. Finally the performance of

the tree decoder as a near—optimal demodulator for Morse— 
0

code is to be obtained and compared to the performance of

the linear matched filter with integration time equal to

the basic element duration.

A. THE IDEALIZED RAM TREE DECODER

The idealization assumptions made in Section III for

deriving the lower bounds on error rate can be obtained by

• constraining the estimation algorithm to have path branching

only at the possible transition times of a synchronous RAM

signal, and by making the input a true baseband Morse wave-

form with added white gaussian noise and no fading. This

experiment was run in order to determine the validity of

the lower bounds derived there and to obtain a data base

- 
for evaluating the sensitivity of the tree decoder to
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• non—ideal conditions. The results of this experiment are

shown in Figure 14 for the three cases of first—order and

second-order symbols and independent letters. Clearly

under these ideal conditions the lower bound is very nearly

obtainable.

Also shown for comparison are the results of demodulation

accomplished by linear matched filtering with decoding

accomplished by thresholding the durations at 2T , where P

is the basic element duration. These results show that the

demodulation provided by the tree decoder is clearly superior

to the matched filter, and that the independent letter

model is of sufficient complexity to obtain near-optimal

demodulation.

Next, the effect of lack of synchronization was obtained

by removing the branching constraint on the paths, but

still keeping the same idealized input signal. The results

are shown in Figure 15. By comparing with the results for

the synchronous case, it is obvious that at the lower SNR’s

the performance is degraded.

The next effect to be investigated was the sensitivity

to noise statistics in the estimator ’s lack of knowledge

of the true noise power. These results, snown in Table XIII,

indicate that the estimator is relatively insensitive to

incorrect estimates of noise power within a reasonable

range.
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TABLE XIII

NOISE POWER EST SENSITIVITY
• (2O wpm KAM)

SNR Est Used by Decoder (dB)

2. ~~~. ~~~. ~~ . I

TRUE % LTR Error
SNR (dE)
(100 Hz) 0

9 0 — 0 — 0

6 2 1. 1 — 1

3 9 6 5 — 5

2 — 19 — 14 14

B. THE REALISTIC HKM TREE DECODER

Although the results discussed above are of theoretical

interest since they demonstrate a high degree of correla—

tion with theory, they have little practical value in

determining the performance of the demodulator and decoder

functions under more realistic signal conditions. The

first series of tests used a RAM signal as input, in order

to correspond the results to those above for the idealized

case and to obtain a basis for comparison with the HKM

case. Table XIV shows the performance of the tree decoder ‘

as a function of the decoder constraint length (decode delay)

and as a function of the degree of optimality of the

estimator. (The degree of optimality is given by the

_ _ _ _ _ _  ~~~~~~~~~~~~~~~~~~~~~
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0 -4 TABLE XIV --

Performance of First-Order Markov Decoder vs. Decode
• Delay and Degree Of Estimator Optimality — 50 wpm RAN

- 

Decode Delay (Samples)

Degree of SNR Avg. No.
Optimality (100 Hz) of Paths 0 40 200

dB Saved - %Error %Error %Error

12 20 0 0 0

.98 9 20 9 5 5

6 20 68 45 45

12 17 0 0 0
- .95 9 17 9 5 5

-
~ 6 18 68 45 45

. 9  

12

12 12 3 3 2

.85 9 12 32 32 29
6 12 58 56 53

12 8 3 3 2
.8 9 8 38 39 36

6 8 68 67 63

parameter ~~~~ discussed above , where only enough paths

are saved such that the sum of the computed posterior path
F

probabilities > P0~~.) These results show that the 90%

131
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optimal estimator with a decode delay of 200 (1 second)

is very nearly as good the 98% optimal decoder. These

• values were selected , then , for the remaining tests . Table

XV shows the performance of the tree decoder as a function

of model complexity, and the improvement in performance

with increasing complexity at the lower SNR’s is evident.

For comparison the results for the independent letter model

are plotted in Figure 16 along with the results for the

idealized case, and the lower bound for envelope detection.

TABLE XV

PERFORMANCE OF DECODER vs. MODEL
COMPLEXITY — 90% OPTIMAL ESTIMATOR , RAM SIGNAL

DECODER MODEL

First Second Indep Avg no.
Speed SNR (dB) Order Order Char of paths
(wpm) (1.00 Hz) % Error % Error % Error Saved

12 0 0 0 14

50 9 5 4 3 15
8 14 11 5 15
7 36 30 16 16
6 46 41 35 16

9 0 0 0 8

20 6 10 6 3 8
4 12 9 6 9

3 43 38 31 9
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The next series of tests used a simulated hand-keyed

signal. as input at nominal speeds of 20 and 30 wpm. The

performance for the good , fair , and poor keying character—

istics (element error probabilities of .00143, .0149, and

.0403 respectively) was evaluated for P0~~ = .9, and decode

delay = 200 as a function of model complexity. These

results are tabulated in Table XVI. The result for the

fair sender is shown in Figure 17 along with the corres-

ponding result for the RAM signal and the theoretical

lower bound .

- TABLE XVI

-

• 

Decoder Performance For Simulated Hand—Keyed Morse

30 wpm 20 wpm
Sending SNR (dB) % Letter Avg No of % Letter Avg No of
Quality (100 Hz ) Error Paths Saved Error Paths Save~

9 3 8 1 9

Good 6 5 8 4 10
(Sending 4 36 9 6 10
Error Rate

Fair F
(Sending 4 42 10 8 11
Error Rate

9 12 11 11 12

Poor 6 13 11 13 13
(Sending 4 46 12 14 13
Error Rate 12 38 14
= 25%)
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The adaptability of the decoder to abrupt changes in

speed of transmission was next evaluated at several values

of SNR. This test was run by causing an abrupt speed

change to occur after every tenth letter. The output was

then compared to the output for the no speed change case

to obtain the extra errors introduced by the speed change . -
This increase in error caused by speed change is tabulated

in Table XVII , as a function of the magnitude of speed

change and SNR. A RAM signal was used for the 50 wpm speed,

and a fair sending operator was simulated for the 30 and

20 wpm signals.

TABLE XVII -
~

Decoder Speed Adaptability

Speed of % Error Increase Over -

SNR Previous Segment Constant Speed -

New Speed

50 30 20 H
50 — 1 2 1

9dB 30 0 — 1 - 1
20 1 0 —

50 — 2 4

8dB 30 1 — 2

20 1 1 — 

-

50 — 5 6 
1

6dB 30 4 — 4

20 4 3 —

- 
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In order to compare the decoder performance with the

performance of the MAUDE algorithm and Howe’s quasi-Bayes

decoder ( 14] , the decoder was next tested against simu—

la-ted hand-keyed signals using the same mark/space durations

that were used in Howe’s tests. The simulated signals

consisted of the following keying characteristics:

Sl - Moderate variance handkeyed : Mark—space sequence

with nominal 1-3—7 mean element duration ratios and element

standard deviation-to-mean ratio of 0.2, nominal sending

speed of 15 wpm. (~~~~~~~~, the average sending letter-error

rate = 10%).

S2 - Abrupt speed changes, low variance handkeyed :

Mark-space sequence with nominal 1-3-7 element duration

ratios and element standard deviation to mean ratios of

0.15 with abrupt nominal speed changes among 10, 15, 20

wpm rates. C!, each speed segment, = 3%).

— - 
S3 - Gradual speed change , low variance manual : Same

as S2 above, but with gradual speed changes between

approximately 10 and 20 w-pm over a period of 30 seconds.

Each of these files was used to modulate a carrier of

constant amplitude to which white gaussian noise was added

for signal-to-noise ratios of 12 dB , 9 dB, 6 dB referenced

to 100 Hz. The results of this test are shown in Table

XVIII. A comparison of these results for the high SNR

case (the only case considered by Howe) with the performance

of the quasi-Bayes and MAUDE algorithms is shown in Table

XIX.

137
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TABLE XVIII

DECODER PERFORMANCE FOR SIMULATED HAND-KEYED
MORSE USING HOWE’S MARK-SPACE FILES

File SNR (dB)
12 9 6
% Error % Error % Error

Sl 11 11 24

S2 4 6 11

S3 5 6 13

TABLE XIX

COMPARISON OF TREE DECODER WITH MAUDE AND
HOWE t S QUASI-BAYES DECODER , HIGH SNR

File Decoder Algorithm

Tree NAUDE* Quasi_Bayes*
% Error % Error % Error

Sl 11 20 8

S2 4 12 5
P 

S3 5 14 6

* Data for MAUDE & Quasi-Bayes From [14, p. 74].
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-: C. STATISTICAL SIGNIFICANCE OF EXPERIMENTAL RESULTS

The sample size used in each of the experiments des-

cribed was approximately 200 letters -. Since the sample

szze is greater than 30 , and since each experiment was

• 

- - 

performed under well—controlled conditions, the outcome

of each experiment (proportion of letter errors) may be

reasonably assumed to be a sample point arising from a

gaussian density. Under this assumption , the following

-

• ~
- ¶ 1 90% confidence intervals (23] are applicable (Table XX).

TABLE XX
- 90%-CONFIDENCE INTERVAL FOR EXPERIMENTAL RESULTS

MEASURED EXPERIMENTAL 90% CONFIDENCE
ERROR RATE INTERVAL

5% 3%— 8%

10% 7%—14%

15% ll%—l9%

20% 15%—26%

25% 20%—3l%

30% 24%—36%

I
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- - While the relatively small sample size of 200 letters is
- 

adequate for the well-controlled simulation experiments,

- 

- 
because of the consistency of the input signals, a much

larger sample size would be required for testing against

-

~ 
- actual data. Because of the lengthy processing time

required on the PDP-lO implementation (one minute of data

requires approximately 20 minutes of processing time),

however , it was not feasible to obtain large quantities

of test data against actual signals. The following field

results given in Tables XXI and XXII, therefore should be

considered a proof of feasibility of the tree—decoder , but

- not necessarily typical of results to be expected under a

wide range of signal and keying characteristics.

I - -

— I

I: ;
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X. PRELIMINARY RESULTS FROM FIELD DATA

In order to obtain an estimate of the projected

performance of the tree decoder under actual signal and

channel conditions, the algorithm was tested against several

tape recordings of signals made in the field. Analog tape

recordings ,f the output of a receiver using a 4 kHz IF

band width wLth fast-attack , moderate-speed decay (approx.

200 msec) AGC were made. These tapes were digitized using

a sample rate of 8 kHz. Each cut is approximately 50

seconds in duration, resulting in a relatively small, but

significant, data base for analysis. The text in each case

was context-free, and all signals were of sufficiently high

signal—to-noise ratio so that the true transmitted text

could be recovered from the detected output. The results

of these tests are shown in Tables XXI and XXII

for the RAM and HKM signals respectively.

TABLE XXI

PERFORMANCE OF TREE DECODER AGAINST
ACTUAL SIGNALS , RAM SENDER

Sample Data Rate Avg SNR (dB) Letter Error
(wpm) (100 Hz) (%)

1 35 20 1%

2 30 16 2%
3 28 16 1% - 

-

4 32 18 10%
- 

5 30 20 8%

_ _  -~~~~-- --~~~~---- - _ - - - - • — - -
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TABLE XXII

PERFORMANCE OF TREE DECODER AGAINST
ACTUAL SIGNALS, HKM SENDER

Sample Data Rate Avg SNR (dB) Letter Error
- (wpm) (100 Hz) (%)

1 18 20 4
— 

2 16 16 3

— 3 22 18 15
- 

I 

4 20 20 8

The disappointing results for samples 4 and 5 of the

RAM signals are attributed to two effects observed on these

cuts. Sample 4 contains several long sequences of high—

level “static” or “burst” noise, which appear in the

envelope—detected output as energy which is inseparable

from true marks of the desired signal. Although these

false marks are of lower level than the actual signal ,

the algorithm assumes that they are faded marks of the

incoming signal and demodulates them as such. Although

the algorithm successfully rejects many of the shorter

spurious marks because they are inconsistent with the

speed of transmission , enough are accepted as valid marks

to cause the error rate to be high.
- 

-
~ 

- 

In the case of sample 5, all of the errors are attributed

to a low level Morse interferer which becomes predominant

when the desired signal is in a word space or pause condition.
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During these times, the receiver gain is not controlled

by the relatively high-level desired signal , and the under-

• lying interferer is of sufficient SNR (approx. 8 dB) to

be demodulated by the tree decoder algorithm.

• For the HKM cuts , the comparatively high error rates

for samples 3 and 4 are attributed to the same type of
-

~ interference/AGC effect discussed above, although in sample

3 the interferer is one l~g of an FSR teletype signal. For

all the HKM cuts , the sending quality is rated as good—to—fair.

~ I

-~~~~

- 

~1II
- II

~
f
_ _ _ _  
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XI. SUMMARY AND CONCLUSIONS

The extinction of communication by Morse telegraphy

has been repeatedly predicted aperiodically since about

1950. While the commercial use of this mode of communica—

tions is virtually nonexistent in the U.S., except for some

maritime services, it is still used in the military services

of many countries. The reliability of Morse links is

well-known and long—distance communication , particularly at

HF, is possible under conditions of interference and atmos-

pherics which would render other means of communication

useless. The simplicity, reliability, and efficiency of

the receiver (the human mind) preclude extinction of this

oldest form of successful electrical communications.

Radio communication between two persons using Morse

code is a distinctly human process, involving nuances of

code variations and tacitly assumed conventions between

the communicators, which make machine transcription of

the human-sent code particularly difficult .  The theoretical

development of a unified structure for modeling a Morse

message (not just the code itself) presented in this report
- • t shows how the various aspects of linguistic context,

formatting, individualistic operator sending peculiarities ,

and code symbol dependencies may be combined in the design

of an optimal Morse translator. As a practical example of

modeling of the Morse message within this structure, a

144
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model for independent equally-likely letter messages was

derived , and the resulting decoder was tested against a

variety of simulated and actual Morse messages.

The results of the simulations show that the error

rate of the idealized RAM decoder (Fig. 14,15] approaches

the theoretical lower bound for the gaussian channel ,

derived from coding theory arguments, and that the increase

in performance compared to a linear dot—matched filter can

be significant at low signal-to—noise ratios. Secondly ,

the performance of the HKM decoder using envelope detection

[Fig. 16] was demonstrated to be only moderately sensitive

to the r~on—gaussian nature of the noise statistics at the

output of the envelope detector, for SNR’s above approxi-

mately 4 dB in 100 Hz. Finally the performance of the HKM

tree decoder against simulated hand-keyed Morse (Fig. 17]

shows that, under these laboratory conditions, the tree

decoder can be expected to provide an error rate no worse
— 

than that of a human transcriber for: (1) output copy with

an acceptable error of 10% or less; (2) independent equally—

likely letter messages. In comparison with the MAUDE

algorithm, [Table XIX] the tree decoder shows a significant

decrease in error rate on the simulated data, while in

comparison with Howe’s Quasi-Bayes decoder the error rates

are about the same.

These results show that for the case of random letter

text, the performance of a human operator can be very nearly

obtained by optimal non—linear processing techniques. The 

_ _•
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estimation algorithm derived in this investigation is

adaptive to speed changes , varying noise levels and fading

signals and has performed for approximately 90 hours of

running time (approximately 21,000 characters total) without

exhibiting any noticable signs of divergence or instability.

The computational burden is severe, however , and for prac-

tical use would require possibly a pipe-lined approach

with digital hardware under microprocessor control.

The strength of the tree decoder for random letters

lies primarily in its use of the Morse code structure to

perform channel decoding, i.e., demodulation , and secon—

darily in its use of the structure to accomplish source

decoding. For contextual messages, however, a well-

constructed model of the linguistics, semantics, ad format

embodied in the structure of an appropriate 
~~ 

text function,

describing the evolution of the message states as a finite

state machine, would add significantly to the error-correction

capability of the decoder. To the extent that such a function

can accurately describe the Morse message linguistically ,

the error-rate for contextual messages may be made to

approach that for the human operator. As such, the parallel

between the problems of Morse translation and automatic

speech understanding is evident and therein lies the rub,

and perhaps, the solution.
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APPENDIX

SAMPLES OF OUTPUT DATA

I. In order to obtain an intuitive appeal for the errors

produced by the tree decoder, several examples of

output copy are shown below for various levels of
- 

- 
keying quality and signal—to—noise ratios. Errors

- ~~
- are indicated by an underline.

A. 50 wpm, RAM , 12 dB SNR:

A LAZY BROWN DOG JUMPED OVER 2 LOGS

ON A SUNNY SUNDAY AFTERNOON

B. 20 wpm, Fair Key, 9 dB SNR:

A LAZY BROWN DOG JU .ED OVF 2 LOGS

P 
ON I SUNNY SUNDAY ANTERNOON

C. 20 wpm, Fair Key, 6 dB SNR:

A LS7 BORWN DOZ JUMPED JHF 2 LOGS

ON A SUNNY SUDDAS AFDRNOON

D. 20 wpxn , Fair Key , 6 dB SNR (same as C. ,  but with h
a different noise sequence):

A LSZY BROWN DOZ JUMPED OVEL 2 LOGS

ON A SUNNY IUTSANO AFTEGNOON
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E. 20 wpm, Fair Key, 4 dB SNR

V LAZX HROWN DUD JUMPED JVEL IMI

L OGS ON A SUNNY IM6ACN AFORNOON

F. 15 wpm, RAM, 12 dB SNR

CWA6 DE LAB lAW THE QUICK GREY FOX

JUMPED OVER THE LAZY BROWN DOG ON A

SUNNY SUMMER AFTERNOON . THIS IS A

TEST. VVV JVXI JGBA GBEY IQNH

OPRP CIPU URUC RHIC MUJX SKYQ

G. 15 wpm, Fair Key, 12 dB SNR

CWA6 DE HHH lAW THE QUICK GREY FOX

JUMPL OVER THE LAZY BROWN NROGON

ASUNNY SUMMER AFTERNGON. 61S IS A

NSCK VVV JVXI JGBA GBEY IHIB

OPRP CIPU UKUC RMIC MUJX SKYQ

II. 15 wpm, Fair Key, 6 dB SNR

C%A6 DE 5HH lAW 5E QUICO GREY FOX

JUMPED OHER T5 LAZY B5OW5 NROG QN

ASUNNY SUMMER AFTERNOON 651S A

• NSCK WV JVXI JGBA GBE3SHIH OPRAS
- I 

CIPU SKUC RHIC MUJX SKYQ
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II. The waveforms shown in the following Figures (Fig.

18) are provided to give a visual appeal to the quality

of the signals processed by the tree decoder. In

each figure the in put Morse keying signal is on line

a. Immediately underneath, on line b is the output of

the envelope detector after the carrier has bee’b----~

modulated by the keying signal, additive noise applied , 
-

filtered and finally detected. On line c is the

detected signal, after downsampling to 200 Hz and

adjusted in level by subroutine NOISE. The output of

the zero—delay MAP estimate of the keystate (the

demodulated signal) is on line d. These waveforms are

the result of processing message E. above. Note that

although the demodulated output in many cases is not

correct, the correct letter is still decoded , because

of the soft decisions utilized in the tree—decoder. 
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COMPUTER PROGRAMS

00 100 I~~T~~G~ R ELM~4AT ,XH AT
002~ 0 0XM~ NST0N S1(Sla),S2 (512),S3(512)

DIMENSTON
00400 0*14 RN/ .1/

P414 NP/~~/

0~~7 CALL Ir-IZIL
00400 CALL INPUTL

I 00 ~ r4*1 ,5I~03 3
@L200 CALL
0130 0

CALL ~CVR(ZStG,ZRCV )
CALL ~PFflET(ZRCV.ZUE1)

016~~ IJP,hlP.I
tF (r-i P.LT,4g ) tiC TO 3

01’~~002000 CALL ~~~~~~~~~~~~~~~~~
CALL PR QCES(1.,RN ,X kAT ,PX,~~LMH4T ,LTRHAT)

3 C0NTINU~0230~ 
-

02400
CALL STAT3CZDET ,Z .Px ,x~~AT ,st,S2,S3.S4,N)

2
CALL OI $PLA (S1,S2,S3,SLI )

028~~3~~~ 

—

c~i ro I
03Q~-4~ SIC’P

E~~0

flrr T g
~~i~~,. ~~~~~~~~~~ ~~~~~~~~~~~~~ ..DE.)1 RVA1[A~5LL WPY
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00100 SU9ROUTINE i’JPUTL
0J200 DIM~NSt0N ES~PC6),~ DE V (6)

C0MMON /8LXI/TAU/~ LI(6/DMEAN .XDUR ,ESEP,EDEV
034~~ C0Ms0N/$Lø~2/WC, ~C~~tRP , A StG MA, BSIr,MA,PIP4ISGM,
00SI.30 2~ SISM ,TCHI~~P,GAM MA

OA TA TA~~/.c0~~125/ ,E3EP/1,3 ,1,3.7.
DA T A X 0 J ~~j’ I-4 ,/

TYPE i 0~
ELEM

AC CE I
T Y PE t5~ OF.VX ATIONS’)
ACC E PT
FOR MA T ( 7F~
TYPE 3r i~

01~~
-
~~ 30~ ~~~~1A T ( t X , I~~PUT S IG PA PM 3 ~. £VAR .BVA P ,FC HIRP .TCt4IRP ,PI4TVAR’ )

TCHIQP.P’4IVAR
T Y P E  q- ~~~~,

eat- i”  Q-d~O P~lA T Ct X , V’IP’iT SYG PA ~~M S :  GAMM A ,FRED,NOISE’)
ACCE P T 2~ e,GA MMA,FC,~~NOISE023~~ !G~1A u St~~T (A liAR)

o~s~ -38TG MA r3RT( ~ v A p)
• II M IS )RT (PiIVAk )

021~~ ~S TG 9 3 S ( R T ( R ? ’ 0 t ~~E )

C~iE*Na12c’-O ./RATE• 0 3’3-10 ,
~C:~~.2 33 1 9* F C
~CH 1 z b ,283 1~~*FC~-4 tR P

T F ( E 5 ( 1 ) , ’€ ,~~.) GO TO 5~~035~~ E.~E~~C t ) : 1 .
E S E P C 2 ) a 3 . —

FP~~3) :t ,
~~S~~PC 4)I3 ,

ESE P f ~,) : I 4 , 
-BF.SUAVAILABE.E COPY

54~ ~Ei’U P- i
p441JQ1
045 ~
Ø4~~4i~

1~

s~~~PIj L~!I’J ~ P’~ITL
¶ D IM E~~~~ST. J? ~ L4ST(4 ),IL I(1~~),tL A r’~~CA )

— ~ 5’J ’~ ru -’EN S’Y-’ FLEMTR (I~~,4),~~TRAh S(c,2),ISX (~ )
flI!1E~~St O ~ ~ E F C ~~~~~~~~, b ) , L T P M A P C I~ V~) , I A L P M ( 7 0 )
)!-1 E~ STO~’ MO~~I ( b . b ) , M E M P R ( , , ~~ ) D X I ~L A I \ J J ( ( 4~~~~)
OX ”IENSIIJ N 1A Q R A Y t ~~),tTEXT (~~~~)

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ ILA ~~I ~ ILAM X
t
~~

hj 7 lrj i ~~~~~~~~~~~~~~~~~~~~~~~;~‘~,c ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
C ’ ~ l L T h / ,~~ ~~~~~~~~~~~~~~~~~~~~
~~~~~~~~~~~~~~~~~~~~~~~ tAL ~~-s ,

____________________ _________________ - - ~~~~~~~~~~~~~~~~~~~~~~ - — - —~~~~~~~~~~~~~~~,
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•1 06 100 COMiION/BL~~TXT /tTEXT

063 00 P A T A  ~~~~~~~~~~~~~~~~~~~
~~~64Q’ 0 UuTA MEMFCN,9,11,13 ,I5,9,11,13,15 ,9,0,11,0.13 ,0,15,0,

2 3d 4*0 ,
0b60~ 2 1 4,t 2 , l 4, 16 ,1~5,12, t4 , l6 ,0,1- ~1,0,12,0 ,14 ,0,16 ,384 *0 ,
067~30 2 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~06800 2 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

2 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

2 0 , -2 ) ,  ,8 ,4 ,1-I,8, 8 ,4 ,4 ,384* 0/
o7 t o~a

OA TA IF~Lt~ST /1,2,3,4,5,6,7,fi ,9, t- ~,11,12,2 I3,t’4,15 ,t~~,384*0/
0414 1LAM I/3, 4,5,b,3,4,5,6, 1, 2,1,2,1,2,1,2/

0lS-34
~ 

C A T A  ILs 4X /t,I,ø ,0,0,0/
016 -~~ ~~

0*14 LIR~~4P/3 , M-, S, 6,3,4,5, ~~, 1,?, 1 • 2 ,  1,2,1,2, 384*0/
‘C’ , ‘ f l’ , ‘E’, ‘F’, ‘G’,

21 ~10 2 • ‘~c 
• I ’L ,  ‘1’~ ‘N’, ‘0’, ‘P , , ‘

~~ 
, S , 1’ , ‘U’ ,

2 ‘v ’, ‘W ,  ‘X ’ , ‘ Y ’ , Z’ , ‘1’, 2’ , 3~~ 5 ,
2 ‘3’ , ‘9’ , S~~~• • ; g 5 

p , , ~~~ 
0~ ‘Ic • 

~~~~, ~ 
AS~~ SN ,

2

2

C A T A  Ic3 L~. N K / U C ~~*0/

g8~~~g
DAT A ELEM1R/ ,55,.5.,5,.5 , , S~~,,5,,S.,5,8*0,,

2
• 2 ~~~~~~~5 5 4 q~~3 q ~~1 9?3 9~~3 9 c 95,

09t~-~j 0  2
2
~

D A T A  ~ TRA r~S/, 1, .2, .4,  .2, .1,. i~~, .2 , .3, , ,, 15/
09a~~0 ~A IA ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

2 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
— 098~i~ 2

D A T A ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
I ~~ ö0 2 1 • I , , 0 , ~ , , I , I , , , 2) , ~ , , I , , 0 ,2) .0 /
Ito
I02-~~

)
0PE f-~(u’IIT= ,F!L~~:’M0R5EM’)
D~) I~ t~~1 , 3~~~

3~3 
C I a ~R PA Y ~~~) ,~(11, 8)  

BES~. AVA RA~E copy
12 II

LTW~~4P (I)~ 
TMP~)*Y (1 )

I t L  MS T ( I) A R W A Y  (
~~)

111 ~~ IF C ( T t L - I S T  ?~I) ,F~~ , 7~ .0W , CIELr’ST CI) ,EQ ,3))
112,1,9) 2

!-~- ( (IEL~~3TC!),PG ,~~),c!W.(IELM STr fl,Ea,4~~)
2

ii~~’-~ 1~’ C ) ~~T T - UE

I j F I ~A ~~~~~ F L L ~~ ~~:.

I j ~~vj ’~ (
~~F~~ft ’j T : .~j ,F t LFs ’(J II TP ~J T ’ )
r’~ ~~~ T z t ,  3 i ~~

I2~’ • •~c’ ~ A~ t T E ( 2 ’ , 4 A ) (~~E~~FC~~(I ,~~) , Y s t , 6 )
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12300 -

So C0NT!i~IJE 
-

- 12500 ~~ 0 F I L E  23 -

12600
12700 OP (UNIT ~ 2~~,FILE s TEX T ) 

- -

• 1283 0 DO b ô I s 1 , 1~~i -

12900 REAO(2 ~~,7~~) ITE X ICI ) 
-

13000 10 FORMAT (12)
131~~0 CONT I NUE

- - t322-~ E’~oFILE 2~
:- - 133o0 -

RETURN
- 1350 0 END 
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001~~0 SU8ROU T IN E SI~lSr,I(X ,StG)
0020 0 

-

003~~0 CQ M HOt ~i/ S L K 1 / T A u
03400 CQMM0N/3LK2/’MC,~~CNIRP ,A 3IGMA ,~lqIr,M4,P H! SGM ,
0~~5eø 2~~sIGM ,rcMIw p ,GA ~~MA

D A T A  X L A S T / I , ./ , B E TA / 1 - ,/
007 00 D A T A  A M P I t ,/ ,6 F A0 E /~~./ ,T HETA ,0 ,/, PH I/~~,/008~,0

~UR :6ETA
010.~

) CALL i~EY iii~f~,X)
01100

013 0d~
I XL A5TsX

015c~3 CALL R A - )
~~C~~,1, 3., AS t ~~1A )

01600 A M Pa A M P + t K*~
017~~0 I F (A ~l? ,LT ,,~~t )  AMP: ,C) 1
01830

CA LL ~~~~~~~~~~~~~~~~~~~~~~
020~~0 a FA O E 2 G A 1A*~~~A O E$I~
O2lki Q’
0220-2 ) A M Pa $A M P+~ FAr E
02300 t FCAMP ~~.L T .z,~~~l) ADE :0.2)2I_AM P
02400 A IIP,j aAMP+8 F41 ) E

IUUR st 2).*TA ~J *b E TA
02600 W CM ~ P3~~*W C~~IRP *EX PC- .TDUR/T C I~4 IR P )

— 02700 Tt4ET A :Tr$ETA+C-~C+WC~ WP )*TAU
ThETAsA r1O DCT~~~IA ,6,2S31’)

03000 CA LL RA N ( i, 1 ,
1
~) . ,P HT S t iM )

PMIgP’4I+T Ic*~P4 
-

03200 Pi~!~~A r 40 O ( P HI , D , 2 83t 9 )
— 03300 —

I 

- - 5~ r,IX* -~PB*ST:~CI’4ETA +PHI) B~S1 AVA~A~ ct~r
036~~’ C4 LL R4 N’ ) NC Z ~~,1,~~, ,RS IGM)
037~~0 S IG ;Sj G .Z \ t
03~io0

04 1~?2 RET URN
04 2-~~ END
~~~3~i~j

Sti f~
,
~OUTI~-E ~~~~ rou r~, x)

Ø45t~0 D~~~~~~
I U ,

~ ESEPC6 ),EOEV (6).MCRSE(Ic,,-a0)r~ir-~~~ST in ~t T QI~T t S ~~~~.t 5 Y L ( 6 ) 9 I T F ~~T (?~IP)
C L M M ( /~ L~KE~ O/ IE~,W

O4 SQj~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~04900 CU~~~0N/~~I ~~~x T / t T E x T
2) 50~~ r~~T1 I~~~/ 1 i1 i10-~~02 /
2)5100 C~~T~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
~~~~~ ‘~a T A  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
?S3~~-A 2 2 , i , 1, 1,1 , 3 , 1, ~‘t ,? , 4,2,3, 1 ,3 • 1 ,3,1 , • -1,0 ,
05 ~~~~ 2 ~ , 3 , 

j , 3 . 1 , ‘ , ~ • , . . , ~ ,o , 1, r~ , 0 , ~ , o , ~-
• ~5S- .~ 

-
~~~ , 3 , 1 , 3 ,2 , 3 , 1 , , -

~~ , .2 ,3 ,2,3 . ¶ • -
~ , 0 , ~4 ~~ Ci~~ 0

2 1 , 3 , 1 , 3 , ‘ • 3 , ¶ , -
~~ • , • • 3 , ¶ -

~ 
r~ • 0 , ~ ,

0 57 ? .1 2 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
~5R~~ 2 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
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2 t , 3,2,3 ,1, 0,-’ ,0,0,0,1, 3 ,1 ,3 ,1, 0,C) ,0,0,0,
2 2 , ,2),2),0 , g ,0,1, 3 ,t, 3 ,2,0,o , ,O ,0,

~6300 2 i , 3 , t , 3 , 1 , 3 ,2 , 0 , 2) ,0 ,1 , 3 , ? , 3 , 2 ,2 ) , 0 , 0 ,0 , 0 ,
2 2 ,3 ,1, 3 ,1, 3 ,2,0,0 ,0,2,3 ,t ,3 , 2 ,3 ,2,,’,ct ,o ,
2 2,3,2 ,3 ,t, 3 ,1 ,0,0,0,1, 3 ,2 ,3,2 , 3,2,3,2,0,
2 1, 3 ,1, 3 ,2 ,3,2,3,2,0,1 ,3 , I , 3 ,j, 3,2,3,2,?,
2 1, 3 ,1, 3 ,t, 3 ,I ,3 ,2,2’,t, 3 ,t, 3 ,1,3 ,1, 3 ,1 ,e ,

06803 2 2,3,1 ,3,1 ,3,1 ,3,1 ,0,2,3,2,3,t, 3,1.3,1 ,0,
06900 2 2 , 3 ,2 ,3,2,3 ,1, 3,1 ,0,2,3 ,2 ,3 ,?,3,2,3,I,0,
07 000 2 2 ,3 ,?,3 ,2,3 ,2,3 ,?,0,a3*~~,
07100 DA TA I SY M B L / 1H ,,I~4~~,tH ,1P 4/ ,1 M 7 , 1~~\/
07200
0730-i B E T A a 1 ’~~~ .*T A U *Dt J R
07400 IF (~3EIA ,L T, X~~UR~ GO TO ~oo
07500 LM ~~ JELl 1 ,1
076~i0 T~~LM I M O R S E ( r FL M ,LTR)
0772 0 TFC IE L ~~.NE ,O) GO TO 12)2)
01800

07900 YaPAN (~~~)
08000 IEL~~*~i

IfC Y ,GT .,-9) IEL~~:5
IF ((Y.LE .,Q),A~~D , ( Y ,GT ,,~~)) !ELM.6 -

08 3-4 0 Y~~R A N ( I~.)

‘38530 Iv:’,’
08600

GJ T O 1-3~
~JL. T~~: NI. T I
L T~~: I T F. XI ( NL T R)
I F C L I W .EQ .~~) tEL~’:4
IF (LT~~.Er~,37) !EL’1:5

0932~ tFftTR ,~~O ,3d) XEL :1:6
N L T k :~~L T P + 1
LT P I IT Ex T C N L TR )

- -

!CuT (;s,)aTSv ,1t~L (IELM )
0990-2) I F C N .LT .3V ~~) GO T~ 110 - -

1 E4 3 : 1  -

1036-2 ) Tv P F ~ ~~~~
F~~~,A TC ,,/, 1y ,’~ ~~ r) OF RLj’~; I~~Pt )I D AT A  W A S : ,/)

t ’~ 
‘( 2 1~~~~~~t~~~J

~ 15 ( t c — t ) * 5 0 . I
107-3~’ TIDE 1 , f I~~LT( L) ,L: tq ,t~~)

1400 FO A T ~~/ , jx ,5 ,&A 1)  
1€

A CC ~ . PT ~~~~~~~~~
11 2 ~

11~ ES~~~~~EL~~):OMEA ~4
I14~~? X 3 t G ~4z~~C € V ( I F L’- 1*Gr”EAN

1 8~S~ ~~~~x , ~~~~~~~~~~~
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00 102) SU8R0LJTI~4L OISPLA CS1,S2 ,S3,S4)
002.~) DIMENSIO N S1 (512),S2 (5t2),S3 (512),S4C51 2)
00300 C.~LL ~W 4Si
004-2)0 CA LL PL C T R C S I ,512, 0,XM ,a0 0)
OOSOCI CALL PLOTR(52,512,0, XM ,275)

CALL PLCI Ti~~53 ,5t2,t, 1 ,, 150)
007-2)0 CA LL PL0T~~CS4 ,5 12 ,0,XM .40)
00800 CAL L V I E ~~J ( t ’)

00900 A C CEP T 1~~~h,J ,~~A IT
1 100 F U R r - 1 A T ( A 5 )

01102 ‘~ET~ R”j
01230 END
01303

01i43

017 S ’ J A R C J T I N E  ~ T A T S C X ! - - 1  , X IN 2 , X 1N 3 . X pJ 4 , S 1 ,
018 J2) a ~2, S3 ,S4 ,~ ’)

F 023J6 D I4 ~ N~~!3~ SI (512),S2~~5t2 ),S3(Sj2),S4(512)
321~~Q’
32230

-; ‘~~-
3 - -~ S3(~~):xI~~3

02S~~3 Si l ( Is.) : X 7~ 44
0262)0
0272)2) R~~Tt.j P N
324-3 0 E~4 D
029-40

-

2 ) 3 1 MI

0321 0 Su~~~U uTI N ~ A U T O C R C S 5, RS)

034- 12) O I M S~ O~ ~~ ( 5 I 2 ) .~~3 ( S l 2 ) , S ( 1 0 0 0 ) , R S 1 C500 )

~ A T A  S/ I- e~ ,/,XN/4 ,/
Ø37-:~02)3 ~$

04~~~~~~~0 Ci~ t~~ ~~~~~~~S(T) ‘35(1) -;

CU I I NUE

~)L) 2’~~~ 1 .5~~
’
~~’L,0 304 ~* t , S~~~

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~

C Q ~~
‘ I I ‘-.

•t I-
~~
0 ~~ Q ~~~ - •A t : 1 ,52 )~

4~~4 CJ~~TINLE .

‘ft T~jRN

BEST AVAftAB~E COPY
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00100 SUIIROUIINE P~~OCE S (Z ,WN, Xk-4A1 ,PX,EL MHA T ,LTRHAT)
00200
00300 C***e******************’,***a**************a**:****************
00400 C
OOSOL3 C THIS 3U 8ROU T IN E IM PLEM ENT S THE PROCESSING A L G Q RI TM M
006c30 C FOR JOINT DEMODULA TION ,DECU DING ,ANO TRAN SLA TION OF
00700 C THE R ECEI V ED M ORS E PROCt .SS. IT T A K E S  I~~~ 

A NEW MEA SURE~
008~~0 C ME~~r.z,ap T~~f OE T~~r.TE,) SIGNAL EVERY s MSEC A~~D PRO—
00900 C DUCES AN ESTD’ATE OF THE CURRENT KEYST#TE ,ELEMENT
OIOOO C STA TE ,A”lO L~.TTE~ OF THE RECEIVE D SIGNAL.
011 00 C

- - 012 C DEFINITIONS OF VARI ABL E NAMES :
0 13 00 C INPUT SAM PLE OF DETECT!,) SIGNAL
01 40-3 C ~~~~~ T’~PUT NCTSE PQ~ E~ ESTIMATE
01S~ 0 C Y M A T .  O UT PUT ES T I MA T E  OF K E Y S T A T E
01603 C ELM—sAT - . -1UTP-JT ESTIMA TE CF ELETMEN T STAIC
01703 C LT R i- S A T—  ‘) t j TPU T  ESTI f r~4 T E  Of LETT~~W STATE
0 140 0 C
019-30 C ISAV E— -so , OF PR~~VT ’JUS PAT~-sS S A V E’~020~~ C IPA TH— Tr~ENTI TY QF SAVED PATH
021€)0 C LA~~0~

)A( I)—tDF~~IITY ~F L T~ ST ATE OF SA~~E~) PATH I
02240 C DJR (fl- . O i j P AT~~~~C\ ~ 3F ELEMENT ON PAT H I
023~ 0 C ILRA TEt I)— Tr!~~TITV OF DATA RA T E 0~ PATH I
0242 )0 C PI~~(t , N). CL)MPUTE,) TPAN S pRQ~ FR~~ PAT H I TO STATE N
0250- i  C LA M S A V ( J ) - . I J E N T IT Y  OF LIR STATE AT NEW NODE J

C I L R - S A V ( J ) - . T r ) € - 1 I T y  OF D A T A  RA T E  AT  NE~~~ NODE J
027~~ C LPc I- i o(J).  LI~~ELIP-iOOD VA LUE FOR NODE J
02~~~00 C P(J). COMPUTEC PQ5TEPIr~D PROR 0F PATH
029~ C, C ENDING AT NE~ NO0~ 4

C PSE LE~~(- ~) — CQ~~P UTEQ PO3T E RIOQ PRO 3 OF ELEM ~
031-2 )0 C 5Pr)~tAT —CO~~) MEAN ESTIMA TE QF INSTAN T DATA RATE
032-0~ C PX— POSTERIOR PRC~ THAT S EYSTATE EQUA LS I
03300 C
0.34~~3 C THE FOLLOHI ’~G Su~3ROUIINE5 ARE UTILIZED:

~35~~
-2) C T~~PRO8 COMPUTES TRANSTT !ON PRO~~AATL !TIES036~~ ~ P AT H— COMPUTES IDENTITY OF NEM PATHS

?37~ 0 C L [~~i~ — CO’~P1JTES THE LI~~ELIMOOD OF EACH PAT H EXTENSION
038-~3 C ~~ O~ P— CO~~~

!JTES POSTERIOR PP’v s CF EACH MEH PAT H
039~-i:~ ~ 

S.~RJ~ -. ru MPUTES POSTERIOk PRQ~~3 ,)F EAC H STATE

~~~~~~~~~~~ c 5,~V~~-. S A V t S  THE HIGHEST PRDt3 PATHS
C f

~~ELT3— FUR MS a TRELTS OF SAVED PA THS
04232) C T~~ANSL- TQAN SL cTES T~~E LE”~:R ESTIMATE
0’43 0i C
04433 C ALL TA 5~LE5 ~)F CCN~~rAN TS AR E STOHEU IN COMMON ,
04S2)~ C
2 )46 o3 C * a * * * * * * * * * * * * * *a * , * * * * * * * * * * * * * * * * * * * * * * * * * * * *a * * * *a a * * * * ~~***
~~47j~~

~tA L  L~
(,4D

Z I - ,T EGE P E L M MA T ,X H A T ,P A T H S V .S DRT
~~1~~E1~SIf~ LA AC2S ),OURC ).ILR A TE 25),PIN(?5,32))

05 1- ~~ QI~~ENSTC)N LA M SA V ( 7S0),OURS~~V ( 750),TLR $A V C 750)
DI~~E~~ST ~~ L~~4D (7S31 ,P(750),PSELE’5(6)

0530-~’~ O1’~E\ ~~iJ~ PATP- .Sv ( 25 ) , S Q RT ( ? 5 )

0414 LSAVE,25/
“)ATA L R O ~~i~25*~~/1,~Ta 1 L T ~ ,5*t~),’~,*?;l,5*i ’ ,S*I4CA ,5e50/
~ A T A  P/ 1~~4*~~,/

05 4-~-’
~~~T 4 L~~M S A V / 7 5 ~~* S / , D I J R /2 S * 1 0 2) 0./

167 
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I - i
06tr~30 DATA ILRSAV/75i*20/,PATh $V,25*5/ -

06230
06300
06430 C FOR EACH SAVED PATH , COMPUTE:
o~~soo C TR A I-’~SITIDN PRO RA~~IL1TV TO NEW STATE CTRPROB)J
066-3~ C ICENTITY OF EMC H NE~ PATH EXTENDED (PATH);
06701 C LIKELIHOOD OF EACH STATE EXTENSION (LI~~HO):
0b 800 C
069-32) C 

-

DO 10~ I:t.~~S4VE
IPATI-4.I

0723 -~
073-40 CALL TRPPO~~(IPATH ,LAM aOA ~~~),DUR (T),ILRATEC!), PIN

CALL PAT H(t~~ATPl ,LA M~ flA (I) ,DUP (I) , !LRATE (I),LAMSAV ,OURSAV, ILR ,
075-2)’! CALL LTf(HD(Z,RN ,TP A TH ,L AM 8DACI ),00R(I),
07~~00 2 ILPA TE (X),PIN .LKHD )

27800 t -~i0 CONTINUE -

C NA ~~INc~ Op~T A I N E O  A LL N E~~ PA THS, COM PUT E:
3 8 ! 0- ~ C POS T E R IO R P RObAL ~TL ITY OF EA CH NEW PA TH (PROBP)i
08200 C P1JSTE~~!OR PPOBa ~~IL t TY  OF KEYSATE ,ELEM STATE ,
0830-2) C CON DITIONA L lEAN ESTIMATE OF SPEED (SPROe);
084 00 C

08631 CALL PROBPtP, PIN ,ISAVE ,LK p-sfl)
C ALL SPRO3 (P ,ISA VE,I LRSAV ,PEL M ,PO4AT ,

2 SPC ’-IAT,PX )

~92) -3~ X H A i T ’ O
!F (PX .GT ,0,5) XP IA T:t

0 9 2- - i2) C 
-

0~~3-~~ C SAV E T’~E PAT HS ~tT H HIGHEST PROBA~~!L!T Y,A NO
~ STORE T;HE V A LUES CO RR ESPONDI NG TO T HESE PATHS :

~‘9~~~~~’ C

096~ 0 CALL SAVE P(P ,PA THSV .ISAVE ,TM A X ,L AM SAV ,DU R S A V ,
2 ILRSA ~’,LAM ~~DA ,NJR ,!LR ATE, S ORT)

2)9752) r,O TO I
TYPE 1-~~0.Z

1 300 FD~ rsAT (//, (*x ,F1~3 ,7,I)
1~iQ1~ 2) O( 1 I~~:I,t5AV El Z l u O  T Y PE 11~~ ’, I~~.P(I~-~),PATPiSv( IN ),LAMI3O A (TN), flUP (tN),!LPATE (IN)
10200 2 ,L~~M O ( 5 O R T ( IN))
1’,~3c~ 1j~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 2X ,13 .2X, F10 .7)

1 CtJ~-T I NtI E

1 360~ C
C IJP DAT E TRELL IS ~ rTH 

~-E’~ S A V E D  MCDES ,A NO
t~~~~o C O~~TA t -~ LFTTEP STA TE ESTIM ATE:
1z 92)-~

, C
11 _

~~0 C~~LL T~~E I S (!SAVE,PAT HSV ,LAMH0 4 ,!MAX)
111 ?
I 122J~ 27~
11 3 -?-~
I tL4 ~~~~ Z

• t1S2 -~’

BEST AVAILABLE COPY
1 19~~ 168
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1230o S~jPR OUTINE TPPROB(XP ,L AM BDA ,DUP ,XLPATE ,P)
12402
12500 C****a**********a*****-~i************a*****a*********-~***a*********
1 26 0 0  C

127co0 C THIS 3U43R0U11N! CO MPUTES THE T PANS IT T O N PRDBA6 ILITY
12fi00 C FROM S A V E U  PA T I IP TV EACH STATE N AN D STORES THE
12~ 00 C RESULT I~1 P (IP ,N),
t3 c~-2)0 C
13100 C VAR IAJ 3 LES
13200 C IP— INPUT SA V E D PATH IDENT ITY
13300 C LAM~~rA— INPUT SAVED LTR STATE IDENTITY
l3~~30 C OuP— TI~PUT SAVED ELE MENT DURAT ION
3~ -30 C ILPA TE— TNPQT SAVED DAT A RATE IDENTITY

13600 C P— OUTPUT TRANSITION PRORA BILITY MA TRIX
1 370 0  C

i380~ C T H E F OLL~~wX NG FUNCT ION SUS3ROUTINES A RE USED:
139~~ C X TRA N S— RETURNS THE KEYSIATE TRANSITION PRCAABILI TY
I4~~~0 C Cu- ’J~) T T I O N Efl ON ELEMENT TYPE A~JD DATA RATE
141iô~ C PTR A~’I~~ ‘~ETLIQNS Tri E PATN- .CONOITIONAL STATE TRANSITION PROS

C
t (&3~~v1 C
I~~44~ C***********.************~~************a******,*******************
14 500
I46O’~ OPAE NSION ~ (25,30),IELMST(402)),ILAM1 (.I6),ILAM* (6)
147’dO DI~~E~~StON PIN (30)

14900 COMMON ,~~LKLA M/IELMST ,ILAMI .ILA MX
1 5 i ~
151~i-$ C 

-

I5a~-~i C LO OK LIP ELEMENT TYPE FOR LIR STATE LAMB DA:
1S3~~ C

IFC LA MB DA ,~~E.O) GO TO 20
15530 DO 1 -~5 N.1,3~

10 C0~~rI NUE
r,o T~ ~~~ 

-

16 -
~ ~

1 bt v ~O 20 TELE MITt.. A 1 t ( I E L i I S T ( LA ’ l H t )A ) )
16 2 . 2)  C
1b3~~~ i C C O M P S TE x Ey S- rA r E  TRAN SITION PRO SA dILETY:
Ib~~~~~c’ C

‘TPXsXTRANS (I~ LEM .OUP , !LQAIE )
~~~~~~~~~ C

C FOR EAC H S T A T E .  CO IP UT E S T A T E  TRA NS IT ION PROBA BILITY:
C

00 1~~~~’
- - i l l  ~~~~ 

‘~~~~ j~~ -~ !st,5

1 7 3~~3 ~ELl,
s(

17i~ ..’ C A LL P T~~A v S (~~~LM . IR AT E ,LA MP DA , TLRAT E ,PTPX ,PSUM ,PIN ,N )
1 76 -”’ C~~.TT ~(JE

— L 7 7 - ’
~~

17 ~~3’ )U 3~~~~ 
-~‘i. 3-~

17~~-~-’ P( Ir~,~~)IPP~a ( ~~)/ P SLj M

_ _  ~~~ 169 - _— —— — —- —- -— —- — — -~~~ -~~ -
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f 180oc.1 320 C O NT IN u E
•1

200 RET .JRN

~ 1 183o0 END
- F~ 1 - 

- I

185~ -3
13’,00 FUNCTION XT~~ANSUELEM,D1o,IPATE )
187~~

-2) —

18802 Ca***aa*a************************,***********a******a*****a**a*a*
- 1893~ C
t904(~ C THIS FUNCTION IMPLEMENTS THE CALC :JLAT !ON OF KEYSTATE

- 
- 1912 )0 C TRANSITION PRU~~A BILITY, CONDITIONED ON ELEMENT TYPE,

1q200 C CURRENT O U PATIOi ~, AND DATA R A TE ,
19300 C

C V A -~IA6LES : --- 195~~0 C IELEM~ INPUT CURRE NT ELEMENT TYPE
19~~~~ 0 C D O—  PJPU T CURRENT ELEM~~MT DU~~-A TtDN
t 972~ C IR ATE — INPUT CURRENT DATA RATE
I98~~0 C
19900 C TABLES L-~ CO MrION CONTA IN DENSITY PARt4S FOR EACH
24000 C ELE~1E NT TYPE, DATA RATE ,
2” t - ~0 C
24~~~0 C**********e*********************a**********s**********i*********

2040~ ‘)It-IENSTCN K IMAP (b ),APA RMC 3 )
20500 DAY A KI1A P~~1,3,l,3 ,7,1 4/

OAT A ~~~~~~~~~~~~~~~~~~~~~~~~~~~
20100

C
2e900 C SCALE DURA T ICN A~~O O B T A I N  D ENS ITY PARAMETER:
2~&~~00 C
21120 ~lS C A L E : K ! M A P ( I E L F~M)
212-4~ RS CA L E S I 2 0 0 .I I R A T E
21300 ~,4:f@/(M5CALE*W5CALE )

e1~~(D~ .5•)/(MSCAL~~*R 3 C A L E )
215
21600 tF ( IELF~-i ,EQ ,6) GD TO 23
217~i0 IF LIELEr1 ,EQ ,5~ GD TO 10
2180o A~~PH4sMSC4L~~*A PAHf .1(~~
21900 GO TO 10~
2 ~ ~-i ~‘ 0

12 ALD I.1Aa7 ,*APAPM C2 )
GO TO 10~

22~~3~ 20 ALP’,A:14,*A PA P~1(3)
I

2 2 6A 0  1~~0 IF(3t .LE.t.) GO TO 200
I -

~ 

- I F C , .LT .1.).A~ O.(H1.G T .I , ) O~0 TO 302
22

~~~

30 X T HA sEXj~(—AL P’1A a~~t3t.Bi))
G-) TO 4 / ~

23 229
2 5 1v .2  P13 I .~~-9 ,~~*E X P C A L 1 ’ ~l4* (~~1 1.) )
2 3 2 o - ~ ~~:1,— .~,S*ExP(A LPMA a (i~0.I.))
233~ -0
23410 r~~ ~~

k\IM\.~
Z\

~’ c~~237o~ P~ st ,~~~.s*Exp (AL 1a* (~~~.t.)) Ii’23d7~
230 ~

III— 
170
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24000 4’4~J R ET u RN
241~~0 ENr)
242 2)2)
243
24400
24500

24600 SUBROuTINE PTRANS (~(ELE M ,tRATE ,LAM 90A,ILR ATE ,PTRx ,
24720 2 PS’JM,PTN,N )
24800
2 ‘ 902 a * a * * * a * * * * * * * a * * a * * * * * a a * * * a * * a * * * a * a * a a * * * a * * a * a a * * a * a * a
25032 C
2S 100 C TH IS FUNCT IO N SU B ROUT INE RETURNS THE PATH CON DI T IONAL
25202 C TRANS ITION PRORA ~ ILITIES TO EA C H ALLOWAB LE STATE N, 

—

253 oO C
25400 C ~A R IA 8 L E 5 :

C 25500 C K E L E M— INPUT CUP~~ENT ELEMENT S T A T E
25602 C I R A T E —  I -1PUT CU R R ENT D A T A  RA T E  S T A T E
25700 C L A M B D A —  INPUT I D E N T IT Y  QF CUR REN T LT R S T A T E
25840 C PTHX . T’~~LT KE YSTATE TRANS ITION PROu 3ABILI TY
25903 C EL EM TR — ELE~iE~uT T~ A NSLTIO,~ PROqAB ~~~ ?Y MA TRIX
262)40 C
2b 1-~2 C FU NCT IO N SU B POUTT ~~E USED:
26222 C S~’OTR— RETURNS DATA RATE TANSITION PROBS,
263~ -2) C CO N DITION ED ON CUHPENT SPACE TYPE.
2b~~02 C
26500 C *aa *******aa ************ -**a *a ***a **a ****a ******aaa *a **ea **
26602 -

267-32) DIMENSION TELMsTr~~00),ILAM1(I6),ELEMTR (1 6,6)
26800 DIMENSION ILAMX(6 ),PINC3~ )
26900
2700o CO MMON ,8LKLAM ,IELMST,ILAM 1,1L44’X —

27122 CQMr- jON/~ LKELM /ELE MTR
2 7202
27300 C IF Tkt. S A V E D  ELEMENT A ND T HE ELEMENT oF THE S T A T E
2~~40Ø C N T O W~~!CH T~iE PA T H  IS BEIN( EXT E N DE D A RE T HE
275~~3 C SA M E ,  T HEN T HE S T A T E  T R A N S  PROB IS S IM PLY
27630  C K E Y S T A T E  T RANS PRUR;
2 1720 C

tFCKE L€ M ,NE ,ILA Mt (TELMST(~ AM~ D4)~~) so TO 100
279~~3

I F ( I R A T I .NE .3) P!N (’~).0,
281 02 )  GO TO ‘00
282~~0 C
284~ -0 C CT’-4EP4ISE:
28502 ) C
2862)0 C uA T A I N  ELE ~-t TR ANS PRORS FROM ‘TAF3LE :
287V ~ C
28~~~00 102) P E L E M s E L E r 1 T R ( I F L M S T ( L A M p ~1)A) , KE L EM)

29C130 C
C ‘~EXT C O - R O T E  tL EM— C ONDIT IO NA L SPEED T RAN S PROS :

• ?92~~0 C
293ro ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
294
295Z0 C
~~~~~~ C P T R A \ S  IS 1r-~E PPOUucT :

C 

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ BEST AVAil_ABLE CO1~
~5UMsPS .~~t~~(~’) 

-
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30000
‘1 30102 RET URN

= 
- 

322o0 END
-
~ I -  303o0

30400
30530

3o7~ 0
308~ 0 FUNCTION SPDTR (ISHI ,I L R T ,ISELM ,ILEL M)

- 30900
Sioeo C* a a * * * * a * a * * * * a a - , t * * * * a * a a a * * * * a * a * a a * * * a * e * * * * a * * * * - a * * a * * a a a a
31122 C
3 12 20 C T~iIS FUNCT ION RET URNS THE D A T A  RATE (s PEED) TRAN SI T ION
3t3~ 0 C PROBA ~~ILTT Y BASED 0P4 THE CURRENT ELEM TYPE . THE AL LOW—
31 400 C A8LE TRANSITION PROBS ARE STORED IN THE TABLE RTPANS ,
3150~ C
3 1600 C VA R IABLE S :
31702 C ISRT— DA TA RAT E IDENTITY FOR STATE TO WHICH
31800 C PAT H I-S BEING EXTEND ED
319~ -3 C iL~~1— DAT ,~ RATE ON CURRENT PATH
322)00 C t~iELM

_ ELEM T YP E FOR N EXT STATE
3212)0 C ILELH. ELEM TYP E ON CUR RENT PAT H
32 202 ) C
32300 C* a* * * * * * * * a * a a * * * * * * * a * - ,~* * * * * * *- * * * * * *a a* * * * * * * * * * * * * *a* * * *a* *
3~ 4~

._i0
oIME .Nsro~s RTRA NS S,2),M E HPR~ 6,6),MEMDELC6,6)32600 C~) ~ MON / B L KS PD / P T RAN 5,ME M PR

327o0 CQMMON/b L ~ RA T , M E M oEL

329~ 0 C
33o~j o C IF S A V E D  ELEMENT A ND NEW ELEIENT ARE THE
33100 C ~~~~~ TH EN T HERE CA N ~ E NO SPEED C HAN G E:
33220 C
333-~3 T,~(ILEL M ,N€ .jSELM ) ~O TO 100
3342-3 SpoT R~~~,
335k~ - I~~CIsRT ,r~E.3 Sr~OTP:0,

— 33 6-40 GD T O ~~~~~
33700
33 800 C
339e2 C UT - 4 E R w I S E , Ot3TA I N  SP~~~D T RAI- ~S Y T t O N  PROS:
34 000 C
34to0
342~~ 10 TDE L~~IE’~OEL (TLELM , !SEL M)
343 0 INO1aMEM PP (ILELM , ISEL M)
344J0 T~~( I N o 1 , N E . 0 )  GO TO 202
3-. 5-32 )
34600 G~ T O 30~347  ~ 0
348~cv4 2~ o LELSP’(TS~ T— 3)a:oEL

SPOT PT~~ANS(t SRT , tN C~flISRAIE IILR T+IDELSP
3511~0 IF (I SPATF ,GT ,62) SPOTR~ 0.
35232 IP (ISRATF ILT .10) ~~PD1’Rz0 ,
3S 3 d- ~354.-~

-
~ 3-40 T~~R~

BF.ST. AVAU.ABLE COPY
359~~ 172 
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* 361~~0
36200
36 300
364-2)2 SUBROUTINE PA TH(tP ,LAMBOA ,DUR ,7LRATE,~~AM54V ,DU~ SA V ,ILR3AV )
3b50~” - 

-

36602 C * * a * * a * * * * a a a * * * * * * * a * * a * * * * * a a * * * * * a * a * * * * * * * * * a a a a * a a * a * a * a * * * * *
3b7 o0 C
36842 C F’A T H COM PU TES THE LIP STATE , DURATION , A ND DATA RATE OF
36~ oo C E*CH NEM PATH EXTENDED TO STATE N,
37200 C

— 
I 371~~0 c VARIM)LES:

37220 C IF— SAVED PATH IDENTITY
37320 C tA ~~BDA— LTR STATE QF SAVED PATH
~~~~~ C OUR— DURAT IO N OF ELEMENT ON SAVED PATH
37500 C TLRA TE— -D A TA RATE OF ELEMENT ON SAVED PATH
376~ 0 C L,~M SA V— NE~ LTR STATES FOR EACH PAT H EXTENSION
37102) C DUR SAV— NE~’d ELEM DURATIONS FOR EAC H PATH EXTENSION
37800 C ILPSAv— NE-~ DA T A RA TES FOP EACH PATH EXTENSION

~~~~~ J— NEH PATH IDENTITY
3a o Ø -2 )  C
38 100 C T-~E LETTER TRANSITION TA~~LE , ME MFCN , IS STORED IN COMM ON,
38202 C
383o2 C *aaaaaa **a ****** a *a aa **a *** a *** aaa **** a *aa ***~~.*a****a*****a***a**
38420
38 503 DIMENS ION LAM SA~~( 750),UURSAV ( 75@~~,I~~RSAV( 159)
38602) OIHE’JSIDN MEHFCN ( O,6),IELM3T(~ 2~ ),ILAMt (j6)
387V DI’-IENSION ILAM X(8),ISX (6),MEMOEL (6,6)
3S82~,389~

2) CO MMON/P LKLAM /ZELMS T ,ILAM I,ILAMX
3gl~~~2) OMMON /~3LKM EM /ME 4FCN
39 102 CO -MMC ) N/ aL K S/ I SX
392c’ 3 COMMO~~/BLI (RAT/MEM~ EL
393 -4 3
39 4 3 0 C FO R EACH ELEM STATE K , A ND EACH SPEED I, COMPUTE !

— 395~ 0 C
39630 00 100 1* 1 .5
397V 03 10 0 ~‘1,b
39800 C
399~~i C S T A T E  I D E N T I T Y  ~‘ :
4Ø~~2) C
431’-J -3
‘~0203 C
~~ 3~ 2 C ‘~E~ P A T H  IDE NTITY :
4 04Q A C -

~~~~ ~ ~~~ L~~c ~iT ATE : B S~AVA~
B
~ 

COP’(
9 - t F (L M” i, A ,~~;E ,2)  ~~O TO 52)

4V’ -1 2 L~~ - S 4 V ( J )  ;~~~

~4 l1 -~-4 GO TO i - ~~~iii

4124~ L .~ 4SAV CJ) :.1iMFCN( LAMSOA ,I()
414~ -’ I~~(L-’~’SA” (J),E(~.4) GO TO t”~

C

1~,r ;’ C - - .E-’ ‘ 1 iRA I I - )~- 2
~u17,1 C
4 i 8zc ~ C Cj~T-4 t~ ~F fSTA TE OF SAV ED PA TH AND NEW STATE:

~19’~ C
-

~~~~~~

-

~~ 173
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4220c
!LELM~~1LAMt (IELMST (LAMBDA))

42202 IX L $ ILAM X( ILEL M )
4 2300 I A S . I SX ( K )
42420 C
42’500 C CALCULATE 0URATION:
42600  C
4 2702 O i J R S A V ( J ) u f l U R a ( 1 — I X S . IX L . 2 a IX S a IX L ) s ’ 5 .
42802 C
4290g C NEtS O A F A  ~ A T~~: -

43 020 C 
-

43100 I L RS A V ( J ) . I L RA 1 ’ F.+ ( I — 3 ) * M E M O E L ( I L E L M ,K )

433~ 0 130 CO~~TI~I !JE
434~ o
4 3530 23-a RETURN
43609
437~ -2)
438-4 -2
439 30
440 00

4410’
~ 

S~J 0 R O~JTI NE Lfl(HO (Z,RN ,IP ,LA M~ DA ,DuR ,
442-12) 2 IL~~A TE, P ,LKP- sO)

£4 h4 4-30 ~ * * ~ * * a a * *a  ~ * a * * * * * a a * * a * * * * a * * * * * a * * a * * * * a * * * * * * a * * * a * * a * * * * * a
44501 C
446 34 C THIS SU~ ROt j T INE CALCULArES . FOP EAC H PATr 1
44700 C EXTENSIO N TQ STATE N, TWE LI KELIHOOD QE THAT
44800 C YNAN SITION ~,IVEN THE MEA SUREM EN T Z, I T  USES
44902 C A~ A RR AY OF LINE~~P (KA LMA N) FILTERS T~ DO SO.
450-V C
4 51 02 )  C VAR I4~3LES:

~~52ôQ 1 C Z-. INPu T M EASURE MENT
4 5320 C R N —  INPU ! NOISE POWER ESTIMA TE
45433 C IP— INPUT SAVED PATH IDENTITY
4553~ C LA MBDA . INPUT SAVED LTP STATE IDENTITY
4* 56(~2) C OuR— INPUT SAVED DURAT ION OF ELEMENT ON PAT H IP
4 5 7 ~ 0 C ILPATE— INPUT SAVED DAT4 RA TE (SPEED)
£4 8 c I~~PUT TRA NSITION PRQSA ~~I L I T I E S
~~~~~ C L, HD— DUTP’J T CC)MPLTED LIKELIH000S FQR EACH TRANS
a~~o~~c~ C
4b 1v~ C ¶L~~~iLj TI-NES us€u:
462~ 0 C ~A LFI L— ~AL MA ~

I cTLTER FOP EAC H NEW PATH
4b3~~ C
464~

Q
~ Ca** a .*aaa**a*aaa*****aa***a*aa*e*a***********a***a**aaa**aa*aa

4663-2) R E A L LI’k~~,L~O4OJ
4672)? CIMENST~~ P (25,30),LKHD (750)
46~~~41 ~ I~iE ~~S I C ~ -’ TELMSTC400),TLAHI (tb ),!LA IIX(é)
4b~~~ ’0 OIME~~~t O~ ISX (6) —

47~~~~t~
C ON,~ L~cLu~ /TELM ST ,IL 4M 1 ,ILA M X

41240
4 7 3 o 2 )
4 7 4 Z 0
475~~i C 0~~T4t N -,AVE!) ~EYSTA TE2

C 151 MAU.A8~E COPY
K~~LE~~stLAM 1 (tE LN 4ST (LA M ~~OA ))
T L X z 1 L A ~~X (~~EL E~~)

~~ 174
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48G~-2)t~48 1o0 C
482o2 C FC R EAC H S T A T E :
483-30 C
484~~Z CU 100 K ’ 1 , 6
£s85o3 ~Q too 1*1,5
486~ 0 C
48704 C OBTAIN KEYSTA TE, RAT E STATE, STATE N ,NEW NODE!
468201 C

!XSaISX (’< )
ISRA TE ~~I4 9 t - ,

~
2

492OO J;(IP—1 )-*3OsN
49303 P I N ; P ( X P , ( 4 )
4 9 44 - 3  C
49 5-~Ø C COMPUTE A ND STORE LIKELIHOOD,
4%~~ 2) C
4 97e ~3 CALL KALF IL (Z, TP,RN , ILX , IXS ,KELE M ,J. ISRATE ,

2 UUR ,II.PA TE, PIN ,LK HDJ)
499~ ”

LIOIU(J)rI.K PiOJ
5~~1O 0 GO TO 142

I F C P I N .Lf ,1. E.0~~) GO TO 100
TYPE t~ 0~ ,TP,Z,LArI BOA ,K ,tLRA TE,ISRATE.OUR ,P 1N ,LK HDJ ,PN

5 -42 t r~or .~
2

531-40 12L (~~~NT I N U E

5~&~- - )~ ~~~j -~

51030

U 

- 

BF.ST AVA11AB~E COPY
175

-L 



~~~~~~~~~~~~~~~~~~
_ 

- 

~~~ 

- ________

.)13
~ 

SUBROUTI NE KALFtL (Z,tP ,~IN ,ILX ,!XS.KELEM ,
•1 002~~ 2 J NOOE , I S R A T E , O U R , I L R A T E ,PIN ,LK HDJ )

00 339 -

03402 C * * a * a a * * * a * * * * * * a a * * a * * * a * * * * * * * * a a * * * * * * a * * * a * a * * * * * * * * * * * a a a a a
90 500 C

-
~~ 

- 00640 C THIS SUBROUTINE COMPUTES THE A RH AY OF KAL MA N FILTER
007o0 C r~ECURSIO NS US~~O TO DETERMINE THE LIKELIHOODS,
02800 C
o e9e0 C VARIA BLES:

— 21030 C INPUT MEASUREMENT
O 11V C IP— INPUT PATH IDENTYTY -:

012o0 C 
- 

RN— INPUT NOISE POWER ESTIMATE
2 1300 C ILX . INPUT SAVED KEYSTATE ON PATH I~
91~~00 C IXS— INPUT KEY STAT OF NEW NODE
01500 C K .LEM— iNPUT ELEM STATE OF NEW NODE
01600 C ISRA TE— INPUT SPEED STATE OF NEW NODE
0t ? ~j -3 C O UR— INPU CURRE NT DURATION OF ELEMENT ON IP
2 18~~~~ C I L PA T E —  INPUT SPEED STATE D~ PAT H IP
~~19~~~0 C PIN . TRAr~S PRO d FROM PATH IP TQ NODE N
020-00 C L~~HflJ. OLJT PL’T CA LCULA TED LIKELIHOOD VA LUE

~2 100 C
0223? C SU~3ROUTINES USED

— 923~~ C MCDE L O B TA I N S  THE SIGNAL— STATE— DEPEN DENT LINEAR
02430 C MODEL F~~R THE KAL MA N FILTER RECURSIONS

C

3260-0 C***a**a****a**a*a***a**aa**********eaaaaa**a*a*a*a*a*****aa***aa
027 V
02842) ~~~A L L~~HDJ

— 
. 9 2 932  )IMENS1ON YXKjP (25),P~~KtP(25)03002 OI MENS!O~ Vi~~SV (750),PKKSV (75O)@ 3 1 ci

2)3242
2)3 1~ 2 C Q M M 0 i / B L K S V t , Y IP , P 1 P , Y S V .PKK S~/034 0-2

03600
237-~~ DA T A Y4KIP/25a ,5/,PK~~IP/~~5*,12/
33843 ~AT A PI IN, , 3 Ø 4 1 0/

?aOUO C
2 )4 )~4 2 C IF T~~A N S IT IDN PRC~3 A B I L T T Y  IS VERY SMALL, 00N 1
0M2PJ~ C ~0Tr4~. R ~-1TT H LI~~~LI HOOO CA LCULA T ION:
243~,0 C

— TF(PI~’1,GT .PINM TN~ GO TO 1~~~
I .

2)’4-n
~~
’ ,-~~ It) 4-~~

I -

C 
-V~ O~ ’t.~I - ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ -“O~)EL FAP&MF T~~WS :

C
251~~0 CALL ‘400EL(O(j41 ,KELEM ,ILR ATF ,ISR ATE,IXS,PHI,OA ,H2)
95?Jv C
0~~3~~ C C~t.T PP-~EVIOUS tSTTH A TE~ FOR PAT H IP

C 8}ST AVAILABLE COP~
C

C I ;- P Le~~E~ ’ K 4 L M A ~ F I L T E R  FUR 1kt3 T P A ~ ST n ON :
2)60V~ r~

~ 

- - — ~ — - 
2.7 6 , 
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06 130 Y PRE D I P HIa V I K
06 200
06300 PPREOaPHIIPKKaPMI+QA

06500
ObboQ’ PZINV .t ./PZ
26700
06800 G .PPREO *H ZaPZI’-4V
069201
9 7000 P E S T S ( I . — G * H Z 3 -*PPR EO

— 071-V -

97202 ZR3Z—HZ*YPREO
0 7300 -

0 7430 Y l ( K S V ( J N O D E ) I Y P R E D + G * Z R
0 7502 ) P KK SV (J r- lODE)  aPEST -

IFCYKKSV (JN (DDE ),LE..3t) YKP (SV (JNODE)S ,2t
077 02

- : -3784~O Aa O ,5*PZINVaZR**2

~790~ t F ( A . L E . 1~~20.) GO TO 20~2)8000 L~.1LJ a0,
GO TO

08200
05 343 L K H DJ * ( 1 . / S ( ~R T ( P Z ) ) * E X P C 4 )

so io 440
TYPE 1 2 ) 0~~

’ ,Z , l 4 Z , QA , P MI U.  PZ ,ZQ ,G,PEST ,Y KK , YKJ (SVCJNODE ),LKHDJ
08642 1~~2’~ F iRMA1( 1X ,t1 (F6,~~,tX), /)
08730
0880-2 E-~t)
289o2)
29030
0914 0
092~o~i293-z -’

295~4~ SUb P - OU TI NE  MOOELCI)UR ,IEL M ,ILR ,ISR .!xS ,PMI, QA ,HZ)

3974  ~ 
i * * * * * * * * a * * a a * * * a * a * * * * * * * * * * * a a * a * a * * * * * * a * * * * * * * * * * * * * a

0q~~ _~_3 C
p q q 4 ~~ C THIS StI HROU TTN IE COMPUTES THE PARAM E TER S OF THE
1UO~ 1~~ C SEW~~A TIU~I STATE T~~A NSITIDN MA TR IX PSI, THE
1 0 1 42  ~ ~E ASU~ EME NT MAT~~TY, A N D THE COVAR IA NC E S , U

t 3 3 o o  C V A R IA ~~LE5;
1444 0 C UU ~~— t -P-JT ELE MENT DURAT ION
10530 C ItLM— IN Pu T ELEMENT TYPE
t~~b -3~ C IL R— INPUT SA V E D PATE

U %O 7-’~A C TSR — I~~P- JT H A T E  OF NE W  STATE
1 08-V C lxS— INPUT ~EV3TA T E OF NE~ STATE
1 oq ,~~~~~ C Pp iTA — ~JUT~~ uJ T  STA TE TRANSITIO N MATR IX ENTRY FOR
ur~

_4 (
~ C ~ Ir,NA L A~~PL1T UOE S T A T E

l t t - ~0 C ~ A — oU T PUT C O ’ I A R IA~~CE FUR AMP L ITU DE S T A T E
C 3 I ’ T P UT  M EAS l , R E~a ENT MA T R I X  VA L UE

I13~~3 C
1 t4 W~~~~ C * * * * a * a * , * * * * * * *a * * * a * * * * * * * * * * * * * * * * * * a * * a * a * * * * a * * a * * e * * a
1t S~~

C
U 

1 1 7 G ~~ C C1k~~ t :TE  -~ SURE~~ E ’- - T  C C - E EF IC I E~~ T :

C H Z z I X S BEST AVAILABLE CC~ 
-i—--- - ———~~~ ---- - -~~~~~~~ -- -~~~-—~~~-- -~--~-- -—~ ‘ —--U ~-U~- - ~~~~-~ - - - U - - -
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210’a C
2200 C COMPUTE PHI ANI) A H~ LITUOE STATE VA R IANCE (c) :
2300 C
2400 Rj’1200,/ILR
2530 ~AUDSaDUR /R1
2649 IF (t3AUOS ,GE ,14 ,) 8AU~)5sjLI , U

2720
2802 IF (IFLM .GE ,3) GO 10 10 0 - -

2900 t~A a ,3Q 2t
3000 PHI a1 ,
3100 GD TO 302)
32o~33 ’0 100 I F ( IX s . E U .~~) GO TO 233
3409 PHIa1,
3500 C A a Q , 1 S a EX P ( 0 .6 * ( B A U DS— 14 ,) )
3600 Q~~~QA, .0 1* B 4 U O S a E X P ( . 2 * ( 1 ,. BA uOS ) )
3700 GO TO 333

3939 200 XSA— 4P222 .4*R1
40100 PHI3IO, *-a (—2/XSAMP )

t F C ~3AUDS .GE ,14,) PHI a1,
. 4200
43 @0
44~~ 3-?~ RETuR~.

E~~D
U 46 ~

480A
49 341
.500-0
U S t O q J  SU !3ROUTINE PRO5P (P ,PIN ,ISA VE ,LKHU)
5200
5300 C* a a * a a* a a * * *a * * ** * a a * * * *a * a * * * *a * * *a * * * * * * * *a * a a* * *t a * * *a * a *
54o ~ C
~5~ o C PPOBP COMPUTES THE POSTER IOR PROBAD ILITY OF EACH
560’~’ C NE-N PAT H ,
51~~’ C

C V4HIA ~~LES:e 5 9~~~ P. INPUT: SAVE !) PROBS OF PRIOR PATHS

~~~~~ C flLTPuT:CO~ PUTEr POSTERIOR PPOBS OF NE~ PAT HS
-
~~~ r PiN.  INPUT TRAN SITION Pu~QOD A5TLtTI ~~_ )~~~1 L < r 4 0 —  I~~PU T ~ t’ELT HOOOS OF EACH TRANSIT ION

• ~ 3~j - l  ; ‘ IORMALIZ ING CONSTAN T ~ SLlM OF PU))

~~~ ~ ~~~~• • •,  % . * ~~.~~* * * * ** * ** ** * * ** a * *a * * ** * a * * ** * * * ** * * ** * *a * * ** * *a *
_ •  _1

- A~ Ll~ ,1O

~I~~ ’l5 T~~ P( 75~~1 ,PtN (25,30),LKMD( 750)
- i 

~i’C~ P 5 A v (  152)

~ a l S � •
a

~~~~~~~~~~~~~~ ~~~~~~~~~ ~~~~ T~~A~~SIT!!)N:

4 

BESflVAIIABLE copy
‘
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18102 C
1d20~
18300 C
18 440 C PRODU C T OF PRO8S , AD! ) TO PSUM

18500 C
1860 i PSAV( J )IP (I)*P IN (I , N )aLKH D (J )
18703 PSUM~ PSU~-i+ PSAv (J)

F 18900 IF (PSAV (J),LE ,PM4X ) GO TO 109 —

19000 - Ptb lAxap SaV (J )
191~~i
192~~-3 140 C ONTI N UE

U 193241
194 0~’ C

U 
195o ~ C J O R I IA L IZE T O GET PROB4BILITIE~~ SAVE:
1962’ C
19703 HI:3~)aT5AV F
19832 00 20~i J :1,Ni

U
- - t99-~2 PCJ) :PSAV (J)/PSUM

220401 23—i CONTINUE
23 100

BEST AVA1L&B~E COPY
2 05 4 4

20740
20842

SuOROUTI NE 5PRO5CP,ISAVE, ILRSAV ,PELt-l,~~MA T ,
2 jg O C A  2 SPt)~-s*T ,PX )
2 1 1-4 0

212 00 Ci * * * * * * *a  ****a **a**********a*****-*a*****a*****a*a*aa***aa
21300 C
21’4~~-2 C SPRUi~ CO MPUTES THE POSTERIOR PRO~~S OF THE ELEME NT
215o3 C STATES ,DA TA- RAT E STATES ,4P~r) KEYSTATES ~Y SUMM ING
21 6c4-~ C ( JV E r~ TH E APP~~OPRIA 1’E PATHS.
217~~2 C

C VA P IA r 3LE :
21920 C P— t i~-P uT PATH PROBA ~~ILI TIES
22943 C I3A IE— N~J M0ER OF PATHS SAVED
22t~~

’
~ C PS€LE~

A
~ O U T P U T  ELEMENT PROB

C ~POp~A T— Ot JTP’uT SPEED ESTI MATE (041* RAT E ~PM)
223~j:l C PX— CUTRUT KEY STATE T~R O~~A PTL ITV
22402 C
225a3 Ca****a******a**a**aa**********a*****a*a***a**********
226 -

~~ ~
22 74cm DIr~~ -~iStu~ P(75~I),PSELEM(~,),tL RSAV (750)
228~~
229 v) (~
23~~~A C
23 1?~ C ~ - 4ITT AL I ZE:
2 3 2 -~

1 U
~ C

233ci~’

235~~-~’ C
23bt~ C F -jR E~ C -~ STA TE E XT Et 4 S I 1~~ CF PA T H  M:
237 2.1 C ~‘i~lA T ~ J EL EM E\ J T S T A T E  ~QOBS ,~~FYST 4T! PHOBS ,SPEED EST:

~38~~ C

~~ ~~~~

________________ - 179 - -
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24130 00 102 I~~1,S24220
24340
24400
24530 (JO t~~2 Ma l ,ISA V E2464 L~ J a (M .1)a30.r-

— 24749
24830 SPOr1AT aSPfl~-IAT+ILRSAV (J) aP (J)
24903 IF(~~, G T ,2) GO TO 1019
2S0~~o PXa~~XsP(J)
251~30 tr i o CON T T - -i’ IE
252o1
25322 PELM *~~,
25400 00 22~

j K :j,6 
-

25500 11 ( PS E L E M ( I < ) . L T .PELM ) GO TO dOO
25600 PELMaP SELl~ 1(K)
25734 K — , A T a l c  -

204 C O N T I N u E BEST AVAI LABLE COPY
26100  END

263001
264001 3t.u~~ROuTINE SAV€ P (P ,PATl4SV ,tS4VE ,TMA X ,LA ~lSAV ,
20520 2 RSA~~, L L ~~SAV ,LAM ~ OA ,OUR ,ILRATE ,SOPT)
26640
26702 C ***a**,*a******aa*****sa*aa****a*aa*a**a****a****aa**aa*a*****
2~~800 C

C THIS SU~JR QUTINE PERFORMS THE ALGO RITHM TO SAVE
272)0—) C THE PA THS ~~T~j HIGHEST POSTERIOR PROBAOILITI.
271zo C If W ILL SAV E A H I N I IM U M  OF 7 PATHS (ONE FOR EACH
272o01 C ELEME~4T ST ATE AN D ONE AD D IT IONAL NOUE),  AN D
273~~0 C A MAX IM UM OF 25 PATHS . H~~Tr4 IN THESE LIMITS, IT
2 14 00 C SA~~ES ONLY ENOUGH TO MA R E THE TOTAL SAVE0 P9ObA~~TLITY
27520 C EQUAL IC) ~O PT ,
27 60 0 C
277

~~
2) C A~,OI yL r~4A LL y , IT P~ESORTS THE ~ AM~~OA ,DU~~,A Nf) ILRATE

278-~0 C ARR,%YS TO CORRESPOND TO TH E SAVED NODES .
2790 -2 C

C
281 00 C VAR I-A!~LES :
28200 c ~~— INPUT PRfl~3A bftI TY A R R AY OF NEW NODES
28300 C PA TMSV . C’jFPUT A~~~A Y OF THE PREVIOUS NUDES TO
264oo C ‘~i 4 IcH TsE SAVED Nc~~ES A~~E CO NNEC1’EO ,
285~ 0 C ISAVE . T N~~U T :  MU , OF PREVIOUS P-IOO€ S S A V E D
25603 C OuJTP ;JT: NJ , OP NO DES SAVES AT CURRENT STAGE
2814-~ C I;- AX . I~~~Ex iF r’IGMEST PQO~~A BILI TY NUDE
288o4 C LA ’SAV . ~~PUT A~~~A Y  CF L T R  STATES A T EACH NEw NODE
2d9~ o C !)UR SAV — 7 ~~P~~~~T A~~~~ PA Y  CF 5 * V E Q  DURATI ON S
2900A C IL~~SA v— I~~P~~T A p~PA Y  O~ SAV !I~ R ATE S
2 9t~40 C L-~

4
~!OA ~ ‘ J uTP UT A~~~*Y OF SAVE !) LTR STATES, SORTED

29243 C A CCOQuP- ’ To PRu~~A R ILI Tv
293o-~ C ~~~~ ~JuT PIJT ~~ Qa y OF SORTED OURA T ION S
291140 C IL~~A ’E. ~i~TPI IT A~~~ A Y  OF SORTED RA TF.S
29~302 C
296 00 C a * a w a * a * * a * * * * *. a a* * a a a * * a * e * * * * *a a* * * * * * * * *a * * * * * * *a * * * *e a * a *
297 ~ -7

Ir,TEG~~R PATI I SV ,SOI~T
CI~~~N 5LC t~ P(  75~~),P4Ti4SV(25),P5A V(25),SORT (25)

3001V DI~~E i T J ~ L A M S A V C  1S2),UURSAV ( 7S~~),tLRS A V C  752)

180
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3Øj
~
0 DIMENSION LAM6DAC2S),DURC2S),ILRATE (25)

DIMENSION Y~~~IP(25~~,P)(KIP(25)
30300 D IM EN SION Y 5V( 759),P~~ SV (75Ø)
3~~~ DIMENSION ICONV (25)
30500
30600 ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~3074 9
34~ 49 DA TA PO~~T/,92)/30900
31900
31120 PSUrIsO ,
312oo C
3t3o~ C SELECT SIX HIGHEST PRO8 ELEMENT STATE NODES:
31409 C
3150 0 00 aoo
3j 6 - ô ” ~ P~iAX :3.
317-oO ~Q 10~ IPI1, ISAVE
318 40 00 t OO 111,5
31 9912 Js (IP .t)a39+CI .1)*6 .K
32002 IF (P (J) .LT ,PM *X ) GO TO 120
32124 P’IAgaP (J)
32200 J S A V .J
32330 IP~~AV :IP
324o 0 1~~0 CONTINUE
325-22 IFCP MAX .GE ,0.904001) GO TO 252

• 32622 )  GO TO 20 2
32722
32532
32 930 150
33032 PSUM :PSUM4PMAX
331 00 P 3U ~~~ 1 V 4 S A V) : P MA X

33~~~ PATH S V - CN SA V 1IPSAV
333 -4 0 S O R T ( N S A V ) I J S A V
334~~0 230 CO NTINU E
335oo
33600
33700 C
33842 C SELECT ENOUGH A DDIT IONA L NODES TO MAl~E TOTAL
3394 4 C PHodAE ~ILtrY SAV ED EDIJAL TO PCPT, C~ A MAX
3434~ C OF ~s:
34104 C
34244 524 PtiA X s~~,
343o0 DO 534 IP~~1 ,ISAVE
344-~~ DO 5~~ N :1,32
34502
34620 Ot] 5j3 I:i,NSAV
347 4 3 t~- (J ,EO ,SOR1’(Ij) GO TO 52)0
34802) 51 -~, CO J~T TNU E
3 4 9 4 0
359~~A IU (P (J),LE .PMAX) GO TO 5~ 0
3 5 1 2 2 )
35240  J S A V ~~J
35330  I P S A V 2 ! P
354491 5GY~

3S5~ j P~5U~ :p5U ~i$P~- IA x 

~~~~ ~V~.AB~E COP’
3~ 8.)0 P 3A V ( JS A ’ I) E P M A X

PA T~~5~- (~~~AV )iIPSAv
3b200 SCaP T (J S A V ) I J S A V

181
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36 149 IF (PSU M ,GE , POPT) GO TO 609
— 36290 T FCNS A V ,GE,2 5  ) GO TO 629

36300 GO TO 529
364o 0
305 00 C
36640 C NEW ISAVE EQUALS NO , OF NODES SAVED: -*

36700 C
36809 604 I SA V E~~N5A V
3690G~
37o~ o C
37104 C SORT THE SAVED A R RAYS TO OBTA IN THE A RRAYS
37209 C ‘TO BE USED FOR THE NEXT ITERATION :
37340 C A LSL~ OBTAI N HIGHEST PWO8ABILITY NODE:
37439 C
37640 00 70k , I I l , IS A V E
37742 P (IISPSAVCI)/PSUM
38 22 ) 0  LA M B ~) A ( I ) * L A M S A V ( S O R T ( I ) )
302o0 DUR (!)IOURSAV (SCR’T (I))
38332 ILRATE (L )IILRSA V (SCRT(I))
38420 Yi ~ ( IP( T ) : y K s ~$ V ( 5 O R T ( I ) )
355~~9 P IP(I) : p~~~5 V ( 5 f l R T ( I ) )
3aboo 799 CO NT I NUE
38739
38800 00 794 I:1,ISAVE
38900 ICO NV( t )1t
39 QU~O 793 CCNTtNUE
39 1012
39200 ISA V M 1s ISA V E~~1
39340 CiJ 540 N :1,ISAVMI

r~ 
- 

- 39443 IFC ICONV CN 3, &Q.4) GO TO 8~ Ø395~ o
39630
397~~ø 03 sj~ KIN PLLJSI,ISAVE
39849 I F ( I C O N V ( K ) ,EQ.0 )  GO TO 512
399~ o

- 

_ 

44020 IF (ILRATE (~~).NE ,tLRATE(N )) GO 70 812
401 32) IP (OUQ(~c)~~N E , CIJR(N)) GO TO 810
44242 IF (LAM3OA(~~).NE .LAMBOA(N )) GO TO 813

ICO NV (X)aO

42533 CONTINUE
0 4 2  CO~~TINU€

49802 P5Jrl lO,

4120~ D O 904 I : 2 , IS A V E
41143 YF (ICONV(I) .E(~.M GD TO 900
4 122-0

• 4 1322  L A l B f l~~~N) : L* MBt ~A t I )
4 14 02 )

~1544 ILRATE (N)IILRATE (I )
41624 Y~~~I?(N)sYX*IP(!)

• ‘l11~j~1 P IP(~~):pK~~IcJ (I)
41802 PATPlSV(N):pATHSv~~I)
41~~0A

- 
~~~~~~~~~~~~~~~ 8~.ST AVA11_1bB1E COPY
CC’~’TIN ’iE -

ISA d E a N
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4235 0 F’ MAX.3 .  -

I 426~ o 00 950 j I 1 , I S AV E
427oo

- 4271o IFCPCI),LEI PM A X )  GO TO qSo
42120 

- 
PMA X a P ( I )

427 30 I M A X s X
~~28~~O ~I5o CONTINUE• 42 9øo

PET LjR N
43tv~0 END 

-

43202

- 

S~S1 AVMtAB~E COP”

183
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p0140 3UBROUTTNE TRELIS (!SAVE,PATHSV ,LAMB OA ,IMAX)
002o0
90300 C******************a**a********a**********a*****a***a*
94444 C
00500 C THIS SUDROUTINE STO~ E5 THE SA VED MODES AT EACH
04602 C 5T*GE AN D FORMS THE TREE OF SAVED PATHS LINKING
00702 C THE NODES , DECODING IS ACCOMPLISHED BY FINDING
00800 C THE CONVERGE NT PATH IF IT OCCURS WITHIN A MAX IM UM
00940 C DELAY SET BY IftE PARAMETER NOELAY , IF CONVERGENCE
91902 C TO A SINGLE PA TH ODES NQT OCCUR , THEM DECODING IS
øitøø C DONE BY REA DINc, THE LETTER ON THE PATH W ITH HIGHEST
01202) C P R O B A B I L I TY .

- - 92302) C
0t4~)@ C**********a**************a******,******************a**
01 5~ 0
01602 INTEGER P1’MTPL,PATHSV
01 702 ~)~~M~~NSIO N P A T H S V C 2 5 ) , L A M S L ) A ( ? 5 ) , PT I ITR L (200 ,25 )
ot Soo DIMENSION LMDSAV (200,25),IPNOD (25),LTRSV(200)
01900 C M O ~URL,(ENP/TEND

02120 ~~TA PTHTRL/5 0*5/,LMDSAV/52)00*5/
22240 D A T A  N/4/,NOELAY /209/
02 300 D A T A  I P N O D / d 5 * t / , NCALL/ ~~/ , N M A X / 2 / ,MM A X /0/

22540 C
926o2 C KEEi~ ~VEQAG E OF ISAV E, NDEL FOR DA TA ANA LYSIS:
0270~ C

NC~ LL$MCALL ,j
I~~CI~ NO ,N€,1 ) GO TO 10

-: 93002 ISAVG *X S~ VG
93j4-0 N 0LAVG~ XO LA V G

• 
- 

232~ o t~~NDI0
03300 TYPE 2-~o2,t 3A V G ,N0LAVG
O34~ o 4 6’iO FURMA T (IX ,’AV G ~4O OF PAT HS SAVED: ‘,t2,2X ,
03502) 2 A V G  OECUL’E D E L A Y :  , 13)

— 

- 03600 TYPE 3 0,X~-1MAX , XN MAX
237o9 3202 FORMAT( IX , P E R C F.MT OF TIME PATH5a2S : ,F3.2,
0384’~ ~ 2x, ’PE RCFNT OF TIME OELAY:200 : ,F3 .2)

A CCE P T 2~ ’42,WA tT
XSA I IG Z(A SAY G * 1.NCALL .1 )+ISAVE )/NCALL

24202 XL~LAV Ga(~~0LAVG * (NCALL .1)+NOEL )/NCALL
042~ 01 !Fc L,~~~,~.t)ELA Y) GD TO 20
04302 -.MA ~~a N M A X , 1  -

2~~~~49~~~ X~, M4 X s N M A X

2’45~i0 ~~-MA * aX NM 4X /NCALL
IFr IS AV E .NE .2ci) GO TO 34
M~~A x z M ~4~~X + 1
X ’A A I $ M M A X
XM -’1 A X U X M M A X / N C A L I .

~~~~~~ 3- ) Cf lNT INU E
05107
0~~ 2?iG~
0530-2 C
95441 C sra~~t P*THSV A~’JL CORRESPON !)ING LAM BDA IN THE
05S~~ C I-~€L L L~ tJs I~~r, ~ CIRCUL AR BUFFER OF LE NGTH ~JDELAY:
05620 C
0 574 -4  rd:N +t •

BEST AVAILABLE COPY
- - -

~
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ITiT~~~ ~~~~
- Tii ~~~~

-

00100 L N D S A V ( N ,I~~aL A M 8 D A C I )
•1 06290 104 CO NT I NU E

06300
464 00 C
ø bSee C PERFOR~A DYNAM IC PROGRAM RouTtt~E TO FIND
06642 C CONVERGENT PATH:
0b7~~2 C
96800
0690~ 00 t 8 - 2  tzl,tsiVE
97900 IPNOO(I) i I
97104 184 CO NTI NUE
07242
07340 19~07400 tF (K.EQ .NOELAY) GO TO 749
375o2 00 2-39 IPa ,TSAV E
97600 IaN~ K+1
07749 IF (t,LE ,9) ItNOELAY. !
27540 tPMOD (IP)IPTHTRLCI,IPNOD (IP))
QJ794fl  !F(IP .E~~,IM*X ) IPMAX :IPNOO(IP)CU~ITI NUE
081~~008242 C IF MLL NO0ES ARt EQUAL, THEN PATHS CONVERGE:
08344 C
08402 DC 3(20 IEQa2,ISAVE
08500 IF (IPNOO (t).NE.IPNODCIEQ) ) GO TO 194
aSbo-o 37~;~ C O NT I N U E

9874 2
0~~ 40 C
089~ 4 C PATri S CONvERGE; SET NOEL:
994~~9 C
0 9 2 4 0  ‘~UEL*~(.109232 )
oq 3 oc l  C
0~9422 C IF POI NT OF CONVERGENCE IS SAME AS IT WAS ON
09522 C LA ST CALL , T hEN NO NEED TO RE—DE CQOF. SA M E NODE:
996-1 0 C
09139 IFCNOEL .E~ ,NOELST+1) GO 70 820

09940 C
14 2491 C IF POt ~~T CF CO NVER G ENC E OCCURS AT SAME DELAY AS
12t~~ C L%ST CA LL, INE’J T R A N S L A T E :
10202 C

IFC f~OEL .NE.NOELST) GO TO 353
IaN .~.4)EL+1
I~~(t ,LE ,2) I~~-DELA Y st
LTR :LMDSAV (I,IPNOOCI))

107912 ~AL L TRAN SL (LTR)
GO TO 8-02

• 24940
11402) C 0T,~EQ~~I SE , POINT OF CO NVERGENCE ~âS OCCURED
211 ~~2 C EA ~ LIE P ON TkIS CALL , SO NEEO TO TRAN SLATE
112~ 9 C ~~ E9YT kPI r ,  (y~J 1’iF ro~’vFRr,E~’T PATH FROM
113z 2  C PRF”TOIJ S POIr ’-T ~F CO NVF~~GE NCE TO THIS POINT
11400 C
1152)4
I l6kJ 2) ~~~

I y g : :z p ~~.1~~p 1 -~ 
~- D E L S T  BEST. AVAJLIABLL....COPY

— Ia .-.. ... . . — • - - —• - —
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12109 IF( I .LE. 0) IINOELA Y P I
12200 LT R SV (KD)sL tIIDSAV CI, IP)
12309 IPaPTHTRL (I,IP)
12~ o0 442 CON TIN UE
12599
12640 C
12722 C RE V E RSE ORDER OF DECODED LETTERS, SINCE THEY
128-00 C WERE O~~T*INED FRO H THE TRELLIS IN REVERSEI
12920 C TRANSLATE EACH:
134~ o C
13100 ~O 50J Iaj,~~O
232 00 LTR~ L TR SV (I(D—I +1)
133 02 CALl.. TRAN SLLLTR)
134 02 50o CON T INU E
13502 GO TO 840
13600
13702 744 CON T INU E
1384 0
13902 C
14222 C P~ THS HAvE NOT C0NV €R1~E0 AT MAX IM UM A LLOWA BLE
14140 C DELA Y , SO TRANSLATE W HAT IS ON HIGHEST
14240 C PRO~j A~~ILITY PA TH :
143~~o C
1q4o0 NCELINDEL AY
14500 I;N~ NDELAY .1

• 14642 IFCI.LE .2)) ISNOELAYs I
147~ 0 LT~ uLMOSA V (I,L PMAX)
14820 CALL TRANSL(L1R)
14942
15000 C
i5too C PrU~,E A w AY NODES WH ICH ARE NOT ON
15200 C IMIS PA T H :
153o 0 C
15440 00 iSo ~~1,I 5AVE
15523 . TF (IPNOC~~~).EQ .IPMAX ) GO TO 75(2
lSboO L 13DA (i~)-a (2

— l ’ i730 7S~ C~’-1 TtNL J E

1590?
‘ L51~~~~EL

16140 ~tTUWN
lb E~~D BEST AVAILABLE COPY
16502
166910
t b 7 4 - ~
1684? 3ROIjTI’E T~~M~~SL (LTR)
1699’ -

1 7~~ Q ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
17 1- ~4 C
1??~~M C T~~T~ SUF3 QOUT Ir- F. PRODUCES THE OUTPUT TEYT ON A CR? ,
l 13o~ ~ Ii ~JS~ S THE SIM PLE FOR~ ATTI;4G RULES DESCRI3ED IN THE
1742? C TLXT ,
j75 42) C
176~~0 C**~ ** * ***** ***~ ***4**e**-*a******a********* a*a**a****a****a
177~ 2)

‘~~T ED ~~R SPFLAG .ELMHA T ,F.LHOIJ T
27942 DI~~ E~~ SI’i~- I .TPMAP (4 ),IALPH(72~~,tBL4NK (q20~

~I ’1NS!U~’ T E LM S T (4 9 9 ) ,  I i A M 1  C 1 b ~ , TLA M X (~~)

~~~~~~ 

- 186
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18*99
- .1 18200 CCMMON/BLKTRN/LTRMAP ,IALPH,IBLAN ,(

18300 CCMMON/E~Ll~LAM /IEL MST ,ILAM 1 ,ILA MX
18409
18500 DATA ISPACE/’ ‘/,SPFLAG /2/,NCHAR/0/

— 18640 -

18704
18840 C DETERMINE IF A CSP,WSP ,OR PAUSE TO MARK TRANSIT ION
18909 C HA S OCCURED; IF SO LIR IS READY FOR OUTPUT:
29902 C
19 140 E L M H A T S I L A M 1 ( I E L M S T ( L T R ) )
19242 IXLs !LA~9X (ELMHAT)
19300 IFCIXL , EQ ,IXLAST ) GO 10 700
19400 Ip- (CI XL , EQ.1~~,AND .(LSTELM ,GE,4)) GO TO 10
19500 IF ((IXL .E~~.4).ANO .(LSTELM .LE.2)) GO TO 100
19609 GO TO 702 -

ioioo
19842 1-0 LTRHAT~ LSTLIR
19940 LTROUTIIALPH (LTR~~AP (LTRMaT ))
2~ 000 N~3L AN~~~IBLANK ~~LyR HAT )
20149 ELMOUTa !LAM 1 (IELMST (LTRp-iAT) )
291240 Go 10 491 -

2~J3Q3(2 TYPE 5 0 ,ELf~OUT244~ 0 5420 ~CJ Q MA T~~1X ,t i ,S )  -

22522 ~1CHA R *N CHAR+1
2060(2
207o@
24842 ~e -3 CCN T It~iJE
20942 LF (LTRMAP (L1RH~~~),EO.43) GO TO 52
22000 I~~CLTR MAP(LTRHAT) .LE,44) GO TO ioo
212-00 IF (LTRMAP (LTPHAT ).LE,46) GO TO 240
212o0 IF(LTRMAP (LTRHAT),LE .b0) GO TO 302
213~ 2 IF~ LTRMA P (LTRHAT ).EG ,bt ) GO TO 424

!F(LTR 4AP (LTPPiAT).EQ ,66) ~O TO 520
GO TO 55(2

21644
217 30  50 IF C S P F LAG IE~~,0) GO TO 142
21842 -

NCHAR ~ 2
220~

32 ) T Y P E 1S~~0 , LT POUT
22202 1~~-~2 FOR MAT( 2x ,Ai,,)
222-4~ SPFLA G11
223-4~ GG TO ‘~o~22400

CM AR I
TyPE 2 LTRJU T

221’2 ~~~~ FOPMA T (1X ,A 1, S~
SPFL AGIO
IF (NPLA ’~ - ,Et~,-fl r1o 10 112

230-a SPFL A I I 2
L~~ 1191 I : 1,~~HL~~N~

233’~ TY PE i2-2~~,IS P4Cr.
t i - I 

GL 1O~~~~0 BEST AVAILABLE COPY-
237oO
23a32 ) T YPE 1~~~~,LTRO~JT
23900 ~1-~0 FC QMA T (t x ,A 2,~~)SP FL A G I
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FT ___
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24120 IF(N~ L A NK.EL~,0) GO TO 2100 242-44 SPF LA GI I
24300 DC 214 II 1, NBLANK
24400 NCi141~aNCkAR+j
24534 TYPE 190O~,ISPACE
246 4 2 2 4  CONTINUE
2474-~ ~O TO 6Ô2• 24800
24920 32(2 NCHA~ aNCH4R+4
25949 TYPE 2240,LIROUT
25100 1290 FORMAT(2 X ,A2,2X ,$)
25294 SPFLAtiII

-: 25300 IF (N8LA4K ,EQ .~~) GO TO 310
25409 CC 312 IIt,NBL AN~- - 25520 NC MA 9: ~4 C HA q Pt
25é~i0 TYPE 1000, ISPACE
25700 31) CONTI—d JE
258~ 2 GO TO 6~ 2 .

414 NCHAR3NCHARs5
TY9E 23~~0,LTROUT2624-2 1340 FuR~iAT (2x ,A 3,2x ,~~)

26342 SP~~LAG :1
26449 GO TO 6(24
26544
2b6~~0 5 91~ NC~~ 4R.O
2674 4 1Y P E  14 4 r ~, LT PC UT

1 ’4vJ0 FO~ MA 1 (/,t2)X,A2 ,/,t3X)
• ~~9~9 SPFLAGS !

- r 27~~02 G~ TO 63(2
271o0’
272 22 55~)
273c ~(2 T

~~PE j 7 ~i2 , L T ROt J T
27444 17-u FU’ M A T ( 2 X , 4 3 , 2 X , c )

SPFL AUIO
2 7 64 2  T F ( N B L A N - ~~E~~.4 )  GO TO 562
277ør~ SPFLAG.1
278o.~ Dc) 560 Izj,~\RLAM(

~ 7q~~~ NCMAR ~~NCHAR# 1
Tv~~E 1ø0(2,ISPACE

28H2 5b-~ (~(‘NTI NUE

283o91 60~) IF (NCH A~~.LT ,S2) GO TO 742

‘Y2E 16c~-~
~~~~ Fa?9A1(,,j(2x)

2870(2 NC HA R 3 ( 2
285-19
2894-2 1~) 3 TXLA ST :LXL
294oi~ LSTELM *ELMHA T

L$lLN’LTR

2 9 3 3-3
294~ 4 E’~ 

- 
-

-

29532 

8~1
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(20104 SuBROUTINE RCVR(ZIN ,ZUUT )
00202
00309 C* *a* * * * *-* * * * * * * * * * * * * * * * * * * * * * * *a* *a* a* * * * ** * a* *a* ** * ** *a* * *
2044(2 C
00500 C THIS SU~4R0UTINE CONVERTS THE INPUT S!GNAL AT
906-0 4 C 9 A O I A N  FRED WC TO 1094 HZ,
9~j 7 4Ø C
94840 C********a***********************-***********-*****************
90902

— CC~ MO N/~3L~(1/TAU/ 5-LK4/HC
01 140
(21244 OA TA THETA/0,,,THETLO/0.,
9 13 0o
~1404 THET4aTHETA+~dC*T4U
(21500 T,-,ETAIAMOO (THETA ,6,28319)
21600
01740 7,I.ZIN*COS(THETA )
0183~2 ZD3ZI N*SIN (THETA)
01902 ZILPIZILPs ,9700(ZI.ZILP)

- 2~I L P 3Z QL P, ,0 7 0 * CZ c) . Z 0 L P)
92142
02240 THETLOSTHETLO,6283 ,2*TAU
0 2300 THE TLO :AMOD(THETLO,6,28319)

9454(2 ZO UTi  ZELP*COSCTHETLD).ZDLP*SIN(THETLO)
02642
22144
025912 EN!)

2300(2

2322-4
03340
93440

L
036o2
0370(2 SUIiROUTINt ~PFOE T (ZXN ,Z)
935-24
039(22 C * * , * * f r * * * * * 0 0 0 0 * * 0 0 0 0 0 0 0 0 0 0 0 * 0 0 0 0 0 0 0 0 * * * * * * 0 0 0 0 * 0 0 0 0 0 0 0 * 0 0 0 0
24240 C

C T HIS  SU3 RO’JT! ’-iE IMPLEMENTS THE 9ANO PASS FILTER AND
942U C FNV EL C ~PE OF.T EC T OR FUNCTIONS , THE BPF IS A SIMPLE CASCA CE
?4 3 92 C 1~~ T~~O 2~~~OLf DIGITAL RESON AT OR S AT ~ CENTER FRED OF

~~~~~~(2 ’~~ C ~~~~ iZ , THE LPF OF THE ENVELOPE DETECTOR -IS A
(2i~5-32 C Tl,REE— POLE CHESYSCHEV 100 HZ LPF.
2 4 6 0 2  C
4474(2 C ~~* * * * 1* * **  * * *0 * * * * * 0* * * * * **  0* * * * * * * * * * *a  * **  * *-* * **** * ** * * 0 * **04802

— 2494-i
452 2 2  OI 4E - ’~SIO’~ *(4)

05220 DATA A/ ,~~~~439o5j ,2,95o7q82 ,2, 9o396345.~~,953t35I72/053-20 O A T A  CK 1 /1 , 3i1~~8/,C / , 94e9/,Cs/ ,o159,
~*T A Ct,j,?7?b/ ,C2/ .Mt 04fl,C/ .t9~~9,

“5504
05600 C

~ 3~ F 1.3 I’) 4.POLE WESO~~A TO~~S:

9 
- BESIAVAILABLE COPY
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~‘

06 100 ~ 1 i C 1 aW 4.C2*~ 34 C*Z IN
06 2(20
(26340 X 3 ’ X 2
06404 X21*1
06 500 ~tICKi*X2—C~(2iX3+CG*W1
(26600 Z~ PF:X 1 - 

-

06740 - - -

• 0680(2 C 
-

06940 C ENVELOPE DETECTOR (SQUARE ~~LAw ):07009 C S O UA RE—
Ol toO C -

9 7240 X U E T s S Q R T ( Z ~3 PF** 2)
27392
9 744~ C
07544 C LO~~ PAS5 ~ILTER—97 640 C

27849 Y 3 :Y 2
(27942 Y2 Y1
‘280-02
08100 Y3:~ OET * A~~1)
982o0
(28390 23 :22
98449 22’Zt
0850(2 Zi~~Z
08649 Z;~’4 +3, * (Yt +Y2).Y3

2:L+A (2) *21—A t 3 )  * Z 2 aA  (4)  *23
288(20

990-2 0 ~~ T UR N
r 09100 END

29209
4 9340
494412

-

- 
~95~ 2 

-(29602 SUBROUTINE NOISE (ZTM ,R P’i,Z)

29~300 C****o***i ****************,,************e**************a*****
29940 C
teooo C THTS 5t~ 8~~ 3 iJTTNE FST IMA TE~ THE NOTSE P0~ ER IN THE
10142 C EM/EL~JPE nETECTEr’~ OU TPUT FOR USE BY THE KALMA N
12242 C FILTERS . ~~I EST IMA TE OF THE NOISE POMER IS
i z 3o ~ C A~..Si 5U~~rRAcTE !) FROM T~ E ENVELOPE DETECTED SIGNAL
1(2400 C TN O~~OF.R TO PROOIICE A ZERO— ~~EAN NOIS E PROCESS
t~ S20 C A T IPIE PJPUT T O Trt E ~‘OPSE PR OCESSOR ,

C
1210(2 C ~ a*  ~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~
10840
1O90~ ~I~ E’-~StON YLONG(2~i9),YSr~0RT(52)
112 02

- - 1 1 1 2 4  P~~T A y L G/2 e1, / , Y S H OR17 5~j * j , ,
11234 O A T A  ~L /i/ . K K L / t / .~~S /j / ,( K S/ I/

• 1 1 3 ( 2 9  ~‘ I T A  Y ’ 1 I \ 1 / t , / , Y ~
.’ t ’ J 4 / t , / , y M A v G / , 25/

1154~ A L~~~ L ,1

- - 21609 IP~~~L.E1,2)’ t 1  (L’j
21739 KS IKS+t
11

~~~~~~~~
’
~ TF (<S ,Eci ,5-fl,S~ t BEST AVAILABLE COPY

122-44 IF (~~(L, G11~,2~~-2) ~~L’204
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~TT~I~ 1 ~~~~~~~~~~~~~~~~~~~ 

_
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- - - x ~~~~

12100 (icSiiCK Si1
12200 IF(K~ S,GE.50) k~(S a5~12309
12400 I~~(X KS ,LF .2) GO 10 12
12500 YLO NG (KL):ZIN
12600
12 700

• 12840 YM1~12.ZIN129 09 
-

130~ 0 1-3 ~)O 10-4 I~~1,~~kL13 149 IF~~Y L O N G ( I ) , G T , v M I N t )  GO TO 140
1 3244 Y r I I N I IY L Q N G ( 7 )
133 0 1-40 C O NT 1P~JE
13440
135~~ 00 2(23 Isi, SKS
13600 IF (YSHORT (I).GI S YMIN2) GO 70 220
13729 Y~~t N 2 s Y S H o R T ( I )
13802 CO NTIN U E
i3 9o~14000 V M I N YM ! N 1
14 12(2 t F (Y M 1 N~~.LT .Y i-’ IN t)  Y M IN:YMIN2
14222

Y A A V G : V M A ~~G+ ,4 Ø 4 * ( y M I N u .y M4 V G )
14 1100
j 4 5~~2460 2  I~~C RN .LT ,Ø. t.iO 5) ~~~3,c305
14720 Z l ,1* (ZIN 2,4*YMAVG ..,ø5)
14840
149~ (2

END

BEST AVAI IABI.E COPY
191
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