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an excellent performance curve over the whole throughput range. For channels with
high propagation delays (such as a satellite communication channel), an IRAR scheme
is shown to yield delay—throughput performance characteristics superior to those
obtained under pure reservation and random—access schemes, for medium and low net—
work throughput values. At higher throughput values, an efficiently designed inte-
grated access control scheme will be appropriately switched from an IRAR mode into
a reservation procedure.
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Abstract

Integrated Random—Access Reservation (IRAR) access—control schemes,

for multi—access communication channels , are presented and studied . Under

an IRAR scheme, newly arrived packets can be designated for reserved or

random—access transmissions. In the latter case , if a collision occurs,

each colliding packet is assigned for transmission by reservation, rather than

attempt another random—acc-ss transmission.

The performance of the IRAR schemes under consideration is expres~”~ ~~t

terms of the associated channel delay—throughput curves. Single packet mes-

sages are assumed . Analytical expressions are derived for the limiting

average packet delay for a broadcast multi—access channel, under various IRAR

schemes. The performance curves under IRAR access—control schemes are com-

pared with those resulting when pure reservation and pure random—access pro-

cedures are used . We show that for channels with low propagation delays

(such as terrestrial radio or line channels), an IRAR scheme yields an excel-

lent performance curve over the whole throughput range. For channels with

high propagation delays (such as a satellite communication channel), an IRAR

scheme is shown to yield delay—throughput performance characteristics superior

to those obtained under pure reservation and random—access schemes, for medium

and low network throughput values. At higher throughput values, an efficient—

ly designed integrated access control scheme will be appropriately switched

from an IRAR mode into a reservation procedure. 
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I. Introduction and System Description

We consider a multi—access communication channel of capacity C bps

serving a network of terminals. We assume information transmitted through

the channel is broadcasted to all network terminals, so that each terminal

is able to listen to any other terminal in the network. Subsequently,

decentralized access—control procedures can be employed . For this purpose,

it is further assumed that each terminal records in its own queueing table

the relevant state of the channel utilization process. Non—broadcast channels

with centralized control functions are readily designed and analyzed using

direct modifications of the techniques and results presented here. A satellite

communication channel and a terrestrial radio channel serve as examples of

multi—access broadcast radio communication channels. Such channels utilize a

repeater (such as a satellite transponder or a radio relay station) to allow

each terminal in the network to communicate with any other terminal. We assume

the corresponding channel uplink and downlink (constituting the terminal—repeater

and repeater—terminal links, respectively) to possess disjoint frequency bands,

so that users need to contend only for the use of the uplink channel. A commu-

nication line in a line computer communication network serves as another example.

Terminals, wishing to share the use of this line to transmit their information

to an appropriate destination node, can be located at one end of this line or

distributed (multi—dropped) geographically along it ,

We assume a synchronized structure. Time (referenced to repeater’s time)

is thus divided into fixed—length durations of T sec. each, called slots. Ter—

sinals, will start message transmissions only at times coinciding with the

starting times of the synchronized time slots. The channel is characterized

by a propagation delay of Rt sec., or R slots. Propagation delays are short

for regular terrestrial radio or line channels and are longer for satellite

networks and long—distance terrestrial channels.

1
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Considering a network of M terminals, new messages arrive at the i—th

terminal according to a Poisson stream of intensity X
i 
[mess./slot], i—l ,2,...,M.

The overall network message arrival, stream is thus a Poisson point process with

M
intensity A — 

~ 
A~ [mess./slot]. Messages are assumed here to be composed of

i—I,

a single f ixed length packet, containing U 1 [bits/packet]. The packet trans-

mission—time through the channel is thus (UC)~~ [sec ./packet]. We set, as in

[1] — [2], the slot duration to equal the packet transmission time, so that

T — (iiC)’~~.

A terminal will try to gain channel access for its packets, iimnediately

upon their arrival, following the protocol governing the network underlying

access—control discipline. Considering terminals which generate bursty (low

duty—cycle, high peak—to--average traffic intensity ratio) message streams, an

appropriate access—control discipline needs to be chosen so that the bandwidth

of the channel is utilized efficiently and acceptable message qucuel i5 ue.LJL

are obtained . Such efficient decentralized message—switching access—control

schemes have been recently developed and studied in [1] — [2]. (See [1] — [2].
for references to other related studies of access—control schemes.)

Reservation access—control schemes have been studied in [1]. These

schemes have shown to yield excellent delay—throughput performance character-

istics at medium and high network traffic intensity values. Messages containing

a random number of packets have been incorporated in these studies. In analizing

reservation schemes, the notion of a contention—free reservation slot has been

utilized. Within auch a slot, all terminals are assumed to be able to success-

fully transmit their reservation packets (or mini—packets, see [1]). In par-

ticular , we mention here the following reservation schemes studied in [1]. A

Fixed Reservation Access Control (FRAC ) scheme utilizes a fixed pattern consist—

ing of a single pre—determined reservation slot followed by a number (N) of
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service slots. For e
’ 
k..,~~riving message, the terminal thus sends its reserva-

tion packet in the reservati slot nearest to the arrival, and is subsequently

assigned the appropriate service~~1ots for the transmission of the message.

When the number N is dynamically changed to appropriately match the underlying

network t raf f ic  intensity value A , a Dynamic Fixed Reservation Access Contr~~

(DFRAC) scheme results. The latter has been shown in [1] to yield low average

message delay values over the whole practical range of medium to high net~wo~~

traffic intensity values.

A reservation scheme which automatically changes its structure to

accomodate network traffic fluctuations has also been presented and studied

in [1] . This is the Aynchronous Reservation Demand—Assignment ARDA I scheme.

This scheme declares each idle , unreserved , slot as a reservat ion slot . Other

slots are used for packet transmissions. In this way, the frequency of reserva-

tion slots is set automatically in accordance with the network traffic value.

ARDA I schemes have shown to yield excellent delay—throughput characteristics

(somewhat superior to those of a DFRAC scheme) for channels with low propaga-

tion delay values, R — 0,1. For channels with higher propagation delay values,

it has been shown in [1] that the DFRAC scheme exhibits better delay—throughput

performance characteristics. (An ARDA II scheme has been developed there to

yield automatic dynamic adaptation to traffic intensity fluctuations while

exhibiting a delay—throughput performance similar to that of a DFRAC scheme) .

The performance curves of the latter schemes will be compared with those of the

integrated schemes introduced and studied in this paper .

For low network t raff ic  intensity valuas , when single—pa cket bursty ter—

minal message streams are considered, a better . delay—throughput performance,

involving a much less sophisticated distributed access—control procedure, can

be achieved by a random—access mechanism . Terminals then can use the channel

3 
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at any time to transmit a newly arrived packet. If, however, two or more

packets collide, the involved messages are retransmitted following an appro-

priate random retransmission delay policy. A Group Random—Access (GRA) proce-

dure has been introduced and studied in [2]. Under this scheme, a family of

network terminals is allowed to use only a specified (periodic) pattern of

channel time epochs (groups), on a random—access basis. (At other times,

channels utilization is governed by possibly other access—control strategies ,

and can be dedicated to various other classes of terminals demanding a different

type of service.) Packets colliding within a certain group of slots will thus

retransmit within the next prescribed group of slots. As for the slotted ALOHA

random—access procedure, the GRA scheme has been shown in [2] to have traffic

capt- of e~~
’ = 0.368 [packets/slot] and be inherently unstable. To stabilize

eme, a dynamic feedback optimal control procedure have been derived

The latter needs to reject packets from the system, at certain times ,

yielding the minimal average packet delay attainable at an acceptable prescribed

probability of packet rejection. The controlled scheme subsequently yields

very low average packet delay values at low enough network throughput values.

In particular, we note that at very low network throughput values (as A -
~ 0),

the randoin—3ccess scheme can yield a reduction of up to R+l slots in packet

delay, over that of a reservation scheme, due to the related saving of the pro-

pagation and transmission delay involved with the broadcast transmission of a

reservation packet. Furthermore, the simple distributed control mechanism

involved with a random—access discipline, can result in significant savings in

hardware requirements and reductions in protocol and system complexities.

It is the purpose of this paper to integrate the distinct advantages of

reservation and random-access disciplines, and introduce and study access—

control schemes which combine both random—access and reservation operations.

4 )
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Such Integrated Random—Access Reservation (IRAN) schemes are expected to yield

excellent delay—throughput characteristics over a very wide range of network

traffic intensity (throughput) values. IRAR schemes will also be stable over

the whole range of allowable traffic intensity values (0 � A < 1), due to the

availability of the reservation operation, eliminating thus the need for a

complexed stabilizing control mechanism for the random access operation.

The basic governing principle involved in the operation of the various

IRAR schemes under consideration in this paper, is described as follows. A

newly arriving packet is allowed (many times) to be transmitted in certain time

slots on a random—access basis. If a subsequent collision has occurred, this

packet is however not retransmitted again on a random—access basis (as is the

case under a random—access discipline) but is instructed to use a reservation

procedure. The resulting IRAR schemes thus switch from a majority of random—

access transmissions at low network throughput values to a majority of reserved

transmissions at higher throughput values.

The prGtocols of the basic IRAR schemes are presented in Section II. For

these schemes, the delay—throughput ptrformance characteristics are derived in

Section III, assuming channels with low propagation delay values, R = 0, as for

terrestrial radio or line communication networks. For higher propagation delay

values, the delay—throughput performance of IRAR schemes, is presented In

Section IV. The performance curves of the various IRAR schemes are subsequently

compared with those of pure random—access schemes. The performance advantage

of IRAR schemes, in many situations, is consequently concluded. In addition to

demonstrating the performance characteristics of the basic IRAR schemes, our

studies here will also serve as the basic background for extensions to even

more sophisticated integrated access—control disciplines, for communication

networks involving a multitude of different types of messages.

5
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II. Protocols for the Basic IRAN Schemes

To specify the protocol of an IR.AR scheme, we make use of the notions of

a reservation slot and a random—access slot. A reservation slot is defined to

be a slot which is dedicated , as specified by the protocol of the underlying

access—control discipline, for reservations. Furthermore, we assume that within

a reservation slot every network terminal can broadcast Its reservation packet

(or mini—packet), anouncing its requirements for channel time (and priorities,

if desired), in a contention free manner (see [1] for further details). We

note that if a discipline requiring access contention is employed to govern

reservation transmissions within reservation slots (such as a slotted ALOHA

procedure, so that a GRA scheme results), the resulting extra reservation

delay factors can be added to the delay formulas presented here (with A now

recognized as the throughput rate of the stream of reserved messages, assuming

the latter is modelled as a Poisson point process) .

A random—access (RA ) slot is declared to be an unreserved slot during

which terminals are allowed to transmit their packets ors a random—access

(unreserved) basis. Clearly, a successful packet transmission within a RA

slot can occur if and only if a single terminal transmits a packet within this

slot. If two or more terminals transmit packets within the same HA slot, their

packets will collide and subsequently be recognized by the network terminals

(R slots following their transmission) as unsuccessful random—access transmis-

sions. In the latter case, the corresponding terminals, using copies of these

packets (aiway kept in the terminal buffer till packets are acknowledges to be •

successfully transmitted), will try to gain channel access again. A slot during

which packet collisions occur Is called a collision slot. In the lEAR schemes

studied here, a packet is allowed to try no more than a single random—access

transmission. A colliding packet will be instructed by the lEAR scheme to use

6



a reservation procedure to gain access, and send its reservation packet within

an appropriately scheduled reservation slot. Slots reserved for packet trans-

missions are called service slots.

It is also possible to set the allowable number of packet random—access

transmissions to be equal to a fixed number L, L � 1. Following L unsuccessiLl.

transmissions, a packet is then instructed to use a reservation procedure. How-

ever, we will note that an lEAR scheme wit: L = 1, essentially attains the aelay—

throughput performance of a pure random—access scheme (such as a GRA or slotted

ALOHA scheme) over the appropriate range of network throughput values. There-

fore , an lEAR procedure employing a value of L > 1 is not expected to yield a

scheme with improved performance characteristics , as actua]Jv observed through

various simulation studies.

It is further interesting to note that the limiting case - F L = 0 can be

viewed as corresponding to a situation where an arriving packet sends immediately

a reservation packet, at the first available idle slot, not using any HA trans—

miasion trials at all. The latter procedure, however, constitutes the ARDA I

reservation scheme mentioned in Section I.

The first basic lEAR scheme , denoted as lEAR I , is administered by the

following protocol .

Protocol for IRAR I Scheme:

1. Any slot which has not been reserved as a service or reservation slot,

is declared to be a random—access (HA) slot.

2. The (first unreserved) slot following the instant at which a collision Is

recognized by the network terminals (i.e., R slots following any collision plot)

is established as a reservation slot.

3. Service slots are established (at unreserved slots) for reserved messages

l e d iately following the reception of the corresponding reservation packet

7
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(i.e., R slots af ter  the corresponding reservation slot) , in accordance with

the underlying service ordering discipline.

4. A newly arriving message transmits its (information carrying) packet in

the first  available HA slot. If collision is subsequently recognized (H slots

latter) , reservation is made for this packet in the first available reservation

slot.!

We note that instructions 1, 2 and 3 of the lEAR I protocol describe the

establishment of random—access , reservation and service slots, respectively.

Each terminal , using its queueing table, thus recognizes the identity of the

underlying slots , and subsequently employs instruction 4 to manage its trans-

missions .

To determine the order of service among packets which have made reserva—

tions within the same reservation slot , any service ordering discipline (such

as random ordering , first—come first—served or any priority ordering procedu re)

can be used . We however assume here that packets which have made reservations

at an earlier reservation slot are served before those which make reservations

at a latter reservation slot.

To improve the delay—throughput performance of an tEAR I scheme at medium

and high network t ra f f ic  flow values , we modify this scheme as follows . If a

newly arriving message recognizes a reservation slot, prior to the first avail-

able HA slot, we allow it to make ii~nediate1y its reservation within the latter

reservation slot, raLher than try first HA transmission. The resulting access

procedure ,denoted as tEAR II scheme, is thus governed by the following protocol .

Protocol for tHAI II Scheme: Instructions 1, 2 and 3 for lEAR II are identical

to instructions 1, 2 and 3, respectively, for lEAR I. Instruction 4 for tEAR II

is given as follows. (4) Upon its arrival , a newly arriving message checks

whether there exists any reservation slot preceding the f i rs t  available HA slot.8
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If the latter is the case, the message sends a reservation packet in the latter

reservation slot. Otherwise, the information packet is transmitted in the first

available HA slot. Then, in the latter situation, if collision is subsequently

recognized , reservation is made for this packet in the first available reserva-

tion slot. I
A further improvement in the delay—throughput curve of an tEAR scheme,

at medium and high network throughput values, can be achieved as follows. We

note that at such traffic intensity values, service periods (being groups com-

posed of successive service slots) can be relatively long. Subsequently, a

high probability of packet collisions will exist within the HA slot following

a service period. To avoid such collisions, an IRAR III scheme declares the

latter slot to be a reservation slot, assuming thus the following protocol.

Protocol for lEAR III Scheme: Instructions 1, 3 and 4 for lEAR III are identical

to instruction 1, 3 and 4, respectively, for tEAR II. Instruction 2 for IRAR III

is given as follows. (2) The (first unreserved) slot following the instant at

which a collission is recognized by the network terminals, is established as a

reservation slot. Also, any (unreserved) slot following a service slot is

declared as a reservation slot.

The delay—throughput performance characteristics of lEAR I, II and III

schemes , as well as other related lEAR schemes, are derived in Section III for

shoi~t propagation delay values (R — 0) and in Section IV for longer propagation

delay ;alues (R � 1).

9



III. Performance Analysis of IRAR Schemes for Channels with H = 0

The Performance Measures

The performance of the IRAR schemes under consideration here will be

assessed in terms of their delay—throughput curves. The latter relate the

(steady—state) average packet delay D in the network to the network throughput

s. The message delay constitutes of the following components. The waiting—time

of the n—th packet in the system is denoted as W , n � 1. This waiting—time is

expressed in terms of numbers of slots and is measured from the start of

the slot following the packet’s arrival at its terminal to the instant this

packet is successfully transmitted. Note that we do not include an average

delay of 1/2 slot which accounts for the average time elapsing between the

actual packet arrival (following the continuous—time Poisson stream) and the

start of the next slot. The steady—state average packet waiting—time function

W is given by the limit (when it esists)

(N ‘I
lim N 1 

E
~E W~~ 

. (3.1)

~n=l 7

The overall steady—state average message delay D (in slots) is thus given by

D = W + R + 1 . (3.2)

Eciuation (3,2) Includes H slots and single slot terms to account for propagation

delay and transmission time, respectively, associated with a successful packet

transmission.

Denoting by S~, the number of successful packet transmissions in the i—tb

slot, S1 — 0, 1, 1 � 1, the channel throughput is given by c
1

5 — lim N 1’ E
~E ~~~U—i ~

yielding the channel output rate (i.e., the limiting average number of successful c
packet transmissions per slot).

10
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For all tEAR schemes considered here, it is readily verified that the

underlying Markov chain describing the channel state process is positive—

recurrent if and only if A < 1. Assuming thus henceforth that A < 1, and

since no packet rejec tions are used in tEAR schemes , we have

s = A  , (3.4)

so that (at steady—state) the channel throughput is equal to the overall net-

work traffic intensity value.

The Analytical Technique for Evaluating the Packet Delay

The analytical procedure presented in [l1 is used also here to compute

the packet delay. It is briefly summarized as follows. The channel state

process is described by a vector Markov chain {~~,n � O}. Associated with any

sample function of the channel state process, appropriate time periods are

defined and identified, under each IRAR scheme. Random vector X thus describes
-n

the state of the n—th period . (A typical time period will include a collission

slot and the associated reservation and service slots.) We then set N(X ,X )
—n —n+l

and W(
~~
,
~~+1) as the average (given X ,X +I~

) values of the number of messages

served and the sum of waiting—times of these messages, respectively, during the

(n+l)—st time period associated with state X ,~1. For our schemes , the latter

two functions are time—homogeneous and depend only on (X ,X ,~ ,), for each n � 0.

We further have, as M -
~~ ~~, for A > 0,

M

~~ ~~~~~~~~~ -“ , w.p.l. (3.5)
n-i

Subsequently, we can write

M

E w (x ,X )
-l 

N 
0lim N E w~ — i~~ 

n 
, (3.6)

n i  ~~~~~ 
~~
‘ N’X ~‘-‘ ‘—Il ‘—n-I-in0

11
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with probability one. We now apply a Markov ratio limit theorem (see [3], p. 91,

Theorem 1, and El]) to the vector Markov chain {~~,n ~ 1), where ~~
For A < 1 and any IRAR scheme, the latter chain is an Irreducible positive—

recurrent Markov chain with the stationary distribution {lr(i,1)}. We then con-

clude that

E[W(X ,x )]
— —n —n+lW — E[N’X x )] ‘ 

(3.7a)
‘—n ‘—n+i

where

E[W(X ,X~~1
)] = E W(i ,1)Ir(i ,j ) , (3.7b)

E[N(X ,X~~1
)] = ~~~ N(i,j)7T(i,j) . (3.7c)

Thus, to evaluate the limiting average packet waiting—time ~~~, we need to

obtain functions W(•) and N(s), and derive the steady—state joint probabilities

{Ir(i,1)}. The latter can be expressed , for each 1, j, as

7T(i ,j~) — u (i)P (i,1) , (3.8)

where {
~
(
~,1)

} and (u(1)} denote the transition probability function and the

stationary distribution, respectively, of Markov chain {~~}. For the schemes

under consideration, we will note that it is not necessary to fully have

{uU)}. The stationary probabilities of only a limited number of states (state

0 alone, or states 0 and 1, usuaily) will be required. We note that the same

procedure is readily extended to evaluate any other limiting moment of the

message waiting—time.

Performance Analysis for Channels with R — 0.

The lEAR I Schei~e

In this section we will consider channels with low propagation delay

value, setting R — 0. The analytical procedure presented above will be used

12
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to derive the delay—throughput performance curves under IRAR I, II and III

schemes.

We consider first an tEAR I scheme for a multi—access channel with R — 0.

For this situation, a sample function of the process describing the evaluation

of the channel reservation and service periods Is shown in Pig. 3.1. We note

that the channel state process is composed of a series of basic time periods.

Such a period is set so that its first slot is always a HA slot. A period

constitutes of a succession of a single collision slot, a single reservation

slot and a number of service slots (a service period), provided that the first

slot is a collision slot . Otherwise , the first (HA) slot contains no collis—

sions, and we take it to constitute the whole corresponding time period.

Using the above ment ioned definition of a period , we let denote the

state vector associated with the n—th period, so that {X ,n � 0} is the under-

lying state sequence. We let N — X denote the number of packets successfully

transmitted within the n—th period. Clearly, we can use here X = IX ), so that

the state sequence is represented by the scalar chain {X ,n � 0). For a single

slot n—th period , we have X 0 if no new arrivals occur, or X
n = 1 if a single

successful HA transmission occurs. For a longer n—th period , Xn denotes the

number of colliding, reserved and served packets within this period.

We readily note that {X
n~
n � 0} is a Markov chain, with a state—space

composed of the nonnegative integers 
~
‘. Its transition probability function

{P(i,j)) is described by the transion diagram of Pig. 3.2. Thus, we have

[A(i-s-2)]~ (j!)~~’exp(—X (i+2)), if i � 2,

P(i,j) P(X~4,1.j~X — i) — (3.9)

if I — 0,1,

for j � 0, n � 0. We note, as indicated in Eq. (3.9) or Fig. 3.2 that the

number of HA transmissions at the first slot of each group is equal to the

13



number of new packet arrivals in the previous group. If the latter is I slots

long, 1+2 slots are available for these new arrivals if i � 2, since the col-

lision and reservation slots are included. All HA transmissions are served

within the group. For A < 1, one readily verifies that {X~,n � 0) is positive—

recurrent, having a ~~atiouary distribution {ui,i � 0), where

— 11 X — I) , i ~ 0 . (3.10)
n ~

Distribution {u
1
) is obtained as the unique solution to

uj
u1E ujP(i~i)~~i � O ~~ Euj

= l .  (3.11)
1—0 j—0

It is, however , not necessary for our purposes to solve (3.11) for the steady—

state distribution. It will be shown that only u0, u1 are needed. The latter

probabilities can be obtained from (3.9) — (3. 11) , or more simply by a simula—

tion of IX ), following the flow diagram of Fig . 3. 2. In the latter case, we

set (using a sample mean estimate)

M-l
u1

(M) — M 1 
~~ I(X 1), (3.12)

n’~O

with u
1 

— lim u
1
(M) , where 1(A) is the indicator function associated with

event A, so that 1(A) — 1 if A has occurred and 1(A) — 0, otherwise. Due to

the simplicity of the transition scheme of Fig. 3.2, it is easy and simple to

use such a simulation, or recursive computation procedure to obtain u0 
and U1.

We thus assume henceforth that U
0 

and a
1 

are obtained in this manner (also been

used in the actual computations),

To evaluate the average packet waiting—time W, we now need functions

N (•). The number of packets served during the (n+1)—st group is clearly equal

to X • We thus haven+l
N(X ,X~~,1) — X5+i (3.13)

14
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The sum of the waiting—times (in number of slots) of pockets served during the

(n+ 1)— st period , for an LEAR I scheme, is given by

W(X ,X +i
) I(X � 2) •[~ Xn+i(X

n
+l)]

+ I(X
+1 � 2).[2X+1 + ~~ 

X~~1
(X~~i — 1)] . (3.14)

The first term on the RHS of (3.14) expresses the overall (averaged , w.r.t. to

their Poisson arrival times, given X , X +i
) waiting time of packets from the

time of their arrival within the n-~’th period to the time of their HA trans-

mission at the first slot of the (n+l)—st period . For X O ,l this term

should be set to 0 , as ensured by the multiplication by I(X~ � 2) . The

second term of (3.14) yields the overall waiting—time of packets within the

(n+l)—st period , from their HA transmission to their admission into service.

This term is set to zero if X~~1 O or 1 - Otherwise , the f irst  component ,

2X +1 , accounts for the overall delay experienced due to transmissions over a

collision and a reservation slot. The second component yields the averaged

(given X +1) waiting—time of a packet , for admission into service , following

its acknowledged reservation, given that X~~1 packets will be scheduled for

service (at random order). (Note that since only the average waiting—time is

computed , any “conserving” service ordering discipline will yield the same

overall waiting—time value , and is therefore acceptable for our computations.)

Incorporating (3.9)—(3.14), the delay—throughput performance curve of

an IRAR I scheme , when R 0  , can be evaluated using Eqs.(3.7). For that pur—

pose,we first derive expressions for the first two (steady—state) moments of

{ X }  , in terms of u0,u1 . The latter computation follows from Eq.(3.9), or

the diagram of Fig. 3.2 . The latter is represented by the following recursive

15
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state relationship,

X
+i 

= I(X � 2)Z (X + 2) + t(X � l)Z (l) , (3.15)

where Z
n
(i) is a sequence of i.i.d. random—variables governed by a Poisson

distribution with intensity Xi , i ~ 1 . The limiting moments, for A < 1

X — u r n  E(X ) = ~~ iu~ , (3.l6a)
~~~~~ I

= lim E(X 2) = ~~ i
2u , (3 .l6b)

n-’~~ i

are subsequently given as follows.

Lemma 3,1 For A < 1 , R = 0 , under and [EAR I scheme, limiting moments X

and X 2 exist and are given by

X = A(l - A) ’[2- u 0- 2u1~ , (3.Lla)

(1 — A 2 ) ’ [~~(l + 4A 2) + 4A 2 — 5A 2u
1 

— 3A 2(u
0 

+ u1)J ,  (3.17b)

where u0,u1 are given by (3.10).

Proof. Eq.(3.lla) follows by taking expectations on both sides of (3.15), noting

that at equilibrium,

E{I(X � 2)Z(x + 2)) — E{A (X~ + 2)I(X � 2 ) )

— A (~ — u
1) + 2A ( l—u 0 

— u
1
) ;

E{I(X ~ l)Z(l)} — A (u0 
+ u

1
)

and setting lim E(X~) - u r n  E(X
41) 

=

16
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Eq. (3.17b) follows by squaring both sides of (3.15), taking expectations,

and noting that at equilibrium,

E{12(x � 2)Z~ (X + 2)) E{ I(X � 2) [ A (X + 2) + A 2(X + 2)2~

E{12 (X � l)Z 2(l)} = E {I(X � l)(A~ + A ) )  = (u
0 

+ u
1

)(A 2 + A)

and setting u r n  E(X +1
2) = u r n  E(X 2) =

~~~. E . V.

The delay—throughput performance curve is now obtained in Theorem 3.1.

Theorem 3.1 For a multi—access channel with R = 0 , under an lEAR I scheme,

for a packet arrival intensity of A < 1 , the limiting average packet delay D

is given by

D = W + 1 , (3.18)

where

W = 1.5(1 + A) + ~(l +

+ (X) ’[A (l — u
0 

— u
1
) — 2(1+X)u

1
] , (3.19)

where X and ~ 2 are given by Eqs .. (3.l7) .  For A � 1 , P is unbounded .

Proof. Eq.(3. 19) is obtained using Eqs. (3.7).

By (3.13), we obtain

E[N(X ,X
+u
)] -

By (3.14), we have

E(W(X ,X~~ 1
)] — ~A(~~2 — u1

) + A (~ — u1
) + ~A(~ — u1) + X(l 

— u
0 

— u
1
)

+ - ui,
) + 1(~2 - u )

t 
17
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noting that, at equilibrium (using relation (3.15)),

E{X X
~+1I(X � 2)) = E{X

n
I(X

n 
� 2)EEX

+i~
X � 2]).. E{X

n
I(X

n 
� 2)X(X

n ÷ 2))

— XE{X 2I(X � 2)) + 2AE{X I(X � 2))

= A(~
2 

— u1
) + 2A (~ — u1

) ;

and that

E{X t(X � 2)} = A E{( X + 2)I(X � 2))n+l n n n

= XE{X I(X � 2)) + 2 A E ( I (X  � 2))

X ( X - u 1) + 2 X ( l - u 0 - u
1

)

Eq. (3.18) then follows from (3.2). Since the channel process approaches a pure

reservation process as A + 1, A < 1 as the NASC for its positive—recurrence

follows as for a reservation scheme in [1], or directly by (3.15).

q. L. V .

Note, as a check of (3.19), that as A -‘- 0 , we ~~~ u
0 

-* 1, U
1 

0,

-
~ 1, X2 (X) ’ -

~ 1, u
1
X

t 
-
~ 1, so that ~i 

-
~ + — u~(~

Y’1 -+ 0 , as

expected.

Eqs.(3.l7)—(3 .19) thus yield the delay—throughput curves for R = 0 ,

under an LEAR I scheme, with probabilities u0,u1 as parameters. The latter

probabilities are evaluated as indicated above, through (3.12) or (3.11). The

resulting delay—throughput curve is shown in Fig. 3.7. It will be compared

later with curves obtained under other access—control schemes,

18
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The IRAR II Scheme

We now consider a multi—access channel with R — 0 under an tEAR II

scheme. A sample function of the associated channel state process is shown

in Fig. 3.3. Time periods are defined as for the tEAR I scheme. Thus, the

first slot in any time period is always a HA slot. Considering now the n—th

period, the number of transmissions in this HA slot is denoted as N .  The

number of successful transmissions within the n—th period is denoted again aS

X . If N = 0, or N — 1, then X — N and a single slot group containing no
n n n n fl

transmissions, or a single successful transmission, results. On the other

hand, if Nn � 2, a collission slot results. This slot is followed by a reserva-

tion slot. The number of packets making reservations at the latter slot is given

by Nn + ‘n 
This includes the N colliding packets plus I~ new packets which

have arrived during the previous collission slot. Variable I~ represents the

new parameter incorporated in lEAR II , when compared with tEAR I. It represents

those packets which have arrived during a collission slot and are thus allowed

by instruction 4 of the lEAR II protocol to immediately make a reservation at the

next slot, which is established as a reservation slot. Under the IRAR I protocol,

such newly arriving packets would have to wait for the next HA slot and then

execute a BA transmission. The latter will result with a high probability of

collision, under medium and high network throughput values. Under lower network

traffic intensity values, lEAR I and II clearly exhibit similar performance char-

acteristics. We thus expect an improvement in the performance characteristics

when using an tEAR II scheme, over the whole throughput range.

The channel Markov state sequence {X ,n � 0) is now characterized by the

state X , where

x — (N , I ) . (3.20)
—ii n n

The state equations follow the flow diagram of Fig. 3.4, and are descr ibed as

19
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follows. The number of packets successfully transmitted in the (n+l)—st group,

Xn+i~ 
is given by

X +l — N +l + tn+l I(N +1 � 2) ,  (3.21)

where

(j !)~~exp(—A (i+l)),

P(N +1
..jfN , X — i} if I > 2 , (3.22)

X~ (j!)~~exp(—X), if i = 0,1,

and {I ,n � 0) is a sequence of i.i.d. random—variables governed by a Poisson

distribution with mean A ,

— j )  A~(j!)~~ exp (—A) (3.23)

f o r j � 0 .

Eq. (3.21) Indicates that X
n+i 

= N
41 for a single slot group, while

X~~1 
— Nn+l + ~~~ (so that the N~÷1 colliding packets plus the new~ arrived

tn+l packets are served) for a group containing a colliding first slot. Eq.

(3.22) indicates that the number N +1 of HA transmissions made in the (n+l)—st

slot is equal to the number of new arrivals during the X+ l  service plus

reservation slots of the n—th group, if Xn 
� 2. If X

n 
S 1, the n—th per iod

contains a single slot and N~÷1 contains only the number of new arrivals within

this slot. Eq. (3.23) indicates that the number of packets 1 +1 making reserv-

ations without first trying BA transmission, is equal to just those newly

arriving within the sm ile colliding slot.

To evaluate the packet average waiting—time we now represent functions

N(s) and il(s). For the overall number of packets served during the (n+l)—st

group, we have again

~~~~ ~~~~ 
— x 41 . (3.24)

20

— — --- —
_,

~~~~~
-— .---- 

— 
—
~~~z~~.i



- —------ -- ----- - - • —--- - •- -  - - ---—-~~~~~~~~.-~ --- ---- --

The overall sum of waiting—times for packets served during the (n+l)—st period ,

is given by

W(X , 
~n+i~ 

— I(X � 2) . N 41 x ]

+ I(X +1 � 2) [N~+1 + X +i + ~~
- X +1(X +i - 1)]. (3 .25)

Comparing Expressions (3.25) and (3.14), we note that the first expression on

the BBS of (3.25) again expresses the overall (averaged) waiting time of those

N +l packets arriving during the last (X +l) slots of the n—th group, prior to

their HA transmission in the first slot of the (n+l)-st group. Similarly , the

second term incorporates delay times involving, provided X~~1 
� 2 (noting that

X � 2 ~~~~~~~ N � 2) :  a collission slot for each one of N packets; a
n+l n+]. n+l

reservation slot for each one of Xn+l packets; and an average overall waiting—

time from reservation to admission into service of X (X —1) slots.2 n+l n+l
We note that {X ,n � 0) is itself a Markov chain, having a transition

probability function {P(i,j)} given by (3.21) — (3.23) ,  a stationary distribution

I � 0) , and first two limiting moments denoted by X, X2. It is readily

verified that both Markov cha in Ix , n � 0) and Ix , n � 0) are positive—recurrentn
if and only if A < 1.

The evaluation of the delay—throughput function under the lEAR II scheme,

now follows in the same manner as that for the tEAR I scheme, using Eqs . (3.21)—

(3.25) in Eqs. (3.7). The result is summarized by the following Theorem. It

is again convenient to represent (3. 21) — (3.22) in terms of a single recursive

state equation given as,

X — N  + 1  I(N � 2 )n+l n+1 n+l n+l

= I(X~ � 2) [z CX +1) + ~~~ +I(X � l)Z
÷1(1), (3.26)
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where {Z~(i)) is defined as before and is statistically independent of {In}•

Note the minor difference between (3.26) and (3.15). Probabilities u0 
and u1,

defined by (3.10) and satisfying (3.11), can again be evaluated by a repetitive

recursive use of the recursive relationship in Fig. 3.4, using (3.14).

Theorem 3.2. For a multi—access channel with R = 0, under an lEAR II scheme,

for a packet arrival intensity of A < 1, the limiting average packet delay P

is given by

D = w + l , (3.27)

where

= -
~~
. (3X+l) + .~~

- (l+X) X
2
(~)

1 
+ (~)

1
[A—2(A+l)u1

j . (3.28)

The limiting means = Ziu~, X
2 

= 
~
i
2
u
~
, are given in terms of limiting prob—

H I I
abilities u , u , as follows.

0 1

i= X(1—X) 1(2— u —2u1
), (3.29a)

— A (l—A 2 )~~ [2(l+2X) + (l+4A)~ — (u +u
1
)(l+X)— u

1
(3+5X)}. (3.29b)

For A � 1, D is unbounded.

Proof. Expressions (3.29a) and (3.29b) are obtained by taking expectations on

both sides of Eq. (3.26) and the square of each side of (3. 26) ,  respectively,

and invoking equilibrium conditions, as in Lemma 3.1. Eq. (3.28) is obtained

by calculating E[W(~~,X ÷1)1 and using (3.
7) and E[N(X ,X +i

)] = to obtain

— (i)~~E[W (~~,~~~1)1.

In performing the above calculations we note the following relation—

ships.

El! (X � 2)N 41X } E {A (X +1)X I CX � 2) )  — A (X 2
—u 1) + A (~ —u 1

) ;

E{N +11(N +1 � 2)) 
~~ 

A(i+l)u
i 
+ X(u +u1

) — u1i—2
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= A(~—u1) + X(1—u0—u1) + X(u -fu
1
) — u 1

• = X i — A u1
+ A—u1

Subsequently, we obtain

= 4 A(~~—u1) + 4
+ X i - A u1

+ X-u1 +4 (~~-u 1
) +4(X

2_u
1
)

— 4 i+~~? + 4 3A + l~~ — 2u
1
(X+l) + A

which yields, upon division by 3~, expression (3.28). Taking expectations on

both sides of (3.26) we obtain, at equilibrium,

E(X +1) — X - E(N +u
) + A(1-u —u1

)

— (u +u
1
)A + E u1A(i+l) + A (l—u0-u1)i—2

X + X 5~~— A u 1,

yielding Eq. (3. 29a) . Taking expectations of the square of each side of (3.26) ,

we have

EcX
2
~1) 

= X2 
— E(N2

+u) + E{I(N~~1 � 2)I~~~}

+ 2E{N 41
I(N

41 
� 2)I~~~)

where

E(N2~1) - (u +u1XX
2+A) 4 ~~ u1

[X 2(i+l)
2 + A(i+l)]

— (u +u1) (A+A 2) + A 2 (X2—u1) + (A+2A 2)(~—u1)

+ (X+X2) (1=u
0—u1
) ,
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E(I(N~~1 � 2) 12
+1

) (1—u0—u 1) (X+X 2 )

E{Nn+i
I(N

U+i 
� 2)1~.~~) = E

~
1n+l~~~n+l � ~~~~

= 

~~~~
‘l 
+ A —

yielding subsequently relation (3.29b).
Q.E.D.

The delay—throughput curve for a channel with R — 0, under IRAR II

scheme, computed according to (3.27), Is shown in Fig. 3.7. We note that the

delay—throughput curves under IRAR I and II schemes are essentially the same

for 0 � A � 0.4, while for A > 0.4 lEAR II scheme exhibits a somewhat better

performance.

The tEAR III Scheme.

The IRAR III scheme differs from the IRAR II scheme in that it declares

the slot following a service period as a reservation slot . We thus expect , when

compared to tEAR II scheme , the IBAR III scheme to yield a lower deli -Lhr~ ughput

curve at medium and high values of A , while exhibiting a similar performance at

lower values of A.

A sample function of the channel state process under lEAR III scheme,

with R — 0, is shown in Fig. 3.5. Time periods are now defined as follows.

A time period constitutes of a single slot if no packets transmit within this

slot, or a single (successful) PA transmission has occurred in this slot . Thus,

a single slot period will contain a reservation slot with no reservations made

in it (to be called a zero reservation slot), or be composed of a BA slot during

which no collissions are experienced. A time period which contains more than

one slot, will start with either a colliasion slot or a nonzero reservation slot .

In the first case, the period will contain the collission slot and the successive

reservation slot and service period . In the second case , the time period will be

composed of the nonzero reservation slot and the following service slots.
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Considering the n—th time period, we denote the number of transmissions

within ice f trQ~t slot again by Nn~ If the n—th period contains a collission

slot , we let (as for IRAR II scheme) I denote the number of new arrivals

within this colli~sion slot. We nov set X to denote the number of reêes~ed

transmissions within the n—th period . Thus, for a single slot period we have

X 0, while N — 0 , 1. Note that the present definition of X~ diff ers from

the corresponding one used for tEAR I, II schemes.

The channel Markov state sequence {X ,n � 0) is characterized by state

X , where X — (N , I , X ). In particular , if X 0 the first slot in the—n —n n n n—i n—l

n—th period is a BA slot. On the other hand , if Xn_l > 0 the first slot of the

n—tb period is a reservation slot.

The state equations for lEAR LIt , R = 0, follow the flow diagram of Fig.

3.6, and are presented as follows.

X~~1 
= N~~1 

+ I(X=O) {I(N
+1 ~ 

2)I~~~ — I(N+i = 1)1 , (3.30a)

where

N +i = Z +i(X +l) , (3.30b)

and , as before , IZ (i)} and I I )  are statistically independent sequences of

i.i.d. random—variables governed by Poisson distributions with means iX and A ,

respectively .

We note from Eqs. (3.30) that Ix , n � 0) itself is a Markov chain with

stationary transition probabilities. It is again readily shown that both

Markov chains are positive—recurrent if and only if A < 1. The stationary

distribution of {x~} is again denoted by fu ~~ I � 0) , and the associa t ed first

two moments as — Eiu1 X2 
— Zi

2u . We will note that only the limiting prob—
i i i

— ability of state 0, U
0 , is required to evaluate D under tEAR III, when R — 0.

Probability U
0 

can be computed , as for tEAR I , II , by successive iteration

governed by recursive relationship (3.30) .
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To evaluate the packet average waiting—time W, we need evaluate functions

N(’) and W(~). The overall number of packets served during the (n+l)—st period

is now given by

N(X , 
~n+l~ 

— X +l + I(X —0)I(N 41—l). (3.31)

The first term on the BBS of (3.31) accounts for the packets served by reserva-

tion, while the second term incorporates a single (successful) BA transmission.

The overall sum of waiting—times for packets served during the (n+l)—s t

period is now given by

- 4 x x ~~1 + x~÷1 + I(x~~O)X +1 + 4 X~~1(X~~1-1) . (3.32)

The first term on the BBS of Eq. (3.32) represents the (averaged , given

overall delay of the Xn+l packets served within the (n+l)—st period , while

waiting through the n—th period, prior to their reservation in the (n+l)—st

period. The second and third terms account for the delay of the X
n+1 packets

along their reservation and collission slots, respectively. The four~n term

in (3.32) represents the overall (averaged) waiting—time of the Xn+i packets

after they have made reservations and prior to their admission into service.

The evaluation of the delay—throughput function under the IRAR III scheme

now follows in the same manner as those for the lEAR I—Il schemes, using

Eqs. (3.30) — (3.32) in Eqs. (3.7). The result is summarized by the following

theorem.

Theorem 3.3. For a multi—access channel with R — 0, under an IRAR III scheme,

for a packet arrival intensity of A < 1, the limiting average packet delay P

is given by

D — W + l , (3.33)

where

W — [1u Ae~~]~~ {4 (A+i)i + 4 (A+l)x 2 1 )

+ u 0A [2—2 exp(—A) — A exp(_X)]}, (3.34)
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and u — u r n  P(X
n 

— 0). The limiting means are given by
n -,.

~~

A(l—A)~~ • {1+u0
[l_2 exp(—X)—A exp(_X)]} , (3.35a)

x2 — A (l_A 2)~~
.{(l+2X)i~+ A+l — u exp (—X)

+ u0
(1+X)[1—exp (—X)—A exp(—X)]

+ 2Au
0
[l_exp(_A)]}. (3.35b)

For A � 1, D is unbounded.

Proof. Taking expectations on both sides of (3.30) we obtain, at equilibrium,

noting that E{N
~+1
} — E{Z(X~+l)) A(~+l), E(X +1) ~ 

= X (~+l) — u
0
Ae~~ +

u A(l—e~~—Ae
’1), which yields Eq. (3.35a). Taking the square of each side of

(3.30), and subsequently the corresponding expections, and noting that

E{N +1
2
} — E{Z2 (X +l)) = E{A2 (X +i) 2 + A (X +l)},

we obtain, at equilibrium,

E(X 41
2) = X2 E{N +1

2
} + E{I(X—0)I(N41

=l)}

+ E{I(X
~~

O)I(N
+1 

� 2)I~~~~)

— 2E{N +1I (N 
+i~~

)I (X —0))

+ 2E {N +1I(X =0)I(N +1 � 2)1 +1)

= A
2

EE (X +l) 21 + AE [X +l] + E[I(X — 0) JE [I (N 41— l ) l X —0J

+ E(t
÷1
2)E[I(X—0)]E{I(N~~1 

� 2)IX —0)

_2E[I(X
n~

0)]E[I(N
~~1

•l)IXn
=0]

+2E(I41
)E[I(X—0)]EEN~~1

I(N
41 

� 2)IX — 0]

— A 2 (X2+2~+l) + A(~~l) + u0X exp(-.X)

+ (A 2
+A)u

0tl—exp(—A)—X 
exp (—A)]

— 2u
0A exp(—X) + 

2Xu
0
[X—X exp(—X)], 

- 
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which yields Eq. (3.35b). To obtain W, we first obtain, using (3.31), at

equilibrium,

E{N (X ,X +1)} — EOc +1) + E {I(X
n
=0)t(N

n+i
a1)} = + u~,A exp(—X).

Using (3.32), we have at equilibrium,

E{W(X ,X +1
)} — 4 E{X X~~1) + E(X +i) + E{t(X—0)X~~1

}

}
2 ~ n+l’ n+1

4 Oi+XX~) + + u X[2—2 exp(—A)-.A exp(—X)]

+ ~~ [x~-~J = 4 ~(X+l) + 4 X2(X+l) + u AE2-2 exp(-A)-A exp(-X)],
noting that

EEX X
~+i

] = E{X E[X +11X ]} — E{X~A(X~+l)) =

and that by (3.30) ,

E{I(X—0)X 41) = E{I(X =0)N — E{I(X=0)I(N41=l)}

+ ElI(X=0)I(N
+1 

�

— u X  — u
0
X exp(—X ) + u0X [l—exp(—A)—A exp(—A)]

Dividing now ElW(~~,X 41)) by E{N(X ~~~~~~~ 
we obtain Eq. (3.34). The

recurrence relationships for the moments ~~~, X
2
, readily show that P is unbounded

for A � 1.
Q.E.D.

Delay Throughput Performance Comparisons

The delay—throughput performance curves for a multi—access communication

channel with R — 0, under IRAR I, II , III schemes, are shown in Pig. 3.7. We

note that the lEAR III scheme exhibits a better performance curve, over the whole

throughput range, when compared to TEAR I—IT performance curves. In particular,

tEAR III yields a significant improvement in performance within the higher (I -

throughput range, A > 0.5 , as expected. For A < 0.5, the performance curves

obtained by lEAR I, II, III schemes are very close.
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We also show in Fig. 3.7 the delay—throughput curve for the ARDA I

reservation scheme . Over the throughput range 0 < A ~ 0.4 we note IRAR I, It ,

III schemes to yield lower packet delay values than those obtained by an ARDA I

scheme. This is due to the extra reservation delay required by the ARDA I

scheme , when compared with the incorporation of the BA operation in the lEAR

scheme. For higher throughput values, A > 0.4 , we find ARDA I scheme to yield

a delay—throughput curve which is below those obtained by IRAR I—Il schem~~, and

somewhat above the tEAR III performance curve.

We thus conclude that the lEAR III scheme yields an excellent delay—

throughput performance curve , uniformly (over the whole throughput range) better

than the correspond ing curves obtained by ARDA I or tEAR I—It schemes. Perform-

ance characteristics close to those obtained by lEAR III scheme are also exhibited

by tEAR I—It scheme for A < 0.5, and by ARDA I scheme for A > 0.5.

In Fig. 3.8 we show curves representing probabilities u0 and u1 vs. A ,

under IRAR I , II , III schemes , when R = 0. Note that, by definition of the

corresponding state, probabilities u and u1 represent the probabilities of no

transmission and a single (successful BA) transmission at a slot for IRAR I—lI

schemes. For an tEAR III scheme, however , U and u1 represent the probabilities

that no reservations and a single reservation, respectively, will be made at any

period. We further note that if we incorporate an (analytical or empirical) estimate

of u
0, u1, the delay—throughput equations for an IRAR scheme are fully analytically

given by the expressions presented in this section.

In Fig. 3.9 we show curves representing the BA—to—reservation ratio vs. A ,

under TEAR I—IT schemes. The latter ratio is defined as the ratio between the

average numbers of packets transmitted without reservation and those transmitted

following a reservation operation. Curves are shown for R 0, 1, 12. We note

that for 0 � A � 0.4, this ratio decreases rather linearly with A , while for

29

- --— -

~

—- _ - - _

~

---- 

-
__~~~~~------_---— _ _ _ _ _ _



A > 0.4 an almost exponential decrease with A is noted for R 0. For higher

values of B, B—i, 12 , the decrease of this ratio with A > 0.4, is much slower.

This is explained by noting that at higher channel propagation delay values,

more slots are available for HA transmissions between a reservation slot and

the successive corresponding service period, as shown in the next section.
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IV. Performance Analysis of lEAR Schemes for Channels with B � 1

The lEAR tv-v Schemes

We consider now multi—access communication channels with longer propaga-

tion delay values, R � 1. As for the R — 0 channel, the delay—throughput per-

formance curves under the IRAR III scheme are noted to be uniformly (over thc

whole throughput range) better than those obtained under tEAR I—IT schemes. It

is thus of main interest here to derive the delay—throughput characteristi.....

under an lEAR III scheme. In particular, we are interested in the latter char-

acteristics for medium to large network throughput values, since for low throughput

values all IRAR schemes yield performance curves very close to those obtained

under a pure random—access scheme.

The analysis of an lEAR III (or I—Il) scheme for B � 1, is performed by

following the same procedure presented in Section III for R — 0 channels. How—

ever, the underlying channel state process will now include additional parameters

(to principally indicate whether a group starts with a HA slot or a reservation H
slot, the latter to be used by packets colliding in the previous slot). The

Markov state sequence will thus assume now a more complexed structure, although

the technique for evaluating P remains the same.

To provide a simpler procedure for evaluating the performance character-

istics of an TEAR ITT scheme for R � 1, we present here the lEAR IV scheme.

This scheme, which is of interest due to its own merits, will yield delay—through—

put curves which are very close to those associated with the lEAR III scheme

over the medium to large network throughput values, and are only somewhat above

the latter curves for lower throughput values. These resulting characteristics

are readily observed while comparing the protoools of these schemes and reviewing
p typical sample functions of the channel processes under these schemes. In stat-

ing the protocol of the lEAR IV scheme, an idle slot is def ined as a slot during
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which no transmissions are allowed. A single—slot period is defined , as in

Section III , to include a zero reservation slot (containing no reservations),

or a single non—collission BA slot , prior to which the network contains no waiting

unserved packets.

Protocol for TEAR IV Scheme

1. A collission slot which follows a single—slot period , is followed by

CR—i ) successive BA slots and R successive idle slots. Otherwise , any slot

which has not been reserved as a service or reservation slot is declared to

be a random-access (BA) slot.

2. The (first unreserved) slot following the instant at which a collission

is recognized by network terminals , is established as a reservation slot. Also ,

any (unreserved) slot following a service slot is declared as a reservation slot.

3. Service slots are established (at unreserved slots) for reserved messages

immediately following the reception of the corresponding reservation packet,

in accordance with the underlying service ordering discipline.

4. Upon its arrival, a newly arriving message checks :~~~her there exists

any reservat ion slot preceding the first available BA slot. If the latter is

the case, the message sends a reservation packet in the latter reservation slot.

Otherwise, the information packet is transmitted in the first available BA slot.

Then, in the latter situation, if collission is subsequently recognized, reserv-

ation is made for this packet in the first available reservation slot.

5. A service period is set to last for at least B slots.

We note that tEAR TV scheme is governed by a protocol which is identical

to that of an TEAR III scheme, except for the first part of instruction 1 and

the introduction of instruction 5 in the IRAR V protocol. The first part of

instruction 1 sets up a sequence of consecutive CR—i) BA slots and B idle slots

to follow a coli.ission slot which follows a single—slot period. Subsequently,

all colliding packets trying BA transmissions within the above declared B BA
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slots, will be able to make reservations within the reservation slot which is

set—up to follow the last idle slot (see Fig. 4.1). This procedure much reduces

the complexity of the state process following a non—collission BA slot. It is

further observed to have little effect on the delay—throughput curve, in partic-

ular at medium and large throughput values.

Instruction 5 sets up each service period to be no shorter than B slots.

Idle slots need to be added to the service period , if there are less than R

service slots. This allows for all the colliding packets transmitting previous

to the beginning of the service period to make reservations at a reservation

slot declared at the slot following immediately the last service slot within

this service period. This requirement yields, as well, a simplified structured

for the channel state process. However, it results with a somewhat higher

delay—throughput curve (due to the insertion of the service idle slots), when

B > 2. (For R — 1, instruction S is clearly not needed.)

To analytically reduce the effect of instruction 5 on the resulting

delay—throughput curve, and thus obtain a closer approximation to the corre-

sponding curve obtained by an TEAR III scheme, we can make the following assunip—

tion. We assume each service period to contain only its actual service slots

(not adding any idle slots to it), but require the reservation slot, which follows

this service period, to contain the reservations made by any of the packets

colliding during the R slots prior to this period (see Fig. 4.1). The resulting

scheme is then called lEAR IV
A. We note that the latter scheme is not, in

general , realizable, since a propagation delay of less than B slots is sometimes

assumed (to allow for the propagation of collission information over less than

B slots, prior to the reservation slot, when a service period shorter than R

slots occurs). However, scheme IV
A 
will yield delay—throughput curves which

are very close to those obtained under an lEAR III scheme (since the latter two

33 

_-



..— - ----—- — ---—~~~~~~~~ -‘— --—~~~~~~~~~~~~~~~~~~ —~~~---~~ 
—--- -

schemes exhibit very similar sample function behavior for the underlying state

process, mainly under medium and high network throughput values).

A simple extension of the IRAR IV scheme, associated with a modification

of the first part of instruction 1, yields tEAR V scheme.

Protocol for lEAR V Scheme: Instructions 2—5 of IRAR V are identical to the

corresponding instructions 2—5 for tEAR IV. Instruction 1 for IR.AR V is given

as follows: 1) Following every single—slot period we declare the next succes-

sive R slots as BA slots, the next following successive B slots as idle slots

and the next following slot as a reservation slot. Otherwise, any slot which

has not been reserved as a service or reservation slot is declared to be a BA

slot. I
Thus, IRAR V protocol is identical to the tEAR IV protocol, except that

the initial period , following a single—slot period and containing R BA slots,

B idle slots and a reservation slot, starts with a collission slot for an tEAR

IV scheme, while starting with any (BA) slot for an lEAR V scheme. (Therefore,

under an lEAR V scheme, single—slot periods constitute a_ .~ays of a single

reservation slot containing no reservations.) An tEAR V
A 
scheme is defined in

a manner analogous to that used to define an TEAR IV
A procedure.

We note that scheme tEAR V will yield a delay—through put performance

curve somewhat higher than that obtained under an lEAR IV scheme, due to more

fixed (non—adaptive) scheduling associated with the setting of the initial

period, following a single—slot period. We, however, present here the perform-

ance of the channel also under an tEAR V scheme, since the latter (more—fix ed)

structure can be desirable in various actual situations, while yielding a per—

formance curve quite close to that obtained under an tEAR IV scheme.
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Performance Analysis

We consider now a channel with B � 1 under an lEAR IV scheme. The

channel state stochastic sequence {x } is characterized as follows. We note

the channel process to contain three types of time periods (see Pig. 4.1 for

an example of a sample function). The first type of time period is the single—

slot period defined above, containing a single zero reservation slot or a single

non—collission BA slot, at which time the network contains no waiting unset .~..J

packets. The second type of a time period is the period following a single—slot

period, called an initial period. (Note that a SlOt in a single—slot period

constitutes a regeneration point for the channel state stochastic process.) By

instruction 1 of the protocol for tEAR IV scheme, the initial period is set to

contain successively, as its first 2R÷l slots, R BA slots, R idle slots and a

reservation slot; the first slot being always a collission slot. Included in

the initial group are also B BA slots which follow the reservation slot (during

which reservation information is broadcasted) and the service period following

the latter PA slots (see Fig. 4.1). The third type of period , called regular

period, consists of a nonzero reservation slot as a first slot, assuming this

reservation slot does not follow a period of idle slots (in which case we have

an initial period), followed by R BA slots (during which reservation information

is broadcasted) and a service period. In Fig. 4.1, we observe a sample function

representing the successive occurrence of a single—slot period, an initial

period and a regular period. For medium and high network throughput values,

the successive occurrence of regular periods is the most dominant feature of a

samp le function of the channel state process. (For these throughput values, a

similar observation can be made for a channel under an tEAR III scheme.)

To analytically represent the channel state sequence {~~}, we make the

following state definitions, for the n—th time period. We set N
n 

and I~ to
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denote the number of packets making reservations, within the n—th period, af ter

experiencing collissions and the number of newly arriving packets making reserv-

ations, respectively. We then let X1~ 
denote the number of reserved transmissions

within the n—th group. The number of transmissions within the first BA slot of

the n—th group is denoted by N~~
’
~ (if such a slot exists; otherwise, we set

N~~~~~—O) .n

Thus, if the n—th period is a single—slot period we have N~ — I~ = X — 0.

If the latter period consists of an BA slot (so that Xnl = 0), then N W = 0

or 1. Otherwise, this is a zero reservation slot, and X > 0. If the n—th
n-i

period is an initial or regular period, we have

X = N + I  •n n

The variable N
n 
then represents the overall number of collissions occurring

within the previous group of B BA slots. Variables In represents the overall

number of new arrivals with the previous service period , or during the previous

R idle slots , when considering a regular or initial perii , respectively. Thus ,

the state of the Markov channel state process is set up as

x — (N , I , N ~~~~~~~~ x ) . (4 .1)
—it n n tt fl—l

The flow diagram describing the transition probability function of the Markov

state sequence, is shown in Fig. 4.2. The state equations are thus readily

seen to be represented as follows.

~~ — [I(x~ > 0) + t(x~—0)I(N~~.~ � 2)] [N
n+i + ~~~~ (4.2)

where

t4
+i 

— ~~ ~~~~ I(N~.~~ ~ 2) , (4.3)
i—i
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Z~~1 (X +l), if X � 6

‘n+l (4.4)

• z +1(R+l) , if X < 6

and ~~~~~~ (Z(j)} are independent i.i.d. sequences governed by a Poisson dis-

tribution with mean X and jX, respectively, for each j ~ 0. Furthermore, we set

1, for IBAR IV
A

6 — (4 . 5)

R, for tEAR IV.

State equations (4 .2 )—(4 . 5 )  are explained as follows . For

{X
n
=O
~ 
N~~~ � 1), the (n+l)—st period consists of a single non-colliasion BA

slot, and Xn+l 0, as indicated by (4.2). In all other cases, we have

X +i 
= N +l + 1 +1. Variable N +i is given by (4.3), where is set to

indicate the number of transmissions within the i—th slot in the corresponding

group of B BA slots. Variable ‘n+l represents the overall number of (Poisson

distributed) new arrivals during the n—th service period, when a regular (n+l)—st

period is considered. For an initial period , ‘n+l represents the overall number

of new arrivals during the group of R idle slots. Thus, for an tEAR IV scheme

we obtain relation (4.4) with 6 — R. For an IRAR IV
A 

scheme we set 6 — 1 in

(4.4), so that we have

tn+l = I(X=O)Z +1(R+l) + I(x >0)z +1(x +l) . (4.6)

Thus, for TEAR IV
A we assume the number 1 +1 of new packets reserving in the

(n+l)—st period to arrive during the previous Xn service slots if X
n 

> 0, or

during the previous R idle slots if X~ — 0 (and the (n+l)—st period is an

initial period).

~~~~~~~~~~~~~~
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We note that the stochastic sequence {X~,n � 0] , where X denotes the

number of reserved transmissions within the n—th slot, is a Markov sequence

with homogeneous transition probabilities characterized by Eqs. (4.2)—(4.6).

It is readily noted that {X} is positive—recurrent if and only if A < 1. For

A < 1, we set {ui, i � 0) to denote the steady—state distribution ,

u
i 

— lu P(X =i) , i � 0 , - (4 .7)
n

and i~, X
2 
as the limiting moments,

• Eiu , x2 — Zi2u . (4.8)
i i i

For explicit analytical calculations, we will consider hencefor th an IRAR IVA

scheme. The latter will be shown to yield a performance curve which is closer

to that obtained under an lEAR III scheme, than the one resulting under an

tEAR IV scheme. We will however indicate also the procedure for evaluating

the performance curve under an IRAR TV scheme.

Using recurrence relationships (4.2) — (4.6), we outain the moments in

(4.8) in terms of the limiting probability of state 0, u0.

L~~~.a 4.1. For a multi—access channel with R � 1, under an lEAR IV
A 

scheme,

for A < 1, the limiting means ~~~, X
2 
are given by

X — (1 A)~~ 1(l—u0
)X[l+R(l.X)] + u

0
X(R+1)[1—ex p(—A)—X exp(—X)] +

u
0
X[l—exp(—X)][l+(R—l)(l—exp(—A)—X exp(—A))]} ; (4.9)

x2 — (l—X 2)~~~(A3+ u A 2) , (4.10)

where
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A
3 

— (1—u )RCA
2
+X—A exp(—A)J + (l-u )R(R—l)X

2
El—exp (—A)]

2

+ 2RA 2[1—ex p(—X)](l—u ) + (A
2
+X)C1—u )

+ ~ {2R.X
2
[l—ex p(—A)] + A + 2X 2 ) , (4.lla)

A2 A1 
+ 2X[l—exp(—A)][l+(R—l)[l—exp(—A)—Aexp (—A)]}

+ [l—ex p(— A )— A exp (—X ) ][A 2 (R+1) 2 
+ A (R+l)], (4 .llb)

A1 
— A2 + A—A exp(—A) + 2A [l—exp(—A)](R—1)A [l—exp(—A)]

+ (R—l )EX 2 
+ A — A exp(—X)]

+ (R—1)(R—2)X
2
[l— exp(—X)]

2 
, (4.].lc)

where u — his P(X =0).
o n

Proof. Taking expectation on both sides of (4. 2 ) ,  and using (4.3) , (4 .6) , we

obtain at equilibrium,

E(X +1) — I — E {{I(X >0)J . [N
+1 + Z +1(X +l)])

+ E[I(X =0)1E{I(N~~~ � 2)[N
+1 + Z +1(R+1)]

= (l_u
0) E (N

~+1
) + AE~ I(X > 0)(x + 1))

+ u E {N~~1T(N~~~ � 2) )  + u A (R+l)[l—exp(—A)—Aexp (—A)]

= (1—u
0
)R.A[l—exp(—X)] + A(l-u ) + X5~

+ u0~
A [l—exp(—A)] + (R—l)X [l—exp(—A)][l—exp(—A)

— A exp(—A)J} + u A (R+1)[l—exp(—A)—A exp(—A)] , (4.12)

since

E(Nn+i) R[X—Xexp(—X)] , (4.13)
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E{N~~1I(N~~~ � 2)] • E{N ~I(N~~~ � 2))

+ E ft (N~~~ � 2) } E{ ~~ N~~~I (N~~~ � 2))
i—2

X[l—exp(—X)) + [l—exp (—A)—X exp(—X)](R—1)A[l—exp(—X)] . (4.14)

Solving Eq. (4,12) for X we obtain Eq. (4.9).

To obtain Eq. (4.10) we square both sides of (4.2) and take expectations,

assuming equilibrium. We obtain then,

E(X
~+i

) = a E{I(X > O)EN +1 + Z~4.1(X +l)]}

+ E{t(X ’O)I(N~~~ � 2)[N~~1 + Z
~+i(R+l)]2} . (4.15)

The first expression is given by

E{I(X~ > O)[N
+1 + Z +1(X +l)3

2
}

(1_u
0)E(N

~+1) + 2E(N > 0) CX +1))

+ EfI(X > 0)[A2(X +l)2 + X(X +l)]}

(l— u~)R[A2 + A — A exp(—A)] + (1—u) (R2_R)A2[l_ exp(_A)]2

+ 2RlEl—exp (—X ) ] [AX + X(l—u0
)]

+ (X
2
+X)(l-u ) + (A+2A 2)1+ ~~~~~ X 2X2 + A3 , (4 .16)

where A
3 is given by (4.lla). To obtain (4.16), we note that

E (N~~1) — E{[ ~~ N~~~ I (N~~~ � 2)] 2

i—i

a R {t(N~~~ � 2)[N~~~]
2
}

+ (R2—R){E [N ~I(N~~~ � 2))}
2

— REX
2 

+ A — A exp( —A) ] + (R2— R )EA  — A exp(—A) ] 2
. (4.17)
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To evaluate the second expression of (4.15), we use (4.14) and note that

E{N~~1I(N~~~ � 2)) = E{I(N~~~ � 2)tN~~~]
2
}

+ 2E{I(N~~~ � 2)N~~~} (R—l)E(N~ I(N~~~ � 2)]

+ ~~~~~~~~~~~~~~ � 2)]~ } = A1 , (4.18)
i—2

where A1 is given by (4.llc). Finally, using (4.14) , (4.18), we obtain the

second expression of (4.15) to be given by

E{I(X—0)t(N~~~ � 2)[N
1 

+ Z
+i
(R+1)]

2
}

a u A
1 
+ 2u {A[l—exp (—X)]E1+(R—1)(1—exp (—A)—A exp(—A))]}

+ u [1—exp (—A)—X exp(—A)][A2(R+l)2 + A(R+l)] — u0A2 , (4.19)

where A2 is given by (4.llb). Substituting Eqs. (4.16) and (4.19) into

Eq. (4.15), we obtain an equation for X2, which when solved yields Eq. (4.10).

Q.E.D.

To obtain the packet average waiting—time function W under IRAR IV_IV
A

schemes , we need first evaluate the associated N(.), W(•) functions. To express

we set

.1 — ~~ I(N~~~ — 1) , (4.20)
i—i

to denote the overall number of BA successful transmissions within the n—th

period. (Note that we set N~
’
~ — 0, if the n—th period contains no i—th BA

slot.) The overall number of packets served (successfully transmitted) during

the (n+l)—st period is then given by

— X~~1 + I(X 0)t(l~~~~ — 1)

+ I(X—0)t(X~~1 > 0)E3 +~ 
+ + 3n+2~~Xn 

> O)I(X +1 > 0).

(4.21)
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The first term on the ERS of (4.21), ~~~~ represents the overall number of

packets served by reservation during the (n+1)—at period . The second term

accounts for a successful BA transmission within a single—slot (n+1)—st period.

The third term represents the overall number of successful BA transmissions

within an initial (n+l)—st period. The last terms yields the overall number

of successful BA transmissions within a regular (n+l)—st period .

The overall sum of waiting times for packets served during the (n+1)—st

period is given as follows.

w(x ,x~~1) — [I(X > 0) + I(X —0)t(N~~~ > 2)]

{
~ 

N +i(R+l) + N +1(X AR) + 
~ 
1n+l~~n~~

+ X +1(l+R) + ~~
- X +1~~ ~

..l)} , (4.22)

where

(X ItR) l4ax(X ,R), for tEAR IV; (4.23a)

R , if X 0

(X AR) 
~ 

for IRAR IV
A
. (4,23b)

X , if X ‘ 0
11 fl

The indicator—function term in (4.22) sets the waiting—time function

equal to zero for a non—colhission single BA slot. The next first term,

.
~~~ N~.f1(R+l), represents the overall delay (averaged v.r.t. packet times of

arrival) of the N~~1 packets over the B—slot period within which they have

collided. The same N~~1 packets experience a further delay while waiting for

the termination of the previous service period. The latter overall delay is

thus given as N
~+1(X

5AR), where function (X~AR) is given by (4.23a) for the

LEAR IV scheme (so that a minimum service period length of B slots is imposed),

and by (4 23b) f o r  the IRAR TV
A 
scheme. Similarly, the term ~ T 41(X~AR)
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expresses the overall delay (averaged w.r.t. packet times of arrival) of the

~~~ packets during their period of arrival, which is (XnAR) slots long.

(Note Eq. (4.6) when considering the IR.AR IV
A 
scheme.) The term X

~+1(l+R)

accounts for the overall delay of the X~~1 
reserving packets over the reserva-

tion slot and the R propagation slots. The last term in (4.22),

represents the overall sum of waiting—times of the X~~1 reserving packets,

following their acknowledged broadcasted reservation and prior to their admis—

sion into service. (As in Section III, we can assume a random ordering, first—

come first—served, fixed priority or any other service discipline, to control

the order of service of these Xn+l packets, as long as the overall sum of waiting—

time remains unchanged.)

For an tEAR IVA scheme, we now use Eqs. (4.21)—(4.22) and the statistical

characteristics of the Markov state process, Eqs. (4.2)-(4.6), to analytically

evaluate the average packet waiting—time. The result is presented by the follow-

ing theorem.

Theorem 4.1. For a multi—access channel under an tEAR IV
A 

scheme, for R ~ 1

and A < 1, the limiting average packet delay D is given by

D — i ~ + l + R , (4.24)

where

— ~~~~~~~~~~~~~~~~~~~~~~~~~~~~ (4.25)

and

EEW(X ,~~~1
)] — ~{R.XE1-exp(—A)J + + B + .~~ 

A }

+ ~~
. x~~i+x~ + 

.
~~
. E~El—exp(—X)](R+l) (1—u)

+ XE1—exp(—A)){l+(R—l)[l—exp (—A)—X exp(—A)]}

U R  + ~~
. u~~ + ~~

. AR (R+l)u [l—exp(—A)—X exp(—X)] ; (4.26)
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— X + R(l—u )A exp(—X)

+ (R-l)A exp(-A)u0[l-exp(-A)-A exp(-A)] + Au0 exp(-A). (4.26)

The limiting moments 1, x 2 
are given by Eqs. (4.9)—(4.ll), and u

0 
— ~~~~~ P(X~_0).

For A � 1, D is unbounded.

Proof. Eq. (4.25) follows by (3.7), noting again the {~~} is positive—recurrent

if and only if A < 1. To obtain Eq. (4.27) we take the limiting expectation of

Eq. (4.21). We obtain,

EEN(X ,~~~~1
)] — E(X~~1) + E[I(X~.’10)]E[I(N~~~ = 1)]

+ E[I(X O)I(X > 0)][E(J +1IX aO,X +1 > 0) + E(J
~+2

)]

+ E{I(X > O)I(X~~1 > O)]E(J~~2). (4.28)

To compute (4.28) we note that, at equilibrium, we have

E(J
~+1) — E(J +2) = E

~Et(N,~~ 
= l)~ = BA exp(—A); (4.29)

i—l

EEI(X 0)I(X~~1
>0)] = ECI(X =0)) — EEl (X a0)I(XMl~

0)]

— U
o
_U
0

P(X
n+l

_OIX
n
_O) = u— u0Eexp(—A) + A exp(—A)]

a u0E l—exp (— X ) — A exp(—X)] (4,30)

EEI(X~>0)I(X~~1>0)] — E[t(X 41>0)] — E[I(X~~1>0)I(X—O)]

a (1_u) — u
0El—exp(—X ) — A exp(—X)]; (4.31)

E(J
~+1IX0

0, x~~1>0] E [I(N~~.~ — 1)] — (R—l)A exp (—X). (4.32)

Substituting (4 ,2 9)— (4 32) into (4 ,28) we obtain
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EEN(X ,X~~1
)] • I + u0Xexp(—A) + u fl— ex p (—A )—X exp (—A )](2R — l)

Xexp(—X) + Rlexp(—X){(l—u )—u [l—exp(—X)—Xexp (—A)]},

which yields Eq. (4.27).

To obtain Eq. (4.26) we take the limiting expectation of (4.22). For

that purpose, we note that, at equilibrium, the following relationships are

obtained.

EffI(X > 0) + I(x — 0)I(N~~j � 2)]N~~1
(X AR))

a E{t(X > O)N +1X + I(X = 0)I(N~~~ � 2)N~~1R}

• XE(N~~1) + U REfN~~1I(N~~~ � 2)) , (4.33)

where E(N
+i
) and E{N

+i
I(N

~~~ 
� 2)) are given by (4,13) and (4.14) , respectiv-

ely. Also, using (4.6), we have

E{[I(X > 0) + I(X — O)T(N~~~ � 2)] 
~~

- I +i (X AR))

— EfI(X > 0) . Z~~1(X + 1)X } + EfI(X — 0)I(N~~~ � 2) ~ ~~n+l 4
~
1
~~

— ~ EfXX (X + 1)) + AR(R+1)E{!(x — 0) I (N~~~ � 2))

— ~ + 
~j  

AX2 + ~ XR(R+l)u El—exp (—A)—Aexp(—A)J. (4.34)

Using (4.33)—(4 .34) in computing the limiting mean of (4,22), we obtain,

EEW(X ,X~~1
)] — 

~~
. (R+l) [(1—u0)E(N~.,.1) + u0EEN~÷1I(N~~~ � 2)]]

+ XE(N~~1) + u RZt N~~~ � 2)] + xi + ~j  
X~~

+ 4 XR(R+1)u0tl—exp(—X)—Aexp(—X )3 + i(l+R)

(4.35)
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Substituting (4.13)—(4 .14) into (4.35), we derive Eq. (4.26).
Q.E.D.

The analysis of tEAR V_V
A 
schemes is analogous to that presented above

for tEAR IV_flT
A 
schemes. The underlying Markov state sequence {~~} is defined

similarly, and is now governed by the transition probability function described

in Fig. 4.3 The delay—throughput characteristics are summarized by the follow-

ing Leema and Theorem. (Proofs are similar to those presented above and, there-

fore, are not presented here.)

Leema 4.1. For a multi—access channel under IRAR V_VA schemes, with R � 1, the

average packet delay D is given by

D • W + 1 + R , (4.36)

with ~ expressed as the (w.p.l) limit

M

~~ W(X ,X )
=1 ~~

W — lint 
M ~

,.3/)
M +

~~~~~ N(X .
X )

—fln h

and

W
~
x ,x +i) 4 N +1(R+i) + N~~1(X AR) + 4 I~~ 1( X A R)

+ X +1(l+R) + 4 x~~1(X~~1—l) , (4.38)

N(X ,!~~1) — X~~1 + ~n+2
t
~~n+l > 0) + 

~n+1~~~n 
= 0), (4.39)

where (X~PR) is given by (4.23).

Using expressions (4.37)—(4.39) an~ Fig. 4.3 to generate a sample function

we can obtain W and D by setting N large enough, through simulation. The

same procedure can be used for IRAR IV_IVA schemes by incorporating Eqs. (4.37)

and (4.21)—(4,22); and similarly for any other tEAR scheme. These simulation

procedures have been used to derive the delay—throughput performance curves
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under tEAR tV—V schemes, which will be presented latter. For an IRAR IV
A 

scheme,

we can compute limiting expectations (3.7b)—(3.7c) and use (3.7a) to anahitically

obtain an expression for D, in terms of u0, presented in the following Theorem.

Theorem 4.2. For a multi—access communication channel under IRAR VA 
scheme,

with R > 1 and A < 1, the limiting average packet delay D is given by

D — W + h + R , (4 40)

where

— {EEw(x ,x ÷1)]}. {E 1N(~~,~~ 1)]}~~ ,

and

= 4X
2
(l + A) + I{BA[l-exp(—A)] + 4 A + R +

+ RA[l—expc—A)][4 (R+1) + uR] + 4 u XR(R+l) , (4.41)

EEN (X ,X~~1
)] = I + RXexp (—X) . (4.42)

The limiting moments are given by

I — X (l—A) 1(RE1—ex p(—A)] + 1 + u0
R)

— (1—A 2)1{RA [l+X—exp(—A)] + R(R—l)A
2
E1—exp(—X)]

2

+ A + A 2 + A (l+2A)(~+uR) + A
2u R 2

+ 2R X
2
E1—exp(—X)][l+I+uR]}

where u~ 
~~~~~~~~~~~~ 

I — Ziu~, X
2 

— Zi
2
u~. For A � 1, D is unbounded.

Performance Computations and Comparisons

We first compare the delay—throughput curves for tEAR IV
A 

and tEAR VA
schemes (given in Theorems 4.1 and 4.2, respectively), and the performance

curves for tEAR tV—V schemes (obtained according to Lemma 4,1), with the
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delay—throughput curves for an TRAR III scheme (obtained by simulation). The

resulting curves are shown in Figs. 4.4 — 4.5.

For R = 1, we note that IRAR IV (V) scheme is identical to tEAR IVA (V
A
)

scheme. The delay—throughput curves for IRAR Itt , IV , V procedures , for a

channel with R — 1, are shown in Fig. 4.4. We note that tEAR IV (or IVA
) and

tEAR III exhibit essentially identical delay—throughput performance curves.

tEAR V (or V
A
) scheme exhibits a performance curve which is almost identical to

those obtained under lEAR Ill—tV scheme when A � 0.4, while being somewhat higher

at lower network throughput values (as expected , since an initial period starts

with any BA slot for tEAR V). We thus conclude that the analytical expressions

for the channel delay—throughput curve, when R — 1, under an TEAR IVA (IV) scheme,

essentially yield those resulting under an TEAR III scheme , while those under

an tEAR VA (V) scheme yield a ve’ry close lower bound .

For a channel with a higher propagation delay value , such as is the case

for a satellite channel, setting R — 12, the resulting performance curves under

tEAR III , IV, IVA, V, VA schemes are shown in Fig. 4.5. “e ..ote again that the

performance curves under TEAR IV
A 

— V
A 
schemes yield very close upper—bounds to

the performance curve under IRAR III scheme, and present almost perfect fit for

medium and high network throughput values. The performance curves under tEAR

IV — V schemes are noted to yield only somewhat higher packet delay values. As

expected, schemes IV and V(IV
A 

and V
A
) exhibit very close performance curves ,

except that at low network throughput values tEAR V yields somewhat higher packet

delay values. r
For a channel with a low propagation delay, B - 1, the delay—throughput

curves under tEAR I, II , III schemes, as well as under the ARDA I reservation

scheme, are shown in Fig. 4.6. We note that the tEAR III scheme yields the

lowest average packet delays, over the whole range of network throughput values,

For low traffic intensity values, A < 0.4, tEAR I, II , III schemes yield the
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same packet delay values. The latter are lower than those resulting when the

pure reservation ARDA I scheme is employed. For high network throughput values,

A > 0.4, ARDA I and TEAR III schemes yield packet delays values considerably

lower than those obtained under TEAR I—It scheme; with the delay values resulting

when an IRAR III scheme is employed being uniformly the lowest.

For a channel with a high propagation delay value, R — 12, the delay—

throughput curves of the various tEAR, reservation and BA schemes are sho~.. ..n

Fig. 4.7. For low network throughput values, A < 0.3, tEAR I , II , III schemes

yield the same low packet delay values (varying from D — B + 1 — 13 slots at
A — 0 to D 20 slots at A = 0.3). The same packet delay values, over 0 � A < 0.3,

are also obtained by a (stabilized) slotted pure random—access scheme (such as

slotted ALOHA or CEA controlled schemes, denoted as BA in Fig. 4.7). The random—

access scheme yields, however, packed delay values which rapidly become unbounded

as A approaches a value of e
1 
~ 0.368 packets/slot. It is interesting to note

the IRAR schemes yield as low packet delay values as those obtained under a pure

BA scheme for A < 0.3 (and lower for A > 0.3), while no BA retransmissions are

being employed by the TEAR schemes. This is explained by noting that the

average number of retransmissions per packet (for BA scheme) is lower than one

if and only if A < e~~ (see [2]), and is thus considerably lower than 1 over the

throughput range within which the BA scheme is effective. Subsequently, if a BA

scheme induces a high enough probability of packet retransmission , excessive packet

delay will result. Therefore, an IRA~ scheme, that uses no packet retransais—

sions at all, can exhibit packet delays as low as those obtained under a pure

BA scheme for A � 0.3. The tEAR schemes, furthermore, clearly exhibit a much

superior delay—throughput performance characteristics at higher network throughput

values. (Similar observations can be made for R — 0, 1.)
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At higher network throughput values , A > 0.3, we note the TEAR II scheme

to yield packet delays considerably lower than those attained under the tEAR I

scheme, and somewhat higher than those achieved when the IRAR III scheme is used.

The delay—throughput performance curves of two pure reservation schemes,

ABII~ I and DFRAC (See Section I for the description of these schemes), are also

shov~ in Fig. 4.7. At low network throughput—values, 0 � A � 0.4, similar packet

delay values are attained by these two reservation procedures. The latter values

are higher than those obtained under the IRAR and BA schemes (by as much as B + 1

= 13 slots, the delay involved in broadcasting the reservation packet, at A — 0).

Both tEAR Il—Ill schemes are noted to yield delay curves which are lower than the

ARDA I delay curve over the whole throughput range. The delay—throughput curve

under the DFRAC scheme is above the IRAR III delay curve for 0 � A � 0.55; how-

ever , for higher network throughput values, A > 0.55, the DFRAC scheme yields

lower packet delays than those obtained under the lEAR III scheme .

We thus conc~lude, that to obtain the lowest delay—throughput curve over

the whole throughput range, for high values of B, we neec to employ a scheme

that uses an TEAR III procedure for 0 � A � 0.6 , and then causes its protocol to

transition into that of an ARDA I (or ARDA II, see El]) pure reservation procedure.

This integrated scheme will induce a performance curve following closely the

lower envelope of the IR.AR III — ARDA I curves. The above transition can be

attained, when long—term traffic intensity fluctuations are considered , by

incorporating an appropriate estimate of the underlying present network traffic

intensity value A • For short—period fluctuations, a feedback scheme, (such as

the ARDA II scheme in [1], incorporating observed reserving packet queue sizes ,

can be employed to automatically adapt to A and cause the transition of the

protocol of the access—control discipline between the tEAR mode and the pure

reservation mode. Such a feedback scheme has been in fact implemented and
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observed to yield a performance curve following closely the lover envelope of

the tEAR III — ARDA I curves.

In Fig. 4.8 we present curves for probabilities u , u1, for B — 1, 12,

under tEAR IVA 
— VA schemes. We note that u

0 
represents the probability of a

period with no reserved transmissions, and is used in Theorems 4.1—4.2 to

yield explicit analytical solutions for the average packet delays under tEAR IV
A 

—

V
A 
schemes. Probability (1—u) is also a measure of channel utilization.
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V. Conclusions

We have presented and studied Integrated Random—Access Reservation (lEAR)

schemes for multi—access communication channels . Under an tEAR scheme , newly

arrived packets can be designated for reserved or random—access (BA) transmis-

sions. In the latter case, if a collission oc curs , each colliding packet is

assigned for transmission by reservation, rather than attempt another BA trans-

mission.

The performance of the TEAR schemes under consideration is expressed

in terms of the associated channel delay—through put curves . Analytical

expressions have been derived for the limiting average packet delay , under

various lEAR schemes, in terms of the steady—state probabilities that an under-

lying embedded Markov chain is in state 0 (and, sometimes, also in state 1).

Single packet messages are considered . We show that for low channel propagation

delay values (when considering , for example, terrestrial radio or line networks),

an tEAR scheme (TEAR III) yields excellent delay—throughput performance character-

istics, over the whole range of network throughput va1ue~ . The tEAR III per-

formance curve is then also shown to be uniformly superior to that obtained by

a corresponding (ARDA I) pure reservation scheme, as well as a corresponding

slotted random—access scheme.

For a channel with longer propagation delays (setting R=12), such as a

satellite communication channel, we show that the tEAR III scheme yields an

excellent delay—throughput curve for network traffic intensity (throughput)

values of 0 � A � 0.6, For 0 � A ~ 0.3, the latter TEAR curve is identical

to that obtained when a slotted pure (controlled) random—access procedure is

used. The random—access performance curve involves, however, a rapidly

increasing packet delay value as A + e~ ~ 0.368. The IR.AR performance curve

is also superior , within A < 0.6, to that obtained when an excellent (consid-

ering high propagation delay values) pure reservation scheme (DFEAC) is used.
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The latter reservation scheme yields, however, lower average packet delays for

higher (0.6 � A < 1) network throughput values. Therefore, for channels with

long propagation delays, low packet delays are obtained over the whole network

throughput range, when we employ an access—control scheme that adopts an IE.AR

protocol for low and medium throughput values, and switches into an efficient

pure reservation protocol (as that of a DFRAC or ARDA II schemes) at higher

throughput values.

In many actual multi—access communication channel situations, different

classes of messages can be distinguished , in accordance with their statistical

characteristics and service requirements. An efficient access—control scheme,

integrating both random—access and reservation procedures, will then be employed.

The basic schemes and the associated analytical techniques presented in this

paper, would then provide the necessary basic access—control elements involved

in the analysis and design of many such integrated schemes.
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Fig. 3.9. Curves Representing the Ratio Between the Average Numbers
of Packets Transmitted Without Reservation and Those
Transmitted Following Reservation , for Channels with

R = 0. 1, 12 Under I RAR I, II Schemes.
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Fig. 4.5. Delay-Throughput Curves for a Channel with R 12. Under
IRAR ~~ ~~ ~~A’ ~ A Schemes.

.

~

.—_-- 

~~~~~~~~~~~~~~~~~~~~~~~~~~~ - - - .~~~~~~ -—- --



r -- - -_.--—- --- --.—.-—-— - ..--.- -_--- -_ . .

50 —

4 0 -
0

0
w U

20 -

10 
1,11,111 ARDA I

ifi
0

0 0.2 0.4 0.6 0.8 0.9
THROUGHPUT (A)
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Fig. 4.7. Delay-Throughput Curv es for a Channel with R = 12, Under a
Slotted Pure Random-Access Scheme (RA ) . ARDA 1 Scheme,
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